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FOREWORD 

These proceedings contain the papers presented at the Tenth Annual Precise 
Time and Time Interval (PTTI) Applications and Planning Meeting, including 
questions and answers following the presentations. 

As stated in the Program Introduction, the purpose of the PTTI Applications 
and Planning Meeting is: 

To give PTTI Managers, Systems Engineers, and Program Planners: 

• A transparent view of the state-of-the-art 
• An opportunity to express needs (current or future) 
• A view of important future trends 
• A review of relevant past accomplishments. 

To provide PTTI users with new and useful applications, procedures, and 
techniques. 

To allow the PTTI researcher to better assess fruitful directions for 
research efforts. 

The 195 registered attendees came from Government, private industry, 
Universities, and foreign countries. 

This year, most sessions were started with invited tutorial papers 
followed by contributed papers. This format proved very successful; The 
tutorials set_th~tone for the following discussions. A successful 
Discussion Forum on Atomic Frequency Standards was a fitting end to the 
first day. The tutorials covered the following subjects: 

• Composite Oscillator Systems for Meeting User Needs for Time and 
Frequency 

• Quartz Crystal and Super Conductive Resonators and Oscillators 
• Time Domain Measurement Systems 
• Frequency Domain Measurement Systems 
• Clock Performance as a critical Parameter in Navigational Satellite 

Systems 
• Down to Earth Relativity 
• Modern Technology for the Determination of UTI and Polar Motion. 

On behalf of the Executive Committee, I want to thank all those who 
cont~ibuted to the success of this year's meeting. Special thanks go to 
the Chairmen of the Technical Program Committee who carried the major 
responsibility for this excellent program and to the Session Chairman. 
Without S. Clark Wardrip, who was on top of absolutely everything, this 
meeting would have been impossible. 

GART WESTERHOUT 
General Chairman 
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CALL TO SESSION 

Dr. Gart T.vesterhout 
U. S. Naval Observatory 

DR. WESTERHOUT: Good Morning. I am Gart Westerhout, Scientif ic 
Director of the U. S. Naval Observatory. As general chairman for 
this Tenth Annual Precise Time and Time Interval Applications and 
Planning Meeting, I call the meeting to session. 

This year's meeting features 7 tutorial papers , 20 contributed papers 
and a discussion forum. The executive committee asked the program 
committee to draw up a program which emphasized the purpose of the 
meeting: To provide PTTI managers, engineers, planners, users, and 
researchers with a review of the state of the art and a discussion 
of needs and future trends. I recommend that you all read page VI 
in the program booklet again, so that we remember the reasons for 
this meeting, which is properly called an Applicatons and Planning 
Meeting. The executive committee does not want this annual affair 
to become the equivalent of an IEEE type meeting. 

Having said all this, I need to thank our technical program committee 
and especially its able chairman, David W. Allan, for a job well done. 
Subjects for the tutorials seem very appropriate and will hopefully 
contribute to the overall discussion as well as to the purpose of the 
meeting: to assist PTTI Managers, Systems Engineers and Program 
Planners in their tasks. 

I also wish to thank the members of the executive committee for the 
smooth manner in which this tenth meeting has come into being. I 
have spent 9 months trying to find out what I was supposed · to do as 
general chairman, and I'm still looking. Everything happened 
automatically. That's why I feel it incu~bent on me to speak to 
you for half an hour today; at least that gives me something to do. 

Thanks are due especially to S. Clark Wardrip of NASA who handled all 
the details of putting the meeting together, and to James A. Murray 
and Charles Bartholomew of NRL who handled the local arrangements. 

Before I yield the microphone, two comments: Please use the micro­
phone when you are making comments, and state your name and affilia­
tion. Discussion after each paper is very strongly encouraged and 
the recording of the discussion is considered to make the proceedings 
extremely valuable. 
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And the second comment: Wednesday's banquet speaker, Dr. R.Grant Athay, 
is a world-renowned solar physicist. I wa1~ly recommend attendance at 
the banquet for both its tangible and intangible benefits. 

I would now like to calIon the representatives of some of the 
agencies who sponsor the PTTI meetings to say a few words of welcome. 
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WELCOME ADDRESS 

Capt. Edward E. Henifin 
Commanding Officer 

Naval Research Laboratory 

On behalf of the Naval Research Laboratory, I would like to welcome you 
to the Tenth Annual Precise Time and Time Interval Applications and 
Planning Meeting. It is a pleasure for NRL to act as one of the co­
hosts and sponsors of this meeting. 

You are about to embark on a series of technical sessions for the next 
three days to accomplish the goals of the meeting. These sessions are 
going to be extremely interesting and thought-provoking and, since you 
all are involved in precise time, I'm sure the sessions will all go 
according to the planned schedule. 

Most individuals are clock-watchers of sorts and from our earliest 
memories time has played an important role in our lives. From my own 
experiences, my earliest recollection of time and time measurement goes 
back to the early school years watching the hands of an old Seth Thomas 
move ever so slowly toward the three-thirty mark when school would be 
out. Measurement was the number of days until the next weekend or the 
next vacation - it was not a precise thing - just a block of days 
divided into various intervals. 

Later on, as I became more m-lare of the importance of time, I realized 
that my grandfather and father, both railroad engineers, were extremely 
interested in exact time, especially that which had to do with trains. 
On a periodic schedule both had to have their big pocket watches 
checked by a particular jeweler. The watches had to be precise - that 
is, would not lose or gain more than a few seconds in a month - I can't 
remember the number now, but that's probably not important. 

Then, there was my first watch - used to check it with the radio daily 
to make sure it wasn't slow or fast. A minute or two a week made me 
feel pretty good - I had an accurate watch. 

Then, I was exposed to navigation. Time and accuracy took on a new 
dimension. The daily time ticks with WWV and the chronometer log sun 
lines; apparent noon; star fixes; etc. required accurate time for 
accurate position reports. In 1968/69 I encouraged my navigator to 
write a paper up the chain of command proposing that we replace the 
chronometers on board ship with the then new Bulova Accutrons - they 
were advertized as being more accurate/precise than the chronometers 
we had on board - accurate to tenths of seconds in a 30-day period. 
As you may know, chronometers had to be overhauled every operating 
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· cycle at costs of about three to four times that of an Accutron. 
Tenths of seconds or even hundredths of seconds are comprehensib'le to 
me but comprehending nano and pi co seconds is like trying to visualize 
a billion dollars all in one-dollar bills - mind boggling. 

That's a brief of 'my experience with time, with the exception of this 
past year when I met the keeper of the time, Dr. Gernot Winkler, at 
the Naval Observatory and additionally had the good fortune of being 
briefed on the PTTI program. I won't say that I understand PTTI, but 
I do have an appreciation for what it is and what your goals, when 
achieved, will mean. 

NRL is proud of the part it has played in the time and frequency field 
over the years and is looking forward to a continuing contribution in 
the future. 

It is therefore with great pleasure that on behalf of NRL I again 
welcome you to this conference. 
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OPENING COMMENTS 

Tecwyn Roberts 
Director, Networks Directorate, NASA/Goddard Space Flight Center 

As some of you may know, 1978 marks the 20th Anniversary of NASA, and I think it appropri­
ate to reflect a few moments about some of what has been accomplished in those twenty years 
and where we are going, not only in the precision frequency and time area but also in other areas. 

From NASA's inception, the Agency has successfully worked both to advance man's knowledge 
of the universe, and to use that knowledge to better life on Earth. We are proud of Goddard's 
role in this effort. 

Goddard's early work with communication satellites such as Relay, Syncom and the Applications 
Technology Satellites (ATS) laid the ground work for low cost transatlantic telephone calls and 
radio and television broadcast. 

The key to future growth in satellite communications is the broadcast satellite which beams sig­
nals directly to rooftop size terminals. ATS-6 experiments demonstrated that one satellite in a 
stationary orbit can serve thousands of users. 

Goddard's research with metrology satellites has and is revolutionizing the study and forecasting 
of global weather conditions. Projects managed by Goddard such as the TIROS series of satel­
lites laid the groundwork for the use of satellites for predicting the weather. TIROS-N, which 
was launched Oct. 13th, has been active mapping the weather and tracking hurricanes; the fIrst 
of which was Kendra. 

In the early 1960's NASA initiated the Nimbus satellite program which was designed to meet the 
research needs of atmospheric and earth scientists. The fInal satellite in this series, Nimbus 7, was 
launched Oct. 24th in a near polar orbit so as to monitor man made and natural pollutants in the 
atmosphere which concerns us all. 

Goddard is also very much a part of the Global Atmospheric Research Program (GARP) which 
was established in 1967 under the auspices of the United Nations. The first Global Weather Ex­
periment is scheduled to start in December or January. Data will be collected for one year from 
over 10,000 sources; platforms on the ground , ships at sea , aircraft and weather satellites oper­
ated by the United States, Japan, the European Space Agency (ESA), and the USSR. 

NASA's Earth Resources Satellites are providing the means for nations to take constant inventory 
of the Earth's dwindling supply of natural resources. Goddard's role in this program includes the 
management of the Landsat satellites. These satellites with special sensors are able to distinguish 
different crops, measure ground temperature, and determine flood patterns, erosion, and drought 
areas. Last May NASA launched a satellite to map the day/night temperature differences of the 
earth's surface. The satellite called the Heat Capacity Mapping Mission (HCMM) will be used with 
temperature information from Landsat 3 to classify rock formations, monitor soil moisture changes 
and agriculture stress , and study the effects of urban heat islands on local weather. 

Next year NASA will launch its first geological applications satellite termed Magsat. The data 
Magsat sends back will aid in mineral and oil exploration and in updating world and regional mag­
netic charts used for navigation and surveying. 

Other Goddard projects look beyond the Earth to study the influence of the sun on the Earth 
and observe the stars and planets to learn more about cosmic processes. In 1979 , at the height 
of the next eleven year cycle of maximum solar activity , NASA will launch Goddard's Solar Max­
imum Mission (SMM) to study the entire electromagnetic spectrum of solar flares to try and de­
termine their physical origin. 
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It may interest you to know that it was Goddard's Copernicus satellite that this past June located 
a second invisible black hole in our galaxy orbiting a giant super star. The black hole is gradually 
siphoning away the larger star's atmosphere. A gamma-ray observatory scheduled for the mid 1980's 
will look again at black holes as it maps gamma-ray sources throughout the universe. Studying 
black holes will extend man's knowledge of physics into aspects of relatively not observable here 
on Earth. 

Through the International Ultraviolet Explorer (IUE) experiment astronomers from NASA, the 
United Kingdom, and the European Space Agency are continually looking at objects ranging from 
planets in our solar system to the most distant objects in the universe. Another experiment plan­
ned for 1983, the Cosmic Background Explorer Satellite, will use infrared waves to address the 
question of the very origin of the universe. 

Coming to more earthly aspects, in the early 1980's the Space Shuttle will begin making round­
trips into space. Eventually, there is expected to be as many as forty missions per year. For 
Shuttle, Goddard is developing a standardized satellite container called a Multimission Module 
Spacecraft that can house a diversity of experiments and instruments. 

Goddard also has the responsibility for administering the Shuttle Getaway Special Program. 
Through this program, individuals, industries, research groups, and other nations can place small 
experiments aboard Shuttle for as little as $3000. In fact, Goddard's Explorer Scout Post is 
planning a project on Shuttle via this program. 

In the early 1980's Goddard will replace most of its present worldwide ground tracking network 
with two large synchronous communication satellites, the Tracking and Data Relay Satellite Sys­
tem (TDRSS). These two satellites, which will greatly increase spacecraft communications capa­
bility, will provide coverage for spacecraft orbiting below 5,000 kilometers. Higher orbit satellites 
will be serviced by the reduced ground tracking stations. All data passing through the TDRS sat­
ellites will be collected at the NASA White Sands, New Mexico, facility where it will be formatted 
for high speed transmission to users for processing and distribution. 

Our interferometry work continues with the development of the Mark-III Wideband Very Long 
Baseline Interferometry (VLBI) System which has centimeter accuracy. Measurements made in 
1977 with our Mark-I system between the Haystack Observatory and Owens Valley, a baseline of 
3900 kilometers, indicate about 3 centimeter accuracy. This is about one part in 10 to the 8th. 
We hope to do much better than this with the new system. The 3 centimeter measurement is the 
most precise transcontinental length measurement ever made. Transcontinental first order surveys 
using standard terrestrial surveying techniques are precise to one part in 10 to the 6th. Support­
ing our VLBI activity is of course our Goddard developed hydrogen masers which offer stabilities 
of parts in 10 to the 14th. 

Oue new hydrogen masers which will be available shortly, will have stabilities of a few parts in 
10 to the 15th. These masers will be under microprocessor control for remote monitoring of 
maser performance and remote control of maser operation such as automatic cavity tuning, syn­
thesizer control, and zeeman frequency measurement. The new masers are transportable like our 
NP series but are more rugged and have longer battery life. The masers will be available for ex­
tensive testing during early 1979. 

In support of all this scientific activity during the past twenty years has been the frequency and 
time community. Much of the scientific data that has been collected could not have been prop­
erly interpreted and correlated without precise frequency and time sources. Goddard personnel 
have, over the years, evaluated and used many techniques of time transfer including HF, VLF, 
dual VLF, radio navigation systems, portable clocks, television, and the use of satellites. 
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We are now looking to the future use of our own Tracking and Data Relay Satellites for sub micro­
second timing of our Network and other facilities. During the mid 1980's, we also plan to make 
use of the Global Positioning System (GPS) for submicrosecond timing of our laser ranging net­
work and special projects. 

As our scientific programs have become more and more sophisticated, the development of pre­
cision frequency and time sources has kept pace. We have seen timing requirements increase from 
ten milliseconds worldwide during the Vanguard and Mercury flights of the late 1950's and early 
60's to tens of microseconds in support of the Apollo program and scientific satellites, to today's 
microsecond requirements for laser ranging, scientific satellites, Space Shuttle and geodesy meas­
urements. Goddard's timing requirements have increased about an order of magnitude per decade, 
and we foresee that during the 1980's and 90 i s the experimenters will need tens of nanoseconds 
timing which boggles the imagination. Likewise, frequency requirements have advanced from a 
few parts in 10 to the 8th in the 1950's to the present capability of parts in 10 to the 15th. 

Only you people here today can possibly envision what will be required over the next twenty 
years and on into the 21 st century. It is meetings such as this that stimulate the thoughts that 
bring forth the ideas that develop the systems of tomorrow. I encourage each of you to vigor­
ously continue with your efforts. President Carter, in a message to the Nation last month, pointed 
out his desire that the United States playa prominent role in fostering space cooperation with 
other countries. It is meetings such as the PTTI that helps us expand our international activity. 
I welcome and encourage the participation by other nations in the PTTI. 

I want to express my appreciation to the other organizations that cosponsor this meeting; Admiral 
Fowler and Admiral Smith from the Naval Electronic Systems Command ; Captain Smith and Dr. 
Westerhout from the Naval Observatory; and Captain Henifin and Dr. Berman our host from the 
Naval Research Laboratory. I thank you for this opportunity to speak with you this morning. 
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OPENING COMMENTS 

RAdm. G. H. Smith 
Vice Commander, Naval Electronic Systems Command 

RADM. SMITH: Welcome to the Tenth Annual PTTI Meeting. It 
is a distinct pleasure for the Naval Electronic Systems 
Command to once again cosponsor this event. 

There is a considerable concern within the Navy about the 
increasing number of systems requiring precise time and time 
interval. This concern unfortunately is not matched by an 
understanding of PTTI. 

As an example, 
a cesium clock 
systems there. 
required power 

last spring there was a requirement to send 
to southern Europe to update the Verdin 

The standard we were sending, of course, 
on it more or less continually. 

In order to keep power on the clock during the trip, arrange­
ments were made with Pan American Airlines for the clock to 
travel first class. Unfortunately, one month earlier new 
guidance from the Secretary of the Navy put severe restric­
tions on first-class travel. If you weren't traveling in a 
stretcher or in a wheelchair or some other such thing as 
that, it was impossible to travel first class; and it cer­
tainly was not possible for an inanimate object to travel 
first class. 

In trying to cope with this problem, we finally agreed that 
since we couldn't have a thing go first class, we had to at 
least make it appear that it was a person. So several 
messages were exchanged having to do with three people 
traveling first-class to Athens, Rome, and Naples. One of 
those persons was Mr. C. Clock. It seems that the only 
person that can give approval for this is the Secretary of 
Defense, personally. We spent more than two months trying 
to get approval. 

Finally, I took a call from someone in OSD who said, "I 
don't understand what this is all about, anyway. Why don't 
you just listen to that Washington radio station and get one 
of those time checks?" 
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It is not surprising that you are not very well understood, 
because you are in the time business, and I challenge you 
to define time. You probably have argued about this among 
yourselves, time and time again; but about 40 years ago 
Albert Einstein defined time. Of course, time was very 
important to him, in those days. He defined time as "a 
succession of nows." But it is all relative, anyway. 

For the past three years, we in the Navy have been trying to 
cope with our requirement for the future. We have finally 
come to grips with it; and it is very simple. 

What we need, downstream, is a worldwide dissemination system, 
and a system on our platforms to distribute time throughout 
the ship. We don't need to go to picosecond timing in a 
foreseeable future. We need a way to cost-effectively get 
the time around. That is what we need. 

It is true that our time requirements are becoming more 
stringent. But for the foreseeable future, they center on 
those time requirements which are governed by the Transit 
Improvement Program for navigation, and the GPS Navigational 
Satellite System; in the wildest stretch of the imagination, 
that is perhaps 10 nanoseconds. 

We must also stop the proliferation of different types of 
clocks simply because we can't afford it. One solution 
might be to get a single, very reliable, type of clock that 
everybody can use. We haven't been able to do that. 

We also frequently have a major problem setting our require­
ments. The first thing an engineer who has a system does, 
when he sets the requirements, is to look for what is 
available; when he gets the best he can find, that suddenly 
becomes the requirement. 

Well, in the interest of time, I will make this short. You 
have three days of detailed technical sessions ahead of you. 
Please get the most out of the meeting and good luck to 
you. Thank you. 
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I OPENING COMMENTS 

Captain Joseph C. Smith 

Superintendent, U. S. Naval Observatory 

CAPT SMITH: Dr. Westerhout, Ladies, and Gentlemen: A little over one 
year ago I spoke at a symposium commemorating the discovery of the 
satellites of Mars by Asaph Hall of the Naval Observatory. During that 
talk I stated that I was convinced that there were still things to learn 
about our solar system, that it was evident that we did not know every­
thing concerning the satellites of the planets nor did we necessarily 
know about the existence of all the satellites. Less than one year 
later, I had the honor to announce the discovery of a satellite of 
Pluto by one of our staff, Mr. James Christy. 

While I do not claim yet to be a prophet I believe we can equally make 
predictions regarding the new and the unknown in the field of timing. 
Discoveries await which will be equally as exciting as what we have 
done in visual astronomy. 

We are embarked now on a radio astrometric program utilizing t 'he radio 
interferometer at Green Bank, West Virginia in collaboration with NRL, 
which promises not only a very precise means to determine UT and Polar 
Motion, but will also, I am convinced, shed new light on Quasar posi­
tions, Quasar physics, and a host of other areas. Our timing experi­
ments in several areas with other individuals and organizations also 
offer promise for future development in timing as applied to navigation 
and communications. 

Our efforts in time transfer are centered on two developments: A 
timing receiver for the GPS system, which will eventually allow much 
better timing world-wide; and the development and performance evalua­
tion of mini portable clocks to cut costs of portable clock visits 
allowing more to be made. We have intensified our utilization and 
study of hydrogen masers as time keepers as well as other ways to meet 
the present and future requirements of the Navy, DoD, and other users. 

Most people assume time as a matter of course, yet I am reminded each 
day of how important timing is to almost every aspect of our modern day 
Navy life. Electronic systems, navigation systems, communications 
systems, weapons systems, radar systems, missile systems, computer 
systems, and many others are going to be increasingly dependent on 
time. If our platforms of the future are going to be able to do their 
job, either singly or collectively, such as found in task force oper­
ations, a timing system is of the essence. I would like to reinforce 
Admiral Smith's comments regarding timing and distribution: It must 
be affordable, economic in operation and capable of world-wide use. 
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Thus, the challenge is there; there is much more we should know; there 
is much more we should do. This field is essentially a new one in 
regards to unprecedented precision and the scope of applications and 
involvement. There are many new frontiers waiting to be challenged. 
I am certain that this time next year we shall all be able to say: 
progress has been made. The amount of progress made rests with you. 
We of the Naval Observatory are both pleased and proud to be a part of 
this effort. With your help I am sure we shall be able to say we have 
kept pace with the clock. 

I would like to put in a commercial at this time: For the correct 
U.S. Naval Observatory Master Clock Time you may call 254-4950, or 
AUTOVON 294-4950. 

Have a good meeting. It is a pleasure for me to see you again. 
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INTRODUCTION TO "SYSTEMS APPROACH" 

DEFINITION AND OVERVIEW 

Gernot M. R. Winkler 
U.S. Naval Observatory 

Washington, D.C. 

Systems and timekeeping have several "interfaces": 

First, all systems are subject to processes, or better, processes are the essential aspect of systems. 
In all these processes, time is the one general, abstract parameter which relates the state of these 
processes to the state of all other systems. Time is, therefore, the universal system parameter (l). 

Second, since time is the universal system interface, the use of clocks in systems is increasing, 
commensurate with our increasing demands for precision in systems interfacing. We now distin­
guish a class of "time ordered systems" (even though in principle all systems are time ordered) in 
order to emphasize the precision aspects which necessitate the use of precision clocks (2). 

Third, all clocks are of necessity systems; systems in which we attempt to repeat the same proc­
esses as identically as possible so that we obtain a uniform time scale. Therefore, any system 
could be used as a clock, albeit, not a very good one, e.g. we ourselves are systems, i.e. clocks, 
and one can read the time off our faces! 

For these reasons, since clocks are systems, and are part of systems, a general overlook and intro­
duction to the systems approach has been suggested. This appears the more appropriate since 
some of it, the most critical aspects of the subject, fall somewhat outside the purely engineering 
frame of mind; the subject is indeed trans-disciplinary. One may even be tempted to claim that 
these most general, but strategically essential aspects of systems belong to philosophy in its prope 
sehse rather than to any specific technical specialty (3). 

Exhibit A attempts to sketch the scope of what is known today under various names such as 
cybernetics or General Systems Theory (GST), both meaning more or less the sam~ (4). 

What is a System? 

A system is a group of interacting elements or subsystems which is organized for a purpose. This 
purpose is clearly external or imposed in the case of artificial or synthetic systems. In natural 
systems, the purpose is inherent as a heuristic principle (5). The capabilities of a system are ofte 
clearly reducible to those of its elements; this is the rule for technological systems of up to rathe 
remarkable sizes and complexities. However, very complex systems (108 is a most superficial di­
viding mark for inter-acting elements) begin to show aspects which are qualitatively new and in 
principle irreducible to the qualities of the elements (6). 

This is partly due to the synergistic interaction of the subsystems and partly due to principle lim· 
itations of our intellect. Any intellectual process as we know it is inherently an abstracting proc· 
ess with an incredible and unaccounted amount of data compression at everyone of its many 
stages. Even our sensory perceptions are the eventual results of a most radical selection from the 
flood of primitive "inputs". In the complex systems environment, however, these ignored, or be" 
ter, unknown aspects of the systems elements inevitably come to the fore and play unexpected 
roles. Then we are awakened to the fact that nature is (at least for us which are its "subsystems 
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inexhaustible (7). Such ignored parts must appear to us as an irrational part which is irreducible 
(see Exhibit B #5). This, then, is the origin of "emergent" qualities (8) . In our application here, 
where we consider systems of clocks, the question will, therefore, have to be: What are the emer­
gent qualities of clock systems? We may only hint at this point that one of them is the class of 
advantages of having a co-ordinated system of clocks with benefits obtained for each user while 
contributions are made to the timing community as a whole (9). 

SYSTEMS, A SUBJECT FOR THE ENGINEERING INTELLECTUAL: 

A most important decision at the beginning of any system consideration is to define the level of 
abstraction at which the system is to be treated. One will hesitate between the "Scylla" of ele­
gant oversimplification and the "Charybdis" of unmanageable complexity and confusion. One 
may remember, though, that as a typical scientist, one may be wont to miss the forest because 
of the many interesting trees and also, that the real purpose of any system approach is in fact a 
view and an assessment of the forest. 

But, if we are to lean towards data economy, then we must compensate this paucity with the 
quality of our concepts. What we wish to stress is that ingenious intuition is really indispensible 
for the discovery and the judgment of the intellectual tools to be used, i.e. the strategies, goals, 
concepts and hypotheses. Now ingenuity is something which can't be directed to appear on time. 
One has to invite it, but the humble waiting for the illuminating insight is worth almost any risk 
because the truly ingenious concept is literally invaluable (10) . 

Competent management (in its usual context) is a necessary, but for systems work, not yet suf­
ficient condition. As we hinted before, it is the undocumented, even subconscious experience on 
which much ultimate systems performance will depend (11). One must therefore suggest that the 
lack of direct, intimate, personal bench experience of many systems engineers is in the long run 
very, very expensive. 

The two reasons for this are: the need for an environment conducive to create thought and in­
vention, and the need to train judgment and intimate experience. These should make it impera­
tive to start with pilot projects, let people "fiddle around" a little, before serious consequential 
steps such as specifications writing can be taken. 

One can sense at this point that a certain generosity, a .large frame of mind, is a desirable systems 
qualification - but how could one bring anyone to a deliberate expansion of the soul? (Without 
inflation, of course!) 

Now, in going back to the level of abstraction, we have here in these few minutes, no choice but 
to go for the pinnacle: Exhibit B can of necessity only be a lofty sketch, and I may be forgiven 
for putting forth such conjectures as verities, almost as if they could be proved by my affirming 
them on oath. But, these are serious matters and they represent some of the basic things one 
finds as a result of great complexity. 

Some of Exhibit B is purely metaphysical such as #7 (which was already mentioned by Lao-tsu 
(12)), but some are quite plausibly related to more basic ideas: Item #6 on the list is important 
because "systemic" measures are disastrous. But, it is also important to understand why that 
must be so. 

They are disastrous because they prevent the system from eventually correcting the real cause of 
the disturbance. The internal dynamics is being distorted by system~c measures in the very direc­
tion which makes the system's state ever more precarious; it is the direction leading into a sudden, 
catastrophic system collapse (13). 
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They are most interesting because the study of the effects of systemic measures also gives insights 
into the connections between GST and "information", correct information and not "noise". We 
must also include in the importance of information the willingness to use it. This, however, is 
often prevented by preconceived notions or "policy". The example of economic systems and 
their inflations is notorious (14). Such a hypothetical system of I 08 subsystems, each interacting 
with (let us assume) 104 others is a system of great complexity. We may take as a coarse meas-

ure the number of possible interactions per unit time, e.g. ~ (~g~) (15). 

Let us now only sketch a few more points which, while they are obvious, are obviously not being 
acknowledged easily: 

THE EXISTENTIAL LEAP IN THE DARK 

Whatever we do, we are forced to act in ignorance of the total consequences of our actions - life 
is a leap in the dark. In systems design, however, we are not totally ignorant. We have module 
specifications and user experience with available modules as "shelf items" for building systems. 
But, the crucial point is this: If we start from overall systems specifications, we will find that 
many of these shelf items won't do the job. In order to stay within specifications we must cus­
tom design, build, test, debug, evaluate, change and produce many' of our modules from scratch. 
(An item is not mature before several hundred have been operated in a system environment and 
the problems fed back to the ·debugging process). This, however, is a very expensive enterprise 
where one's resources may quickly disappear in guerrilla warfare with Murphy's Law (16). 

The lesson is that very successful systems must not come into existence via the "grand scheme" 
with detailed dream-specifications. One rather has to start small (pilot project) and one should 
define only general system goals (17). But, one can require that all subsystems (modules) be 
items which have been in production and used sufficiently long to bring out and correct all their 
hidden problems. 

Such an approach does require a greater resourcefulness from your team, but you induce the ap­
plication of brain power at the critical start of the project rather than for problem solving in the 
middle (when you hoped to be at the end). This way you don't have to leap in complete darkness. 

Another point is more subtle so let us invoke an appropriately exotic example: 

THE SIAMESE CAT 

Let us consider the procurement of such a "system". Unfortunately, we cannot order it anymore 
as it used to be done: "One cat (Siamese) each ... $50.00". Now, we need specifications and 
they must be complete or exhaustive - but can they be complete? 

As we learn from biology, a cat's specifications are embodied in its genes, a total of about 1010 

bits of information. Prof. Carl Sagan has actually proposed (18) that we should send these 1010 

bits of information by radio to an alien civilization. This would then enable them to get cats 
just like ours here on Earth. Now to be charitable, we assume such proposals to be in jest be­
cause they would reveal a complete ignorance of rather vital points in systems engineering and 
specifications! There would simply be no cat on the basis of these 10 10 bits unless we could also 
enable that alien civilization to reproduce exactly the totality of our terrestrial environment in 
which we mass-produce our cats. (In that case, unlikely as it is, they would also have to select a 
competent and honest contractor, a hard task, because the also imported rules, as part of the en­
vironment, may hinder that!) 
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We, therefore, conclude that we need much more than the 1010 bits - but how much? 

Just the network of the cat's 1010 neurons has up to about 40 interconnections (synapses) per 
neuron. A description of it would require an amount of information vastly in excess of our 1010 

bits in the genes. We get a glimpse of the fantastic magnitude of this information problem but 
we still could not assemble the system unless we have all the information, or could we (19)? The 
Siamese cat has helped to shed light on the question of how nature builds such extremely com­
plex and well functioning systems on the basis of clearly insufficient information (20). 

It turns out that one of the characteristics of the Siamese cat, the grey color of its fur, is caused 
by a simple gene mutation. This mutated gene cannot, as the normal gene does, produce the pig­
ment melanine at 37°C. Now strangely this failure also causes a second peculiarity which is not 
obviously related to it: The cross-eyed look and the specific behavior of this cat. The reason 
for this is that they also have some of their "wires" crossed, i.e. parts of the optical nerves end 
up in the wrong cerebral hemisphere (21). This produces the need for compensation with some 
further changes in brain structure during growth. It also induces different behavior, that is why 
they look a little cross-eyed. 

But, how can the failure to synthesize melanine also cause such considerable changes in the growth 
and structure of the nervous system? The revealing answer is that the absence of melanine in the 
early stages of cell division creates a different environment for cell specialization which now fol­
lows different paths. What the growing organism does is that the chemistry code only modulates the 
environment, but the actual task of specific design is executed by the generations of dividing and 
specializing cells, the specific specialization being induced by the local environment which in turn 
is being changed by the collective effect of the dividing (and specializing) cells. 

That is what is called organic growth - the system is self designing. One can learn from nature 
because a living system such as the one discussed is the result of billions of selections and modi­
fications. If we want to apply principles which correspond to organic growth, then we must also 
include substantial redundancy, a large reserve capacity (a large margin of performance) and suf­
ficient feedback and internal control at the lowest possible level. Large complex systems have 
features which in some ways resemble an organism except that we cannot afford to use nature's 
wasteful techniques of evolution. Instead, we have to use reason and foresight. We are not yet 
doing too well in that department because we must remember that the public disenchantment 
with technology has a simple cause. It is not a consequence of too much thinking on our part. 
It is often intellectual arrogance which prevents completely thorough intellectual preparations. 
It is also often a tolerance of sloppy, superficial thinking. Therefore, a truly scientific attitude, 
most helpful in the face of large problems, is not pride and conceit, but the admission of igno­
rance and eagerness to learn. 

CONCLUSION 

As a summary, one may look at Exhibit C. Love of truth means also hate for the half-truth and 
the meaningless. Humility, preached since Socrates, is often eclipsed by the mistaken desire to 
project an appropriate image. Patience, finally, is rarely appreciated by eager beavers who believe 
in frequent transplantings as a stimulus to growth. But, this is not so. To build a competent 
team requires a couple of years. Any technical management which redirects and reorganizes 
every year, simply does not know what to do. It is, after all , not gimmicks which make a large 
system a success, but creative, thorough thinking and a very sustained effort necessary to reduce 
it to practice. 

"Patience, reason, and time make possible the impossible." Friedrich Ruckert 
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EXHIBIT A 

MAIN ASPECTS OF SYSTEMS THEORY 

(GST - CYBERNETICS) 

1. Linear Systems: Feedback, optimal control, stability - systems synthesis from known ele­
ment parameters. Systems architecture (22). 

2. Process Statistics: Estimation theory, filtering and prediction - pattern recognition (23). 

3. System Measurements and System Identification: How to characterize system performance 
abstractly. Links to epistemology (24). Physical causes vs. teleological causes (goals). 

4. Information Theory: 1. Storage (memory), processing - semantics (meaning) - artificial inte 
ligence - strategies. (Theory of games) (25) . 

5. Advanced Mathematical Tools: Infinite dimensional state spaces, nonlinear systems, adaptiv 
systems; systems modelling and simulation; catastrophe theory. Fuzzy sets, recursive an 
computable sets. 

6. Self Organizing Systems: Emerging properties, synergy. 

7. Systems, Their Environment and MAN; the Questions of Policy: Man - system interfaces, 
"Operations Research" (26). 

8. System Reliability: Self repairing and redundant systems. System Life cycles and support 
(27). 
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EXHIBIT B 

SOME GENERAL SYSTEMS PRINCIPLES 

1. If anything can go wrong, it will (follows from complexity which assures that eventually the 
ever present disturbances will test every weakness). Also, known as Murphy's Law. 

2. Le Chatelier's Principle : Systems tend to oppose attempts to change them. (In order to 
function, however poorly, a system must be in internal dynamic equilibrium in its element 
interactions; therefore, a new input will immediately bring forth compensating forces) (28). 

2a. Corollary: If a system should ever work well, then don't touch it! 

3. Systems grow (at least due to the after thoughts) (29). 

4. A complex and working system can only evolve from a simple and working system (evolu­
tionary growth) . 

5. Every very complex system contains irrational features; they are necessary for functioning . 

6. Symptomatic cures are useless, they only make things worse. The same is true of "systemic" 
cures (system-wide, sweeping measures, see principle #2) . People who don't understand sys­
tems love systemic cures! 

7. An overdose of the best measures (beliefs, principles, ideas, etc.) is poisonous. (Also, known 
as the DIALECTICAL (30) Principle in some ideologies - namely in those who overdo this 
principle also!) 

7a. Corollary: You can't be perfect; any attempt to be, or to make a system perfect will have 
disastrous consequences. (That should not mean that one must stop at the level of 
mediocrity!) 

8. The behavior of complex systems becomes unpredictable as the complexity increases. (See 
also principle #5) 

8a. Corollary: Extremely complex systems are beyond human capacity to evaluate. 

9. A system (composed of subsystems) which can operate well with little internal control and 
data flow will also be highly resistant to failures and external disturbances. Examples: An 
atomic clock with excellent crystal oscillator; A time ordered system with largely independent 
clocks; An organization with properly delegated authorities; A society with citizens of com­
mon high moral standards. 

10. The main cause of system instabilities are the delays in the action of the subsystems on each 
other. Very large and complex systems, therefore, have no defined equilibrium state (static) 
and are, therefore, subject to corresponding process statistics (such as flicker noise, random 
walk, Pareto distribution, etc.) (31). (See also principle #8) 

11. Engineering of systems is a hard compromise between opposing desirable features . Systems 
optimization must include all aspects and is usually successful only if some flexibility of 
specifications is allowed (33). 
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EXHIBIT B (Continued) 

12. Any theoretical treatment of a system has an optimum degree of complexity (such as num­
bers of parameters, etc.). The optimum corresponds to a "best" separation of essential from 
accidental features (or of deterministic from random effects) and it is usually better to err 
on the simpler side (32). 
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EXHIBIT C 

THE CARDINAL SYSTEMS VIRTUES 

TRUTH - Keep The Coefficient Of Fiction Small. 

HUMILITY - We Know Very Little, Keep Learning. 

PATIENCE - Good Things Need Time. 
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NOTES AND REFERENCES 

(1) Time as an abstract parameter for the comparison of different processes is discussed and re­
viewed in 

Marton, L. (ed) (1977) "Advances in Electronics and Electron Physics" Chapter 2 , p. 34-45, 
ACADEMIC PRESS, New York ISBN 0-12-014644-4. 

(2) "Time Ordered Systems," Time and Frequency, PTn Systems - all refer in a general way to 
the enhanced importance of precise time or frequency in these systems. However, one has 
to be specific in terminology and should distinguish between (a) equal frequency, (b) accu­
rate (a priori, without calibration) frequency, (c) internal synchronization without account­
ing of differential propagation delay and/or frame ambiguity resolution, (d) internal synchron­
ization with ambiguity resolution and/or delay accounting and (e) systems which are synchron­
ized or coordinated (i.e. whether the time constant is short or very long) with UTe. The 
step from (c) to (d) is expensive , from (d) to (e) is not, yet it brings the typical full syner­
gistic benefits of being a member of a user community. An example for (c) is the TV, while 
network synchronization needs usually (d). See the following for a valid recommendation 
to take, in this case, the easy additional step (e). 

Stover, H. A. (1973) A Time Reference Distribution Concept for a Time Division Communi­
cations Network. Proceedings 5th PTTI Conference p. 505-523. 

(3) The converse seems also to be true as the following may suggest: We only have to substitute 
systems for the word "being" (Monas, JJ.ovexs) and we can immediately understand in our 
terms the great Renaissance thinker Giordano Bruno when he postulates the universe as a 
hierarchy of "beings". Now Monas means something which is simple, a unity ; a concept 
which originated from the introspective experiences of one's soul. But, this unity and sep­
arateness is deceptive and also makes his view somewhat inconsistent. The soul is due to 
the synthesis of the sensitivities of the body which are rooted in the (admittedly mysterious) 
properties of matter and these are universal and eternal (Spinoza: "Sentimus experimurque 
nos aeternos esse"). Therefore, there is nothing separate about the soul except the limited 
memory. Conversely, we may see a system as a Monas (black box) because the system con­
cept is purely heuristic, is an intellectual device to divide the world into interesting and man­
ageable parts with the dividing "surfaces" somewhat arbitrary (and the system "transfer func­
tion" could be called its character); in other words, the world is a hierarchy of subsystems. 
Now some of these subsystems have fates which can be almost independent of the rest of 
the universe for long times. Stable atoms and particles are such (closed) systems and we 
attempt to use them as clocks. However, completely closed systems can't be predicted from 
the outside and we can see here clearly the connections to "causality," "indeterminism" (or 
freedom) and similar general questions. 

(4) The literature on GST as well as on the areas of Exhibit A is now enormous. A few general 
items follow: 

Bertalanffy, Ludwig von (1968) "General Systems Theory ." Braziller, N.Y. Also published 
by Penguin University Books, 1973. 

Bertalanffy, L. and Rappaport, A. (ed) (1962) "General Systems" Ann Arbor General Sys­
tems Research. 

Fox, V. (ed) (1965) "System Theory," Interscience Publication, Polytechnic Press, Brooklyn, 
N.Y. (Lib CCC#65-28522). 
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Klir, G. V. (ed) (1972) "Trends in GST," N.Y. (Lib CCC#7l-l78l43) John Wiley. 

Gall, . John (1975) "Systemantics," Quadrangle/The New York Times Book Company (an 
amusing, but a little to-be-taken-seriously farce). 

Guillemin, Ernst (1963) "Theory of Linear Physical Systems," J. Wiley. 

Forrester, Jay W. (1961) "Industrial Dynamics" and 

Forrester, Jay W. (1971) "World Dynamics," Cambridge, Mass. (Lib CCC#70-157752). 
(These last two deal with systems dynamics and model building at a large scale.) 

(5) By that we mean the teleological explanations. But teleology is purely a heuristic device in 
science; in philosophy it may be more , much more, because such teleology can only be 
grounded in some metaphysics. 

(6) There is no simple measure for complexity or size of the systems because such measures 
would have to reflect not only the number of possible interactions per unit of time, but also 
take into account the complexity (or the character) of the interacting subsystems. Obviously 
an organization of 100 people is vastly more complex than a computer with 108 transistors -
but only if they interact. 

(7) For a discussion of "inexhaustibility" under the quantum - mechanical point of view see the 
concept of "qualitative infinity of nature" in 

Bohm, D. (1957) "Causality and Chance in Modern Physics," Van Nostrand. 

In our context , however, we offer simply the conjecture: There are only subsystems, no 
real elements. 

(8) Emergence is an important concept in British newer metaphysics: 

Alexander, Samuel (1927) "Space, Time and Deity." Dover, N.Y. 

Here, however, it is based on the informational aspects of epistemology and is much closer 
to p. 61-81 of 

Broad , C. D. (1925) "The MIND and its Place in Nature." Kegan Paul, Trench, Trubner 
and Company, Ltd. London. 

(9) This aspect is discussed in reference (1) p. 79. But, the paper by S. Stein and F. Walls which 
followed this presentation gives yet another aspect of an emergent quality, i.e. better per­
formance obtainable from a combination of two different oscillators. This is a most impor­
tant subject for this conference. 

(10) Here again it is hard to overemphasize to an audience so rooted in the real and material 
world as one is today, the fact that some insight gained by concentrated thought is the basis 
of everything we do today in R&D. And , conversely, everything will become obsolete 
through another idea. Even more , one could support yet another conjecture: The larger 
the task, the more sensitive it is to the effects of creative thought. 

(11) This is even true for our laws, for anything documented. Polanyi has pointed out that any 
system of rules can only be transmitted by tradition, example and training. This is clearly a 
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precarious process and the information so transmitted is wide open to profound changes al­
beit from one generation of practitioners to the next. Now it is the bureaucratic ideal to 
leave nothing to discretion, but to embody everything in rules. But, any rule must be inter­
preted in a concrete case and this would require another rule. However, let us assume that 
all existing rules were united into a single code; then this code, obviously, could not contain 
prescriptions for its own interpretation, i.e., our ideal has a principal flaw. We do eventually 
depend upon responsible, creative interpretation. See 

Polanyi, Michael (1946) "Science, Faith and Society," p. 58. University of Chicago Press. 
(ISBN 0-226-67290-5) 

Now if the above is true for a body of laws and regulations, then it is a fortiori true for 
technology where so much depends on the skills, the tricks and trained judgment of the prac­
titioner. In fact, a trade, even a technology, gets irretrievably lost if not practiced. That 
means that the great majority of know-how developed every year in our national R&D 
efforts is completely wasted because of the haphazard way in which support of such groups 
becomes allocated. It would be wise to implement more long range funding plans of R&D 
teams by mission oriented agencies, such as the DoD, under this aspect. 

(12) Lao-tsu (~500 BC) "Tao-te-ching," Vintage Books 1972, ISBN 0-394-7l833-X. 

This is an antidote to the instinctive managerial chrestomania. Lao-tsu was the first to teach 
that one sees more by not focusing on a single point; that one accomplishes more by not 
running blindly after a single goal. Today these basic ideas of Taoism find their corrobora­
tion in the organic view and in the concept of organism. 

We can consider principle #7 of Exhibit B to be of principal importance for any intellectual 
treatment, of large technical systems as well as of our social situation at large in which, after 
all, all our technical systems are embedded. Since our social structure as well as our personal 
attitude rests on a fundamentally inconsistent system of tacitly assumed values and principles, 
we try to cope by falling from one extreme application of a certain A to an equally extreme 
one of another "good" B, after the results of the previous excess become painfully obvious. 
It is for this reason that successful, i.e. long term beneficial systems engineering can be done 
well by people who have gained that inner directed, self-<iisciplined attitude which helps 
them to abstain (out of wisdom, not interest in near term) from overdoing the "best," i.e. 
from maximizing the "profits." Hence, the claim about the necessary expansion of the soul; 
and hence, the problems created for science and engineering by the weakening of the liberal 
arts in education in the course of the post-Sputnik hysteria. One can safely claim that a 
clear awareness of the need for balance is the prerequisite for any use of intellectual tools. 
After all, those are more effective and potentially more disastrous than atomic bombs (which 
are only their by-product). 

(13) That is a subject of great recent interest and has become known as "Catastrophe Theory." 
See e.g. 

Zeeman, E. C. (1976) "Catastrophe Theory" in Scientific American, p. 65 (April). 

(14) Another notorious and often tragic example is the complex of unintended effects if a specific 
management problem such as incompetence in some places is being attacked with general re­
organizations. Such measures are of course sometimes needed such as when the organizational 
input-output is to change. But, as symptomatic cures they are disastrous because as systemic 
cures they disrupt internal communications. See particularly 
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Lawrence, Paul R. (1955) "How to deal with Resistance to Change" in Harvard Business Re­
view: "On Management," Ch. 22, Harper & Row, ISBN O-D6-D 1 1769-9 and 

Drucker, Peter F. (1973) "Management," Ch. 48 , Harper & Row, ISBN 0-06-011092-9 . 

Organizations are also systems, but even more important, any system effort is of necessity a 
team effort and the first question always to be asked is: How can we get a competent team 
organized and motivated? Money is only a necessary, but not sufficient resource. 

(15) A large scale system has been defined as a system "whose large dimensionality makes the ap­
plication of standard analysis techniques infeasible due to excessive computational require­
ments." A discussion on stability and optimization of such systems can be found in 

Mageiron , E. F . (1976) "Topics in the Study of Inter-Connected Systems." Technical Re­
port 664, Div. Eng. and Appl. Phys. Harvard . 

On the other hand, a system has also been defined as large "when decentralized control can 
provide acceptable performance." See 

Suri, Rajan (1978) "Resource Management in Large Systems." Technical Report #671, Div. 
Appl. Sc. Harvard University, p. 185. 

We propose to call a system large when it can only be dealt with by statistical measures; and 
very large when entirely new, irreducible features emerge. By this definition, the U.S. econ­
omy is a large, but not yet a very large system (since it can go broke through foolishness , 
just like a family can). 

(16) Once a system is in operation , it is too late to improve poor reliability. The larger the sys­
tem, the more critical will be error free operation. Now transient errors in computers, e.g., 
are several orders of magnitude more frequent than actual hard failures. The best way to 
check for transients is hardware redundancy built into critical points. In our application of 
time keeping, the soft failures are large clock rate changes and here the only way to filter 
them is clock redundancy. In general, hardware redundancy gives the capability of continu­
ous systems diagnosis, i.e. the decoupling of reliability from other problems. See also 

Percival , D. B. et aI. , (1975) "Time Keeping and the Reliability Problem." Proc. Ann. Fre­
quency Control Symposium, Atlantic City , N.J. 29/412-416. 

(17) The "start small" recommendation has as an alternative the advice to proceed if possible 
only with dividable efforts. Such efforts are those where any intermediate stages are fully 
beneficial. Building a system of new, high capacity trunk lines is a dividable effort. If 
money runs out, the effort expended was not wasted. The GPS program (certainly for time 
dissemination) is also largely in this class. Benefits do not have to wait until everything is 
perfect. In contrast, a tunnel is clearly not a dividable effort; neither is a bridge. 

(18) Sagan, Carl '(1973) "Communication with Extraterrestrial Intelligence." MIT Press, Cam­
bridge, Mass . 

(19) If we accept the thesis of inexhaustibility of nature (7) , then it is clear that no information 
will suffice to reproduce a natural system exactly. The case is entirely different for artificial 
systems because they represent the result of abstract functions as conceived by an intellectual 
process of finite steps. In this case, the ignored aspects of the material implementation play 
only a tolerably disturbing role - until we exceed a certain complexity. 
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(20) While no finite amount of discreet (abstract bits) information may suffice to duplicate exactly 
our cat (which would have to include its acquired behavior), we can quantify the informa­
tion which is sufficient to launch the germ cell on its development, i.e. the modification and 
acquisition of parts of its environment. The information is quantifiable and "simple" (1 OlD) 
because it is relative to the material in the cell and its environment. This is where we have 
still hidden the inexhaustibility. 

(21) Guillery, R. W. (1974) "Visual Pathways in Albinos," p. 44-54, Scientific American, May 
(See also lit. cited at p. 144 and Nature 252,195-199, 1974). 

(22) The practicality of digital control loops has opened up a new horizon even for simple straight­
forward systems such as a quartz clock which is locked to an intermittently available refer­
ence. One is not limited anymore to the type 1 vs. type 2 (or 3?) loop question, but can 
now consider much more sophisticated control, i.e., along the lines discussed in reference 
(23d) . As general background refer to chapter 17 of (27). Of particular interest to time 
and frequency users is also 

Gardner, Floyd M. (1966) "Phaselock Techniques." John Wiley LCCC#66-22837. 

An excellent introduction to the advanced mathematics of extremal problems with con­
straints is 

Gumowski, 1. and Mira, C. (1968) "Optimization in Control Theory and Practice." Cam­
bridge University Press ISBN 521-05158-4. 

(23) a. Koopmans, L. H. (1974) "The Spectral Analysis of Time Series," Academic Press, N.Y. 
ISBN 0-12-419250-5. 

b. Box, G. E. P. and Jenkins, G. M. (1970) "Time Series Analysis, Forecasting and Control," 
Holden-Day, San Francisco, LCCC#77-79534. 

c. Morrison, N. (1969) "Introduction to Sequential Smoothing and Prediction," McGraw­
Hill, N.Y. LCCC#69-17187. 

d. Percival, D. (1978) "The U.S. Naval Observatory Clock Time Scales," Trans. IEEE-1M 
Dec. 

The first two treat random variables after systematic parts have been removed. Morrison 
deals with estimation of deterministic functions in the presence of additive random errors. 
Percival discusses the application of ARIMA models (the Box-Jenkins approach) to the treat­
ment of clock sets. 

(24) For the treatment of very complex systems, it is necessary to be quite clear about what we 
mean by "cause," "model," "law," "probabilistic explanation," etc. These are concerns of 
practical relevance, e.g. why do we have confidence in extrapolations with deductive nomo­
logical explanations - causal laws, when we should be very suspicious of extrapolations with 
a purely mathematical model? For the pure empiricist, the difference is harder to justify 
than for the rationalist (or for a medieval realist, or Platonist). It is no accident that the 
treatment of the most basic systems in science, i.e. atomic and particle physics and of the 
most complex, possibly inexhaustibly complex, systems, i.e., in biology, has brought about an 
unprecedented concern of those scientists with epistemology. As a very first starter, the fol­
lowing is suggested: 
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Reynolds, P. D. (1971) "A Primer in Theory Construction," Bobbs - Merrill, Indianapolis 
ISBN 0-672-61196-1. 

(25) We can recommend a reference which is of interest beyond the scope of its title because it 
gives very instructive examples for difficulties of quantification and discussions of "utility," 
"rational behavior ," etc. It is a classic: 

Neumann, John von and Morgenstern , Oskar (1944) "Theory of Games and Economic Be­
havior," John Wiley and Sons, Inc., N.Y. ISBN 0471911852 . 

(26) Wagner, Harvey M. (1975) "Principles of Operations Research" Second Edition, Prentice Hall, 
Inc. ISBNO-13-709592-9 is a textbook with many "mind expanding" exercises! To work 
through these 1000 pages (this author has not!) should give a firm grounding in OR. 

(27) An excellent general overview is given in 

Giacoletto, L. J. (ed) (1977) "Electronic Designers Handbook," Section 28 (by Trent) , 
McGraw-Hill , ISBNO-07-023149-4. (See also note (15)) 

(28) A logical corollary to principle #2 of Exhibit B would be: Indirect approaches often work 
better (because they avoid the system reaction, at least it is delayed into ineffectiveness). 
The best treatment , of course , would be a thorough understanding of the causality of the sys­
tem dynamics, but this will be available only in systems of modest complexity. (See also 
principles #5 and #6 of Exhibit B.) 

(29) Since these after-thoughts seem to be inevitable , it will be wise to make provisions for them, 
i.e. to allow for expansion in the basic architecture. 

(30) Unfortunately , Hegel, the inventor of the modern sense of "dialectic," confused an epistem­
ological with an ontological issue. In explaining things, the isolation of opposing ideas is an 
important intellectual device. In the ensuing discussions, the extremes find a synthesis which 
is .a better explanation than either of its components, the thesis and antithesis. But, this 
purely explanatory aspect has nothing to do with a common S property - the tendency to 
invert things. Examples are in the bible (I Cor. 1,27); Plato (Laws 4, 705) ; Aristotle calls it 
"Reversal of roles" ("peripeteia" in Poetica VI, 18); and Toynbee in his "A Study of History" 
(Oxford University Press 1972, ISBN 0-517-179415) in Chs. 22 and 23 gives historical ex­
amples where failure was caused by early success. 

In modem terms, Russell (Authority and the Individual , Simon and Schuster, N.Y. 1949 , p. 
9 and 66) suggests that Security is a misguided goal in social perfection. In the most ab­
stract terms, one can state it as follows: An unbalanced, single minded application of an A 
will be inverted through the S process into its eventual opposite , with the effect as if A-l 
would have been applied . 

Examples: A large system designed with sole emphasis on cost will , through breakdowns and 
deficiencies become more expensive than a reasonably generous design. A timing system de­
signed with maximum emphasis on performance margins will, through the use of "racing 
horse" type clocks , become very touchy , personnel dependent and generally unreliable. 

(A bureaucratic system designed for centralized efficiency with tight control and detailed 
procedures will become unresponsive to needs , extremely wasteful and an easy target for the 
most blatant corruption (see also (11 ).) 
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Now the tragic confusion, mentioned above, was inherited by Hegel's materialist successors 
who always see in such instances "contradictions" instead of real system reactions. Contra­
dictions are a purely logical affair - we create them if we are confused and inconsistent. And, 
a synthesis may come in discussions, but the system will not find it - they will oscillate 
wildly. Contradictions are only in our theories, never in the phenomena. Those will go 
their way, whether we see "contradictions" or not. 

(31) Mandelbrot, B. (1963) "New Methods in Statistical Economics," J. of Political Economy 71, 
421 makes the point that large systems often exhibit statistics with some internal correlations 
("Flicker noise" in clocks, "random walk" and "Pareto" distributions in economic systems). 
Such systems are hard to investigate because in the presence of such behavior, a basic deter­
ministic performance cannot be discerned, i.e. perceived structures may be due to chance. 
We claim that this must be expected in highly complex systems with delays (which may be 
integration effects such as, e.g. credit expansion takes a long time until its inflationary effects 
become noticeable). 

(32) This is variously known as Occam's Razor (do not use more concepts than necessary); Mach's 
principle of economy of thought (the simplest theory is the best); the principle of parsimony; 
etc. In primitive terms, it means that one should use the simplest mathematical model for 
smoothing because otherwise one accepts random components as part of the deterministic 
model which is disastrous for any extrapolation! See also the interesting numerical example 
of finding the degree of a noise - contaminated unknown polynomial in 

Scheid, F. (1968) "Numerical Analysis," Ch. 21, p. 250. Schaum's Outline Series, McGraw­
Hill, N.Y. 

(33) System Optimization (principle #11) has also aspects which must be considered under the 
"Reversal" principle (#7). The "Tragedy of the Commons" syndrome (see Hardin in Science 
162/p.l243, 1968) can be generalized in so far as optimization of the subsystems without 
regard to the system leads to poor performance if things work at all. This is so because 
"the whole is more than the sum of its parts". 
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COMPOSITE OSCILLATOR SYSTEMS FOR MEETING USER 
NEEDS FOR TIME AND FREQUENCY 

S. R. Stein and F. L. Walls 
Time & Frequency Division 

National Bureau of Standards 
325 Broadway 

Boulder, CO 80303 
(303) 499-1000, ext. 3224, 3207 

ABSTRACT 

Frequency standards are used in most navigation and 
telecommunications systems to provide a long term 
memory of either frequency, phase, or time epoch. 
From a systems point of v~ew, the performance as­
pects of the frequency standard can be weighed 
against other systems characteristics, such as 
overall performance, cost, size, and accessibility; 
a number of examples are very briefly reviewed. The 
theory of phase lock and frequency lock systems is 
outlined in sufficient detail that one can easily 
predict total oscillator system performance from 
measurements on the individual components. As an 
example, details of the performance of a high spec­
tral purity oscillator phase locked to a long term 
stable oscillator are g~ven. Results for several 
systems, including the best system stability that 
can be obtained from present commercially available 
5-MHz sources, are shown. 

INTRODUCTION 

Frequency standards are used in most navigation and communications 
systems to provide a long term memory of either frequency, phase, or 
time epoch. These quantities form a hierarchy, so that, in general, 
systems which depend on minimum time dispersion for their operation 
place more difficult requirements on the system oscillator than those 
which only require phase coherence or frequency stability. We will 
begin by very briefly examining some of the major applications of fre­
quency standards and consider some of the possible tradeoffs between 
oscillator performance on the one hand, and the performance of other 
system components on the other. 

Doppler Radar: 

The simplest radars are CW Doppler devices which determine the radial 
velocity of a target by homodyne detection of the return signal with the 
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transmitted signal. In normal operation, the range and detectibility of 
targets using such devices is limited by the phase noise of the oscilla­
tor. Phase noise on the carrier* in the Doppler band of interest is 
reflected from nearby "clutter", having very large cross section, and 
cannot be distinguished from the Doppler shifted carrier reflected from 
a small distant target: Decreased phase noise therefore results in 
extended range and/or better contrast, without resorting to more complex 
signal analysis such as time delayed cross correlation. Very low phase 
noise can be obtained with a high drive level quartz crystal oscillator. 
Devices with white phase noise below 10-18 rad 2 /Hz at a carrier fre­
quency of 100 MHz are commercially available. However, such oscillators 
have much degraded long term performance compared to low drive level 
quartz oscillators or atomic frequency standards. Consequently, in 
order to satisfy spectral purity requirements and long term stability 
specifications it may be necessary to adopt a systems approach to the 
oscillator, e.g., a high drive level crystal oscillator locked to a low 
drive level crystal oscillator or an atomic clock. 

Doppler Navigation: 

Present day navigation systems both for satellites and for deep space 
tracking utilize two-way or coherent measurements. A signal is trans­
mitted to the spacecraft where it is trans ponded for Doppler detection 
on Earth. The velocity error is proportional to the frequency change of 
the oscillator during the round trip to the spacecraft and establishes a 
requirement on the stability of the frequency standard. 

Coherent Doppler tracking has the disadvantage that a significant 
amount--approximately one-third--of the time is spent tracking the 
spacecraft and this requires the largest, most accurate radio antennas 
available. The inclusion of an onboard frequency standard eliminates 
the need for the large antennas. By differencing two one-way Doppler 
signals, it would be possible to use smaller antennas for shorter per­
iods, thus considerably decreasing the initial capital expenses. The 
stability requirements of the spacecraft beacon are quite modest; the 
range information is contained in the differential Doppler signal, 
causing the noise of the onboard oscillator to cancel to first order. 
However, to achieve tracking accuracies which are desired for the 
1980's--less than 10 em range error and less than .05 rad angular 
error--it will be necessary to synchronize independent clocks at the 
ground stations to better than 1 ns. Since the best existing commercial 
clocks cannot achieve 1 ns time dispersion for more than one day, either 
daily resynchronizations or new clock systems will be required. 

*See Appendix A for definitions, specifications and general discussion 
of phase noise. 
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Geodesy: 

The determination of baseline coordinates over geodynamically inter­
esting distances is being done using remote very long baseline inter­
ferometry (VLBI) stations. Quasars are used to establish a sparse grid 
system which may then be filled in by satellite radioint,rferometry . 
The role of frequency standards in VLBI is to establish ?~ase references 
at each station which are coherent with each other for th~ duration of 
the measurement. The standards are used to independently '¢etermine the 
phase of the received signal, thus permitting subsequent cross correla­
tion of the signals. The maximum duration of the data stream which may 
be cross correlated is small--approximately one-tenth--compared to the 
correlation time of either reference oscillator. The correlation time, 
TC ' of an oscillator is defined so that the integrated phase noise for 
frequencies greater than l/Tc is one rad 2 , that is (Appendix A) 

For an oscillator at frequency Vo whose long term fractional frequency 
stability,** 0y(T), is dominated by a flicker noise level, 0y(flicker), 
the :oherence time is 1/(2oy (flicker)vo )'. Fo: example, let Oy(fli~ker) 
= 10 14 and Vo = 1010 Hz; the coherence t~me ~s 5000 s and the max~mum 
duration of the data stream is 500 s. The primary tradeoff is time 
spent for resynchronization versus a more elaborate clock system. 

when satellite signals are used for geodetic baseline measurements, 
there is a tradeoff between antenna and oscillator performance. If a 
suitable phased array antenna can be built which hops from one satellite 
to the next once each second, then frequency standards at the indepen­
dent ground stations having stability of only 5 x 10-11 are required for 
sub-decimeter accuracy. However, if dishes must be used, the cycle rate 
between satellites would be approximately one hundred times slower and 
the oscillator would need to be one hundred times more stable. 

Time Code Navigation: 

The Global Positioning System will function by the transmission of time 
and position data from an ensemble of satellites. By observing four 
satellites, the observer can solve for his three position coordinates 
and the time. Since the solution depends on the range to a satellite 
being proportional to the time of flight of the signal, the errors in 
the coordinate solution are directly proportional to the time dispersion 
of the onboard clock. The satellite clocks must be regularly resynchro-

**See Appendix B for a precise definition and discussion of 0y(T) . 
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nized before the range error due to time dispersion exceeds the system 
accuracy specification . 

Fig. 1 shows the time dispersion of a clock, using optimum prediction 
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Time dispersion of a clock with stability 

Oy2(T)=(5x10- 12 T- 1/ 2 )2 + (3x10-14)2, using 

optimum prediction techniques. 

techniques, due to white frequency noise and flicker frequency noise;[l] 
the assumed time domain stability is Oy2(T) = (5 x 10-12T-l/2)2 + (3 x 
10-14 )2. The rms prediction error, xrms(T), is <p 2h)1/2/21Tvo where <P (T) 
is the difference between the oscillator's actual phase (time) and the 
predicted value after a time interval T. For the assumed oscillator 
performance 

-14 
() ( 5 x 10-12 T1/2) 2+ (3 x 10 ) 2 x rms T - £n 2 T 

and the value of the rms prediction error at one day is 4 ns, almost 
entirely due to the flicker frequency noise. After a sufficiently long 
time this model will no longer apply because deterministic effects will 
dominate over the random noise terms. The dominant deterministic term 
results from a lack of knowled ge of the true frequency drift and causes 
time dispersion which is quadratic in the prediction interval, i.e., 
xrms(T) = (D/2)T2 where D is the frequency drift per unit time. 

The inclusion of a frequency standard on board a satellit e or space 
vehicle results in several favorable features. In the case of GPS, it 
permits an unlimited number of users to simultaneously, passively access 
the system and eliminates the need for the user to have a transmitter 
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and to track the satellite. However, to satisfy these requirements in a 
system which is capable of 3 m (10 ns) accuracy 10 days after the last 
satellite clock resynchronization requires a spaceworthy clock with per­
formance which has only been demonstrated in the laboratory. 

Communications Systems: 

There is a close relationship between the performance of oscillators and 
the communications systems which utilize them. Phase coherent systems 
require carrier synchronization, that is, a precise knowledge of the 
transmitted carrier frequency and phase. In addition, symbol, word and 
frame synchronization are usually needed. In some situations, phase 
coherent techniques do not apply. This is necessarily the case, for 
example, when the transmitted power is limited and the range is very 
great. The finite width of t ohe carrier prevents unlimited narrow banding 
of the receiver in order to compensate for loss of signal-to-noise 
ratio. 

The stability of the transmitted signal has similar effects on both in­
coherent and coherent systems although the latter are more sensitive. 
Some typical examples are: (1) The time to acquire frequency or phase 
synchronization is proportional to the maximum frequency error of the 
transmitter divided by the receiver bandwidth. (2) The probability of 
bit errors increases as a result of noisy carrier reference or synchro­
nization signals. (3) The transmitted carrier power decreases as a 
result of phase noise power. (4) The required channel bandwidth and 
deadbands must accomodate the long term instability of the transmitter. 

Need for Composite Oscillator Systems: 

One result of an overall system analysis will be the specifications for 
a frequency standard needed to provide reference signals. If the speci­
fications cannot be met by a commercially available device, then it may 
still be possible to meet the requirements with a system composed of 
more than one device. 

Oscillator systems are useful because the operating conditions which op­
timize one performance aspect of a simple oscillator are normally unfa­
vorable to other aspects. For example, in a quartz crystal oscillator, 
high power dissipation in the resonator is necessary to achieve the best 
short term stability (averaging times less than .1 s) but, due to the 
piezoelectric nonlinearities, much lower power levels are required for 
the best long term stability and lowest drift.[2] However, a system can 
be constructed consisting of two devices, one optimized for long term 
stability and the other for short term stability. The system can have a 
single output which has the best performance of the two devices. [3] A 
systems approach is also useful for optimizing other aspects of oscilla­
tor performance. Systems can be used to provide power gain after fre­
quency mulitiplication, to provide filtering functions which are not 
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possible with passive devices and to provide unusual combinations of 
properties such as high tuning rate combined with superior long term 
stability. Equations which permit one to predict the noise performance 
of a system comprised of previously measured components are developed 
and several examples are evaluated. 

One system will be evaluated in detail, both theoretically and experi­
mentally. It is an extremely important example because of its wide 
applicability and the fact that it can be easily constructed from com­
mercially available components. It consists of a quartz crystal oscil­
lator having state-of-the-art spectral purity which is phase locked to a 
second quartz crystal oscillator having state-of-the-art long term sta­
bility. Data are presented which demonstrate the overall system spec­
trum and time domain stability as a function of the loop parameters. 

THEORY OF PHASE LOCK AND FREQUENCY LOCK SYSTEMS 

The general problem is to improve the stability of a voltage controlled 
oscillator (VCO) by locking it to a reference which has better perfor­
mance over some range of interest. Two types of feedback loops are 
normally used: a frequency lock loop is required when the reference is 
a passive resonator: a frequency lock loop (FLL) or a phase lock loop 
(PLL) may be used when the reference is an active device producing its 
own output signal.[3] It is shown below that the same equations can be 
used to determine the stability improvement, independent of the type of 
loop. 

Fig. 2 shows the general features of the feedback loop. The reference 
frequency is Q r and deviations from the nominal are denoted ~~ (t); the 

REFERENCE 
OSCILLATOR OR RESONATOR 

flr + lI(lr (s) 

LOOP FILTER 

Fig. 2. Phase or frp.que nc y lock loop. 
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veo has frequency ~ and deviations 6~o(t). It is compared with the 
reference in the device labelled detector whose output is Vd(s) = Kd(s) 
[ 6~ r(s) -6~o(s)l, where 6~ r(s) and 6~0(s) are the Laplace transforms of 
the corresponding frequency deviations. The phase and frequenc y trans­
forms are related very simply by the expression 

ep (s) 6~ (s)/s 

which makes it possible to distinguish between the FLL and the PLL 
entirely through the functional dependence of Kd(S). For the FLL, Kd(S) 
is a constant, Kv , while for the PLL, Kd(s) = Kep /s where Kep is a con­
stant. Thus the detector output for the PLL is proportional to the 
phase difference between the veo and the refer ence, Vd(S)=Kcp [~ r(s) -
epo/s]. The noise voltage generator Vn(s) represents the internal noise 
of the yeo. If the tuning rate of the oscillator is Ko(Hz/volt), then 
the open loop noise of the veo is given by 

6~ (s) 
n 

k V (s) 
o n 

The closed loop performance of the system follows by tracing 6~o(s) 
around the loop: 

6~ (s) 
o 

where G(s) = KoKd(S)F(s) is the open loop gain. Assuming that the noise 
in the veo and the reference are uncorrelated, the spectral density of 
the frequency noise obeys the equation 

where th: y's denYZr 
e.g., Yo- 6~@/~. 
same relation as Sy: 

s ep (w) 
o 

the deviations normalized to the carr~er frequency, 
It follows that S ep=Sy( ~r2/ w2), so Sep satisfies the 
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IC(jw) I generally increases monotonically with decreasing w, making it 
possible to draw some general conclusions about the output spectrum of 
the servoed oscillator. The noise in the reference oscillator and in 
the control loop is low pass filtered, while the noise in the veo is 
high pass filtered. This leads to the most common situation--the output 
spectrum is dominated by the reference oscillator at low Fourier frequen­
cies and by the veo at high Fourier frequencies. However, in the event 
that the spectral purity of the yeO, Stn(w), is much worse than the 
purity of the servo or reference, we see that Sto(w) is approximately 
S<Pn(w)/IC(jw) 12. If IC(jw)1 has a maximum value of 104 , for example, 
then the spectral density of the locked veo can never be better than 
S<Pn(w)/(10,000)2, even if the servo and reference are much less noisy at 
that Fourier frequency. 

This indicates that Icu w) I should be as large as possible. However, 
the maximum value is fixed by the rolloff slope and the maximum unity 
gain frequency which can be tolerated by the short term stability of the 
reference signal. If the rolloff exceeds 12 dB/octave at the unity ga1n 
point, then the loop will oscillate. The required shape of G(jw) to 
reduce the effect of the open loop veo noise below the level of the 
reference noise for Fourier frequencies below the unity gain frequency 
can be determined from the above equation. For example, to transform 
random walk of phase (St~W -2) to white phase noise (St~O) requires a 
single integration (i.e., IC(jw) 1~1/w). An analogous result can be de­
rived for deterministic processes which can not be described in terms of 
spectral densities. For example, the unlocked veo may exhibit frequ~ncy 
offset t(t) ~ t, frequency drift t(t) ~ t 2 , or even frequency accelera­
tion. If the parameter to be controlled has an open loop behavior pro­
portional to tP then the requirement for the closed loop system to have 
zero dc error is[4] 

lim [wPIC(j w) 1]=00 . 
w-+o 

A critically damped second order loop response is nearly ideal for oscil­
lator system applications. The required open loop gain function is 

C(j w) 
w2 

n (l+j 2~) 
;Z w 

n 

1n which Wn 1S called the natural frequency of the loop. [6] 

In the case of the PLL it can be approximated by selecting the filter of 
Fig. 3a for F(s), while the FLL requires an additional integration 1n 
order to have the same overall open loop gain function. 
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Fig. 3. 

( a ) 

( b) 

Filtprs for phase and frequency lock loops. Filtpr (a) is 
used to achieve a second order PLL r e sponse whilp (a) and (b) 
in series produce a spcond ordpr FLL rpsponsp. 

For frequencies small compared to wn/2, the open loop gain lncreases at 
12 dB/octave. However, because of the breakpoint at wn /2, the slope is 
only 6 dB/octave at the unity gain frequency and the loop is uncondition­
ally stable. Because of the limitations of analog integrators and other 
circuitry, the PLL, which has an inherent pure integration, is superior 
in performance where it is applicable. Errors in such a loop produce a 
phase offset between the two oscillators, whereas errors in a FLL result 
in a frequency offset . The FLL must be used with passive resonators and 
can be used to achieve improvments in some PLL characteristics, such as 
pull in range and acquisition time. 

SYSTEMS APPROACH FOR SIMULTANEOUS SPECTRAL 
PURITY AND LONG TERM STABILITY 

There are commercially available oscillators with superior spectral 
purity and long term stability, but no one device has the best perfor­
mance for all averaging times. This section will show how to design a 

25 

I 
1 

1 

I 
J 



I 

I 

r 

r 

I 

I 
I 
I 
I 

I 
I 
I 
I 

I 

I 

I 
I 
I 
r 

I 
I 

I 
I 

I 
I 
I 
I 
I 
I 
I 
I 
l 

system which has the optimum performance everywhere: Data are presented 
which confirm the results of the previous section. 

The low drift 5-MHz oscillator, used as the reference, ~s characterized 
by the measured spectral density, 

S</> (f) 
r 

10-11 . 3 -13 6 
f3 + 10 . 

while the spectrally pure, 5-MHz oscillator ~s approximately character­
ized by 

10-
10

.
5 

+ 10-17 . 1 
f 3 , 

where f=w/2 n is the Fourier frequency offset from the carrier. 

A second order PLL was selected to combine these two devices as a sys­
tem; Fig. 4 shows the major elements of the circuit. A double balanced 
mixer serves as the phase detector. It is followed by a 2-pole filter 
which attenuates the 10 MHz output of the mixer, but has little influ­
ence on the loop. The capacitor shunting the operational amplifier and 
the low pass filter following it limit the noise bandwidth of the loop 
at a sufficiently high frequency compared to the natural frequency of 

REFERENCE 
OSC ILLATOR 

Fig. 4. 

SYSTEM OUTPUT 

Second order phase. lock loop. 
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the loop so that they have negligible effect on the loop response. The 
resistor and capacitor in the feedback path around the operational ampli­
fier are chosen to produce critical damping. The approximate system 
spectral density is 

s </> (f) 
o 

Fig. 5 shows the open loop noise of both oscillators and the closed loop 
system output for two different unity gain frequencies, 8 Hz (20 ms) and 
16 Hz (10 ms). If the unity gain frequency is too high the system spec ­
tral purity is degraded by the reference noise; the optimum unity gain 
frequency is near 8 Hz in this example. 

Fig. 5. 
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--- SPECTR AL LY PURE OSCI LLATOR (a) 

- - LOW DR I FT OSCILLATOR (b) 

~ TW O OSCILL AT OR SYSTEM WITH 10ms 
TI ME CONSTAN T (e) 

t----! TW O OSCILLATOR SYSTEM WITH 20ms 
TIM E CONSTANT ( d ) 

100 

f (Hz) 

1 KH z 10KHz 

Spectral density of phase for (a) 5-MHz VCO having excellent 
spectral purity, (b) 5- MHz VCO having good long term stabi­
lity, (c) system performance with 16 Hz unity gain frequency, 
and (d) system performance with 8 Hz unity gain frequency. 

The time domain stability is shown in Fig. 6. The triangles are the 
system stability with 8 Hz unity gain frequency, while the circles are 
the spectrally pure oscillator open loop stability. The two horizontal 
lines are the time domain performances calculated from the S</> data of 
Fig. 5. The line with slope of T+l corresponds to a drift rate of 3.7 x 
10-8 /day. 
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Fig. 6. 

Tl (DRIFT' 3.7 x 10-a/DAy ) 

I 

I 

II 
TO (PREDICTED FROM S. DATA) 

I I I 
AVERAGING TIME, T(S) 

Tim~ domain stability of th e spectrally pur~ oscillator 
(circles) and the two-oscillator system with 8 Hz unity galn 
fr~quency (triangles). 

The results which could be obtained with three other systems are shown 
in Fig. 7. The stability shown for system 1 results from phase locking 
three commercial oscillators: A state-of-the-art 5-MHz oscillator pro­
vides the short term stability ( T< ls) and is locked to a low drift oscil­
lator for best intermediate stability; the long term performance results 
from locking this pair to a cesium beam frequency standard. This system 
has the best performance which can be obtained with commercial devices 
at 5 MHz. 

In the region from approximately .01 s to 1 s, the system stability is 
bette~ than that of any of the component oscillators. This situation 
occurs in the case of white phase noise, because the stability of the 
long term stable oscillator in this region is determined by the very 
high frequency portion of the spectral density. For this reason, a y(T) 
curves should be used with great caution when predicting system charac­
teristics. 

System 2 is a prototype; a 5-MHz quartz crystal oscillator is frequency 
locked to a passive quartz crystal. It has the best intermediate term 
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Fig. 7. 

lO-lOr-_______________ ________ --, 

SYSTEM 1 
BANOWIDTH • 1 kHz 

SYSTEM 3 
BANDWIDTH " 10 Hz 

SYSTEM 2 
BAHOWIDTH • 1 kHz 

AVERAGING TI ME. ,-(s) 

Time domain stability of (1) a system composed of a spec­
trally pure quartz oscillator, a low drift quartz oscillator 
and a c~sium clock (pr~dicted); (2) a system composed of a 
spectrally pure quartz oscillator and a passive quartz crys­
tal (realized); (3) a system composed of a superconducting 
cavity stabilized oscillator and a passive hydrogen frequency 
standard (predicted). 

stability ever achieved with a quartz crystal, because the passive reso­
nator is operated under conditions which optimize the stability in the 1 
to 104 s range.[2,3] Eventually , system 2 should equal or better the 
performance of system 1 for all times shorter than 104 s. 

System 3 shows the results which would be obtained if a superconducting 
cavity stabilized oscillator were phase locked to a passive hydrogen fre­
quency standard. The system performance is the best which can be 
achieved with existing devices.[7,8] 

SUMMARY 

We have illustrated how a systems approach, with its increased degrees 
of freedom, can provide greatly improved stability performance relative 
to a single oscillator. In a completely analogous manner an oscillator 
exhibiting low vibration or radiation sensitivity can be phase locked to 
a long term stable oscillator to yield improvements in these parameters. 

Simple equations which can be used to predict the performance of either 
frequency or phase lock systems have been discussed. A loop filter for 
achieving near optimum results was described and experimental results of 
one phase lock loop system using this filter were presented. Predicted 
performance curves for some other interesting systems were presented. 
Using this information, the designer should be able to tailor the perfor­
mance of an oscillator system to meet the overall frequency stability, 
accuracy or timing specifications of a navigation, communications or 
other large electronic system. 
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APPENDIX A: Phase Noise in Oscillators 

The instantaneous output voltage of a high quality signal generator may 
be written as 

Vet) [V + E(t)] sin [ n t + ~ (t)] 
o 0 

where Vo and Qo are the nominal amplitude and frequency, respectively, 
while E(t) and ~ (t) are random processes representing amplitude noise 
and phase noise. The objective is to characterize ~ (t). Traditionally 
the measurements have been described as being performed in either the 
frequency domain or the time domain. The recommended definition for the 
frequency stability measure in the Fourier frequency domain is the one 
sided spectral density on a per Hertz basis, S~(f), of the random 
process ~ (t). [9] In terms of the spectral density, the mean square 
phase fluctuations within the frequency band f1 <f2 ~s 

Phase no~se ~n oscillators is often expressed as a ratio of single 
sideband phase noise, per root Hertz to carrier power-~~(f)--as a 
function of Fourier frequency offset from the carrier. ,~(f) is related 
to the spectral density of phase noise of the oscillator by the equation 

f or ~; 
f 

s (f) « 1 
~ 

Figure 8 shows the typical appearance of the spectral density of phase 
noise of an oscillator. High quality oscillators often exhibit power 
law dependence of the spectral density. In region I, S ~ is typically 
proportional to 1/f3 and the oscillator is said to have a flicker 
frequency noise behavior; it is probably the result of changes in the 
values of the frequency determining elements. In region II, S ~ is 
proportional to 1/f2 and the oscillator is said to have white frequency 
noise; it is often the result of thermal noise in the gain element of 
the receiver. Normally, the amplitude noise is much less than the phase 
noise in both region I and II . In region III, S ~ is constant and the 
oscillator is said to have white phase noise. This is usually the re­
sult of additive thermal noise in an amplifier or some other device. In 
this region, the amplitude noise is generally equal in magnitude to the 
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Fig. 8. 
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Typical spectral density of phase for a high quality oscil­
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phase noise. Region IV 1S usually due to finite bandwidth of the output 
amplifiers. 

APPENDIX B: Frequency Stabiity of an Oscillator 

The instantaneous fractional frequency deviation from nominal is defined 
as 

yet) 
1 dCP(t) 

2'JTV dt 
o 

The recommended definition for the frequency stability measure 1n the 
time domain is the two sample, zero-deadtime variance, commonly called 
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the Allan variance, 

where 

is the average fractional frequency over the kth interval of length T, 
and the angular brackets indicate an infinite time average. [9] It is, 
in general, also necessary to specify the measurement bandwidth, fh' 

Fig. 9 illustrates the typical appearance of the two sample deviation 
for a high quality oscillator; power law behavior is also common in this 

10-
8 r---------------------------, 

BANDWI DTH· 1 kHz 

10-13 '---':;-__ -':-;-__ -':-;-__ '--_---' __ ----L;--_-'-; __ --';-_---.J 
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AV[RAGING TlI'IE. ,Is) 

Fig. 9. Typical two sample deviation for a high quality oscillator. 

case. In region A, 0y(T) is dominated by the high frequency noise of 
the oscillator and the stability usually improves as T-l (white phase 
noise) or T- l / 2 (white frequency noise). The stability is generally 
dependent on measurement bandwith in region A. In region B, the oscil­
lator noise is dominated by the flicker of frequency behavior and 0y is 
constant. For longer times the frequency stability generally degraaes 
as Tl/2 or T often due to deterministic effects like temperature, power 
level, and aging of components. 
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QUESTIONS AND ANSWERS 

MR. LAUREN RUEGER, Johns Hopkins University, Applied Physics Lab: 

What servo systems have you suggested for use in complex systems and 
how would you propose to verify that they are functioning correctly? 
Woul d you have to go through a three-cornered compari son of three 
systems to verify they are working? 

DR. STEIN: 

You bring up a valid point. Of course, if one is talking about 
environmental problems, such as, say, acceleration sensitivity, one 
doesn't have a problem because one can compare the oscillator under 
acceleration to an oscillator in a nice environment, one that 
doesn't have a problem. When talking about pushing system 
performance to the limit, one always has the problem you discussed. 

MR. RUEGER: 

I believe what you are suggesting is an operational use of such a 
complex system; and if it is a complex one, then you need veri­
fication, in service, that these types of equipment are working and 
continue to work at their full performance. 

DR. STEIN: 

Perhaps I am not following your point. I think the answer to your 
question is that one tries, for instance, to produce an oscillator 
which has far better behavior, say, under irradiation than existing 
oscillators and still meets a time dispersion specification, long­
term, something like a JTIBS-type specification. 

And in that case, one doesn't really have a problem because one 
can compare the oscillator operating in the harsh environment to 
oscillators operating in good environments that maintain their good 
performance because they are not subjected to this problem. 

MR. RUEGER: 

The answer that you are glvlng me is one of the design verification, 
but not one in which the operation performance is sustained. And to 
verify that a device of this kind works in service over long periods 
of time is not the same as a qualification type of a test. 

34 

. I 



I 
I 
I 
I 

I 
I 
I 
I 

I 
I 

l 
I 
I 
I 

l 
I 

I 

I 

DR. STEIN: 

I guess I will have to leave that to the systems designers. 

DR. JACQUES VANIER, Laval University: 

It may not be a servo system after all. You said it is a servo sys­
tem, but you have to make measurements to calibrate everything 
around it, and that may be very expensive. 

DR. STEIN: 

Well, once again, the environmental measurements can and would be 
made by environmental sensors, automatically. 

DR. VANIER: 

Yes, but they are not in a servo loop. You1re proposing an open 
loop. 

DR. STEIN: 

Well, it is open loop, and you are perfectly right in the sense that 
you are not attempting to control the environment. You are only 
attempting to optimize oscillator performance. 

DR. GIOVANI BUSCA, Ebauches 

I would like to ask if the good performance you have obtained 
depends on the fact that when you use your system, you correct for 
the phasing stability of the electronics. Is it essential to cor­
rect for the phasing stability of the electronics to have the best 
results? 

DR. STEIN: 

The answer to your question is really not trivial. The passive 
electronics may be an important part. We feel it is necessary. 
However, we have also used some novel crystals wi th new des i gn, 
SC-cut, and this also is probably necessary. 

Our results, for instance, with standard cut AT crystals, are 
approximately 3 x 10- 13 , and I would guess that the reason for that 
has to do with temperature instabilities in the oven. So without 
the right crystal, you also cannot do it. 
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and 

A. Kahan 
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Rome Air Development Center 
Hanscom Air Force Base 

Bedford, MA 01731 

ABSTRACT 

Oscillators and clocks have moved beyond individual instrument applica­
tions and are now being used as critical elements of large scale elec­
tronic systems. The need for developing advanced time and frequency 
standards arises from increasingly more sophisticated DOD and civili8n 
missions and functions in navigation, surveillance, identification and 
communication. 

In these systems, time and frequency standards are employed to provide 
some desired performance or to be the central signal source for most 
systems functions. It is often not clear what frequency stability or 
accuracy is really needed. Often, a better clock or oscillator could 
simplify the system, or improve the performance of the system; in other 
cases, a different system design may lead to a reduction in the perfor­
mance demands on the frequency or time standard. 

This paper discusses the relationship between system performance and 
clock or oscillator performance. Our approach will be basic, pointing 
out some tradeoffs such as short term stability versus bandwidth re­
quirements; frequency accuracy versus signal acquisition time; flicker 
of frequency and drift versus resynchronization time; frequency preci­
sion versus communications traffic volume; spectral purity versus bit 
error rate, and frequency standard stability versus frequency selection 
and adjustability. Our aim is to give the system designer and manager 
a better grasp of the benefits and tradeoffs of using precise frequency 
and time signals at various levels of precision and accuracy. 
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INTRODUCTION 

During the last few decades, there has occurred a major revolution in 
the science and practice of time and frequency generation, dissemination 
and utilization. Frequency and time standards with very high perfor­
mance characteristics have been developed, many of which are commer­
cially available. Significant further progress in all important per­
formance areas is possible. This includes improved short and long term 
frequency stability, spectral purity, size, weight, environmental in­
sensitivity, cost, power demand and many more. In addition, there may 
be many cases where the application of a better clock could signifi­
cantly relax other system parameters, and thereby reduce overall systems 
cost and complexity. 

The question arises, what benefits can be derived from available or po­
tentially available frequency standards and clocks? The PTTI Appli­
cations and Planning Meeting is the proper forum to address in a rea­
listic manner this problem of long term technology planning. Our ob­
jective is to find a defensible rationale for long term investment stra­
tegy for time and frequency control device development. The usual ap­
proach to technology planning is to define system requirements and de­
rive technology needs, which is followed by a program to achieve stated 
objectives. We have difficulties with this approach. Long term opera­
tional requirements are usually defined in very general terms, and it is 
very difficult to extract time and frequency generation and dissemina­
tion needs from stated goals. 

We would like to suggest a possible alternate methodology. First, one 
should establish, for a particular application, the specific function 
performed by the device in the system and the elementary relationship 
between the time/frequency device and system performance. In addition, 
one should also determine the critical performance and operational time/ 
frequency device parameters which limit system performance. After hav­
ing established the quantitative relationship between the device and the 
system, the key question to consider is the system impact of improved 
time/frequency devices. How would an improved device parameter improve 
the system? It is hoped that by utilizing this approach, a systematic 
review of current and anticipated applications may point to a limited 
number of device parameters wich critically influence system perfor­
mance. The optimum R&D investment strategy then is a program to improve 
these high system impact device parameters. 

One possible methodology is to consider a matrix of (a) military or com­
mercial functions and (b) evaluate the time/frequency device selection 
criteria. The functions consist of: navigation, positioning, and tar­
geting; communications for command and control; surveillance and recon­
naissance; intelligence; and identification. The selection criteria 
include: performance--stability, spectral purity, accuracy; system 
limitations--size, weight, power; cost--initial and/or life cycle; and 
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operational requirements. The operational factors consider: environ­
ment--space, nuclear, atmosphere; "ilities--reliability, durability, 
maintainability, interoperability; shock, acceleration, and vibration; 
warm up; and, finally, ease of deployment or man/machine interfaces. 
This paper is an initial attempt to define the qualitative relationship 
between clock performance and systems, and gives information which may 
be useful in deciding (a) how would better performing clocks improve 
system performance, or (b) what tradeoffs can be made between system 
performance requirements, the use of a better or worse frequency stan­
dard or clock, and other system design parameters. These questions are 
addressed from a purely technical viewpoint. It is beyond the scope of 
this paper as well as the competence of the authors to analyze system's 
tradeoffs and possible savings in system complexity and cost. 

APPLICATIONS OF TIME/FREQUENCY STANDARDS 

Overview 

Application areas which most closely interact with frequency standards 
and clocks fall into the general categories of navigation and communi­
cation. Navigation has been linked for many centuries to clocks. Mo­
dern navigation ranges from the determination of the position of sta­
tionary objects on Fhe surface of the Earth, to position finding of 
ships, aircraft and spacecraft, to some aspects of very long baseline 
interferometry. Navigation is characterized mostly by requirements on 
the long term stability, i.e., time keeping ability of clocks. Communi­
cation, which typically emphasizes the short term stability or spectral 
purity of frequency standards, ranges from exploitation of the electro­
magnetic spectrum to computer data links. Nevertheless, some forms of 
navigation, such as Doppler ranging, require also short term stability 
and spectral purity and some forms of communication, such as synchronous 
communication channels, may benefit from good phase or time stability of 
clocks. In addition, in a systems approach it may be beneficial to base 
systems which have both navigation and communication aspects on a commOn 
high performing time/frequency source. 

Before we enter a more detailed discussion of any of these areas another 
important fact has to be noted. This is the ever present tendency to 
base specifications and systems performance requirements on the charac­
teristics of a glamourous system component, in our case, On the fre­
quency standard or clock. At the same time, there is often a lack of 
analysis whether the clock or other system parameters actually limit 
systems performance. In other words, a better clock may instantly lead 
to an improved system performance if other minor system limitations 
are removed, and/or serious system limitations would suggest the use of 
an inferior clock at no sacrifice in ultimate system performance. Simi­
larly, procedural changes in system operations may be traded against 
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clock performance requirements resulting in benefits in system perfor­
mance, complexity, reliability and operator dependence. 

Tunability 

Very frequently, the system designer is confronted with a need to pro­
vide for frequency or time (phase) adjustability. In the past, more 
often than not it appeared easiest to the system designer to specify an 
adjustable frequency standard or clock. Crystal devices can be made tun­
able by adding a capacitor in parallel or in series to the quartz crys­
tal resonator. Tunability is then achieved by varying the value of this 
capacitor mechanically or electrically (varactor). Atomic frequency 
standards can be adjusted by changing the magnetic field which is ap­
plied to the interogation region of the atom (so called C-field region). 
The atomic resonance frequency has a second order dependence on the mag­
netic field in cesium, rubidium and hydrogen devices. This dependence 
is of the order of 10-4/ tes l a (1 tesla = 104 gauss),[l] and rather large 
frequency changes can be affected. 

A second method of providing frequency tunability is to use an adjust­
able frequency synthesizer in the electronic loop which is employed to 
servo the crystal oscillator (found in all atomic standards) to the a­
tomic resonance. Since a certain frequency is needed to interrogate the 
atomic resonance frequency (here we assume a constant magnetic field), 
this variable synthesizer allows the generation of this fixed interogat­
ing frequency from a whole range of crystal oscillator frequencies, and 
thus provides tunability. 

In most cases, however, it is overlooked that the addition of tunability 
affects the basic operation of the frequency standard or clock in a det­
rimental way. Frequency standards derive their high stability and ac­
curacy from the fact that the essential control element, the quartz 
crystal resonator or the atomic resonator, has a high resonance Q, and 
that their resonance frequency is highly invariant with time or external 
parameter changes. The addition of a tuning capacitor, in the case of 
crystal oscillators, or the provision for magnetic field variability in 
the case of atomic resonators, virtually always degrades the performance 
by providing a direct coupling of the resonator to varying external in­
fluences. Similar arguments can be made for the variable synthesizer in 
atomic standards which affects the interogating microwave spectrum, and 
thereby again degrades the usable properties of the atomic resonance. 
The importance of this problem becomes clear if we consider high perfor­
mance crystal or atomic resonators providing stabilities of the order of 
10-13 • If the system designer requires tunability over a 10-7 region 
(often even larger is requested), this implies that we add an external 
influence capable of affecting the fundamental resonance phenomenon by 
10-7 or more. If this approach is implemented, and at the same time the 
original 10-13 capability is expected, it means that the system de­
signer expects all parameters operating on the tunability to be stable 
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to the 10-6 level. For example, if one volt at the varactor of a crys­
tal oscillator provides the range of 10-7, not only does the voltage 
have to be stable to one microvolt, but the capacitance versus voltage 
curve must be stable to the 10-6 level, and this stability has to hold, 
not only under idealized conditions, but also with respect to other para­
meters operating on these quantities, such as temperature, vibration, 
etc. 

It is, therefore, useful to assert that large tunability and state-of­
the-art performance in frequency standards and clocks are incompatible, 
and to the best of the authors' knowledge have never been satisfactorily 
combined. In other words, we have the axiom that tunability causes dete­
rioration of clock and oscillator performance. Instead of requiring the 
clock manufacturer to supply a tunable, super-precision clock, system 
designers should consider implementing tunability by means external to 
the actual clock. To this end, frequency tunability can be achieved by 
adding an external direct synthesizer or a second tunable oscillator 
with a synthesizing loop. If phase or time adjustment is desired, ex­
ternal phase shifting by digital or analog means should be the method of 
choice. 

Frequency synthesis is not without troubles of its own. The large 
amount of signal processing within general purpose synthesizers results 
in elevated levels of phase instability compared to the input signal. 
Consequently, the use of a synthesizer as the output source may prevent 
the attainment of the needed level of short and long term stability. A 
better solution is usually to use a (crystal) oscillator which is offset 
from the precision clock by means of a frequency synthesizer. This ar­
rangement potentially provides much improved spectral purity and long 
term stability than the direct use of a synthesizer as the output de­
vice; however, the frequency tunability is restricted in speed and 
range. 

Warm-up and Environmental Sensitivity 

From the point of view of the user, especially ~n military applications, 
some usually neglected properties of frequency standards may be the most 
important. These include the behavior in severe environments and the 
time required to achieve a specified accuracy and stability after a cold 
start. Such properties are usually not optimized by the design which 
yield& the best long term stability or spectral purity, 

Practical or engineering problems, including the need for ovens and vac­
uum pumps, limit the warm-up performance of both laboratory and commer ­
cial frequency standards. However, there is one device which was de­
signed for fast warm- up, the passive ammonia frequency standard. [2] 
This device achieves its full accuracy of 10-9 shortly after turn- on 
from a cold start. Despite the unimpressive accuracy compared to com-
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mercial cesium standards, the overall performance of such a device for 
short duration missions may be significantly better. 

New schemes for temperature compensation of quartz crystals may also re­
sult in rapid achievement of 10-9 or better accuracy from a cold start. 
In addition, the application of "smart servos" may allow several oscil­
lators to be combined in ways which improve the overall environ~ental in­
sensitivity. Improvements may be made in the performance not o~ly with 
regard to turn-on, but also in severe acceleration and radiatiotl environ­
ments. Such servos would have both variable gain and time constants. 
This concept amounts to a systems approach to the frequency standard it­
self. 

Synchronization 

The effect of stability, accuracy and the ability to synchronize clocks 
on the performance of a complex system is well illustrated by the fol­
lowing sample problem: Find position with respect to a natural or arti­
ficial geographic grid, such as the surface of the Earth, or a network 
of orbiting satellites. An ideal system of this nature is global in 
coverage, three-dimensional, arbitrarily precise, providing instanta­
neous access and position fix, and able to accept users automatically 
and instantaneously. Another example for resynchronization requirements 
is a secure communications system with access and identification being 
provided via timing. 

Of primary importance for the functioning of a time-ordered system of 
this nature, is time accuracy. Here accuracy is meant in the sense of 
time deviation of individual system clocks from system time, and user's 
knowledge of system time. In navigation, position information often is 
extracted from time information using the propagation speed of electro­
magnetic signals (speed of light); therefore, position accuracy of one 
meter requires a time accuracy of 3 nSf 

In principle, system synchronism can be assured arbitrarily well via 
electromagnetic signals, providing time information to and between the 
components of the system. On the other hand, requirements of reliabi­
lity, freedom from effects which deteriorate signal transmissions (natu­
ral and artificial interference, weather conditions) and autonomy of 
subsystems (ability to operate in case of partial system failure) would 
lead the designer to a system requirement of no reliance at all on elec­
tromagnetic signals. In other words, these latter requirements make 
ideal clocks desirable, having, once synchronized, no time deviation. 
Real systems, of course, fall in between those two extremes featuring 
finite resynchronization times. Nevertheless, the general statement can 
be made that a more stable clock would allow the relaxation of resyn­
chronization requirements, and correspondingly increase reliability, 
autonomy and interference immunity. 
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For most clocks and oscillators one may write as a useful description of 
the time deviation [3] 

x(t) = xO + Yot + l/2Dt 2 + E(t) (1) 

The first three coefficients in this equation are model parameters: 
t = 0 signifies the instant of synchronization, xo is an estimate of the 
synchronization offset at t=O, YO is an estimate of the fractional fre­
quency offset at t=O, and D is the estimate of the fractional frequency 
drift. The fourth term, E(t), represents the random frequency fluctua­
tions of the oscillator which are characterized by the variance: 

(2) 

where Yi denotes the fractional frequency measurement of duration T and<> 
denotes time average. All modern clocks and oscillators have been 
found to typically improve in stability with increased sampling times 
(region 1) until they reach their stability limit or flicker floor (re­
gion 2). For long sampling times T, they finally deteriorate in stabi­
lity (region 3). The errors in the model parameters and the frequency 
fluctuations all contribute to the time deviation error. Table I sum­
marizes these three different regions and two model parameters and gives 

Table I. 

Frequency Time deviation 
fluctuation x{t) 

Region 1 ° (T)=k T- l 
y p kp//3 

or k -P-1 0y (T)=kf T~ 2 kft 

° (T)=k TO 
1 

y F ~kFot Region 2 

-P"'" kw +3/2 0y(T)=kwT 2 °t Region 3 

Offset Yo Yo ot 

Drift D ~Dt2 
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quantitatively the corresponding time deviation, x(t). It should be 
noted that the time deviation given in each of the five rows of table I 
aSSumes that the corresponding frequency fluctuation is the sole effect 
for all averaging times.[4] A more complete treatment of this behavior 
is given in reference 5. However, table I serves as an adequate quanti­
tative guide because for any particular range of t the dominant effect 
can be easily identified by comparison of the relative values from re­
gions 1, 2, 3. In such treatment the various coefficients k also become 
model parameters. 

We should first examine table I. If we assume that we typically deal 
with relatively long times between resynchronization we can ignore the 
aspects of region 1. Region 2 and the frequency offset have in common 
that time deviation is proportional to elapsed time. Therefore, figure 
1 depicts the conditions of frequency offset and/or flicker of fre­
quency. Figure 2 depicts conditions where random walk of frequency (Re­
gion 3) dominates. In figure 3 the condition of a clock with frequency 
drift is shown. In the three figures, the fractional frequency offset 
or flicker floor (fig. 1), the frequency walk coefficient (fig. 2), and 
the frequency drift coefficient (fig. 3) are plotted versus the time be­
tween resynchronization; the desired or required timing accuracy (posi­
tion accuracy) is the parameter. 

Instantaneous access is the other system parameter which is related to 
clock performance. An example is best used to illustrate this. If one 
meter navigation accuracy is the system design goal, then a 3 ns capa­
bility must be available not only from the system but also from the user 
clock. The minimum requirement, therefore, on both clocks is x(t)=3 ns 
independent of time, or 0 (T) = kT- l with k = 3 nSf This is a re­
quirement which most clocks will fulfill for sampling times from less 
than a second to many seconds. If we want to require that the user has 
an instantaneous position fix entering the system or has no means to 
acquire system time then the user must have an a priori knowledge of 
system time to three nanoseconds. If the user had an initial, perfect 
knowledge of system time, then goes on a mission, (being cut off from 
direct access to system time), a clock with certain performance would 
allow him to have a mission duration of one hour while retaining a one 
meter positioning accuracy, whereas a clock with better performance ~n 
regions 1 and/or 2 would extend this to, for example, many days. 

Another interesting aspect in this context is the tradeoff between sig­
nal-to-noise, (antenna design, signal strength) and clock performance. 
If, for example, system time can be acquired by rapid scanning on a 
second-by-second basis, across four satellites (the GPS system) then one 
nanosecond timing is required only for the duration of a few seconds; 
thus, a relatively inferior oscillator would be sufficient. If, how­
ever, more elaborate antennas and pointing are required and an acquisi­
tion time per satellite of, for example, several hundred seconds is 
needed, then one nanosecond needs to be maintained over one thousand or 
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more seconds requiring a very good oscillator performance on the users' 
side, as can be seen from figures 1-3. Related arguments can be made 
for geodetic application of very long baseline interferometry, or for 
the VLBI applications in deep space tracking. 

An interesting example of the relationship between long term stability 
and recalibration interval comes from the area of communications. In 
order to increase the availabl~ spectrum, operating (carrier)frequen­
cies are being increased while the channel width is held nearly cons­
tant, resulting in tighter specification on the long term stability of 
both transmitter and receiver frequency references . In the case of low 
cost mobile transmitters, the present specificaLLQlls~~ jus~ met by the 
crystals in use. In order to accomplish the next step higher in fre­
quency it will be necessary to either improve crystal performance, oven­
ize the crystal, or use a transmitter/receiver design which calibrates 
itself using the received signal from a more accurate base station. If 
the last alternative is adopted, the mobile transmitter frequency stan­
dard may exceed specification limits between uses. This situation could 
be corrected by requiring that after the calibration interval such a mo­
bile radio receives a transmission from a base station before transmit­
ting itself. 

Signal Aquisition 

Systems which deal with very weak signals are sensitive to the spectral 
purity as well as the long term stability of the system oscillators. In 
this portion of our paper we illustrate the effects of stability, spec­
tral purity and signal-to-noise ratio with examples from Doppler radar 
and Doppler navigation. 

The simplest radars are CW Doppler devices which determine the radial 
velocity of a target by homodyne detection of the return signal with a 
transmitted signal. Phase noise in the vicinity of the frequency of the 
carrier occurs, of course, in the same small frequency range around the 
carrier as the Doppler shifted return signal from the target. There­
fore, the relatively weak reflections of the phase noise from nearby ob­
jects with a very large cross section cannot be distinguished from the 
Doppler shifted signal of interest which, though initially strong, comes 
back at very small intensity from the distant target having small cross 
section. The level of phase noise, therefore, relates to signal con­
trast 'and a decrease in phase noise will extend the range and/or the con­
trast of this Doppler system. 

Present day navigation systems for satellites and for deep space probe 
tracking utilize round trip coherent measurements. The signal is trans­
mitted to the spacecraft where it is trans ponded for Doppler detection 
on the ground. The frequency instability of the oscillator duiing the 
round trip time of the signal to the spacecraft and back is proportional 
to the velocity error thereby establishing a requirement on the medium 
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term time stability of the frequency standard. Figures 1-3 can be used 
to determine the quantitative requirements. This two-way Doppler track­
ing has the disadvantage that the spacecraft must detect the transmitted 
signal with a very small antenna which requires large and accurate trans­
mitting antennas with associated expenses. If an onboard frequency stan­
dard is included into the spacecraft the size and complexity of the 
Earth-bound antenna can be highly reduced. The spacecraft beacon is 
then measured and compared by two separated ground stations, in a way 
analogous to very long baseline interferometry. In both cases, position 
and velocity accuracy depend directly on the synchronization and syn­
tonization of the clocks at th~ two ground stations. If 10 em range 
error and .05 rad angular error are tolerable, then subnanosecond timing 
must be realized at the two groundstations. 

A receiver for coherent communications must reconstruct the frequency 
and phase of the unmodulated transmitter carrier. This is normally 
accomplished by phase-locking a voltage controlled oscillator (vca) to 
the received signal. The speed and accuracy with which this is done 
depend on the stability and accuracy of the signal as transmitted, the 
stability and accuracy of the vca, and the signal-to-noise ratio of the 
received signal. 

If the frequency offset, ~f, between the transmitted signal and the vca 
lies within the phase-lock loop (PLL) bandwidth, BL, then lock is ac­
quired within one rf cycle. However, the PLL bandwidth is limited by 
the requirement that within this bandwidth the weak received signal must 
have signal-to-noise ratio greater than one. Thus, the usual situation 
1S one where 6f greatly exceeds BL' For a critically damped, high gain, 
second order PLL, the pull-in time is approximately [6] 

Tp ~ :L (~: y 
In the case, for example, of a loop with 6 f 
pull-in time would be more than 10 hours. 

100 Hz and BL 

(3) 

1 Hz, the 

The result of this situation is that acquisition is generally achieved 
by sweeping the vca. The maximum rate is limited by the bandwidth of 
the loop. Consequently, the pull-in time is approximately 

T 
P 

(4) 

which would be only 0.1 hours for the above example. There are, of 
course, other more complex PLL and PLL/frequency lock loops, some with 
variable sweep characteristics, which can reduce the pull-in time for 
large initial offsets. 
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Once lock is acquired, the VCO phase reflects the transmitted carr1er 
phase to a degree determined by the transmitted carrier phase noise, the 
VCO noise and the noise of the receiver. The residual noise results in 
errors in transmitted data and limits the data rate. 

Thus, improvements in the a priori knowledge (accuracy) of the VCO would 
correspondingly reduce the PLL acquisition time via reducing the pull-in 
delay and/or the needed sweep/search amplitude or time. In addition, 
lower phase noise of the VCO allows faster data rates and/or lowers the 
error incidence. 

OUTLOOK-

The above discussion shows that navigation and communication systems can 
benefit if better frequency standards and clocks become available. 
"Better" means not only a further increase in fundamental stability and 
accuracy, but, even more importantly, availability of adequate stability 
and accuracy at attractive cost, size, power demands, as well as environ­
mental insensitivity. For example, many applications would become com­
monplace as well as economical if a user-oriented frequency standard 
which provides 1 ns timing capability from less than one second out to 
several thousand seconds, and which performs under severe environmental 
conditions would become available. Such a standard still does not 
exist. Therefore, development has to focus on both the area of subnano­
second timing out to many days in a practical, rugged, environmentally 
insensitive device at reasonable cost, as well as on the area of user­
oriented standards. In addition, oscillators of low[~~ase noise which 
are practical and environmentally stable are needed. J 
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Figure, l. Largest allowable frequency offset, Yo' and flicker of fre­
quency floor, kF' as a function of time, t, after perfect 
synchronization . The achievable time accuracy, X(t), is 
the parameter. 
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Figure 2. Largest allowable walk of frequency coefficient, kW' as a 
function of time, t, after perfect synchronization. The 
achievable time accuracy, X(t), is the parameter. 
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Largest allowable frequency drift coefficient, 0, as a func­
tion of time, t, after perfect synchronization. The achiev­
able time accuracy, X(t), is the garameter. 0 is used as a 
fractional frequency drift per 10 sec (approx. 1 day). 
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QUESTIONS AND ANSWERS 

MR. HARRY PETERS, Sigma Tau: 

I just wanted to comment on the tuneability equation relationship 
between range of tuneability and the stability of the oscillator. I 
think you will agree with me that there are now synthesizers 
which require on the order of half a watt, no phase lock loops, 
and give, for example, for the hydrogen maser, 10- 16 or 10- 17 range, 
digitally controlled, and where that relationship really wouldn't 
hold. 

These are already developed and are ope rat i ng in two 1 abora­
tories at this time. They are very simple system-wise and, there­
fore, probably not a reliability problem. 

DR. HELLWIG: 

I totally agree with you, Harry. My answer to that is that it is 
sometimes difficult to draw the line between talking about the basic 
clock and talking about the system. In your case (in my philosophy, 
if you want) the 1 i ne is drawn at the maser. And what you are 
saying, really, is what I am recommending: Put the tuneability 
outside of the basic clock concept. I fully agree with you. 

MR. SAM WARD, Jet Propulsion Laboratory 

I don I t feel that enough emphas is has been put on re 1 i abil ity in 
these approaches because not even the reciprocal nature of time and 
frequency is effective if you can't keep the system going. And re­
dundancy is not the answer, either, because that only comp 1 i cates 
the problem. 

DR. HELLWIG: 

Do you mean reliability of the clocks themselves or reliability of 
the system and clocKs? 

MR. WARD: 

Basically, the clocks themselves. 

DR. HELLWIG: 

I deliberately stayed away from that aspect and I think we will stay 
away from it in the printed paper. I think the only thing I can say 
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is to repeat what Dr. Winkler said already: 
operational systems, please put in clocks 
themselves. 

DR. GERNOT M. R. WINKLER, U.S. Naval Observatory 

If you plan to run 
which have proven 

And have redundancy. I wi 11 put in my fi ve cents worth also, and 
offer a conjecture to Dr. Hellwig's very excellent observation that, 
unfortunately, the manufacturers have not been turned on by, let's 
say, the i ntermedi ate range because they know that only the best 
will be specified. But the situation is opposite for the OEM market 
for understandable reasons. Only the least you can get away with 
will be specified. 

So I think the situation will change as the OEM market expands, 
and more and more of these i ntermedi ate performances wi 11 be re­
quired, for instance, in counters and other such things. These have 
been the major driving force for the development of very nice little 
crystal modules which are available today at relatively low cost . 

• 
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ACCELERATION SENSITIVITY COMPENSATION IN 
HIGH PERFORMANCE CRYSTAL OSCILLATORS 

Donald A. Emmons 
Frequency & Time Systems, Inc. 

Danvers, Massachusetts 

ABSTRACT 

High stability crystal oscillators are an 
essential component in a wide variety of 
systems, from satellite based navigation 
and communications, to Doppler radar, time 
keeping and so on. In a hostile shock and 
vibration environment, the full potential 
of such systems is severely limited by the 
intrinsic acceleration sensitivity of the 
widely used resortator types. Thus, it be­
comes increasingly important to investigate 
the possibility of increased frequency 
stability under adverse conditions. 

Two approaches to achieving reduced sensi­
tivity will be discussed. The first in­
volves electronic compensation within the 
frequency control loop. The second utilizes 
two resonators of comparable acceleration 
sensitivity to compensate each other. 

Problems encountered in matching and tuning 
the resonators will be discussed, as well 
as orientation symmetry of the frequency 
deviation patterns. Results on frequency 
stability which reflect an improved static 
sensitivity of less than 5 x 10-11 per g 
are presented. 
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INTRODUCTION 

High performance crystal oscillators are critical 
components in navigation, communications and time­
keeping systems which require the best attainable 
frequency stability and spectral purity. This high 
stability performance is usually realized only under 
quiet ambient conditions, yet systems are often 
required to operate, without degraded performance, 
in a shock and vibration environment. 

Although new designs (Ref. 1) and improved resonator 
types will ultimately be available, the most widely 
used type at present is the AT-cut, which shows a 
typical acceleration sensitivity of 10-9 per g or 
greater. Some recent progress in compensating AT-cut 
overtone crystals for reduced sensitivity to low 
frequency mechanical inputs will be described. This 
is a continuation of the work briefly mentioned 
previously at these meetings (Ref. 2). The basic 
test bed has been the rugged high performance Model 
1000 oscillator using an oven stabilized, 5th overtone 
5 MHz resonator. 

First, the observable effects associated with shock 
and vibration will be discussed and correlated with 
the static g sensitivity of the resonators. Particu­
lar attention is given to the spatial dependence of 
frequency change with relative acceleration direction, 
and the symmetry of this pattern. 

Two basic approaches (neither of them new) have been 
explored and each has some limitations. The first 
scheme encompasses various methods of correcting the 
VCXO tuning via an accelerometer derived signal. 
Results from a straight forward systems approach 
using an external sensor have been reported recently 
by Przyjemski (Ref. 3) We have achieved similar 
~mprovement using different resonator types. The 
disadvantage of using a VCXO whose tuning is non­
linear will be pointed out. 

56 

1 

'I 



In the present work we have also incorporated sensors 
within the crystal oven for high stability, compact­
ness, and potentially better high frequency compensa­
tion response (Ref. 4) . 

The alternate approach has been to use two resonators 
in series and arranged so that acceleration induced 
frequency shifts cancel as suggested by Gagnepain 
and Walls (Ref. 5). Here the individual g sensitivity 
pattern symmetries are extremely important. Several 
interesting problems have come to light. Among the 
advantages on the other hand are that resonator and 
sensor have nearly identical construction, and they 
can be placed physically close to one another. 
Furthermore, a very interesting experimental effect 
linking temperature induced stress and g-sensitivity 
has been found, which has to do with thermal shock 
and warm-up behavior in AT-cut quartz. 

MOTIVATION 

Continued effort toward improving the performance of 
existing resonator types is justified by the immediacy 
of demands on existing technology, and partly by the 
fact that it can be done. 

Although considerable data have been gathered on a 
variety of resonator types, we concentrate here on 
5th overtone oscillators having particularly good 
signal-to-noise ratio close in to the carrier, and 
short-term stability performance of better than 
10-12 in the 1 - 100 second region. (See Figure 2) 

Low noise performance becomes quickly degraded in a 
hostile physical environment. At a vibration 
frequency fm' modulation sidebands appear with a 
magnitude (yafo /2fm) 2 where y is the intrinsic g­
sensitivity coefficient, a, the peak acceleration, 
and fo the carrier frequency. (See Figure 3) 

For systems involving frequency multiplication to 
high order, n, noise appearing close to the carrier 
and multiplied up by n 2 is of concern. Since the 
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sideband level 
zero frequency 
frequency both 
are relatively 
decreasing. 

-2 
goes as fm ' perturbations down to 
dominate, while with increasing 
electronic and mechanical filtering 
easy and the sideband level is usually 

Acceleration inputs may span a wide range of 
amplitude, and be randomly oriented. The spectrum 
extends to d.c. where attitude in the earth's gravi­
tational field may be a slowly varying parameter. In 
a closed loop system, accumulated phase error may be 
of interest (Ref. 3). 

In frequency standards, such as the cesium beam 
instrument, frequency slewing of the flywheel 
oscillator may occur at a rate such as to give un­
acceptable frequency offset, where the time rate of 
oscillator drift multiplied by the control loop 
time constant gives the resultant error. This is 
particularly severe when T has been made long to 
exhibit short-term stability approaching the 
performance of the open loop oscillator. Notice, 
however that phase slip resulting from frequency 
shift in the oscillator can be reversible, averaging 
to zero if the mean value of g-induced shifts is 
zero. 

Another effect can occur under sustained vibration. 
At the onset of 20 Hz 1 g vibration, we have observed 
a transient shift of the order 5 x 10-10 recoverinq 
in 10 minutes to within about 1 x 10- lU . At the 
cessation of vibration, the opposite transient 
occurs, and the frequency settles back to nearly 
the original. This effect is traceable to perturbed 
oven control, which can be minimized by packaging 
techniques. 

The effect of mechanical shock on high precision 
crystals is generally seen as a frequency jump either 
positive or negative. For 2300 g pyrotrchnic shocks, 
jumps are typically several parts in lOOper pulse, 
with many successive shocks leaving the final valve 
within 5 x 10-10 of the original frequency. 
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Shock mounting of the crystal enclosure itself is 
possible. However, for effective compensation it 
is necessary to have the resonator unit rigidly 
coupled to the compensating element, so as to avoid 
phase differences between the two responses. It is 
thus, more useful to shock mount the oscillator as 
a whole to attenuate high frequency inputs, even in 
cases where only low frequency vibration is expected. 

RESONATOR BEHAVIOR 

The response of AT-cut quartz to acceleration stresses 
has been discussed by many authors. In relation to 
the resonator geometry it is found that the axis of 
maximum acceleration induced frequency change is 
dependent on, among other factors, the angle of cut, 
and position of resonator supports with respect to 
the crystal axes. Valdois and Besson (Ref. 6), Lee 
(Ref. 7) and others have discussed the expected 
stresses and it has been shown that 6f along a given 
axis is linear with g to at least 50 g. In general 
an approximately cos e dependence for the force­
frequency effect is found, implying linear response 
to the vector component along a principal axis. 
Our results with high Q resonators bear this out. 

Given that linearity and regular angle dependence 
exist, one can then make detailed measurements 
of spatial symmetry at a level of 1 g. Figure 4 
shows the pattern for 2n rotation in azimuth. The 
plano-convex quartz disk is supported in a three 
point ribbon mount. The acceleration of 1 g is 
fixed, downward, and the resonator rotates clockwise 
giving the associated values of 6f/f shown. A 
coefficient y' for maximum 6f in this plane is 
4 x 10-10 per g. The heavy circle marks the reference 
line of zero deviation. It should be emphasized that 
these are simply one set of data, for a particular 
resonator, in one special plane. Experience shows 
that the correlation of symmetry pattern to the 
position of the mounting supports is of secondary 
interest. More important is the high degree of 
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symmetry, indicating that in this plane a single 
axis accelerometer could give exact cancellation. 

The appearance of the plot is a function of purely 
arbitrary scale factors. The expression is A + y' 
cos 0 and for y' small compared to A, the data lie on 
a displaced circle. 

The same resonator is shown in Figure 5, for rotations 
in polar angle 0, about an axis through the odd sup­
port point and the plane of the disk. Note that y is 
1.3 x 10- 9 per g and that the symmetry axis is tipped 
slightly from the vertical. (Data for 3rd overtone 
resonators show a similar shape with coefficients as 
much as 2 times greater.) The data points shown 
lying nearly on the zero circle illustrate the 
compensation which was achieved with a simple 
accelerometer incorporated within the oscillator, to 
be described in the next section. The exact degree 
of cancellation depends on fine tuning of axis 
angles and compensation magnitudes. 

This is similar to what Przyjemski has already shown 
for an oscillator compensated by an external 
accelerometer. 

To introduce the discussion of compensation schemes, 
Figure 6 shows some points which need to be considered 
for ideal performance, recognizing that non-ideal 
performance will also be useful. 

1. Perfect symmetry is required so that no 
residual sensitivity (to the desired low 
level) is observed. This can also be 
taken to mean that the coordinate systems 
of resonator and compensator must be 
exactly coincident in space. Otherwise, 
angular rotation about an axis other 
than the line of centers produces centri­
petal acceleration which is distinctly not 
compensated, but shows a coefficient 2y. 
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2. Linear frequency tuning may be important 
for a system which uses a compensation 
signal to control the VCXO. At any 
given tuning voltage the frequency 
deviations are small enough that the 
linearity is sufficient even for typical 
varicap tuning; however, as the oscillator 
ages, the desired correction coefficient 
may vary drastically. 

3. Vibration induced sidebands falloff as 
fm 2 (typically -120dB for 1 g at 10 KHz) . 
Thus, large compensation bandwidths may 
not be necessary. An upper limit of 1 KHz 
might be typical, at which point mechanical 
isolation is easy. In any case, above 
several KHz one expects trouble from phase 
shift due to the resonator ribbon mount 
resonances. 

It is interesting to note, however, that 
oscillators can exhibit an fm bandwidth 
of up to 20 KHz when the usual low-pass 
VCO filter is removed. 

4. All spurious sources of phase modulation 
must be suppressed before the intrinsic 
quartz effect can be linearly compensated. 

5. Vibration induced frequency shifts can be 
complicated by the exagerated shifts from 
"thermal shock" accompanying very small 
crystal oven temperature perturbations. 

6. Hysteresis includes effects which can not 
be compensated, such as shock induced 
permanent offsets. 

7. Finally, one wishes to compensate in such a 
way as to introduce no additional noise into 
the oscillator loop~ and no additional 
sources of apparent aging. 
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Relative to point 2 above, an FTS oscillator whose 
linear tuning range was extended to accomodate a 
particular g-compensation sensitivity, is shown in 
Figure 7 to have integral non-linearity of less than 
5%. : 

COMPENSATION SCHEMES 

We now turn to some considerations of the series 
resonant circuit containing a high Q thickness shear 
mode crystal. The frequency determining network is 
such that a series (capacitive) reactance of 1 Kohm 
typically pulls the crystal to the operating frequency. 
The tuning rate dX/df is about 100 ohms per Hz. Thus, 
given a g-sensitivity of 10-9 per g, the compensation 
required is df = 5 milliHz per g, or dX = 0.5 ohm per 
g. Figure 8 shows the circuit. The parallel combina­
tion of reactances (usually capacitative) determines 
the resonant frequency. This approximate analysis 
will ignore the resonator electrode capacitance and 
lead strays, lumped together as X'. Xl is a calibra­
tion capacitor on the order of 1 Rohm at 5 MHz. X2 
is a variable reactance which provides electronic 
tuning. X3 indicates various possible stray capacities 
adding to X~. Supposing X3 to be quite large (stray 
C small) we have that the effective series X is just 
(Xl + X2), controlling the frequency at 100 ohms per 
Hz. 

The intrinsic resonant frequency shifts of interest are 
of order 5 mHz per g. If Xl or X2 were to be mechan­
ically or electrically modulated with a coefficient 
0.5 ohm per g, then frequency compensation would be 
achieved. With X equal to 1 K (32 pF) we need a 
capacitive change of 15 milli-pF per gi or, if 1 K 
inductive, then about 15 nHy. This, with variations, 
encompasses one class of compensators. One either 
modulates the reactance Xl gravitationally, or 
modulates X2 indirectly from an external transducer. 
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Now consider the case where X3 is not negligible. 
Because stray capacitance to ground is often several 
pF, it is easy to imagine mechanically modulated 
changes of the order of milli-pFs (femto-Farads). 
Suppose a 1 pF stray were due to leads or components 
spaced 0.1 cm from ground. Then for spurious modula­
tion to be less than 1 mpF, the spacing must stay 
constant to 10-4 cm. This means that leads and 
components must be firmly fixed. In fact, the condi­
tions are less stringent since X3 is shunted by much 
larger capacitances. 

However, this leads directly to the idea of mechanical­
ly modulating X3 in the same manner as for Xl' 

A generalized capacitive transducer which responds 
linearly to acceleration (deflection proporational to 
force) will have a fractional sensitivity 6X3/X3 per 
g which is sufficiently linear for small deflections. 
Frequency response down to d.c. is of course assumed. 
As an example, changes of 10 mpF per g or so can produce 
the desired half-ohm compensation signals. (We have, 
with apologies to Michael Faraday, a 'milli-puffer'). 

The overall sensitivity in the network goes as 
6X3/X3) 2 so that X3 must be kept small if we wish to 
avoid diluting the effect. The device reactance will 
be proportional to some spacing, s, and fractional 
change in X will be proportional to fractional change 
in s. Acceleration induced deflections are fixed by 
material stiffness and mass distribution. Fundamental 
considerations of the dynamic response show that a 
natural resonance frequency of 500 Hz is reasonable. 
Experimental devices tend to show lower frequencies 
than this, but the technology of capacitance micro­
phones has pushed response well up above 1 KHz for 
such devices. 

Returning to the expression 6X ~ (Xl + X2)2 6X3/(X3)2 
we note that the shunt effect of Xl and X2 dilutes the 
transducer coefficient unless X3 is kept small. 
However, X3 cannot be too small because that dilutes 
the oscillator tunability. Some compromise must be 
chosen. 
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It is also clear that the compensator coefficient is a 
function of X2 and so depends on oscillator tuning; the 
effective compensation may change by 20% over a tuning 
range of 2 Hz. This is unfortunate for the milli­
puffer. However, an oscillator intended for fixed 
frequency operation can be exactly compensated. Quartz 
aging would then require eventual readjustment. 

A question wh~ch should be raised is whether 
the acceleration induced frequency shift intrinsic to 
the quartz gives an observed ~f which depends on 
external circuit parameters? Empirically the answer 
is no. Over a 2 Hz range the observed sensitivity ~f/f 
per g is constant to within ±2 x 10-11 The required 
compensation is apparently not a function of operating 
point on the piezoelectric reactance curve. 

Figure 9 shows results of reduced g-sensitivity using 
external control of the parameter X2' This oscillator 
has been subjected to vibration testing in the range 
8 to 33 Hz, with maximum g level up to 1.5 g, and the 
measured phase noise was -98 dB (15Hz) relative to the 
carrier, which checks quite well with the measured 
static sensitivity. The results that were shown in 
Figure 5 were obtained using the X3 'milli-puffer' 
method. 

The second type of g-compensation uses two resonators 
in series (Ref. 5). The method is indicated in Figure 
10. Initial success with this method is indicated by 
the low phase noise. The dual crystal within the 
oscillator loop exhibits the same loaded Q as for a 
single resonator, at the same time showing reduced 
g-sensitivity. Results were disappointing however, in 
that the nearly exact cancellation expected did not 
occur. What happens is that in pairing the two 
resonators, the relative stray capacitance for each is 
changed, and the individual sensitivities no longer 
cancel. 

The feature around 2.5 Hz is associated with an in­
cipient frequency instability which grows worse (and 
shifts in frequency) as the relative strays are 
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adjusted to achieve exact compensation. In the analy­
sis of the dual resonator equivalent circuit, two 
allowed frequencies appear (Ref. 5). These may be 
widely separated and yet permit some degree of g­
compensation. What is surprising is that the compensa­
tion can be 'tuned' at the expense of overall stability. 
At exact compensation a slow beat appears, correlated 
with the phase noise anomaly. This behavior is still 
under investigation. 

The selection process for matching resonators is 
indicated in Figure 11. Here the two sensitivities are 
nearly identical aside from a small relative tilt. 
Following a parity reversal of one set of geometric 
axes, the two resonators are put in series and in­
stalled in the same oscillator .. 

Figure 12 
crystals. 
per g and 
per g. 

shows results for a pair of 3rd overtone -10 
The sensitivity for one alone is 19 x 10 

for the combination, is reduced to 3.5 x 10-10 

An interesting consequence of the partial cancellation 
of stress induced frequency shifts is found in the 
thermal shock behavior of the dual crystal units. 
The warm-up behavior is shown in Figure 13, along with 
the warm-up curve when one of the resonators is by­
passed. The latter shows the typical 0.5 Hz to 1 Hz 
overshoot due to 'thermal shock' non-equilibrium. 
It is not surprising to find that frequency shifts 
induced by thermal gradients are intimately related 
to those induced by mechanical stress; what may be 
surprising is that in a particular oven geometry 
these stresses can be compensated to any extent 
during the warm-up time. This is reminiscent of early 
attempts (Ref. 8) to reduce the equilibrium temperature 
coefficient in A element resonators by operating two 
in series. This new phenomenon may shed some light 
on the non-time-equilibrium conditions. 
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SUMMARY 

Within the frequency determining network for a high 
precision crystal we have a variety of possibilities 
for making use of acceleration derived compensating 
signals. For a capacitive device, sensitivity of the 
order of tens of femtoFarads per g is needed, and 
frequency response down to zero is desired. The 
analysis is straight forward in terms of series 
reactances. Inductive g-sensitive transducers may 
also be employed. 

Furthermore the reactance of interest may also be 
controlled elctronically by an externally derived 
correction signal. The bandwidth of the oscillator 
sustaining loop is more than adequate for handling 
the desired compensation. 

There seems to be no clear-cut answer as to which 
scheme is preferable in all cases. All of the single 
crystal methods have had comparable success, and the 
dynamic tests have been consistent with measured 
reductions in static g-sensitivity. 

The dual crystal measurements have produced evidence 
of a fundamental frequency instability, but compro­
mises can be made for less than complete compensation, 
with overall improvement. Of particular interest is 
the fact that thermal shock frequency deviations, as 
noted during warmup, are reduced from the usual 
single crystal case. 

In conclusion, Figure 14 shows some comparisons of 
compensated vs. uncompensated performance. The 
example of 5 x 10-11 per g residual sensitivity is 
typical for reproducibly attainable results. Worst 
axis residual sensitivity can be made smaller with a 
considerable amount of care. Irregularities of sym­
metry probably set a practical lower limit around 
10-11 per g for these resonators. 
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Perturbation of short term stability is also reduced. 
The quiescent oscillator shows a two sample, Allan 
variance, of better than 6 x 10-13 at 1 second 
averaging time. When the oscillator is perturbed by 
a sinusoidal 0.5 g input, the stability is 1000 times 
worse. For the compensated oscillator an improvement 
by a factor of more than 20 is seen, and is consistent 
with the compensated static sensitivity. 

In the same way, for phase noise sampled at low 
frequency, a typical improvement is from -70 dB to 
-98 dB at 15 Hz. Approximate agreement with expected 
fm 2 is also found. 

The results have clear implications for navigation, 
communications and other systems whose performance 
depends on low noise high stability frequency sources 
operating in a non-laboratory environment. 

The author wishes to acknowledge the support of the 
Office of Naval Research under contract N00014-74-C-
0061, for portions of this work. 
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REQUIREMENTS FOR IDEAL SYSTEM 

I, PERFECT SYMMETRY FOR EXACT CANCELLATION OF VECTOR COMPONENTS 

2, LINEARITY WITH G AND WITH FREQUENCY TUNING 

3, MODULATION RESPONSE TO LIMIT OF FM BANDWIDTH 

4, NO SPURIOUS MECHANICAL PHASE MODULATION 

5, NO SPURIOUS CRYSTAL OVEN EFFECTS 
-J 
~ 

6, NO ~ F HYSTERESIS 

7, QUIESCENT BEHAVIOR NOT DEGRADED 

FIGURE 6: SOME REQUIREMENTS FOR IDEAL COMPENSATION 
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AF/F VERSUS 
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QUESTIONS AND ANSWERS 

MR. D. A. EMMONS, Frequency and Time Systems, Inc.: 

Could I just make a correction--an error of omission? I think I 
failed to mention that Presjinski of Draper Labs has very convinc­
ingly shown the use of an external accelerometer for g sensitivity 
reduction. I didn't mean to imply that that was a new technique . 

I have also brought with me a desensitized oscillator which is 
in back beside our portable clock, which fits under the seat of a 
DC-g. 
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PRECISE TERRESTRIAL TIME-A MEANS FOR IMPROVED 
BALLISTIC MISSILE GUIDANCE ANALYSIS 

Eldon E. Ehrsam (Space And Missile Test Center), 
Stephen A. Cresswell, George R. McKelvey, and 
Frank L. Matthews (ITT Federal Electric Corpor­
ation), Vandenberg AFB, California 

ABSTRACT 

Significant improvements in ballistic missile guidance performance 
has necessitated the guidance systems analysis community to adopt 
more precise timing standards for the evaluation of test data. To 
date, data timing is achieved at the ground instrumentation sites 
since the missile dynamics are too demanding for currently avail­
able high precision missile borne timing sources. In the past 
five years as noted in the 1973 PTn paper, "Precise Timing Cor­
relation in Telemetry Recording and Processing Systems", accuracy 
improvements in evaluation of guidance systems were expected to 
ex~eed !he IRIG timing techniques used in time tagging guidance 
telemetry data. An approach developed by Space and Missile Test 
Center (SAMTEC) to improve the ground instrumentation time tagging 
accuracy has been adapted to support the Minuteman ICBM program 
and has been designated the Timing Insertion Unit (TIU). The TIU 
technique produces a telemetry data time tagging resolution of one 
tenth of a microsecond, with a relative intersite accuracy after 
corrections to better than 0.5 microsecond. Metric tracking posi­
tion and velocity data (range, azimuth, elevation and range rate) 
also used in missile guidance system analysis can be correlated to 
within ten microseconds of the telemetry guidance x, y, z and X, 
y, z data. This requires precise timing synchronization between 
the metric and telemetry instrumentation sites. The timing syn­
chronization can be achieved by using the radar automatic phasing 
system time correlation methods. Other time correlation techni­
qu~s such as Television (TV) Line-l0 and the Geostationary Opera­
tional Environmental Satellites (GOES) terrestial timing receivers 
are being considered. With the continuing improvement of ballis­
tic missile g~dance performance, on-board clocking stability of 
one part in 10 may be required. This increased on-board stabil­
ity will influence improvements in terrestial time precision and 
accuracy. 
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INTRODUCTION 

The Air Forces Space and Missile Test Center (SAMTEC), headquar­
tered at Vandenberg Air Force Base, California, manages, operates 
and maintains the Western Test Range (WTR) and the Eastern Test 
Range (ETR) in support of Department of Defense (DOD), National 
Aeronautics and Space Administration (NASA) and other ballistic, 
space and aeronautical user programs. Figure 1 shows the geogra­
phical area of the WTR which extends from the west coast to 90 de­
grees East longitude in the Indian Ocean and includes instrumenta­
tion support provided by the U.S. Navy Pacific Missile Test Center 
(PMTC), NASA, U. S. Air Force Satellite Control Facility (AFSCF) 
and the U.S. Army Kwajalein Missile Test Range (KMR). This paper 
describes the application of precise time synchronization techni­
ques by SAMTEC to provide support for DOD ballistic weapon system 
user programs with a need to achieve improved ballistic missile 
inertial guidance system analysis. The SAMTEC has determined 
through analysis of inertial guidance telemetry data that the mis­
sile guidance system clock stability is affected by flight dynam­
ics during the launch and post boost burn. because of this clock 
stability problem, another means of providing timing synchroniza 
tion was required. SAMTEC has recently designed and developed 
equipment and procedures which allow relative time synchronization 
between telemetry receiving ' sites to within 0.5 microsecond and 
the time tagging of recorded telemetry data to a resolution of 0.1 
microsecond. Metric radar sites are synchronized to within one 
microsecond relative between radar sites and telemetry sites. 
Figure 2 shows the geographical relationship of westcoast uprange 
(SAMTEC and PMTC) telemetry receive sites and metric radar sites 
which support ballistic missiles launched from Vandenberg Air 
Force Base, California. 

Background 

The need for a more accurate timing capability to time tag teleme­
try inertial guidance data came as an intrinsic result of the im­
proved guidance performance. Timing accuracy requirements have 
gradually increased over the past few years from milliseconds in 
the early 1960 I S until today when the range user is requesting 
time resolutions to the tenth of a microsecond. Figure 3 shows 
the history of timing accuracy improvement implemented at WTR for 
time tagging of telemetered ballistic missile inertial guidance 
data. 
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As recent as only a few years ago, timing provided by the Inter­
Range Instrumentation Group (IRIG) "B" codes were considered ade­
quate for post flight reduction of telemetered pulse code modula­
tion (PCM) data. With further improvements in ballistic missile 
guidance systems, WTR was required to distribute IRIG "A" time 
code format with a resolution of 100 microseconds. However, even 
with the higher timing carrier frequencies i.e., IRIG "G" with a 
100 kilohertz carrier and a resolution of 10 microseconds, timing 
accuracy and precision were still found to be inadequate for the 
demands of inertial guidance accuracy analysis. This is primarily 
due to the methods of recording the timing on independent tracks 
of an analog tape recorder in parallel with the predetection re­
corded PCM telemetry data . Tape recorder electronics [1] intro­
duced phase shifts in the recorded IRIG time code carriers. Phys­
ical placement (alignment) of the reproduce heads on the tape re­
corders would also introduce variable time biases from machine to 
machine. Difficulties in predicting system time delays, not only 
in the telemetry data but in the IRIG time distribution equipment 
resulted in the search for a more accurate and reliable means of 
correlating the same telemetry time tagged data recorded at multi­
ple sites. 

The initial investigation by the SAMTEC resulted in the design and 
implementation of a Time Correlation Generator (TCG) system. The 
TCG uses a one pulse per second (pps) strobe from the telemetry 
site local time code generator and then inserts a recognizable 
pattern into the postdetection recorded telemetry bit stream. 
Through post launch analysis of this data, the inserted pattern is 
correlated with the IRIG millisecond markers and a relative timing 
bias correction factor is calculated and applied to the inertial 
guidance data during post launch processing. Through the use of 
the TCG system SAMTEC analysts were able to measure inertial gui­
dance internal timing instabilities which were not previously 
measured during missile flight. However, the TCG system had two 
basic limitations, the resolution after data processing was limi­
ted to plus or minus one bit time (about 3 microseconds for the 
prime missile system user) and the repetitive frequency of time 
correlation (once per second) introduced aliasing. 

The ballistic missile user has specified new timing requirements 
to time tag all telemetry data referenced to the time it was 
transmitted from the missile. This requires the synchronization 
of all uprange telemetry sites to within 3 microseconds relative 
and all metric radar sites to within 10 microseconds relative of 
each other and the telemetry sites. This has resulted in the 
latest uprange WTR configuration for time synchronization and dis­
tribution. The user I s timing requirement was sati sfied through 
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two actions by SAMTEC. First, time tagging of the telemetry data 
and time synchronization between telemetry sites was accomplished 
through the design and implementation of a new SAMTEC development 
designated the Timing Insertion Unit (TIU) and secondly, the 
metric radar time correlation will be accomplished through the use 
of intersite time correlation technique using the radar Automatic 
Phasing System (APS). 

Timing Insertion Unit 

The time synchronization accuracy requirements necessitated the 
development of a new operational approach to the problem of accu­
rate time tagging of missile events. These events were to be tag­
ged with respect to the time of transmission rather than time of 
data receipt. This requires not only synchronization of time be­
tween telemetry sites but also an accurate knowledge of the mis­
sile location during flight. This latter requirement is solved 
through the use of inertial guidance position and velocity data in 
terms of x, y, z and x, y, z, contained within the telemetered PCM 
data stream. But additional confirmation of the missile position 
is required for guidance analysis. Therefore, accurate. metric 
radar data, correlatable to the telemetered PCM data, is also re­
quired. From these factors, timing support requirements were fix­
ed to within 3 microseconds between telemetry sites and to within 
10 microseconds between radar and telemetry sites. Resolution of 
the telemetered PCM data and inserted timing was fixed at one 
tenth of a microsecond. 

The goals of the design require that all known sources of error 
such as telemetry propagation delay, receiving system delay, etc. 
be minimized. In addition this should provide the necessary in­
formation to accomplish a relative time correlation between telem­
etry sites. The TIU units, installed at each telemetry site, de­
rive their time stability from cesium frequency standards trace­
able to the U.s. Naval Observatory (USNO) Coordinated Universal 
Time (UTC). The traceability to USNOjUTC is established through a 
SAMTEC Precise Time and Time Interval (PTTI) calibration program. 

The basic operational concept of the approved TIU design recogn­
izes the telemetered frame sync pattern of the PCM frame or sub­
frame. After frame or subframe recognition it then waits for the 
leading edge of the first PCM bit following frame sync to occur 
and strobes binary coded decimal (BCD) time (in hours, minutes, 
seconds, milliseconds, microseconds and hundreds of nanoseconds) 
into a storage register. The time word is then strobed from the 
storage register into the PCM data stream at a known and predeter­
mined data word location. The PCMjTIU data is then outputted in a 
serial format for recording and subsequent data processing. 
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A functional block diagram of the TIU application is shown in 
Figure 4. The TIU interface consists of a PCM bit synchronizer 
which reshapes the raw PCM telemetry data and generates a zero de­
gree clock, a frame decommutator which provides frame sync recogn­
ition input, a time code generator for providing BCD timing input, 
a cesium frequency standard for providing a stable five (5) mega­
hertz (MHz) input frequency to the time code generator, and asso­
ciated power supplies and output driver circuits. 

Since all inserted BCD timing from each TIU is referenced to the 
arrival of the same telemetry data bit, and the position and ve­
loci ty information in the terms of x, y, z, and x, y, z of the 
transmitting ballistic missile is well known; it becomes a routine 
processing computation to first, correct the inserted time tag to 
the time of data transmission and secondly, to determine relative 
time from one telemetry site to another. If required, correction 
of the inserted time at any site relative to any other site can be 
computed. Thus, through the application of the TIU and post 
launch processing of data preoperational telemetry site synchroni­
zation of time is not required. It is only necessary to have each 
supporting telemetry site provide overlapping telemetry coverage 
in order to effect an intersite time correlation of the post 
launch processed telemetry data. 

Figures 5 and 6 show typical telemetered transit time corrected 
TIU measurements of on-board inertial guidance system clock insta­
bility wi.th a peak-to-peak jitter of 40 microseconds. The two 
sets of data were recorded over the same flight time interval from 
two independent WTR telemetry acquisition sites with overlapping 
co~erage. The precision and accuracy of the TIU is one part in 
10 . 

Metric radar timing correlation is accomplishd using the automatic 
phasing system at uprange locations. 

Radar Automatic Phasing System 

The WTR metric radar systems utilize the APS to prevent "beacon 
stealing" or multiple radar returns, when two or more radars are 
tracking a single target. The radar phasing system designates the 
radar under test into a transmit time slot and maintains the radar 
transmitter in that time slot regardless of its target range; this 
prevents an overlapping of the radar returned signals. Figure 7 
is a simplified block diagram of the APS used at the WTR. As 
shown, the radar pulse repetition frequency (PRF) of 160.0864 pul­
ses per second is derived by division of a 5.24571328 MHz signal 
which is synthesized from a 5 MHz cesium frequency standard signal. 
The time of occurrence (TOC) of the first pulse of the radar 
160.0864 PRF is controlled by a time code generator/ synchronizer 
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also driven by the cesium 5 MHz frequency reference. Thus, if all 
radar site cesium frequency standards are "on time" and all radars 
are assigned to the same transmit time slot, the transmit times of 
all radars will occur at the same time epoch. 

If relative time correlation between two radar sites cesium fre­
quency standards is required as illustrated in Figure 8, it is 
only necessary that each radar system range on the others transmit 
pulse. The relative range measurement difference now represents 
the relative time difference between the two site cesiums fre­
quency standards. To synchronize the two sites it is necessary to 
adjust one of the cesium frequency standards until both radar sys­
tems measure the same range. Time correlation using this method 
has a resolution accurate to within the measurement accuracy of 
the radar which is less than 50 feet, or approximately 50 nanosec­
onds in time, and assumes only that the two-way radar range trans­
mission times are the same and that internal system time delays 
within the radars are known. Typical results of APS measurement 
are within plus or minus one microsecond as compared against a 
portable traveling clock. This clock also provides the traceabil­
ity to USNOjUTC. 

The method of time synchronization between radar and telemetry 
sites at the WTR has been greatly simplified since one of the ce­
sium frequency standards located at the Pillar Point Air Force 
Station, California provides a common frequency reference to co­
located telemetry and metric radar systems. 

Backup Time Correlation Considerations 

The use of the metric radar APS to achieve the 10 microsecond rel­
ative time correlation between metric radar sites and telemetry 
sites has been demonstrated. The APS availability for time corre­
lation measurements cannot always be assured because of the higher 
priority operational system commitments. To circumvent this, 
SAMTEC is evaluating the use of other backup time correlation sys­
tems i. e., TV Line-10, Geostationary Operational Environmental 
Satellite (GOES), and other available systems. 

The TV Line-10 relative time correlation application is jointly 
being evaluated between Camp Roberts u.S. Army Satellite Communi­
cations Station and the SAMTEC Precision Measurement Electronics 
Laboratory (PMEL) Vandenberg Air Force Base, California. Prelim­
inary data shows better than one microsecond resolution when com­
pared with the PMEL cesium frequency standard and LORAN-C. In ad­
dition, SAMTEC has obtained two GOES satellite timing receivers 
for evaluation. 
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A secondary benefit of either system is that it will provide 
SAMTEC performance analysts a means to trace the cesium frequency 
standards instability (drift) with USNO reference clocks. This 
capability provides a more effective method to evaluate cesium 
frequency standard performance and calibration intervals. 

Conclusions 

SAMTEC has demonstrated that through the use of the Timing Insert­
ion Units and Automatic Phasing Systems, that relative intersite 
timing can be correlated and controlled to less than one microsec­
ond for telemetry and metric radar s--ites. Although further im­
provements to the WTR terrestial timing system are possible, it 
appears that until the on-boa~d inertial guidance clock stability 
is improved to one part in 10 , the WTR terrestial timing system 
will not be a limiting factor. 
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ABSTRACT 

Recently, tremendous advance has been made in . 
the field of "quartz crystal and superconduc­
ti ve resonators and os ci 11 ators ". A revi ew of 
general related concepts in the field is pre­
sented whereas recent achievements are discus­
sed indicating possible trends for immediate 
future. 

This paper, dealing with a very wide subject, adresses various aspects 
which are not always considered as connected. Our purpose will rather 
be to provide general concepts and attempt to dig out some underlying 
ideas or to indicate some tendancies that could be of interest in the 
near future. Under those conditions details will often be ignored; we 
will not pretend to exhaustiveness but rather give a particular point 
of view, referring when necessary to original or more complete papers. 
In recent years tremendous advances have been made in oscillators con­
ception (1),(2), in crystal units design and achievement (introduction 
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of new crystal cuts, new resonators and transducers (3),(4),(5),(6), 

(7))and in superconductiog oscillators and resonators (8),(9),(10) 
(achievement of noise floor of 310- 16 for times longer than 10 s). 
Quartz crystals and cavities will be adressed the same way (quartz 
resonators are ultrasonics cavities). Those advances have been obtain­
ed through fundamental and technical achievements as well, and both 
were needed at the same time and in every related field (resonator 

theory, material investigation, non linear phenomena, resonator desig~ 
crystal orientation, surface decontamination, encapsulation processes 
and so on). Each aspect has to be considered as important for desired 
performances (including environmental features). 
Piezoelectric resonators and superconducting cavities will first be 
introduced together with some new concepts in resonator design. This 
will demonstrate that some interconnection between various fields is 
needed to really obtain improvements. Some recent results will then 
be given and a conclusion will be discussed to indicate which 

improvements can reasonnably be expected in the near future. 
Next section will give a general presentation of piezoelectric reso­
nators and their evolution pointing out the main difficulties succes­
sively met and solved as the technique evolves toward satisfying 

requirements. 

I - Importance of the resonator's part 

In general a resonator is some device possibly vibrating at various 
frequencies and exhibiting various losses which makes the vibration 

look like a damped oscillation versus time. A negative dynamic resis­
tor can, for instance, compensate those losses but a general rule 
for success is to start with the minimum losses, i.e.the best possi­
ble Q factor, and perturb the resonator as little as possible. Elec­
tromechanical coupling makes piezoelectric resonators very attractive 
since it provides easy excitation and detection of some resonances 
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(nevertheless,as a first approximation,piezoelectricity does not dras­

tically change the problem of the vibrating body). The extremely high 
Q factors achieved with superconducting cavities make them very attrac­
tive resonators which have proved to allow the best stabilities. The 
possibility of using adequate piezoelectric resonators at low tempera­
tures can be very promising since the Q factor is expected to increase 

largely. 

1/ Brief presentation of piezoelectri,c resonators 

Piezoelectric resonators are solids of given configuration, shape and 

dimensions prepared from piezoelectric crystals under precise control 

of geometry and orientation. Only certain vibrations are piezoelectri­

cally driven. Electrodes provide the electric field necessary to excitE 

the desired mechanical resonances (and other through non lin'ear ef­

fects). Though, basically, the same phenomena are involved a great 
difference exists between bulk devices and S.A.W. devices. S.A.W. de­
vices will not be considered in details here,nevertheless it is inte­

resting to point out their interest for high fre~ uencies and probably 
for short term stability since the energy applied on a S.A.W. resona­

tor can be higher before non linear effects occur. Because of its 

many advantages, quartz material has not been s~riously 

challenged in most applications. However lithium tantalate and lithium 

niobate have proved to be attractive in certain applications (filters, 
S.A.W. devices ... ). 
Since an excellent review paper on quartz resonators is available (11) 
and provides all desired references up to 1974, in the present review 

we shall call attentton to some important aspects emphasizing the most 
evalutionaryones. From the usual equivalent circuit valid around a 

resonant frequency, let us simply retain here that the intrinsic Qi 
factor of a crystal is given by: 
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-where - c is the rotated elastic coeffi-

cient (piezoelectric effect inclu­
ded) 

- ns is the viscosity constant. 

Then the Q of an actual resonator depends: 

- on the intrinsic Qi i.e. on the actual CU"4 frequency and 

ns (a BT cut has basically 1.6 times the Q factor of an AT cut) 

- on the construction of the resonator (ideally one would 

aim to obtain one resonant frequency only and introduce no other los­
ses than material losses). 

2/ Frequency temperature behaviour. Various cuts 

Fo ~ a bulk resonator, high frequency, thickness shear vibrating the 

fr~quency f at a temperature T between -200 ° C and +200 ° C is gi veto 

by : 

where 

f - f o 

f = fo for T = To 

a, b, c are functions of the rotated materi al constants 
for a given mode of vibration. 

The singly rotated AT cut (C mode vibrating) is one orientation for 

wh i ch: a = b = 0 
This cut will provide us with an interesting behaviour versus temper­

ature since two "turn over" points are available on the plot of 
frequency versus temperature thus giving rise to temperature stabili'­

zation. Let'us assume now that additionnal interesting properties are 
needed. For instance minima non linear effects (13),(14) or indepen-
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dance versus stresses in the plane of the cut (4) are ' desired. One 
more degre of freedom must be used thus leading to doubly rotated cuts 
which have already a long story since the first patent was awarded in 

1936. Nevertheless the most important advances are recent (and largely 
due to the efforts of A. Ballato, E. Eernisse and others) and an impol"­
tant industrial development has already been done (the investigators 

in industry will forgive me not to cite them all). 
Similar considerations to those developed for bulk resonators can be 
developed for S.A.W. devices (15) and give very promising cuts as a 
result. 

3/ Investigating the modes of motion 

If the crystal vibrates, the corresponding waves propagate and may 
form standing wave patterns for given frequencies. Those frequencies 
are resonant frequencies . The corresponding patterns are called reso­
nance of motion. Complete understanding and investigation of those 
modes are needed for any improvement in quartz crystal design. Usual­

lY"the radi ofrequency spectrum of a resonator is very comp 1 i ca ted 
(but still does not comprise vibrations which do not give rise to an 
e lectri c resonance (16 )),and it I 5 complete i nves ti gati on needs theore­
tical developments(17) (18)(19)together with accurate analysis by X ray 
topography scanning electron microscopy, interferometry, holography 
or so. In addition linear considerations are not sufficient at all, 

since linear effect would not account for coupling between modes 
(16),(19), amplitude frequency effects (14)",(20),and so on. 

4/ Evolution of the resonator design 

Piezoelectric resonator has a long story since it began in 1918. 
Between the two world wars resonators have been developed at a low 
industrial rate, rather on an artistic basis. World war II has been 
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the 9reat booster Of quartz industry , The most tmp~rtant tmpr~vements 

have been performed by R.A. Sykes who introduced the universal use of 
coated units in the 1948 and A.W. Warner who achieved in 1952 the 
design which is still used now without any major change. Then, for a 
time, improvements have appeared as asymptoti ca 1 and i nteres t has 
decreased. Nevertheless, 'since quartz oscillators are present in 

almost any frequency control equiprrent and are really the workhorses 
of tirre and frequency,trerrendous effort has been continuously done 
to improve performances. Quartz crystal oscillators already provide 
us with small, rugged, low consumption, low cost units of excellent 
short term stability. The main effort has to go toward decreased 
aging, low amplitude-frequency effect (then as a consequence better 
short term stability), thermal stability, low thermal transient 
sensitivity, and low environrrental dependance (acceleration, vibration 
.. . ) . 

I I - New concepts in resonators 

For sorrebody who is not too much impressed by the extraordinary amount 
of available literature on resonators, each step of the resonator 
design can be reconsidered. This sorretimes arises questions which, 
at first, look almost childish. For example: 

Why do crysta 1 shave usua lly ci rcul ar or rectangul ar shapes and 
spheri ca 1 contours ? 

The answer is that quartz does not care but it is usually easier to 

deal with those shapes or contours. If correctly handled this inter­
rogation can lead to interesting new shapes or contours. Technical 
feasibility or (and) even tradition often determines the fabrication 
method. In addition, it is so delicate to make excellEnt resonators 
that the slightest change can be critical . This does not encourage the 
use of new concepts; it promotes the advantages of established pro­
cedures . But, theoretical understanding has been considerably improved 
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and technology has fast evolved. Also, due to an important effort in 
fundamental understanding of circuits, especially in N.B.S. Boulder, 
the concept of the oscillator itself has evolved. Improvements on the 

resonator alone can now clearly be seen and investigated (2l), (22), 
(l). In other words, it is time now to make new steps in progress. 

A very promising development has been the introduction of doubly ro­

tated crystals. (3), (4) interesting for their low sensitivities to 
stresses in cutiS' plane (4) their excellent thennal behaviour includ­
ing thermal transient ( 5) and their low amplitude frequency effect 
(13) . 

It is also possible to make drastic changes in the conventional design 

which obviously exhibits badly or incompletely solved boundary pro­
blems, at least to the high degre of perfection we need (a simple 
calculation indicates that the fact a 5 MHz crystal keeps its fre­

quency inside the bandwidth means the thickness or equivalent thick-
o 

ness of resonator does not vary more than 7 A ). 
Now, let us see some problems of the conventional design. 

In the usual manufacturing process of a plated crystal, a thin metallic 
film (gold, silver, aluminium or copper) is deposited on to contoured 
crystal surfaces which have been previously either polished or etched. 
Usually the crystal is cemented to thin nickel ribbon fixations, T.C. 
bonded or electrobonded. 

Plating should be considered first since ij:s effects occur in the very 

energy trapping zone. Nevertheless the stress relaxation in the moun­
ting structure and the contamination which is caused by the bonding 
process cannot be ignored. 
Plating is always a very rough process for the crystal surface neigh­

bourhood. The crystalline arrangement is partly upset, piezoelectric 

properties are locally modified, metallic ions penetrate inside the 
crystal thereby generating further ion migration. The surface of the 
crystal is drastically perturbed and the perturbation will not be 
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constant versus time so giving rise to further frequency drift. At the 

same time, thin film stresses cause a non negligible frequency shift, 

which is not stable with time. Several fundamental phenomena being 
involved it is difficult to predict the exact noise contribution of 

the plating and the exact frequency drift contribution as \IIell. Never­
theless, it has been possible to prove that small intrinsic stresses 

correspond to improved aging (23) and that probably the intrinsic 

agi ng of quartz rna te ri ali s orde rs of magnitude lower th an agi ng 

exhibited by plated units. 

At the same time, the Q factor, mainly determined by the internal 

friction in quartz, is reduced by the damping due to the metal depos­
ited on the surface. But this effect should not be exaggerated, 

since the Q factor obtained with plated units according to the 
Warner's design is close to the intrinsic Q factor of the material. 

Moreover excitation by reduced electrodes, annular electrodes or para~ 

lel field technique have been widely used and can be considered as a 

first attempt to suppress plating (24). At last, it must also be point­

ed out that, recently, A.G. Smagin (25) obtained very high Q factor 
with an experimental device using an unplated artificial crystal. 

Let us consider now the frequency adjustement of plated units. It is 

a very important problem. Various techniques operating by additionnal 

deposition of metal are used, in situ environmen~ or not. 

First, the stability of the frequency adjustement, especially in situ 

environment, is a matter of discussion. 

Second, it is generally difficult to adjust the frequency of a given 

unit to better than one p.p.m of the nominal frequency. (Of course , 

thi~ does not include the laser machining technique which is only 

available for glass enclosure type units). Nevertheless a more accu­

rate frequency adjustement is needed for some applications; so 

further progress is alsQ desirable in this domain. 
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New structures, all using uncoated crystals, were outlined and called 

B.V.A. n designs 

- if n is odd, a rather conventional bonding and a special 

fixation is used. 

- if n is even, the design uses improved bonding and moun-

ting. 

This denomination indicates two successive steps of our attempt to 
reduce the crystal's noise and frequency drift contribution. 

Some of those new designs have already been described elsewhere (6) (7). 
Let us, simply review some possible solutions trying to point out 
some useful concepts for each given example. 

1/ Usual B.V.A. 2 design (26) (27) 

a) Evaluation -

Special emphasis is given to this design which overcomes some diffi­

cult problems caused by the conventional evaluation of piezoelectric 

resonators. We mainly describe here quartz material 5 ~1Hz units but, 
of course, other piezoelectric materials can be used and resonators 
of various frequencies have been evaluated. 

Our goal was to obtain an "electrodeless" resonator with a mounting 

exhibiting neither discontinuity nor local stress in the mounting 

areas. We wanted to obtain a device the frequency of which could 
easily be adjusted by means of a series capacitance. Then a large gap 

capacitance is suitable i.e. electrodes have to be located very close 

to the active surface of the wafer (in the micron range or even the 

10 microns range) . Also, and this is very important too, we planned 
to obtain mounting areas very accurately located and mounting means 

precisely known. 

The B. V.A. 2 resonator is represented by the schemes of Fig. 1 - Fig.2. 
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It includes 

- a vibrating quartz crystal, ref.C, the surface of which 

has been very carefully prepared. The active part of the crystal is 
connected to the dormant part by little quartz "bridges" very precise­
ly made and located. 

- a quartz condenser made of two disks (ref. 01 and 02) of 
the same cut and orientation on which the electrodes are deposited. 

- means to maintain the condenser and crystal tightly toge-

ther. 

- a metallic experimental enclosure which is sealed by a 

pinch off process· 

It must be pointed out that some construction parameters, especially 

the support configuration parameters, can be, using this design, very 

precisely known. Also since the crystal is "electrodeless" and uses 
an all quartz structure it is very suitable for low temperature appli­

cations. Moreover, the electrodes may be deposited on insulators which 
have been given a curvature different from the crystal surface IS. This 

feature gives access to additional possibilities and may be used to 

modi fy Q factor, moti ona 1 parameters seri es res is tance and frequency 

amp l itude effect. 
Such a resonator, being entirely different from a conventional reso­

nator, needs theoretical and technical studies specially devoted to 

i t. 
The original part of the crystal evaluation will only be described 

here. By use of ultrasonic machining and preCise lapping little bridges 

are left between the external dormant part of the crystal and the 
i nternal vibrating part. Those bridges have a given shape, a given 
thickness, a given length. The bridges can be very precisely located 

'with respect to the thickness of the crystal (accuracy of the loca­

tion : ~ 10~) . Their angular position can also be very precisely 
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known (! 0.04°). Of course, the technique has to be perfectly mastered 
(for instance, avoiding a conical ultrasonic machining is not ilTJTledicte) 
but, with sufficient experience, the process can be considered as sure, 
rapid (2 or 3 minutes) and very accurate. As a consequence the middle 

part of the bridges can be located at the very nodes of vibration. 
Also, unwanted modes can be better eliminated. Since the thickness in 

the middle part of the bridges has ranged from 50~ to 1200~ (the usual 
is approximately 200~) the bridges are not especially brittle. Any 
number of bridges can be left. Especially one single bridge, covering 
the full 360° angle, may be directly lapped so avoiding the ultrasonic 

machining. 

It must be pointed out that the machining does not destroy the mate­
rial from the cristallographic point of view. 

Moreover, no additional stresses are left by the machining if the 
quartz wafer is subjected, prior to mounting, to annealing at about 
480°C, followed by a very slight surface attack with bifluoride. 

The length and thickness of the bridges have been theoretically 
studied. Assuming a flexure vibration of the bridge, it is found 
that a length of 2 mm and a thickness of 0.2 mm is a good compromise 
between a weak static strain and a minimum acoustical energy transmis­

sion between the vibrating and dormant part of the crystal (5 MHz 
fi fth overtone). 
The reflection of the elastic waves is not influenced by the position 
of the electrodes with regard to the crystal surface. It mainly de­
pends on phenomena which occur in the boundary neighbourhood and 
which are due to crystalline modifications caused by machining proces­

ses and surface preparation. 
The sample surface is carefully lapped and polished, so as to reduce 

the layer in which acoustic dissipation occurs. Defects due to machin­
ing processes are carefully investigated (X ray topography, electron 
microscopy and so on) so as to define the best procedures. As far as 
possible, we operate in a clean room atmosphere, try to process the 
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crystal in dry nitrogen and, of course, use the results of recent 

investigations for cleaning and decontamination (28)~29). 
The influence of the gap has been studied. Experimentally, the Q factor 
is not a constant versus the total gap. The variation depends on tne 
frequency and overtone number of the unit. 
Nevertheless an investigation was started and proved that usual equi­

valent circuit is not suffictellt. 
So, starting from the exact expression of the current, we computed the 
Q factor versus the gap (assuming a plane infinite plate) and found a 
vari at; on whi ch gi ves a better account of the res ults (30). 
Actually, a compromise must be chosen. The series resistance and the 
motional inductance strongly increase with the gap. Also, the frequerr 

cy of the unit must be easily adjusted by a series capacitance; so 
very thin gaps are suitable. 
But the mechanical stability of the gap thickness is to be considered 
too, if ultrastable units are desired. For a 5 MHz fifth overtone we 

use gaps in the micron or 10 microns range. Nevertheless for resona­
tors on the fundamental mode the gap can be larger. 
Usually, the gaps are made by a special lapping process which .affects 
the central area of Dl and D2 (see Fig.l). They can al~o be made by 
nickel electrodeposition. It must be pointed out tnat slightly differ­
ent gaps can be made so giving access to very precise frequency adjust­
ment (1 Hz for a 5 MHz fifth overtone unit). 

b) Properties of B.V.A. 2 design -

This 'design has now been extensively studied for more than five years.To 

Summarize, it should be said that improvements of almost an order 

.of magnitude over the conventional design seem possible for short term 
stability, bng term drift and g sensitivity as well. At this point, the 
following results have already been obtained: 

- stabilities O"y(T) of 5 to 610- 14 over 128 s or so (2 ), 
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- drift rate of 3 to 5.10- 12 per day after one or several 

months, 
- maximal g sensitivity of 2.10- 10/g for an AT cut (31) . 

Nevertheless, the design cannot be considered as having reached its 
final state and some more improvements are possible. Of course, 
it must also be pointed out that some properties (such as thermal 
properties) can be totally different from the corresponding properties 

in a conventional unit. 

2/ B.V.A. 3 design (27) 

Since the B.V.A. 3 design is an improvement of the B.V.A. 1 design it 
will be very rapidly described using the scheme of Fig. 3. The vibra­
ting quartz crystal C of a given cut, orientation, geometrical shape 
(in a Fig.3 a planoconvex disk) is, for instance, TC bonded (3 or even 
4 bonding points ref.T) to the lower disk 01 (which has been given a 
curvature identical to the curvature of the wafer's lower surface). 
01 is usually made out of quartz of the same cut and orientation. The 
electrodes are evaporated on the lower disk 01 and the upper disk 021 
or 022 . The upper disk is not necessarily made out of quartz and may 
have any radius of curv.ature. The intermediate ring R detennines the 
upper gap giving access to frequency adjustment or modulation. Com­
pared to B.V.A. 1 type this design has mainly the same properties out 

the characteristic features are greatly improved in severe envtronmen­
tal conditions. 

3/ B.V.A. Dual Resonator (32) 

The scheme of Fig.4 shows a new design comprising basically 2 B.V.A. 
resonators R1 and R2. If the axis are respectively orientated as in­
dicated of Fig.4 (drawn for the AT cut case) very low g sensitivity 
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is obtained. In addition Rl and R2 can obviously be used in parallel or 
in series ; also they can have identical or different frequenctes. In 
the parallel case the frequency difference basically does not depend 
on temperature if Rl and R2 are similar enough (32). Among other ad­
vantages this new structure gives R1 a very precise Qrientation with 

respect to R2 and places R1 and R2 in very similar thermal condittons 
(temperature and temperature gradients). 

4/ B.V.A. design for U.H.F. range 

The most important advantages of the B.V.A. design appear at high 
frequencies. In fact in thin or very thin coated units the "electrode 

effect" is relatively more important. Nevertheless~ the usual B.V.A' 2 
design is limited toward high frequencies (limitation similar to the 
limitation of conventional coated units). Then a new design called 
B.V.A. - U.H.F. has been developed for the U.H.F. range (33). Basi­
cally it comprises a very thin B.V.A. vibrating crystal in a reentrant 
cavity made of quartz. Resonant frequencies in the GHz range have 
already been obtained. 

5/ Reverse structure 

It is also perfectly possible to imagine quartz structures with brid­
ge (or bridges) connecting the external vibrating to the internal dor­
mant part (34).This structure gives excellent results with low 
motional resistance. The mountingin the central dormant part can be 
reduced to an axis and consequently can be made extremely symmetrical. 

111- Superconducting cavities and crystals at low temperatures -

The analogy between the two subjects is somehow very impressive. Since 
stabilities down to 3'10- 16 have been demonstrated (lO)for the S.C.S.O 
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(Superconducting Cavity Stabilized Oscillator) by Stein and Turneaure, 
si nce low temperature technology is no more a future technology this 
possible technique has to be considered. Both quartz crystals and 
superconducting cavities can be used in active oscillators or as pas­
sive reference for a free running slave oscillator (in this case all 
the electronic circuitry will be at room temperature). Both devices 
are not accurate i.e . they suffer from frequency shift and are used 
when the knowledge of absolute frequency is not necessary. In fact in 
both cases, the resonant frequency is detenni ned by the size of the 
resonator. The Q currently achieved for crystal units 5 MHz are in 

6 8 the range of 2 to 5 10 at room temperature and can reach some 10 at 
helium temperature. It is to be pointed out that electrodeless resona­
tors are the best suitable resonators for low temperatures. Supercon­
ducting cavities with Q as high as 1011at 8.6 GHz have been used. 
Whatever are the differences similarities between superconducting cav­
ities and crystal resonators is interesting: even similar techniques 
are used to evaluate the devices !(chemical polishing, oven stabili­
zation, baking out in inert atmosphere, final prepar~tion in glove 
boxes and so on). The main advantage of quartz cavities at lew tem­
perature could be their small size if it is really demonstrated that 
properties at helium temperature are excellent, reproducible and not 
affected by some hysteresis process. In this domain, the advantage of 
the new B.V.A. technique is obvious. 
At this point and for both devices the advantages of passive and ac­
tive operation can still be discussed. Basically, in active operation, 
the resonator (or cavity) is coupled to a negative coefficient resistor 
and in passive operation one can use the fact that the reflection 

(or transmission) coefficient of the cavity is a rapid function of 
frequency. A feed back type circuit is us1ed and the high loop gain 
produces an oscillator whose stability is limited by the frequency 
fluctuations of the element (in both superconducting cavity and 
quartz crystal stress relaxation appear to be one important ltmtttng 
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process) . 
Of course a passive operation will allow the reference element to be 

far away or at different conditions with respect to the electronics. 

N - About the use of resonant frequencies -

This section will adress some basic problems related to the use of re­
sonators giving some references for specific problems of circuits. 
Actually, the traditional concept of the best quartz oscillators has 

recently been reconsidered especially in N.B.S. Boulder (Time and 

frequency standards section). This effort, mainly due to H. Hellwig, 
S.R. Stein and F.L. Walls, was initiated with passive measurements on 

crystals in 1974 (21). Actually, passive measurements by vJalls and al 

(on an initial suggestion of D. Halford) demonstrated that the intrin­

sic noise of the best quartz crystal resonators is significantly less 
than the noise observed in Qscillators employing those resonators. It 
has been possible to predict the performances of the composite system 

based on the measured performances of its components (1). Also it has 

been possible to compare various types of resonators (22), in various 

conditions, from the noise point of view. In fact one has come to the 
point where circuit stability can be distinguisted from crystal sta­
bility. Since superior performances have been demonstrated with a pas­
sive reference crystal oscillator (2) we can now determine which pro­

blems come from the crystal and which problems are due to the circuit. 

At this point, we can say that at least some crystals are more sta­

ble than others and that it is not obvious to take advantage of su­

peri,or capabilities of given resonators. It is certainly important to 

make more investigation on passive and active circuits, assuming the 

main features and capabilities of the crystal are known by passive 

methods. Nevertheless, it is still too soon to recommend either pas­
sive methods or active ones, at least for any i ntegrati on time. Anyway, 

the conclusion is that important work should be performed on cir-
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cuits. Also, crystal resonators or cavities should be designed taking 
into account the knowledge of circuits (the inverse is, of course, also 
true). It is interesting to point out that apparent asymptotic limits 
of performances have been observed for one or two decades (some Xtal 
oscillators, built many years ago, are still among the best ones). 
Is it completely ridiculous to imagine that the limitation due to 
Xtal resonators is some how of the same order of magnitude as the 

1 imi tati on due to e lectroni cs ? If it was true, the proper answer 
should be to use at the same time better electronics and better crys­

tal units. 

v - Discussion of recent advances, perspective for near future and 

conclusions -

The recent results obtained by the s.c.s.o. (Superconducting Cavity 
Stabilized Oscillator) are the most inpressive (3.10- 16 noise floor 
achievement) and provide us with a strong stimul~tion for superior 

performances. 
From what has been seen, realistic performances for quartz oscillators 
(at room temperature) can be expected to be available in the near 
future. Drifts on the order of 1O-12/day , short term stabilities in 
the 10- 14 range, acceleration sensitivities of 2.10- 10/g (AT cut) and 

2·1O- 11/g (doubly rotated cut), acceleration sensitivity compensation, 
very low noise capabilities and excellent spectral purity already seem 
possible. 
Nevertheless various investigations in domains ranging from environ­

mental influence (35)(36)(37)(38)(39)(40)(41) ... quartz resonator de­
sign,measurement and application (30)(42)(17)(43)(44) ... resonator 
processing (45)(46)(47)(48)(49)(50) ... fundamental properties of 
materials (51)(52) ... oscillator design specification and measurement 

(2)(53)(54)(55) ... are still currently being done and applied. Fur­
ther advances are still possible on each individual feature; also it 
can be useful (and not obvious) to obtain excellent performances at 
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the same time for various features (including environmental sensiti­

vi ty) . 
In addition, quartz crystals seem very promising at low temperature 
for oscillator applications, since very high Q factors are possible 
especi a 11y with the lie lectrode less techni que ". Of course, quartz reso­
nators can also be used (especially doubly rotated cuts) to make very 

convenient temperature sensors. In this domain the main effort has to 
go toward very low hysteresis effects and high reproducibility. 
Though it has not really been demonstrated yet, the B. V. A. techni'que 
should be of interest for this purpose. 
Furthermore, it is to be pointed out that the concept of composite 
oscillator systems (56) or composite resonator systems (32) is a very 
powerful tool to mee t the severe requirements which will be needed in 
near future. 
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QUESTIONS AND ANSWERS 

DR. HELMUT HELLWIG, National Bureau of Standards 
I would like to make a comment before I ask for questions. As far 
as I can remember, the ori gi na 1 suggestion at NBS to buil d a mea­
surement system to measure pass i ve crystal resonators is due to 
Donald Halford. Are there any questions? 

MR. JOHN R. VIG, Army Electronics R&D 
You mentioned that for your dual BVA design, the acceleration sensi­
tivity was a factor of 20 times better. Better than what? You men­
tioned several sensitivities before that, and I wasn't sure which. 

DR. BESSON: 

Okay. Better than the usual for an AT cut, which is 8 x 10- 1 1 . 

MR. VIG: 
Have you tried the dual for the SC? 

DR. BESSON: 
Not yet. It is done but not tested. 

DR . CARL HOSHKA, York University 
How long does it take to produce one of these crystals from a blank? 

DR. BESSON: 

Well, some steps are faster; some are longer. The step which is 
critical, and that I did not mention, is a step of addressing the 
frequency. And with those crystals, you do have a great facility to 
mak.e the frequency adjustment because you have only to change the 
gap. 

And then you have only to evaluate, let's say, condensers with 
different gaps, and it comes out that you just have to change gaps, 
and that is it. So I would talk about prices, okay? I think prices 
so far as we see in the investigation lab, which is not indus­
try, are 1.2 to 1. 7 for a usual crystal. 

DR. HOSHKA: 
And time-wi se? If we were to concentrate just on the mechani ca 1 
part, the crude part, cutting? 
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DR. BESSON: 

It is not that different, finally. 

DR. MICHEL TETU, Laval University: 
In the dual crystal resonator that you have, you showed that the 
central electrode was coated on the center quartz. Does this mean 
that it will affect the long-term stability of the oscillator-­
drift and things like this? 

DR. BESSON: 
I don't understand. The central piece of quartz is not vibrating. 

DR. TETU: 
No, but you have the electrode on it, right? 

DR. BESSON: 
Yes, and it doesn't make any difference. The two BVA designs, 
basically, have no electrode on the vibrating crystal. That (the 
coated central piece of quartz) is simply a common electrode, so-­
No, basically you have the same design. 

MR. VIG: 
Have any manufacturers expressed an interest in making BVA crystals? 
And if so, do you expect them to become commercially available in 
the future? 

DR. BESSON: 
Yes, I think the crystals will be made (manufactured) but I can't 
say when. 

DR. HELLWIG: 
I think Dr. Besson has a whole series of patents, and I think it is 
reasonably public knowledge that some companies are interested ln 
rights, and have secured rights to those patents. 

DR. ALFRED KAHAN, Rome Air Development Center 
It seems that the ideal resonator would be a double-rotated SC cut, 
or some type cut, electrode 1 ess, operating below 1 i qui d he 1 i urn at 
Lambda temperatures. Have you put those three items together? 

DR. BESSON: 
We are currently doing it at NBS, but we don't have any results yet. 
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SHIELDING OF LONGITUDINAL MAGNETIC FIELDS WITH TH I N, 
CLOSELY, SPACED, CONCENTRIC CYLINDRICAL SHELLS 

WITH APPLICATIONS TO ATOMIC CLOCKS 

S.A. Wolf, D.U. Gubser, and J.E. Cox 
Naval Research Laboratory, Washington, DC 20375 

ABSTRACT 

Formulae for the longitudinal shielding effective­
ness of thin, closely, spaced concentric cylindri­
cal shells have been developed and experimentally 
tested. For shields which cannot be oriented, 
or which change their orientation in the ambient 
field, the shielding effectiveness for longitud­
inal fields is generally the limiting criteria 
and no design formulae have been presented for mo~e 
than two shields. In this paper a general formula 
is given for the longitudinal shielding effective­
ness of N closed concentric cylinders. The use of 
these equations is demonstrated by application to 
the des i gn of magnet ic sh i el ds for hyd rogen rna se r 
a tomi c clocks. Examples of des ign tradeoffs such 
as size, weight, and material thickness will also 
be discussed. 

Experimental results on three sets of shields 
fabricated by three manufacturers have been ob­
ta i ned. Two of the sets we re de signed employ i ng 
the techniques descr ibe.d above. Agreement between 
the experimental results and the design calcu­
lations is then demonstrated. 

INTRODUCTION 

Shielding of magnetic fields is very important for 
the stable operation of atomic clocks. In the case of a 
hydrogen ~aser the requireme~\~ for shielding the cavity are 
quite stringent (~H ~ 10 tesla). Furthermore, for 
possible spaceborne applications, size and weight become 
added constraints. For these spaceborne applications a 
reliable method is required to accurately estimate the 
shielding effectiveness (ratio of internal to applied magne­
tic field) of concentric shields so that a design minimizing 
the size and weight of a shield set can be specified. 

Formulae for shielding effectiveness, of open ended 
concentric cylindrical shells of high permeability material 
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in a transverse magnetic field are readily available. 1 - 4 

However, no general formulae4~tists for shielding longitudi­
nal fields although Mager has given a relationship 
between transverse and longi tudinal shielding effectiveness 
for 1 cylinder (with and without end caps) and estimated a 
relationship for two open concentric cylinders. For shields 
which cannot be oriented, or which change their orientation 
in the ambient field, shielding effectiveness for longitudi­
nal f ields is generally the limiting criteria. 

The general equation for the longitudinal shielding 
effectiveness GN of N thin, clo1ely spaced, high permeability 
cylindrical shields is given by 

where 

wi th 

and 

(1 ) 

U
1
.+ l = (1 + g~s! ·+l)u . + s~ · +lV . 

1 1, 1 1 1 ,11 
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. · +1 ~ 1 , 1 
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i
+ l -b

i
) 

4b i + l 

1 (open shields) 

[l+b/L]-l (closed shields) 

{ 

[l+b/L]-l 

x 1 

(open shields) 

(closed shields) 

Here, p. is the permeability of the ith shield, t is the 
tQ~ckneS!; of the individual shields, b. is the radius of the 
i shield, D is the demagnetization f~ctor of the cylinder, 
Land b are the average length and radii of the shield set, 
and u. and v. are symbols used to generate a recursive 
relatibnship. This formula is valid when 
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t/b. « 1, S .. +1 « 1, g~ » 1, and 1 < Lib < 8. The 
devJlopment or 'fhlS equatiort, an easy method of pictorially 
representing the many terms in the recursive equation 1, and 
generalization to arbitrarily large Lib ratios are found in 
reference 7. 

DESIGN CONSIDERATIONS 

A shield set designed for a spaceborne hydrogen maser 
must provide shielding over the entire cavity such that 
the changing external field will not perturb the internal 
field to the extent that the consequent frequency shift will 
be outside the specifications for the maser. In this section 
the various parameters that determine the overall shielding 
factor will be discussed in the framework of design for an 
optimized shield set. 

Design parameters in Eqs. 1 are the shield thickness 
t, shield spacing s .. 1 and shield number N. The inner 
radius b

1 
is usuallyl'slet by the particular application and 

the per me a b i lit Y i sap r 0 per t y 0 f the mat e ria l. 0 P tim u m 
shield spacing is set by the condition 

s .. +1 1 , 1 

b. 
1 

is . . 1 
=~. J,J+ 

J b. 
J 

however, for closely spaced shields, such optimization gives 
slight improvement over equally spaced shields, and is not a 
significant design consideration in most instances. 

More important options are the choices between N, t, and 
b

N 
consistent with a required shielding effectiveness. 

Equation 1 has been used to generate a set of t and b
N values for N equally spaced closed shields with length L~3b. 

The results are shown in fig. 1. Choices between band t 
will depend on the physical limits imposed by a pat'ticular 
shielding application. 

Often it is important to minimize the weight (or equiva­
lently the amount of material) necessary for a given shield­
ing requirement i.e. a shielding effectiveness criteria. The 
weight of a set of closed cylindrical shields is 

W 
N 

N (b L + b 2.) ! .. 
i=l 1 1 1 
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where p is the density of the shielding material. For 
Li ~ 3b i this equation reduces to 

N 2 
~8rrtpIb. 

1 
i=1 

Using this equation, the weight was calculated for N equally 
spaced shields as a function of t and b for a given shield­
ing effectiveness. Figure 2 shows suc~ a calculaton for 4 
and 5 equally spaced shields where the shielding effective­
ness criteria are indicated. It is noted that an optimum 
b exists for minimizing the weight. One can make shields 
p~ysically smaller by reducing b

N 
but the thickness of the 

shields increases rapidly and the weight goes up. Likewise, 
the weight increases if b increases beyond the optimum 
value since the large bN varues more than offset the reduced 
t values. . 

For shielding to very low magnetic fields (10-10 tesla) 
the initial permeability p of the material is an important 
material parameter, especi~lly for the innermost shields. 
Since the permeability is a function of the internal induc­
tion field B inside the material, the value of p will in­
crease in the outer shields. For high permeability alloys, p 
typically has a maximum p near B ~ 2000 gauss which is 
more than 10 times p • InJ'uction B inside a cylindrical 
shell is approximately ~iven by 

B (gauss) ~ (5/2) 
bH 

(_0) 
t 

where H is the field outside the shield. This relation 
along wi<th the manufacturers published p (B) curve, should be 
used to estimate p of the outermost shield. Additional 
optimization can be obtained if the thickness t is selected 
to achievep in the outer shield. m 

The axial magnetic field profile within a partially 
closed cylindrical set of shields is usually dominated by the 
exponential decay of the externfl field as it enters the 
shielded region through the holes. 

H (x) ~ 1.l(bL)l/2 exp{-k(0.75L-x)/2r}+H. 
1 1 

where x is the axial distance from the center, H 
ternal field, L is the average length of the shieldR 
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hole diameter in the end caps, and H. is the internal field 
far from the entrance holes as detefmined by the shielding 
effectiveness, GN • The profiles measured on two differently 
dimensioned magnetic shields and 3 different hole diameters 
were consistently fit to this equation using the theoretical 
value for k of 2.26. This equation can therefore be used to 
establish the minimum length of closed magnetic shields with 
access h~les in order to maintain a specified shielding 
effectiveness for a given axial distance near the center of 
the shields. 

SHIELD ACQUISITION AND EXPERIMENT TESTS 

Using the above considerations, a set of shields was 
designed for the NRL passive hydrogen maser. The design 
shielding factor susing the manufacturer's value of perme­
ability was 6xlO over a centrally located 5" long region 
in the shield. This shielding would provide a more than 
adequate safety margin to insure that tP4 maser's frequency 
stability specification of 1 part in 10 w~fld not be com­
promised by an external field change of + 10 T (+ 1 gauss). 
Several shield sets conforming to the final design were 
purchased from two different manufacturers. In addition, a 
larger shield for an SAO VLG-ll ground based maser was 
purchased from a third manufacturer. Figure 3 shows the 
schematic design of the NRL designed shields along with an 
actual photograph of one set. The manufacturers' quoted 
values were approximately identical. Specifications of 
the shields including dimensions and manufacturer are shown 
in Table I. Shield set 3 was significantly larger than sets 
1 and 2, the end caps were hemispherical instead of conical, 
and the entrance ports in the ends of the shields were 
different in size with no flared extensions. 

Magnetic measurements of the shields were made in an 
11.3 meter diameter Braunbek coil system at the Spacecraft 
Magnetic Field Site, Goddard Space Flight Center, Greenbelt, 
Maryland. (see figure 4). This coil system actively compen­
sates for changes in the earth's magnetic field and is 
capable of nulling the earth's field to better than 1 nT over 
a 1.3 meter sphere. In addition, the system can apply a 
field, known to an accuracy of 1 nT, over this volume with a 
magnitude as large as 60 Jl T. Shielding effectiveness was 
determined by incrementally increasing the field in a speci­
fied direction while monitoring the internal field. Both 
longitudinal and transverse axial shielding effectiveness 
were determined using a fluxgate magnetometer with a 0.1 
nT resolution. Prior to each measurement, the shields werg 
depermed to a remanant internal field less than 1 nT. 
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In set 1, each individual shield was measured in order 
to arrive at the experimental J1.. value. Next the shields 
were sequentially assembled and m~asured - providing shield­
ing effectiveness's for 1,2,3, and 4 nested sets. These 
measurements, shown in Table I, were used to verify the 
e qua t i 0 np for G ~ • A 1 so, s how n i n par e nth e sis for set 1 are 
the J.I.. values estimted using manufacturers published 
sp~cificlations. The G calculations using these estimated 
J1. t values are too high y a factor of 2. 

1 

For the second set of shields, J1. was experimentally 
determined at both high and low induction values for only one 
shield, and the results were assumed to apply for the remain­
der of the shields (Le. the shields were not checked for 
material variab~lity). Equation 1 was then used to calculate 
the measured G4 and the resultjwas experimentally verified 
(Table I). Again estimated JJ.. values for these shields 
using manufacturers specificatiins are shown in paretthesis. 
For this set, the calculated G4 using estimated J1.. values 
are almost an order of magnitude too high. 1 

For the 3rd set of shields only ihe manufacturers 
values were used. The calculated G 4 value is almost 

double the experimental value. 

It has been our experience that the J.i (B) value supplied 
by the manufacturer is an upper limit that is not practically 
obtained in fabricated shields. The J1.(B) plots are generated 
by measurements with a permeammeter on a small test piece, 
rather than on a fabricated cylinder iD a uniform magnetic 
field. It is not surprising that the permeabilities deter­
mined by measuring the shielding of cylinders in uniform 
fields are lower than predicted on the basis of the manu­
facturers graphs. This must be taken into account when 
designing a shield set either by measuring the J1. of a cy­
linder or by adding an adequate safety margin to the design 
calculations. 

Figure 5 shows the measured axial field profiles for 
shields 1 and 3. The solid lines represent Eg. 2 for the 
appropriate shield length and hole diameter with k = 2.26. 
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CONCLUSION 

Formulae presented here for the shielding effectiveness 
and the field profile of a closed set of N concentric cy­
lindrical shields with access holes can be readily used to 
design and optimize magnetic shields for specific applic­
ations. Such design considerations have been successfully 
employed in the development of magnetic shields for hydrogen 
masers. The largest uncertainty in designing magnetic 
shields relates to the variability of quoted !J. values. The 
only certain way to obtain reliable values for precise 
shielding calculations is to actually measure !J. for at least 
one shield. 
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Table I Shield Parameters 

RADIUS (em) '1RME~ILlTY lx1o·4) J 
Set 1 (a) b4 b3 b2 b1 fL4 fL 3 fL2 J..L1 

9.65 3.5 
9.65 8.51 3.5 2.9 
9.65 8.51 7.62 3.5 2 .9 2.0 
9 .65 8.51 7 .62 6.86 3.5 2.9 2.0 2.5 

Manufacturer's estimate 9.65 8.51 7.62 6.86 (7.0) (3.5) (2.5) (2.0) 

Set 2 (b) 9.65 8.51 7 .62 6.86 2.0 1.8 1.7 1.2 
Manufacturer's estimate 9.65 8 .51 7.62 6 .86 (7.0) (3.5) (2.5) (2.0) 

Set 3 (c) 23.88 21.84 20.07 18.54 
Manufacturer's estimate 23.88 21.84 20.07 18.54 (10) (5.0) (2.5) (2.0) 

(a) 
Mu Shield Corp. Malden, Mass. 02148 2.54 cm access hole, 0.051 cm wall thickness 

(b) Perfection Mica Corp. Bensenville, III. 60106 

(c~ Allegheny Ludlum Brackenridge, Pa. 15014 

2.54 em access hole, 0.051 em wall thickness 

6.35 cm access hole one end 
4.826 cm access hole other end 
0.081 cm wall thickness 

G Q (x10·3 ) n G Q (x10·3) n 
(USING f = 0.75) EXPERli\1ENTAL 

0.093 0.093 
1.5 1.5 

17 18 
250 250 
(590) 

90 50 
(590) 

60 
(100) 

--- . 
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QUESTIONS AND ANSWERS 

DR. VICTOR REINHARDT, NASA Goddard Space Flight Center: 
I have a few questions. First of all, on your holes, I noticed that 
you had some 1 itt 1 e fl anges. Di d you experi ment to determi ne if 
those flanges improved the shielding factor? 

MR. WOLF: 
Well, it turns out that we did experiment with that . On our initial 
design, we felt these flanges would make a difference. But we had a 
set of shi e 1 ds fabri cated without the fl anges, and it turned out 
that there was no difference. 

DR. REINHARDT: 
Okay. Another question: The variations in the Il. Did you find a 
lot of variation in the samples from the same manufacturer? 

MR. WOLF: 
We actually looked at three manufacturers. The Il values of two of 
the manufacturers were quite comparable once the shields were 
annealed to their best state. In one case, we had to have the 
shields reannealed a second time. 

The third manufacturer, the Il value was about a factor of two 
lower than the other two, even though the ori gi na 1 spec ifi cat ions 
were the same. I suspect that there would be a large variation in 
the Il that you could get from manufacturer to manufacturer. 

DR. REINHARDT: 
No, but within the same manufacturer, did you find reproducible IllS 
if you ordered the same set of shields? 

MR . WOLF: 
Yes. Once the shields were properly annealed, the permeability was 
quite constant. 

DR. JACQUES VANIER, Laval University: 

First, when you mentioned the part in 1014 that you required, what 
was the field fluctuation you assumed? 

MR. WOLF: 
Okay. 11m sorry; I should have mentioned that. We assumed a field 
variation, an external field variation, of ±l ~auss. 
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DR. VANIER: 

Okay. What method of degaussing these shields did you use? Could 
you comment on that? 

MR. WOLF: 
We tried many. The best method was actually a twofold technique. 
We depermed the outer shields by placing them inside a ten-foot 
Helmholtz pair and put on an AC field of 30 gauss. And then after 
that, we took a wire and ran it through the inside and put on an AC 
field of about, again, 30 gauss, slowly decreasing the field. And 
we did it maybe two or three times, until the internal field was 
less than we could measure with our instruments. It was degaussed 
to about 10- 6 gauss; a microgauss. 

DR. VANIER: 
Do you know the frequency of the degaussing? 

MR. WOLF: 

Yes. It was 60 cycles. 

DR. GlOVANI BUSCA, Ebauches, Switzerland: 

Di d you fi nd some problem in the joi nt of the shi e 1 ds? Normally, 
people say that ~he joint is the most critical part of the shields. 

MR. WOLF: 

Well, it turns out that we did not see any difference. The shields 
that we got for the SAO-VOG-ll shields were welded on one end with 
just a mechanical joint on the other. The fact that we got such 
good agreement with the profil e for just taki ng into account the 
size of the holes indicated that there wasn't very much difference 
between the spot-welded joint, and just the mechanical joint. 
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ELIMINATION OF THE LIGHT SHIFT IN RUBIDIUM GAS CELL 
FREQUENCY STANDARDS USING PULSED OPTICAL PUMPING 

Thomas C. English, Ernst Jechart and T. M. Kwon 
Efratom Systems Corporation, Irvine, Ca. 

INTRODUCTION 

ABSTRACT 

It is well known that changes in the intensity 
of the light source in an optically pumped, 
rubidium, gas cell frequency standard can pro­
duce corresponding frequency shifts, with pos­
sible adverse effects on the long-term frequency 
stability. Since this so-called "light-shift" 
effect is due to the simultaneous presence of 
pumping light and interrogating microwave ra­
diation, it can be eliminated, in principle, 
by alternately pulsing the pumping light and 
the microwave radiation so that there is no 
temporal overlap . 

We have constructed a pulsed optical pumping ap­
paratus with the intent of investigating the 
frequency stability in the absence of light 
shifts. Contrary to our original expectations, 
a small residual frequency shift due to changes 
in light intensity has been experimentally ob­
served. Evidence is given which indicates that 
this is not a true light-shift effect. Prelim­
inary measurements of the frequency stability 
of this apparatus, with this small residual 
"pseudo" light shift present, are presented. 
It is shown that this pseudo light shift can be 
eliminated by using a more homogeneous C-field. 
This is consistent with the idea that the pseudo 
light shift is due to inhomogeneity in the phys­
ics package ("position-shift" effect). 

At the present time, there is a real need for compact, lightweight, 
low power, highly stable atomic frequency standards. This is ex-
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emplified by programs such as that for the NAVSTAR Global Position­
ing System, or GPS for short. This program calls for state-of-the­
art size, weight and power reductions for atomic freque~1Y standards, 
and a long-term stability requirement of one part in 10 over per­
iods of approximately 1 to 12 days for phases II and III of GPS {I}. 
Requirements such as these can be expected to be even more demanding 
in the future as the overall state-of-the-art of military technology 
moves forward. 

Table 1 summarizes the state-of-the-art for small atomic frequency 
standards. The hydrogen and cesium devices have excellent stability 
over periods of weeks, months and even years. Rubidium is less satis­
factory in this respect but has the advantage of much smaller size, 
weight and power consumption. The ideal frequency standard would com­
bine the excellent long-term stability of hydrogen and cesium with the 
small size, weight and power consumption of rubidium. There are two 
possible methods of approach toward this goal. The first is to reduce 
even further the size, weight and power of hydrogen and cesium devices. 
While further small reductions might be possible, it is unlikely that 
these devices can be made to approach present day rubidiums in this 
respect. For example, even for cesium a factor of 9 in size and a 
factor of 7 in weight would be required. Moreover, relative to future 
rubidiums, factors of 18 and 12, respectively, would be required {2}. 
We are therefore led to the second method of approach, which is to 
improve the long-term stability of rubidium devices without signifi­
cantly increasing size, weight, or power consumption. Table 2 shows 
that there is reason to believe that this can be done. 

The best reported stability for rubidium is several parts in 10
14 

for 
an averaging time of about 7 hours. Two such measurements have been 
reported {3,4}, each on a different unit at different timI~ and by 
different groups. In addition, a stability of parts in 10 for T = 
6 hr to 12 days for one rubidium device has been reported at this 
conference (this device uses an Efratom physics package) {I}. This 
stability is on a par with cesium {5} and is only about a factor of 
50 worse than the "best" reported stability for hydrogen {6}. For 
times longer than 7 hours, the stability of most rubidium devices 
worsens, most likely due to uncontrolled changes in device parameters. 
If the device parameters that are changing could be determined and 
controlled, better long-term stability would result. 

FUNDAMENTAL PHYSICAL EFFECTS 

Figure 1 lists those fundamental physical effects that can adversely 
affect the stability of rubidium devices. Let us consider these ef­
fects one at a time. 
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Light Shift 

The insert at the lower left of Figure 1 shows the two hyperfine energy 
levels of rubidium which determine the rubidium resonant frequency. 
In general, when a rubidium atom is illuminated by the light used for 
optical pumping, these two energy levels are Stark shifted by the elec­
tric field of the light, thereby producing a change in the atom's re­
sonant frequency {7}. This results in a frequency shift that is pro­
portional to light intensity. 

This effect can be eliminated by interrogating the atoms in the dark; 
that is, when the pumping light is absent. 

Position-Shift Effect 

The position-shift effect {8} is due to inhomogeneity in the physics 
package. The result of this inhomogeneity is to make the resonant 
frequencies of the rubidium atoms depend on their location within the 
cell, as indicated schematically at the lower right of Figure 1. 
This inhomogeneity is due mostly to C-field nonuniformity and also, to 
a lesser extent, to light shift nonuniformity. Since the optical 
pumping and the microwave interrogation are also nonuniform over the 
cell, the experimentally observed resonant frequency is a weighted 
average of the frequencies of the individual atoms in the cell. Now, 
if the intensity of pumping light were to change, then the weighted 
average would for example, shift so that those atoms in the center 
of the cell might be favored more than those at the ends. This would 
obviously result in an increase in the experimentally observed reson­
ant frequency. We term this type of shift the "pseudo light shift" 
because it can mimic a true light shift. 

Buffer Gas Shift 

The buffer gas shift {g} occurs due to collisions between the rubidium 
atoms and the buffer gas atoms, and is dependent on buffer gas density 
and temperature, as well as on the buffer gas that is used. 

Spectrum of Exciting Microwave Radiation 

Frequency shifts due to the exciting microwave radiation are not usual­
ly a problem if care is taken to obtain a spectrally pure exciting 
frequency free of spurious and unwanted sidebands {lO } . 

Magnetic Field 

Since the magnetic field sensitivity {lO} for rubidium is only about 
2 x larger than for cesium, magnetic field sensitivity for rubidium 
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is not significantly more of a problem than it is for cesium. 

It is very difficult to give estimates of the possible frequency 
changes due to these effects because they are a very strong function 
of the individual device configuration and parameters. In spite of 
this, we can still say that of the 5 effects listed here, the first 
3 are the most important. 

The objective of the experiments that we are carrying out is to improve 
the long-term stability of small rubidium devices. Today we will de­
scribe some preliminary results that lead toward this goal. These 
results deal with the reduction and elimination of the light-shift 
and the position-shift effects, and have been obtained with the ex­
penditure of less than one man-year of scientific effort. 

METHOD FOR ELIMINATION OF LIGHT SHIFT 

Figure 2 shows the method that we have used to eliminate the light 
shift. This method was first suggested by Arditi {ll}. First, the 
light is pulsed on and the atoms are optically pumped. Then -the light 
is turned off and the interrogating microwave radiation is turned on. 
The microwave radiation is then turned off and the pumping light is 
turned on again. This basic cycle is subsequently repeated many times. 
Since the atoms are interrogated in the dark, the light shift should 
be eliminated. This, of course, assumes that the atomic coherence 
does not persist from one cycle to the next {12}. 

Before passing to the next slide, we note that in our experiments, the 
atomic transition is detected by optically monitoring the absorption 
of the pumping light. This is essentially the same detection method 
as that used in all conventional rubdiums. 

Figure 3 shows a block diagram of the apparatus. The pulser alter­
nately pulses the light and the microwave radiation at a 280 Hz rate, 
as shown in the previous slide, so that the atoms are interrogated in 
the dark. The remainder of the apparatus is a conventional frequency 
locked loop. The modulation frequency of 10 Hz is chosen to be about 
an order of magnitude smaller than the pulsing frequency so that the 
two signals can be separated by filtering before synchronous detection 
of the 10 Hz. 

Figure 4 is a photograph of the physics package, which is a modified 
version of the physics package used in the Efratom, Model FRK rubidium 
frequency standard. The base of the rubidium lamp is at the right, 
and the magnetic shield that encloses the resonance cell and microwave 
canity is at the left. The entire unit is less than 4 inches long. 
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The philosophy adopted in this work was that everything possible 
should be done to retain the small size. 

RESULTS 

Light shift measurements have been made on this apparatup and the re­
sults are shown in Table 3. Measurements were made of the fractional 
frequency shift resulting from a 30 % change in light intensity. Two 
sets of measurements were made - - one with the apparatus operated CW, 
and the other with it pulsed. 

In the case of CW operation, we expect a large light shift. This was 
observed for each of two different rubidium lamps - - lamp A and lamp 
B. These two lamps differ in the ratios of their rubidium isotopes. 
Lamp A produces a positive light shift, and lamp B a negative light 
shift. This is in agreement with the theory of the light shift in 
rubidium 87 as worked out by Mathur, Tang and Happer {7 } . 

When the apparatus is operated in the pulsed mode we expect to see no 
light shift. Yet there is a change in frequency with light intensity. 
This change is about a factor of 10 smaller than the CW light shift, 
and we can tell that it is not a true light shift because it does not 
change sign in going from lamp A to lamp B. Other tests, which we 
will not describe here, also confirm this to be the case. For these 
reasons we dub this effect the "pseudo-light-shift effect." We will 
have more to say on this later. 

Table 4 shows the results of some preliminary frequency stability 
measurements that have been made on our pulsed optical pumping appara­
tus. For pulsed pumping, the short-term stability is expected to be 
degraded somewhat by noise introduced in the pUlsing process. The 
short-term stability for pulsed pumping has been measured for averag­
ing times from 1 to 100 seconds and found to improve as l/~ (foot­
note A in Table 4). This shows that we are dealing with white fre­
quency modulation noise, as is usually the case for passive rubidium 
devices . The value of cr (T) for 100 sec is given in column 2 and can 
be compared with that fo~ our small commercial rubidiums. The result 
for pulsed pumping lies between the spec for our two commercial models 
and is better than that of an HP 5062C cesium. The short-term sta­
bility of the pulsed pumping apparatus is therefore quite good, even 
in this preliminary stage, and can almost certainly be improved fur ­
ther. 

The long-term stability was also measured for a 24-hour averaging time 
and a preliminary value of approximately 5 parts in 1012 was obtained. 
This is not yet as good as our commercial units. 
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After these stability measurements were made it was discovered that 
there were several device parameters that were not under tight control. 
These included significant second-harmonic contamination of the 10 Hz 
modulation, and frequency changes due to changes in barometric pres­
sure. All of these parameter changes can be expec ted to produce fre­
quency changes of parts in 1012 , which is of the order of the ob­
served instability over 24 hours. The pseudo-light-shift effect is not 
negligible at this level either, and it may be a contributor to the ob­
served instability. 

All of these parameters can be easily controlled except for the pseudo 
light shift. However, it was suspected that the pseudo-light-shift 
effect might actually be a manifestation of the position-shift effect, 
as mentioned earlier. To test this hypothesis, a new C-field was con­
structed for our physics package that greatly improved the homogeneity 
of the static magnetic field and which should therefore greatly dimin­
ish the position-shift effect. 

Table 5 shows the result of using this new C-field. The first line of 
this table is a repeat of the data shown in Table 3 for the old C­
field. The second line shows what happened when some small steel parts 
o n the outside of the microwave cavity were removed. This improved 
the C-field homogeneity and also reduced the pseudo light shift by 
about 30 %. Finally, the last line of the table shows the results for 
the new C-field. The pseudo light shift is now undetectable, of the 
order of parts in 1012 or less for a 30 % change in light intensity. 

To summarize, the residual light shift has now been reduced to an un­
detectable amount by using the method of pulsed optical pumping in 
conjunction with a homogeneous C-field. It is likely that the new 
homogeneous C-field will also have other beneficial effects, such as 
reduced sensitivity to changes in microwave power, but this has not 
yet been verified experimentally. 

Our plans for the immediate future are to beat down the known sources 
of frequency instability to the level of parts in 1013 or below, and 
then to take additional long-term stability data. It is expected that 
this will lead to an improved long-term stability compared to the pre­
sent value of about 5 parts in 1012 for l = 24 hours which was taken 
before the pseudo light shift was eliminated. Stability data over 
longer periods of time will also be taken to see if there is an im­
provement there. 

Table 6 comp ares our preliminary results with those obtained by other 
investigators, namely, Arditi and Carver, who were the first to use 
the method of pulsed optical pumping for elimination of the light 
shift,and a Russian group that has done several man-years of work in 
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this area. 

In their experiments, Arditi and Carver used a high sensitivity micro­
wave receiver to detect the rubidium resonance. Because of the com­
plexity of the electronics this method is not suitable for use in a 
practical device. The Russians used an optical detection method, that 
has the disadvantage of requiring 2 rubidium lamps. We also use an 
optical detection method but only one rubidium lamp is required. In 
addition, we have used a single rubidium cell that combines the filter­
ing and resonance functions, thereby eliminating the need for a S8par­
ate filter cell. For these reasons our physics package is extremely 
small, which is desirable in a practical device. In fact, this is the 
same physics package that is used in the Efratom small commercial rubi­
dium frequency standards. 

Arditi and Carver saw no light shift at the level of a part in 10
10

. 
On the other hand, the Russians did observe true light shifts (due to 
persistence of the atomic coherence) but were able to minimize them by 
proper choice of operating conditions. In our experiments ' the light 
shift is undetectable so that if it exists at all, it is of order parts 
in 1012 or less for a 30 % change in light intensity. 

As regards stability, Arditi and Carver made some short-term measure­
ments at the level of about 1 x 10-10 . The Russians have not reported 
any stability measurements for reasons unknown to us. As already 
mentioned, we have measured the frequency stability for our apparatus 
and found it to be of the order of parts in 1012 . However, it should 
be emphasized that these measurements are preliminary and were made 
prior to elimination of the pseudo light shift. 

NOTE ADDED IN PROOF 

We have just learned that results similar to those reported here 
have also been obtained by J. Ernvein-Pecquenard and L. Malnar, 
"Horologe atomique a' pompage optique sequentiel,1I C. R. Acad. Sc. 
Paris 268(B), 817 (1969). They reported no light shift (detection 
limit of 1 - 2 x 10- 11 ) for a 25 % change in light intensity 
using pulsed optical pumping with optical detection; no frequency 
stability results are given in their paper, however. Also, no 
pseudo light shift was observed in their experiments, presumably 
because they used a conventional, laboratory-type, optical pump­
ing apparatus (very large physics package and very homogeneous 
(-field); for practical devices utilizing small physics packages, 
it is also necessary to consider the pseudo light shift effect 
(position-shift effect), as has been done in the present work. 
Thus, the results of the two investigations are in agreement, to 
the extent that the experimental setups were similiar. We would 
like to thank Prof. M. Tetu for bringing the paper of Ernvein­
Pecquenard and Malnar to our attention. 
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PROGNOSIS 

At the present time, the ultimate frequency stability attainable using 
the pulsed optical pumping method is not known . Possible limitations 
could be due to changes in buffer gas pressure, if they occur, and 
also to changes in the pulsing parameters, such as the durations of 
the light and microwave pulses. It is known that frequency shifts do 
occur due to changes in the pulsing parameters. We have investigated 
this phenomenon using the old C- field and have estimated that it cer­
tainly is important at the level of parts in 1013 . 

reducing fre­
Effort will also 
shifts due to 

Future efforts will concentrate on understanding and 
quency sensitivity to changes in pulsing parameters. 
be devoted to devising a method for studying frequency 
possible small changes in buffer gas pressure. 
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QUESTIONS AND ANSWERS 

DR. GIOVANI BUSCA, Ebauches, Switzerland: 
I see you are using 10 hertz frequency for modulation. So you use 
phase sinusoidal modulation? What was the linewidth? 

DR. ENGLISH: 
Well, it is variable, and it depends upon how you choose the pulse 
parameters. Now if you run the units CW, it is on the order of a 
kilohertz. And if you really try to get the narrowest linewidth you 
can, where you are limited by the relaxation times for spin ex­
change, then you can actually get the linewidth down to a couple of 
hundred hertz. In these experiments, though, if you choose the nar­
rowest linewidth, then your signal really goes to pot. So you work 
at some intermediate range. And we have been using roughly 700 
hertz. 

DR. BUSCA: 
' 1 see. I am asking myself if some of the results could be improved 
just by increasing the modulation frequency. 

DR. ENGLISH: 
It is possible. I wouldn1t rule it out. 

DR. BUSCA: 
You are very far from the optimum value, which is. 

DR. ENGLISH: 
Yes, you are absolutely right. It affects the signal-to-noise 
ratio, and it is possible if you went to a higher modulation fre­
quency, you could increase your signal and therefore the short-term 
stability. 

DR. BUSCA: 
Okay. I have a second question. It seems that you use data on 
light shift when you use the Lamp in continuous CW and you extra­
polate this data to a case in which you use the excitation pulse. 
We have done that before, and we see that the spectrum could change 
very much from pulsed to continuous excitation. So you must take a 
little bit of care in extrapolating from continuous data to pulsed 
data. 

DR. ENGLISH: Yes. 
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DR. BUSCA: 
The change in the sign, for example, from pulsed to continuous 
excitation would be just something like that. That means changing 
the spectrum of the light. 

DR. ENGLISH: 
We 11, the Russian work seems to i ndi cate--and they worked out a 
rather complicated theory for the whole thing--that you should have 
more or less a correspondence between the CW value and the pulsed 
value, not necessarily one to one, but at least a sign change is a 
strong indication that it is not a true light shift. In addition, 
there were the other fac'tors whi ch I don I t have time to go into, 
which have to do with how the effect varies with the duration of the 
various pulse parameters. 

I think the most convincing evidence that it is what I call a 
pseudo light shift is that it did disappear when all we did was 
improve the C-field homogeneity. 

DR. BUSCA: Okay. 

DR. GERNOT M. R. WINKLER, U.S. Naval Observatory: 

I have a dim recollection that the scheme of using pulsed pumping 
originated in Princeton, 1958 or 1959, by Carroll Alley. 

DR. ENGLISH: 

It is quite possible. I know Arditti has a patent on this, and that 
is the bas is for my sayi ng that I bel i eve he ori gi nated it . Now 
Arditt i and Carver wrote a paper together on it. It is the fi rst 
one I am aware of in regular journals. But you could be right. It 
coul d have been an idea that was sort of fl oat i ng around Di cke IS 

lab and they picked it up. I don't really know. I have never 
talked to him about it. 

DR. HELMUT HELLWIG, National Bureau of Standards: 

I only have one comment. Many things we are now working on are not 
really new ideas if you analyze them. What is a new idea, really, 
but the rather childish curiosity which makes us ask the same ques­
tions today that were asked five years, ten years, twenty years ago? 
And things have changed sufficiently that you might get answers you 
did not dream about. 

DR. ENGLISH: 

Could I make one comment? One of the reasons for doing this is that 
the light shift is a very messy effect. And so if you really want 
to study a device and vary the parameters in it to study the other 
effects, it is really desirable to get rid of the light shift. And 

167 



that is one of the major motivations behind the experiment--to get 
rid of this really messy effect. And then you are free to vary the 
other parameters. 

Now you can devise rubidium devices that run CW where they have 
very little light shift. But you have to restrict yourself to a 
very specific operating point . And as soon as you mess with the 
parameters of the device, then you start changing the light shift as 
well as everything else . And the problem is to try and isolate the 
vari ab 1 es in such a way that when you change parameters in the 
device , you are no t changing all of these different effects at once 
in ways that you can't separate. 
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PERFORMANCE OF PREPRODUCTION MODEL CESIUM BEAM 
FREQUENCY STANDARDS FOR SPACECRAFT APPLICATIONS 

Martin W. Levine 
Frequency & Time Systems, Inc. 

Danvers, Massachusetts 

ABSTRACT 

The first of a series of Preproduction 
Model (PPM) Cesium Beam Frequency Stan­
dards for spaceflight application on 
Navigation Development Satellites has 
been designed and fabricated and pre­
liminary testing has been completed. 
The PPM is identical in form, fit and 
function, to the production cesium stan­
dards for the GPS NAVSTAR System. 

The PPM evolved from an earlier Prototype 
Model launched aboard NTS-2 (June, 1977) 
and the Engineering Development Model 
(EDM) to be launched aboard NTS satellites 
during 1979. A number of design innova-
tions, including a hybrid analog/digital 
integrator and the replacement of analog 
filters and phase detectors by clocked 
digital sampling techniques will be 
discussed. 

Thermal and thermal-vacuum PPM testing has 
been concluded and test data will be pre­
sented. Stability data for 10to 10 4 
seconds averaging interval, measured under 
laboratory conditions, will also be shown. 
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INTRODUCTION 

The Preproduction Model (PPM) Cesium . Beam Frequency 
Standards are the most recent version of a series 
of atomic frequency standards specifically designed 
for spacecraft applications in the Global position­
ing Satellites (GPS). The first atomic frequency 
standards to be successfully operated on an orbiting 
satellite were the rubidium devices flown by the 
U.S. Naval Research Laboratory aboard NTS-l in 1974. 
Two Prototype Model Cesium Standards were launched 
on NTS-2 in June, 1977. 1 Figure 1 is a photograph 
of the prototype units. The next stage in the 
evolution of the GPS cesium standards was the 
Engineering Development Model (EDM)? EDM Number 2 
is currently installed and awaiting launch on the 
u.S. Air Force NDS-4 payload and EDM Number 3 is in 
test on the NDS-5 satellite. A photograph of the 
EDM Standard is shown in Figure 2. 

The PPM is similar in size, weight and outward 
appearance to the EDMi internally there are a number 
of electrical and mechanical refinements. The PPM 
is intended to be representative, in all physical 
and performance aspects to the production 
model phase III cesium standards for GPS satellites. 
Figure 3 is a photograph of the qualification model 
PPM in the initial test phase. 

DESCRIPTION 

Two fundamental requirements for the GPS frequency 
standard are that the standard operate in space for 
at least five years without adjustment and that it 
be capable of operating in the specified radia~ion 
environment. These two requirements strongly In­
fluenced the design of the PPM, particularly in the 
servo loop and integrator. 
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An overall block diagram of the PPM cesium beam 
standard is shown in Figure 4. The basic building 
blocks are common to all cesium standards; a high­
quality voltage-controlled crystal oscillator (VCXO), 
a phase-modulated frequency multiplier and a digital 
frequency synthesizer to generate the 9.19 GHz cesium 
hyperfine transition frequency, a cesium beam tube, 
a low-noise modulation signal amplifier and filter, 
a phase detector, an integrator, and power supplies 
and controllers. As indicated in the block diagram, 
these blocks can be loosely combined into four 
functional subsystems, servo/integrator, cesium-beam, 
r.f. and power supply. 

Servo/Integrator Subsystem 

The servo/integrator subsystem is shown in block 
diagram form in Figure 5. The modulated signal 
at the output of the beam tube is amplified and 
filtered by the first stage. The second stage is 
a commutative filter which samples the amplified 
beam signal at twice the modulation rate. The 
sample-and-hold filter is followed by a synchronous 
detector and the hybrid analog/digital integrator. 

The integrator in a cesium beam standard is a prob­
lem in any application. Given the five-year life 
and the radiation hardening requirements of GPS, 
the problem is particularly severe. The loop gain 
and loop time constant dictate an integrator time 
constant, however, is limited by the bias current of 
the amplifier and the leakage resistance of the 
integrator capacitor and the circuit board. The 
hybrid integrator, shown in the block diagram of 
Figure 5, uses a combination of analog and digital 
techniques to circumvent these problems. The rate­
o f -change of the output voltage of an integrator can 
be increased by increasing the R - C time constant 
or, more simply, by attenuating the output by means 
of a resistance divider. The difficulty with the 
second approach is that the maximum output voltage 
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that can be obtained is reduced by the attenuation 
factor. The attenuation can be tolerated if the 
analog integrator is augmented by a digital-to-
analog converter which is incremented (or decremented) 
by one count whenever the analog integrator reaches 
its upper (or lower) limit, the digital-to-analog 
converter is implemented in the PPM cesium standard 
by using latching relays as the digital switches. 
The relay contacts have no offset voltages or series 
resistances as do semiconductor switches, but more 
importantly, they provide a non-volatile memory 
which retains the last oscillator control voltage 
setting in the event of a radiation-induced transient. 
Each count of the D-to-A converter corresponds to -10 
approximately 10 mV, a 6f/f of approximately 1 x 10 
for the VCXo. Interpolation between discrete con­
verter steps is provided by attenuating the flO mV 
output range by 1024, to about flO ~V, and adding 
this voltage to the output of the D-to-A converter. 

Cesium Beam Tube Subsystem 

The cesium beam tube subsystem consists of the cesium 
beam tube, the C-field regulator, and the cesium oven 
controller. The beam tube is the FTS-lA; used in the 
Prototype Model and EDM standards as well as the 4000 
series manufactured by Frequency & Time Systems. 

The C-field current regulator uses a latching-relay­
controlled D-to-A converter similar to that used in 
the digital integrator. The latching relays provide 
immunity to radiation induced transients while al­
lowing ground-commanded adjustments to the field 
current. The resolution of the C-field is one part 
in 1024 which corresponds to a change in the normal­
ized standard frequency of approximately 4 x 10-13 . 

The cesium oven is maintained at a constant tempera­
ture by a variable-duty-cycle switching regulator. 
The cesium oven temperature is sensed by a thermistor 
on the cesium oven located within the cesium tube; 
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the thermistor forms one leg of a resistance bridge 
which is balanced at the oven setpoint temperature. 

R.F. Subsystem 

The 10.23 MHz signal for the satellite GPS systems 
is generated by doubling the 5.115 output frequency 
from a modified FTS Model 1000 precision voltage­
controlled crystal oscillator. 3 The doubler output 
is carefully filtered to suppress the 5.115 MHz sub­
harmonic by at least 100 dB. 

The 36th harmonic of 5.115 MHz, at 184.14 MHz is 
generated by the low-order frequency multiplier. 
The input stage of the low-order multiplier is square­
wave phase (frequency-impulse) modulated at approxi­
mately 450 Hz, the cesium beam tube line-width. The 
output stage of the multiplier in turn is phase 
modulated by the l4.36 ... MHz output of the digital 
frequency synthesizer. The 184.14 MHz carrier, with 
its complex phase modulation spectrum, is fed to the 
x50 high-order multiplier; the first sideband, 
9192.631770 MHz phase-modulated at 450 Hz, is selected 
by an output filter to excite the Ramsey cavity within 
the cesium beam tube. 

Power Supply Subsystem 

The PPM power supplies provide +lSV, -15V, and +5V to 
operate the servo, and r.f. electronic circuitry. A 
separate +24V supply is used for the vcxo and two 
high-voltage supplies to power the cesium tube ion 
pump and the electron-multiplier. 

All of the PPM supplies are preregulated by a high 
efficiency switching regulator followed by a series­
pass regulator. The output of the preregulator feeds 
two transformer-coupled inverter stages which supply 
all of the required voltages. 

The preregulator switching regulator and both in­
verters are clocked from a stable oscillator at 
approximately 37 KHz. The clock frequency is 
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selected to minimize power supply ripple at the 
Zeeman frequency and the harmonics of the Zeeman 
frequency. 

The normal power consumption is approximately 24 watts 
after a one-hour warmup period. The maximum power 
consumption of the PPM is approximately 44 watts at 
startup. 

Mechanical Construction 

The mechanical design of the PPM is very similar to 
that of the EDM. The PPM package is 15 inches 
(38.1 cm) long, 7.6 inches (19.4 cm) high, and 
5.1 inches (13 cm) wide and weighs 25.5 lbs. (11.6 kg). 

The PPM packaging concept differs in only relatively 
minor respects from the EDM; the PPM circuit boards 
are connectorized, rather than hard-wired, and the 
cesium tube in the PPM has a soft mount. Although 
the FTS-1A cesium beam tube used in the PPM survived 
the 23 g qualification-level vibration test when hard­
mounted to the shake table, the chassis structure 
resonances increase the vibration levels imposed on 
the installed tube to the point that it seemed prudent 
to shock mount the tube. The shock mounting consists 
of relatively thin elastomer strips sandwiched be­
tween stainless steel clamping bands. 

QUALIFICATION REQUIREMENTS 

The PPM Cesium Beam Frequency Standard must survive 
the vigors of the launch environment and then perform 
witlrinspecified limits for a minimum of five years in 
space. 

Environmental Requirements 

Qualification testing of the PPM, scheduled to begin 
on 27 November 1978 includes vibration, shock, EMI, 
thermal vacuum cycling, phase noise, and temperature 
stability tests. The qualification vibration levels 
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for the PPM are shown in Figure 6. Three minutes of 
random vibration in each of three mutually perpendic­
ular axis are required. 

The qualification levels for a three-axis simulated 
and pyrotechnic shock test are shown in Figure 7. 
The thermal profile for the iong-term thermal cycling 
test is shown in Figure 8. Twenty-four full cycles 
at atmospheric pressure and eight cycles in vacuum 
are required for qualification. 

Performance Requirements 

The PPM performance limits with respect to frequency 
stability, frequency versus temperature spurious 
signal levels and phase noise must be maintained 
over a baseplate temperature range of 20 to 4So C. 

Figure 9 is a plot of the frequency stability require­
ments as a function of averaging time, from one second 
to 105 seconds. 

Figure 10 shows the acceptable spurious signal levels 
as a function of frequency offset from the carrier. 

Figure 11 is a plot of the phase noise requirement as 
a function of frequency offset from the carrier. 

The maximum allowable temperature coefficient of 
frequency for the PPM is 5 x 10-14 per degree C 
averaged over any 20 degree interval within the 20 
to 450 C operating range. 

PRELIMINARY PERFORMANCE DATA 

The temperature coefficient of frequency of the PPM 
qualification model has been measured in vacuum with 
the results shown in Figur5 12. The coefficient is 
approximately 1.S x 10-14 / C averaged over the +lS to 
+4SoC temperature range, significantly better than 
the S x 10-14 per degree C contractual requirement. 
The frequency offset at 2SoC, in air at atmospheric 
pressure, is shown on the figure to indicate the 
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measured change in frequency from air to vacuum at 
constant baseplate temperature. 

The measured frequency stability, expressed as the 
Allan variance for averaging intervals of 10 to 10 4 

seconds is shown in Figure 13. The broken line on 
the figure represents the contractual requirement; 
again the PPM performance exceeds the minimum 
requirements by a substantial margin. The phase 
noise as a function of offset frequency from the 
carrier has not been measured for the PPM. However, 
since the phase noise characteristics at offset 
frequencies greater than one Hz are determined solely 
by the crystal oscillator, the EDM data 3 
is representative of the phase noise performance 
expected for the PPM. 

The author wishes to acknowledge the support of the 
Office of Naval Research under contract N00014~74-C-
0061, for portions of this work. 
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QUESTIONS AND ANSWERS 

DR. HELMUT HELLWIG, National Bureau of Standards: 
I have a comment. I am glad to see a portable clock finally, be­
cause I am getting tired of building my own--a portable clock in the 
sense of being really independent of power. You said eight hours? 

DR. EMMONS : 
Six hours. Two hours per pack. There are two battery packs, and , 
cleverly concealed under those is a last ditch pack spread out . . 

DR . GERNOT M. R. WINKLER, U. S. Naval Observatory: 
Could you carry additional packs with you and plug them i n, mid­
term, and prolong the clock1s life if you see that you are stuck? 

DR. EMMONS: 
As each pack dies, you plug in another--before it dies . 

MR . JECHART : 
It woul d mean the purchase order for a lot of these-- I woul d say 
we can do this order. 

DR . EMMONS: 
How many does he have? 

DR. HELLWIG: 

Efratom wants a purchase order also, if there are enough. A little 
more on the serious side; if there is a marketable product, I think 
somehow it will be bunt. And the technology for that (portable 
clocks) has existed for quite some time. Maybe we should ask FTS 
Company, IIWhat do you expect as a market for thi s ki nd of devi ce?1I 
Don I t answer if you don f t want to. 

DR. EMMONS : 
I had better not. I don1t feel up to that one. 

DR. HELLWIG: 
Maybe Dr. Winkler has a comment . No? No guess at the Market? You 
know the clock carrying business. 
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DR. WINKLER: 

I think the answer depends entirely upon performance; I mean, per­
formance under practical field conditions. And after we see that, 
we will say. 

DR . EMMONS: 
There has been a real snag, and that is in eliminating .... well , 
since the advent of travel restrictions and anti-first class 
policies, we find a little bit of backlash concerning no more first 
class necessities. 

DR. HELLWIG: 
So that may create a market--no more first class travel. You are 
forced into economy or subeconomy, and then you have to buy little 
clocks that fit under the seat . Then they will be produced. 

DR. WINKLER: 
What is the price? 

DR. EMMONS: 
I woul d have to check from the floor here. Wou1 d someone care to 
comment on the price? 

MR . THOMAS PARELLO, Frequency and Time Systems: 
$26 ,000, and it is not GSA scheduled. 

DR. EMMONS : 
There is one back behind the screen if anyone wants to look at it. 

MR . DAVID W. ALLAN, National Bureau of Standards: 
A couple of questions , Don. On the stability slide, you showed just 
the white noise. Have you looked long enough to see if it starts to 
fl atten and you get fl i cker noi se or some other problems? And if 
so .. . . . 

DR. EMMONS: 
My feel i ng is that we haven It looked long enough. I don I t have any 
hot off the press data. 11m sorry . 

MR. ALLAN: 
The stabi 1 ity of 104 seconds is 4 x 10- 13 , I bel i eve you reported, 
and that seems inconsistent with the nominal 10 second data, as if 
it doesn't go as white noise . I was just curious whether you get 
some other strange thing there. 
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DR. EMMONS: 

Well, I am inclined to say that maybe we have enough statistical 
spread to cover that. 

MR. ALLAN: 

To cover your tracks. 

DR. EMMONS: 

I will let you look in detail at it here. 

DR. VICTOR REINHARDT, NASA Goddard Space Flight Center: 

On the commercial units, since we have a little bit of interest in 
that, are the data that you got on the temperature coefficient, on 
the spacecraft unit, expected in the commerci a 1 unit? The J . 5 in 
1014 per degree C? 

DR. EMMONS: 

I I m sorry. I don I t have good numbers with me, but the commerc i a 1 
un; t behaves very well over temperature. Do you remember some 
numbers, Tom? 

MR. PARELLa: 

Not precisely, but if I had to take a guess, I would say it is 
perhaps parts in 1012 over the full -28 to +61 degree C range. 

DR. EMMONS: 

Yes, over the full temperature range, parts in 1012 . 
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DISCUSSION FORUM: ATOMIC FREQUENCY STANDARDS 

CESIUM 

C. C. Costain, National Research Council of Canada 

I am not sure how this panel was picked, but I expect it was for our 
objectivity. I will therefore try to be objective on the subject of 
cesium standards. They are certainly important to us in the standards 
laboratories because, I think, they will remain as the defined basis for 
time and frequency for at least the next twenty years. 

I am not going to say much about commercial cesium standards. They 
are widely used and well known. They are normally within specifica­
tions, and most of us are annoyed if they do not perform an order of 
magnitude better than specifed. The entry of the Frequency and Time 
Systems into the field is important, and our measurements, and I think 
others, show the FTS performance is between the HP and HP hi gh-perfor­
mance option. My only question with respect to commercial standards 
would be as to whether too much lifetime is sacrificed in attaining 
short-term stability. 

I am now going to go directly to a discussion of our primary cesium 
standards at NRC. I have a particular reason for doing so, which will 
become obvious. CsV has been operating continuously since May 1, 1975, 
and has undergone six full evaluations in that time. If it is assumed 
that TAl has been decreasing in frequency by 8 x 10-14/year , with this 
one-parameter fi t, the standard devi at i on between TAl and CsV, from the 
BIH circular 0, is less than 0.4 IJs. We do not know what the flicker 
floor of CsV is because we have nothing as good to measure it. 

Al Mungall and Herman Daams have completed the three new standards, 
CsVl, A, Band C. The next two figures show part of the construction. 
Figure 1 shows the inner C field structure, and the six coils to measure 
the LF resonances. Figure 2 shows the three standards completed. They 
have been operating as clocks for a few weeks, but they have not been 
evaluated. This will take most of a year, but the resonances are 
beautifully symmetric out to the m = -3 and m = +3, with a symmetry 
which would delight any physicist. 

But the stability to date has been disappointing. The Allan a 
approaches 1 x 10- 14 , and then after maybe 24 hours, a frequency change 
of up to 1 X 10- 13 occurs. The culprit is the C field. Al Mungall has 
found by measuring the low frequency resonances that the change in 
frequency is the result of a change in the C field. Sometimes one, two 
or three of the coi 1 s show a change. It is the res i dua 1 magnetism in 
the shields which is changing. Better degaussing is expected to reduce 
the effects, and work is proceeding on this feature. 
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Mungall has suggested that the magnetic shields could well be the 
limiting factor in the stability of atomic standards. The same effects 
occur in CsV, where changes of parts in 1015 are seen in the biweekly C 
field measurements. But the field of a dipole is dependent on the cube 
of the distance, and as CsVI is nearly a factor of 2 smaller diameter, 
the effects are nearly an order of magnitude 1 arger. It is 1 ike ly that 
the resi dua 1 magnetism wi 11 have a much greater effect on the frequency 
than the distributed phase shift when the beam position is changed. 

Perhaps in H-masers, when a dielectric cavity reduces the size by a 
factor of 3, magnetic effects which are now 3 x 10- 15 could become one 
or two orders of magnitude larger . Certainly at this level of precision 
one must expect the unexpected, and it becomes increasingly difficult to 
convert dreams into reality. 
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Figure 1. The C field structure of the three CSVI standards. The C field current in the four 
rods produces the transverse C field. The LF coils measure the C field outside each 
end of the cavity as well as in the drift space. 
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DISCUSSION FORUM: ATOMIC FREQUENCY STANDARDS 

INTRODUCTION 

RUBIDIUM 

Thomas C. English 
Efratom Systems Corporation 

The purpose of this presentation is to point out the advantages of 
rubidium gas cell frequency standards relative to both quartz oscil­
lators and other atomic standards. We also consider how these advan­
tages determine the types of applications that are suitable for rubi­
dium devices, and what improvements can be expected in the future. 

MAJOR ADVANTAGES OF RB RELATIVE TO QUARTZ 

We begin this presentation by enumerating the advantages of commercial 
rubidium frequency standards relative to commercial quartz oscillators. 
See Table 1. In the first column, the characteristic to be compared is 
listed. In the second column, values of these characteristics are 
given for a small commercial rubidium standard. All of the parameter 
values given in this column are realized simultaneously in a single, 
commercial device. In the third column, state-of-the-art parameter 
values are listed for presently available commercial quartz oscillators 
(developmental devices are not included!). It is important to point 
out here that these parameter values cannot be simultaneously realized 
in a single commercial quartz device, and that the values for a typical 
high quality commerical quartz oscillator are usually about an order of 
magnitude worse than shown here. For example, a typical, high quality 
commercial quartz oscillator will have drift rate of about 1 x 10-10/ 
day. The value of < 2 x 10-11/day indicated in Table 1 can be realiz­
ed in a currently available quartz device, but the price tag is rather 
high, of the order of $lSk. On the other hand, a long-term drift rate 
of l~ss than 1 x 10-11/month is readily available from a rubidium de­
vice. This is about a factor of 60 better than the table value of 
2 x 10-11/day for the best commercial quartz. 

In summary, Table 1 shows that rubidium is one to two orders of magni­
tude better in each parameter listed, with the possible exception of 
short-term stability over periods of minutes to hours. Moreover, all 
parameter values given here are simultaneously realized in a small 
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TABLE 1 
MAJOR ADVANTAGES OF RUBIDIUM RELATIVE TO 

QUARTZ OSCILLATORS 

CHARACTER I ST I C SMALL COMMERCIAL STATE-OF-THE-ART PARAMETERS 
RUBIDIUM COMMERCIAL QUARTZA 

SHORT-TERM STABILITY PARTS IN 1013 NOT USUALLY SPECIFIED 
(MINUTES TO HOURS) 

LONG-TERM DRIFT < 1 x 10-11/MONTH <2 x 10-11/~ 

WARMUP TIME 10 MIN TO 30 MIN TO 
(25 DC AMB I ENT) < 2 x 10-10 1 x 10-9 

tv 
0 
0 

RETRACE (ON-OFF 24 HRS-ON) <2 x 10-11 1 x 10-9 

ACCELERATION SENSITIVITY < 8 x 10-12/G 8 x 10-10/G 

A THESE PARAMETERS ARE NOT SIMULTANEOUSLY AVAILABLE IN A SINGLE DEVICE, 

- -- _. --.- -- -- -- - -- --- --- --- --- --- -- -- -~-----------~ --
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commercial rubidium, whereas this is not the case for commercial 
quartz. 

MAJOR ADVANTAGES OF RB RELATIVE TO OTHER ATOMIC STANDARDS 

The main advantages of rubidium relative to other atomic standards 
are listed in Table 2. These advantages include small size, light 
weight, low power consumption and low cost. 

PHOTOGRAPH OF SMALL COMMERCIAL RB 

Figure 1 shows the size of a small commercial rubidium frequency stan­
dard. It is a cube that is 4 inches on a side. The pocket watch 
serves to give one a gut feel for the small size of this device. 

PHYSICAL CHARACTERISTICS OF COMMERCIAL RB & CS STDS 

The first two lines of Table 3 compare small commercial rubidium and 
cesium devices. These are the basic, no-frills units. Note that 
rubidium is 8 times smaller, 7 times lighter, uses ~ as much power 
and costs from 1/3 to 1/5 as much. 

The last two lines of Table 3 are for those persons who are interested 
in a bench or rack mount unit, including an AC power supply and a 
standby battery pack for uninterrupted operation in the event of a 
powerline failure. In this case, small size, weight and power con­
sumption are not of major concern, so no effort has been made to min­
imize these characteristics. 

By the way, hydrogen devices have not been included in this comparison 
because we are concerned here only with commercially available atomic 
standards; to the best of our knowledge, there are no commercially 
available hydrogen devices. 

SIZE COMPARISON OF TWO COMMERCIAL ATOMIC STANDARDS 

Figure 2 allows a direct comparison of the relative sizes of a small 
commercial rubidium and a small commercial cesium. For many years I 
did physics research in the area of atomic and molecular beams, with 
big, long, machines that filled up most of a room. For this reason, 
it is always amazing to me to see that it has been possible to make 
cesium standards as small as they are today. But, of course, the 
same is also true for present-day rubidium devices. In any case, it 
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TABLE 2 

MAJOR ADVANTAGES OF RUBIDIUM RELATIVE TO 

OTHER ATOMIC STANDARDS 

• SMALL SIZE 

• LIGHTWEIGHT 

• LOW POWER CONSUMPTION 

• GOOD SHORT-TERM STABI LITY 

• LOW PHASE NOISE 

• POTENTIALLY FASTER WARMUP 

• LOW ' COST 
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Figure 1. Small commercial rubidium frequency standard. 
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TABLE 3 

PHYSICAL CHARACTERISTICS OF COMMERCIAL RUBIDIUM AND 
CESIUM FREQUENCY STANDARDS 

SIZE WEIGHT 
(CU IN) (LBS) 

SMALL COMMERCIAL RUBIDIUM 67 3 

SMALL COMMERCIAL CESIUM 560 22 
RUBIDIUM/CES IUM x 1/8 x 1/7 

COMMERCIAL RUBIDIUM A 900 - 1400 27 - 38 

COMMERCIAL CESIUM A 1600 - 2400 57 - 75 

A INCLUDES AC POWER SUPPLY & STANDBY BATTERY PACK. 

B SINGLE QUANTITIES. 

-- - -- -- ---- -" -- -- -----------

DC POWER COSTB 

(W) (K$) 

13 4 - 6 

24 19 

x 112 x 113 - 115 

--- 7 - 10 

--- 20 - 25 

-~---~ ~ 
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FIGURE 2. SIZE COMPARISON OF TWO COMMERCIAL ATOMIC STANDARDS 
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is evident from Figure 2 that the small size of rubidium devices is 
one of their major advantages. 

-12 
MEASUREMENT TIME REQ'D TO REALIZE A FREQUENCY ACCURACY OF 1 x 10 

Figure 3 shows the time required to make a frequency measurement to 
1 part in 1012 using commercially available atomic frequency stand­
ards. In plotting these curves, we have assumed that the performance 
of the frequency standard used as the measuring device is the limiting 
factor. For each curve, the measuring device is specified to the 
right of the curve; for example, the measuring device for the upper­
most curve is a commercial cesium. 

In general, it should be obvious that the measurement time will depend 
on how good the short-term stability of the measuring device is; the 
better the short-term stability, the shorter the measurement time that 
is required. Because of the excellent short-term stability of rubi­
dium standards, the measurement time required to attain 1 x 10-12 ac­
curacy with them is very short. 

In discussing measurement time, it is important to understand that we 
are really dealing with frequency fluctuations over a given period of 
time, and that these fluctuations are statistical in nature. For this 
reason, it is necessary to make multiple measurements in order to re­
duce the statistical uncertainty. For example, 19 measurements are 
required to specify an accuracy of 1 x 10-12 to within ± 20 %. For 
the commercial rubidium having the best available short-term stab­
lity, this will require a total measurement time of 8 minutes. For 
the small commercial rubidium, 32 minutes will be required. When we 
look at the measurement times for the cesiums, we can see how good 
the rubidium times really are. One commercial cesium, a very commonly 
used one, requires a total measurement time of 1 day! A small com­
mercial cesium is available that requires only about half this amount 
of time, but this is still quite long when compared to the rubidium 
figures. 

Now, you will look at this graph and say, "but hey, wait, you forgot 
one of the cesiums!--the high performance cesium." Yes, you are 
right, the high performance cesium has good short-term stability -­
it is comparable to that of the rubidiums, but it is obtained at a 
price. It is obtained by increasing the cesium beam intensity by 
more than an order of magnitude, and this reduces the life of the 
beam tube. This reduced lifetime is reflected in the manufacturer's 
warranty for the beam tube. For most commercial cesiums, the war­
ranty is 3 years, but for the high performance cesium, the warranty 
is only 14 months. Here again, the cost factor enters: in general, 
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the beam tube replacement costs for any cesium are on the order of, 
or greater than the purchase price of a complete rubidium frequency 
standard. In the rubidium devices, the component in the physics 
package that is most likely to fail is the rubidium lamp whose re­
placement cost is only a few hundred dollars. Moreover, the manufac­
turers' warranties vary from 3 to 5 years on the physics package, 
which includes the lamp. 

To summarize, conventionaI cesiums require long measurement times to 
attain frequency accuracies of 1 part in 1012 . It is possible to buy 
cesiums that allow short measurement times, but they suffer from the 
disadvantage of reduced beam tube life and high replacement costs. 
Rubidium standards, on the other hand, do not suffer from these dis­
advantages. 

RUBIDIUM PHASE NOISE SPECIFICATION 

Figure 4 shows the phase noise specification for a small commercial 
rubidium. Low phase noise is important when mUltiplying signals in 
the MHz region up into the GHz region and beyond because the noise 
power increases by n 2 for a frequency multiplication by a factor of 
n. The specification shows that the single sideband phase noise is 
down by 92 dB one Hz away from the carrier, and decreases as 1/f3 

until the white phase modulation floor of -155 dB is reached at a 
Fourier frequency of 100 Hz. To the best of my knowledge, the phase 
noise spec shown here is better than that of any commercial cesium. 

EFFECT OF NUCLEAR RADIATION ON AN OPERATING RB STD 

One topic, about which not much information seems to be available, is 
the effect of nuclear radiation on atomic frequency standards. Data 
are now available for the effects of dose rate and total dose on 
rubidium frequency standards, and we present some of these data here. 

Table 4 shows the result of a recently conducted test to determine 
the effect of dose rate on an operating rubidium frequency standard. 
The ' unit tested is one of the Rockwell engineering models for the 
GPS satellite program. This unit uses an Efratom small rubidium 
physics package. The unit was exposed to flash x-ray radiation at a 
dose rate of about 4 x 108 rads/sec while operating. This dose rate 
was the maximum dose rate that could be obtained from the flash x-ray 
facility. There are two main results from this experiment. First, 
the radiation had a negligible effect on the physics package. Second, 
the accumulated phase error due to the radiation was < 1 nsec. 
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TABLE 4 

EFFECT OF NUCLEAR RADIATION (DOSE RATE) ON AN OPERATING 

RUBIDIUM FREQUENCY STANDARD 

DEVICE TESTED: UNSHIELDED GPS PHASE I RUBIDIUM SPACE CLOCK (EM3) 
LOCATION OF TEST : ROCKWELL INTERNATIONAL) AUTONETICS DIVISION) 

FLASH X-RAY FACILITY 

DOSE RATE: >3.8 X 108 RAD (SI)/SEC (MAX ATTAINABLE RATE) 

RESULTS 

• EFFECT OF RADIATION ON PHYSICS PACKAGE: NEGLIGIBLE 

• ACCUMULATED PHASE ERROR: < 1 NSEC 



ACCUMULATED PHASE ERROR FOR MOST SENSITIVE DIRECTION

The engineering model tested contained two radiation-hardened crystal
oscillators (VCXO's). The first VCXO was used in the primary loop
and was locked to the rubidium resonance with a loop time constant
of < 0.1 sec. The second VCXO was used in a secondary 10.23 MHz loop
that was locked to the first loop with a time constant of 21 sec.
The main effect of the radiation is to alter the properties of the
radiation-hardened VCXO's. This results in VCXO frequency changes
which are subsequently servoed out by the control loops (each VCXO is
locked,in effect, to the rubidium resonance). However, accumulated
phase changes will result if the VCXO frequency changes occur in
times short compared to the loop time constant; i.e., transient ef-
fects are responsible for the accumulated phase errors.

Figure 5 shows the accumulated phase error for the secondary loop.
The radiation burst occurred at t = 0 while the unit was operating.
After about 1 minute the phase stabilized with an accumulated phase
error of about 22 nsec. Under the same conditions, the accumulated
phase error for the primary loop was < 1 nsec. This difference may
be attributed mostly to the smaller time constant for the primary
loop and the fact that the rubidium resonance is essentially unaffect-
ed by the radiation. Here the important results are those for the
primary loop. Secondary loops are rarely used, and in any event can
be considered as a loop that is external to the actual rubidium de-
vice, whereas the primary loop is part of the rubidium device.

EFFECT OF 10 4 RADS ON AN OPERATING, UNMODIFIED SMALL COMMERCIAL RUBI-
DIUM STANDARD.

Figure 6 shows the effect of total radiation dose from a cobalt 60
source on an operating, unmodified, small commercial rubidium stand-
dard, essentially an Efratom Model FRK with high reliability elec-
tronic components. That is, the device was unmodified in any essen-
tial respect as far as its capacity to resist radiation was concerned.
The total dose of 10 4 rads was accumulated at a steady rate over a
1 hour period.

As a result of the irradiation, the frequency of the unit increased
by about 6 parts in 10 11 . This frequency change resulted from a
change in the characteristics of the electronics in the servo loop.
The photocell voltage, here labelled "Rb lamp voltage," changed by
less than 1 %. This shows that the rubidium lamp and the physics
package optics were essentially unaffected by the radiation. On the
other hand, the VCXO control voltage changed by 6 volts, indicating
that the VCXO characteristics had been altered by the radiation.
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This was not surprising, however, since the VCXO crystal was not de-
signed or selected to withstand radiation effects.

In summary: The physics package of a small commercial rubidium fre-
quency standard was essentially unaffected by a radiation dose rate
of 4 x 10 8 rads/sec, and a total dose of 10 4 rads, in independent
tests. For the dose rate of 4 x 10 8 rads/sec, the accumulated phase
error was < 1 nsec, and this occurred within 60 sec after the radi-
ation burst. For the experiment where the total dose was 10 4 rads,
there was a frequency shift of about 6 parts in 10 11 due to the ir-
radiation. However, since this was due to a change in the electronics
rather than to any changes in the physics package, and since the elec-
tronics in this case were not radiation hardened, this frequency shift
could be eliminated in a carefully designed device.

APPLICATIONS ESPECIALLY SUITED FOR SMALL, LOW-COST RB STDS

Most of the applications for rubidium frequency standards utilize one
or both of the two basic techniques listed in Table 5, namely, time-
keeping, usually in the sense of measuring precise time and time in-
tervals over periods up to about 10 hours, and also the generation
of spectrally pure and stable microwave frequencies having high sig-
nal-to-noise ratios using the method of frequency multiplication
from high quality low frequency signals.

Most of the applications peculiar to rubidium, as opposed to cesium,
utilize the small size and weight, the low power consumption, and the
low cost that rubidium provides. By far the largest application for
ribidium at the present time is the use of these standards for navi-
gation purposes in light and medium aircraft. We discuss this in
some detail below. A related application is the use of these stan-
dards for positioning and geodetic survey purposes. An example of a
positioning application would be locating the correct position at
which to place an offshore oil and gas drilling platform.

Another class of applications is the use of these devices for secure
communications systems; i.e., for military communications systems.
This is an application that is just getting started and of which we
will see quite a bit in the comming years. The area of secure com-
munications can be divided into two groups: The first is message
modulation and synchronous demodulation which uses the timekeeping
capability of rubidium devices. The second is the use of spread
spectrum techniques such as frequency hopping and pseudo random
noise phase modulation that require spectrally pure and stable micro-
wave frequencies with low phase noise, which is the second technique
listed above. Again, the small size and weight, low power consump-
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tion, and low cost make rubidium more suitable for applications of
this type which require portability, such as in moveable field sta-
tions and military aircraft.

A somewhat related application is the use of rubidium standards for
the synchronization of digital networks. This includes civilian, as
well as military uses. An example of this is the Datran commercial
communication system which uses rubidium standards for timing pur-
poses (R. L. Mitchell, "Survey of Timing/Synchronization of Operating
Wideband Digital Communications Networks," Paper 11, Session IV, this
conference (10th PTTI))	 The last two applications in Table 5 are
not especially suited to rubidium, except inasmuch as cost is a fac-
tor. In any case, these two applications are two of the more conven-
tional ones as regards atomic standards.

NAVIGATION APPLICATION--RADIO NAVIGATION (VLF - OMEGA)

In Table 6 we are talking about the use of rubidium frequency stan-
dards in VLF & Omega navigation systems. The users here are owners
and operators of light-medium aircraft. This includes both Lear jets
and helicopters. In this application, price is a very important con-
sideration. These types of radio navigation systems are typically
priced in the range of $40,000 to $50,000. By way of comparison, in-
ertial navigation systems sell for more than $100,000 and up. It is
worth noting that it is obviously impractical to use a cesium stan-
dard costing about $20,000 in a radio navigation system that sells
for $40,000. For this reason, the small commercial rubidium standard
is the clear choice for this application.

A conventional VLF-Omega navigation system, which does not use an
atomic standard, uses the hyperbolic method of locating position. In
this method, a minimum of 3 VLF and/or Omega stations is required.
Sometimes, radio conditions are such that it is not possible to re-
ceive as many as three stations. In this case, the accuracy of the
system is greatly degraded. Even if three stations can be received,
it may not be possible to obtain an accurate position determination.
This depends on the geometical positions of the stations relative
to the aircraft and the signal-to-noise ratios of the received sig-
nals.

A VLF-Omega navigation system that uses a rubidium standard does not
suffer from these disadvantages. The inclusion of the atomic stan-
dard in the plane's navigation system allows the rho-rho navigation
method to be used instead of, or in addition to, the hyperbolic sys-
tem. The main advantages of the rho-rho system are that it is sim-
pler to implement and is more accurate under adverse conditions.
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In the rho-rho method, the distance to a radio navigation station
having known position is determined by measuring the time T that it
takes for the radio signal to travel from the radio station to the
aircraft. The distance X from the station to the plane is then giv-
en by X = C-T, where C is the speed of light. The distance of the
aircraft from the radio station defines a line of position (or locus)
that is a circle of radius X with its center at the station. If the
distances from two such radio stations are known, then we will have
two such circles, one centered on each radio station. The aircraft
is then located at one of the two points of intersection of the two
circles. In this method, the distance error, delta X, is related to
the time error, delta T, by the equation shown in Table 6, where C is
the speed of light. In this equation the time error, delta T, is the
accumulated time error of the atomic clock since the aircraft left
its point of origin (point of clock synchronization).

Even if the atomic clock has a large average frequency offset, the
navigational accuracy is still quite good. For example, suppose the
average frequency offset of the clock were as large as 4 x 10-10.
Then the accumulated time error over a 4 hour period would amount to
approximately 6 microseconds, and this would give a distance error of
only about 1 mile. It is interesting to compare this navigational
accuracy with that attainable by inertial navigation. For inertial
navigation, the error would typically be about 1 mile for every hour
of flight time, or about 4 miles in 4 hours! The rho-rho method is
therefore capable of greater navigational accuracy at considerably
lower cost.

FUTURE IMPROVEMENTS IN SMALL RUBIDIUM STANDARDS

Table 7 shows some of the improvements that can be expected in rubi-
dium frequency standards in the future. We can expect the size to
decrease by about a factor of two from the present small rubidium
size of 1 liter. This will be accompanied by a weight reduction of
about 40 % and a power reduction of about a factor of 2. In addi-
tion, we can expect warmup times to decrease further, by about a
factor of five for a room temperature ambient. At -55 oC ambient,
warmup times of less than 5 minutes should be easily possible.

The temperature sensitivity will be less by at least a factor of 4.
At the same time, it should be possible to reduce the sensitivity
to changes in barometric pressure by about an order of magnitude. As
quantities increase and manufacturing techniques improve, the price
will decrease at the same time. It is difficult to predict this
with much accuracy, but a price decrease of approximately a factor of
2 is reasonable to expect.
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To summarize: The main improvements will be in the areas of size,
weight, power consumption, warmup time, and environmental sensitivity.
other characteristics will either also improve, or else remain about
the same as they are now. This should result in a wider range of ap-
lications and concomitant lower prices.
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DISCUSSION FORUM: ATOMIC FREQUENCY STANDARDS

HYDROGEN

Harry Peters, Sigma Tau Corporation

The things that I would like to compare hydrogen to, today, are not
NBS-5 or 6 or the latest basic standard or NRC absolute standards, which
are in great array here now; but with respect to present and future
commercial cesium and rubidium because this is what I think is missing
as far as hydrogen devices are concerned as has been pointed out today:
they need to be available before they are going to be useful.

All the hydrogen masers today either originate in government labora-
tories, are government built, lent, or supplied, or are carefully tended
antiques. And there are many examples of people desperately using
hydrogen masers today. But there are lots of data to substantiate the
performance on operating characteristics, to document their performance,
present and potential, and improvements that may occur.

I am going to show two viewgraphs now to illustrate a couple of
additional points.	 Now this viewgraph is rather a rough one. I apolo-
gize for it.	 It illustrates the rubidium and cesium passive standard
systems and hydrogen maser active system.

I am only showing them--not for a course on how beam tubes work and
masers oscillate, but rather to illustrate the relative complexity of
the systems.	 And for this purpose, both rubidium and cesium are well
known to be resonant devices. 	 But each of these devices needs a
source of atoms. You have power input and instrumentation.

Then you have a crystal oscillator, which is multiplied up, if you
are using a synthesizer system, to the resonant frequency. And you sweep
the resonance by using a modulation frequency. You detect it synchro-
nously and lock the crystal on.

Now let us look at the active hydrogen. You have a similar source,
power input, instrumentation. 	 You have an active maser oscillator, so
it is a case of having a good low noise receiver to lock on to a coher-
ent output. You have again the crystal oscillator and a number synthe-
sizer to get the local oscillator. And you lock on the crystal using a
VCO, and you have again the standard frequency output.

Now all of these electronic systems are really becoming very simple
today, and electronics and instrumentation and power are of comparable
magnitude, cost-wise, complexity-wise, and so forth. So they should not
be large factors in future availability.
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They are now because hydrogens have not been commercially developed.
They have not gone through a large production run, and there has not
been a lot of reliability work done. Most of them have been built by
scientists in laboratories.

Let me carry on with the next viewgraph please. This viewgraph
gives my own opinion, and I hope others, of the particular features of
the hydrogen maser. I have just listed them. These are the only two
viewgraphs that I will show.

First, it has the obvious stability characteristics, which for a
long-term operating device are really outstanding and fundamental.
Their reproducibility is exceptional. Now I intend this to illustrate
it is better than any other device of the two types which I am comparing
with. And basic accuracy: It is well known that hydrogen masers repro-
duce the cesium frequency to a factor of five or ten better than commer-
cial cesiums, and in that sense they are a better basic standard.

This partly arises because of intrinsic reproducibility of the
hydrogen frequency. If you look at the cost of the hydrogen maser per
part in 10 15 , you will find that it is several orders of magnitude less
expensive than other standards where you need them.

The same is true of cost per year. The amount of hydrogen used to-
day in a maser is trivial. The pumps last for decades, and you don't
necessarily have to take them apart and replace the insides if the
cesium becomes depleted or,contaminates the tube.

They are simply active oscillators, and they can be made passive
incidentally. There is work going on today in at least two laboratories,
successful work with passive masers. But we all have our enthusiasms in
this regard.

Reliability and longevity have been shown by papers which have been
published. We don't have as much information as we would like because
they aren't available in great numbers and for the reasons I mentioned.
They are technically well developed.

The last point, I think, is quite obvious. They are not commer-
cially available, so it is sort of unfair of me to compare hydrogen
masers with commercially available rubidium and cesium. However, I hope
perhaps you can say I am comparing them as future ones.

Let me go right on into applications. I am not going to go into
detail. I think that a lot of this detail has been gone over today, and
everyone knows where you can use parts in 10 14 , 10 15 , etc. and perhaps
where it isn't needed.
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We need them of all places, obviously, where rubidium or cesium are
not less costly, or are not adequate for the application. For example,
a very important application is that a given hydrogen maser--you might
want two actually for redundancy--can replace a very large cesium en-
semble in principle in basic timekeeping systems. Of course, you have
military and NASA ground stations, navigation and communication sta-
tions, time and frequency calibration labs, astronomy, VLBI, geodessy,
and other scientific and military uses.

Next I would just mention a couple of words about future perform-
ance. We have at least three laboratories that are either at or pushing
into the parts in 10 16 region for certain averaging times. And I would
like to point out that some of this work is being done with masers which
have aluminum cavities, and other masers have dielectric cavities with a
similar performance.

Now, with regard to the types that I have been using, I am not
really an advocate of aluminum basically; however, it is not clear that
the instabilities are due to temperature in many cases. I would point
out that in the future I expect in the aluminum type, by using subsidi-
ary dielectric materials, that you can easily get a factor of 50 in
principle and you get down into the part in 10 16 region in stability
just due to the further lack of pulling, due to cavity pulling.

As to size, there are new approaches available. They have to be
proven in the laboratory, and most of you know about these attempts.
But the best standard is, in principle, the largest standard, and that
is all I will say about that.

The future availability depends entirely, of course, upon getting
well-known state of the art into private industry. You cannot sell,
distribute, support, or go around in the field and have people to main-
tain or have wide usefulness in a hydrogen maser standard if they are
built in specific scientific laboratories and don't go through the
disciplines of the production cycle.

Just one more point I should make. There is one place in the world
today with significant private investment to achieve both active and
passive hydrogen maser frequency standards.	 It is not in the United
States. It is a well-known company in Switzerland, Ebauches. And if
there are any further questions regarding the work there, I would refer
you to Dr. Busca, who is present today.

I think that we will see hydrogen masers in the future in the United
States. I personally think that, unless we can get some way to sti-
mulate availability of commercial standards in the United States, there
is a high probability that we will have Volkswagon hydrogen masers, Le
Car hydrogen masers, Toyota hydrogen masers, etc. It doesn't appear
that we are going to have any Ford, General Motors, or Hewlett-Packard
hydrogen masers in the near future.
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OPEN DISCUSSION: FORUM ON ATOMIC FREOUENCY STANDARDS

DR. HELMUT HELLWIG, National Bureau of Standards:

I would like to thank all of the speakers.
cussion, Raymond (Besson), could you join
sort of competing standards concepts, and
this panel.

Let me first ask simply, does anyone
have comments on what anyone else has said?

DR. RAYMOND BESSON, E. N. S. C. M. , Besancon, France:

Before we open the dis-
us. You know, we have
that is the purpose of

here agree, disagree, or
Raymond, you are first.

Immediately I have a comment. I will say to Dr. English that I per-
fectly agree with his positive statement about the rubidium. And I
really enjoyed the talk and the work in this area. But I do not
agree with his negative statement about quartz.

You say you do not have available data about short-term stabil-
ity. Well, if you don't, measure it. You should also take into
account the last results, at least the last commercially available
results. You say I don't have the numbers. You pointed out....

DR. THOMAS ENGLISH, Efratom California:

Why don't I just put it on the viewgraph. It is right here.

DR. BESSON:

Okay.	 On short-term stability, I would like to see some figure,
whatever it is. Okay.	 Long-term drift, I would say I agree with
the commercially available number.

MR. ERNST JECHART, Efratom California:

It is important. It means only commercially available.

DR. BESSON:

Yes.	 Okay. But you know I simply would not like to make a too
partial point. I would like simply to see some figures for the
short-term stability. Warmup time can be discussed. But, for in-
stance, for acceleration sensitivity, I just stepped out here during
the session and saw companies just giving some sensitivity data
which is not 8 x 10 -11 /g.	 So I think I would like some of those
numbers, you see, to take into account the last data.

Also about the compensation, Don Emmons pointed out some
results and compensation devices that are also available in France.
It has been three years since Valdois did his work. And really I
don't believe we come out with this terrible acceleration sensiti-
vity right now, at least in France.
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DR. ENGLISH:

This was based on commercial quartz oscillators that are available
right now and represent, I felt, the state-of-the-art parameters.
Now I don't promise you that I have the exact correct value in every
case. I really honestly tried to give good values here. Now if the
acceleration sensitivity is too high, I would appreciate it if you
would correct me.

But these are commercial units.	 I am not talking about the
state of the art for quartz in laboratories.

DR. BESSON:

Oh, naturally, but you should, I think, give a number for short-term
stability because this is available on commercial units.

DR. ENGLISH:

Well, I did mention that usually the best I knew was parts in 1013
when it was specified. Usually it is not specified over 100 seconds.
See, I have over here short-term stability, minutes to hours. 	 I
know it is usually specified out to 100 seconds. 	 Beyond that I
don't know.

DR. BESSON:

You know the point--it is always very difficult to make such compar-
isons because it can always be discussed. It is, rather, a feeling.
Negative statements always lead people to drop some effort, and I
believe, like I said in my talk, that there are many routes availa-
ble. Don't make the people throw away the quartz oscillators.

DR. ENGLISH:

Well, I don't think we are going to throw away quartz oscillators
because they obviously have advantages. But this was supposed to be
a parochial presentation.

MR. JECHART:

Tom, I would also like to say that it is not fair to compare a com-
mercial rubidium unit with a crystal that is in a laboratory. If we
reverse this we can make a much better statement for rubidium. What
we have done is....

DR. BESSON: I perfectly understand, but....

MR. JECHART:

Yes, but you said it was a negative statement. I don't believe....
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DR. BESSON: Negative, yes.

MR. JECHART:

It is not negative. It is what you call negative. Please tell me
one company that produces crystals on the market with a better value
than 8 x 10 - 10 /g? One company? I don't know of one with a better
value because we said commercially available.

DR. HELLWIG:

Maybe we should reduce the discussion at this point from what could
be done in the future to what is available now.

DR. C. C. COSTAIN, National Research Council of Canada:

I just want to take one crack at Harry Peters here. We promised
each other that. And this again is not connected with commercially
available units, but with bringing things out into the open. Since
I came into this business six years ago, Dr. Guinot and others have
been pleading to have hydrogen maser clock measurements reported to
the Bureau International de 1'Heure (BIH) so that some evaluation
against the international standards can be made. I would hope--we
haven't seen it yet--that next year, three or four masers will have
made ten months of reports (because they always come back 60 days
late) and that at the next PTTI, we can have results on these masers
that have been reported to the BIH so that some evaluation can be
looked at.

MR. HARRY PETERS, Sigma Tau Corp.:

That is terrific, yes. I would like to see that also. However, the
people that have been making hydrogen masers have been very few.
And the evaluation and distribution of these standards to
organizations makes it almost impossible.

Actually, I am not in a position to help with such a thing. I
think there is some discussion of the possibility of Goddard masers
being compared with TAI and so forth. Now, as to whether hydrogen
masers have been observed, they have been observed for months, eight
months or up to nine months, and for three months at a time in
comparison with cesium ensembles, and have done remarkably well.

It is very difficult to confirm whether a great number of
cesium clocks have been stable or hydrogen masers have been stable.
So there is no doubt in my mind that there are a lot of data, both
maser to maser and also internal data. It is done in our labora-
tory, of course, and it would be preferable to have everybody in the
world look over the data. However, I believe in it, and they are as
stable as theory predicts.

There is no opportunity to do what you say until we have sever-
al units which have gone through the discipline of being produced
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and have the support, and other people can do it. Because the
people who develop these, make them, invent them, cannot possibly
take up the whole job of your organization, and compare them with
TAI. It is an impossible burden, and I hope others will do that
when and if they ever get masers.

Now, could I continue on to comment since Dr. Costain has
opened the door.

MR. PETERS:

I want to thank you particularly for predicting presently unobserved
effects in hydrogen masers due to magnetic effects. Actually, our
holes get smaller as the size of the shields get smaller, and they
are smaller than some have told about in magnetic shielding calcula-
tions and some of the later designs of masers, such as a spacecraft
maser and another design which has been proposed. They are only
about 0.4 inch.

Typically, these designs have been approached rather carefully,
and we are already down to inches for bulb state selector distances,
for example.

DR. COSTAIN:

It is not the holes. It is the material I am concerned about.

MR. PETERS:

No, no. I am going to relate to that in just a moment. As a matter
of fact, you can easily evaluate the inhomogeneity shift in hydrogen
masers through several well-known techniques. They have been pub-
lished, and the effects do not create either an inaccuracy or a
resetability problem.

I don't anticipate that we are going to make hydrogen masers an
order of magnitude smaller than they are now, so it is not going to
be an order of magnitude change.

I would like  to make one last comment since I still have the
opportunity. I wish you could have put your enthusiasm and your
talents and your opinions originally into hydrogen because I think
we would be much further ahead in hydrogen technology than we are
today.

DR. COSTAIN:

We have a couple of the ancient masers that you referred to in
Ottawa, vintage 1965.

MR. PETERS:

I have pictures of them.

230



DR. COSTAIN:

When the cesium program is finished, we fully intend to see if we
can do better in hydrogen masers.

DR. HELLWIG:

Maybe I should make a comment here and conclude this part of the
discussion. It is, I think, a perennial battle within every lab. I
saw it go on at NRC, PTB, NBS, and, I think, in a derived way, at
some, say, non-standards labs as well. You have certain tasks you
have to do and that causes you to order priorities. And you are not
always doing what from a purely technical viewpoint is the best
choice. I think that goes for almost any decision we are making.

Let me change the topic slightly. It is very close to what we
have started on. In many peoples' minds, again back to the systems
designer, the user, etc., there is always a ranking of standards.
Sometimes the ranking goes hydrogen, cesium, rubidium, crystal.
Sometimes the ranking goes in reverse. It depends upon your require-
ments and how you look at them.

We, I think, have not fully addressed that yet in the formal
presentations or in this discussion. Where are the actual niches
for present day hydrogen, rubidium, cesium, crystal? And where are
the potenti al ni ches? I' 11 ask Harry f  rst.

Hydrogen definitely produces the best numbers. There is no
question in terms of stability. What in your experience are the
present customers, and what are you seeing as customers, either
based totally on this exceptional stability performance of hydrogen
or maybe on other qualities of hydrogen as you see them? In a
nutshell, who needs hydrogen, now and in the future?

MR. PETERS:

I think that the answer lies in the fact that you don't absolutely
need it, but it would be more economical to use it, and you would
have a better system if you used it, and it would take fewer com-
puters and fewer people if you used it. 	 You would have better
navigation.	 Maybe you don't quite need it, but it has many
practical advantages.

I think the users are obviously time and frequency organiza-
tions such as your own, and also international timekeeping organiza-
tions where it has been cited by others that it would be desirable
to have a comparison standard for the present cesium ensembles.
Perhaps it is more clear now since we have got better accuracy than
we had before. But actually, absolute accuracy is what determines
our long-term knowledge of our frequency drift of any group of
standards. It is not an ensemble of commercial devices which are
not in themselves absolute in the sense that they can be evaluated.
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So we have that application. I think that for certain naviga-
tion systems, Loran-C, Omega, they may develop needs as the capabil-
ities of timing and frequency and communication systems evolve into
the future.

Certainly, many applications of which I can't possibly be
aware, military, mobile, and so forth, are possibilities. All of
the NASA tracking stations, many of them, particularly DSN.

Incidentally, I think 75% of the hydrogen masers being used
today, such as our old H-10's and many of the laboratory devices
such as those Dr. Costain referred to, should be replaced with
something that is a little more modern. And I am sure he agrees
with me. I think I could go on. I think many university labs....

DR. HELLWIG:

Do you have a rough guess as to how many hydrogen masers are not
only in existence but actually being used?

MR. PETERS:

I'm sure that if we counted carefully and not only in the Western
countries, we would find 50 or 100 of them, something on that order.
And there are more in the Eastern countries because they started out
with more enthusiasm in this direction, I believe, than we did. At
least, in Russia, their basic standards were originally hydrogen,
and now they have come over to cesium.

Then there is geodesy and astronomy, and ULBI of course. Any
system that needs phase coherence, where you have to resolve to 1010
cycles, one radian or a small fraction of a radian, really needs
this type of standard. And if you can maintain this over a day's
time, of course, and over long periods of time, you don't need to
resynchronize.

I'm sorry.	 I've gotten away from customers into performance
again. Did I answer....

DR. HELLWIG:

Yes, you really answered that question.

MR. JECHART:

What do you think is the price if it is available for commercial
use?

MR. PETERS:

I think the electronics will basically be the same price as the
electronics for your rubidium cell, almost.

MR. JECHART: Really?
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MR. PETERS:

We have synthesizers on one board; they are operating and work beau-
tifully. You have shown all your beautiful electronics. There is
so much large scale integration. Temperature controls are a couple
of very inexpensive IC's, for example. Power supplies are commer-
cially available.	 They have just been put together by high-priced
scientists in the past. Basically, the electronics part is not ex-
pensive. The large parts are made of aluminum, and if they are made
in production, they will come down by a factor of who knows--two,
three, five, ten, depending on how many. We are never going to make
them like automobiles, of course.

MR. JECHART:

Do I understand you correctly, that you can make it much cheaper
than cesiums?

MR. PETERS:

I think we can make the price comparable. I think we would probably
put into the hydrogen things that cesium doesn't have because it
(hydrogen) is inherently more reproducible and also has higher
resolution on the C field. And you would want to, with the short-
term stability, have much greater resolution on the synthesizer.

So we have put in a couple of little things that really make it
this much more useful than the cesium would be because of its
(cesium's) high-shot noise.

I think you can bring it down significantly in price, but with
the fluctuation of the dollar and so forth, I don't want to say what
it is going to be.

DR. HELLWIG:

I wanted to ask the same question about rubidium. Who needs rubidi-
um now and who will need it in the future? But I think Tom English
answered that question to a large degree, so I will modify it.
Please answer this question with a special twist of thinking of
either simpler or higher performing rubidiums, which I think Tom did
not really address. So sub-question "a," is: Can rubidium be so
much improved that it really competes on the level of present day
cesium, maybe even hydrogen? Then, I think, the answers would be
the same as those given by Harry for hydrogen, and you would have
direct competition between the standards.

MR. JECHART:

I would say it is not a simple question.
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DR. HELLWIG:

Sub-question "b" is: Could you even further simplify the rubidium
to the degree that applications open up where, as I tried to point
out this morning, at the present time, you have difficulties in
coming up with standards at all. What is your answer?

MR. JECHART:

The answer to the first question is yes. We have experimental data
that were not discussed here. And the data show that we can go
close to cesium. This is what I believe, what my experience shows.

DR. HELLWIG:

At no great increase in complexity?

MR. JECHART:

No. The answer to the other question is yes because with modern
electronics, you can make it much cheaper and smaller, as you can do
with everything. But because the rubidium physics package alone is
already so small, it makes sense to make an electronics package much
smaller. Tom showed, on the last graph, what we believe is possible
in this area.

DR. ENGLISH: Factor of two or so.

MR. JECHART:

Yes, and this is really what your second question was, I think; and
of course much cheaper.

DR. HELLWIG:

Let me repeat what I think was an important point with regard to
rubidium. As contrasted to hydrogen and cesium, the electronics is
the bulk of the size at this point. So that gives a totally dif-
ferent attack angle for the designer of the clock.

MR. JECHART: Yes.

DR. HELLWIG:

Cecil, the same question. 	 Where is cesium used, where will it be
used, and where do you think fundamental improvements could be made?

DR. COSTAIN:

Well, I think in any of the standards that any step in accuracy that
can be achieved is immediately saleable. I don't think there is any
question there, and it is just a question of commercial viability.
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In cesium, certainly, there are going to be limitations. I think it
is almost inevitable if you reduce the size, you are going to reduce
the accuracy.

We thought we'd see if we could put one in a watch one day, but
we didn't get very far. The magnets might go in a watch, but the
microwave source is a little difficult. But perhaps you could come
down in size and not sacrifice the accuracy totally.

What we have done in the lab is perhaps an experiment in prac-
ticality. We don't know yet. We will hopefully know next year if
you can match, in one device, what you can do by averaging 100
commercial units. In that case, there might be requirements in
ground navigation, or you might say absolute indexing, although I
think it is more fun doing the indexing by satellites, and I hope we
can discuss that on Thursday.

DR. HELLWIG:

Thanks, and finally, Dr. Besson, you get your chance. Crystals.
You should not talk about commercial crystal but about some fancy
devices of the future. Will they wipe out atomic standards? If so,
how?

DR. BESSON:

First, I would still go back to normal units and point out that
quartz crystals are still the work horse in frequency and time
measurement systems, since almost any device has a good quartz
crystal. That would be my first point. I should have said it
sooner.

DR. HELLWIG:

Excuse me. That means if the world is populated exclusively by
atomic standards, which I think is nonsense, that there would be at
least an equal number of crystals?

DR. BESSON:

Yes. That is exactly what I mean.

MR. JECHART:

I don't know if atomic standards always need a crystal.

DR. BESSON:

Yes. So that would be my first point. Second, it is always very
difficult to speak about the future because one has a tendency to be
optimistic. But I believe in some qualities of the quartz oscilla-
tor. It is a low-cost unit. It is low volume and can be operated
with low power. At that point, I very strongly believe that the g
sensitivity will remain a problem for quartz units.
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It all depends to what extent. I would say that down to some
parts in 10- 11 /g, I don't see any problem right now. And it is a
very important point because some years ago, this was still a prob-
lem which was not solved at all. And it is a very difficult one
because you do need theoretical stuff of high level. And you do
need to realize it experimentally; it is not enough to make nice
calculations.

So I can tell that we solved the question in France. We made
our first low-g-sensitivity resonator, very low-g, one year ago.
This is done, and you can reproduce it very well. Of course, if you
would like some g sensitivity down to 10- 12 , that is another step.

So the next question, "Will it be a huge market or not?" I
don't believe I can answer. I am working in a research lab. But I
believe that those numbers could certainly bring some customers.

MR. JECHART:

I feel what is important here is not what you say you can do, but if
you do it. Of course, I am sure you can, but if you compare later
on what is important for a customer, it is really the price also.

DR. BESSON:

Okay, I already said that the price of the unit we are evaluating
right now should range, at least for as far as I can see, from a
factor of 1.1 to 1.7 of the price of regular units. But we don't
believe there will be a large increase in price.

DR. HELLWIG:

Excuse me. Less than a factor of two increase in the complexity of
manufacturing, right? As compared to normal?

DR. BESSON:

Yes. And also you do have to know some features--I am speaking now
about the new crystal--which are very nice, like frequency adjust-
ment, which allows you actually to get rid of, to a certain extent,
the series capacitor. It is too soon to say things now, but I
believe that there is some kind of hope for the very near future.

DR. HELLWIG: Questions?

DR. VIG:

As a quartz crystal man, I was very happy to hear Raymond Besson de-
fend quartz crystals. And I think also he is being much too modest
as to what the future holds for quartz.

Those numbers that you mentioned before for commercially avail-
able crystals were all numbers for singly-rotated, either AT or BT
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cut crystals. For those of you who are atomic and molecular fre-
quency standards people, there is a revolution taking place in
quartz crystals in that the double-rotated cuts, in particular the
SC cut, are known to be much less sensitive to stresses than the AT
cut. And this has produced improvements in short-term stability,
which was reported already at the Frequency Control Symposium last
year. And also this morning, it was mentioned that stabilities of
10- 14 per 100-second averaging time, I believe, were achieved
already.

I would also like to point out that the crystals that were men-
tioned, as far as being commercially available, are usually manufac-
tured using technologies which are 10 to 20 years old. And there
are some technologies that have come along in crystal fabrication,
such as in cleaning and packaging, which again will probably produce
orders of magnitude improvements in long-term stability.

I would also like to mention that even though the long-term
stability mentioned in that chart and in the HP catalog, for in-
stance, is like  4 or 5 parts in 1 0 10 per day, it was mentioned by
Jack Kusters at the last symposium, for instance, that the actual
crystals are aging in parts in 10 12 per day. Even though they are
not going to guarantee that in their catalog, the actual units do
age parts in 10 12 per day, and that is still for a singly-rotated
crystal, where most likely the dominant aging mechanism is in the
stress relief.

If you can use the most modern fabrication techniques for eli-
minating contamination plus use the SC cut for eliminating stress
effects, there is every reason to believe that orders of magnitude
improvements in long-term stability will result.

DR. HELLWIG: Is there any comment from the panel?

DR. BESSON:

Well, as a fact right now, I think we know very well a way of making
SC crystals; for instance, their g sensitivity would be less than 5
x 10- 11 . And that is not one crystal. That is a lot of them. And
then you can compensate if you don't like this 5 x 10- 11 . And I do
believe that more improvement can be made.

I think that the quartz business is really at a turning point.
I.pointed that out in my talk. For 20 years, for some reason, there
were some kind of asymptotic performance that caused people to maybe
be less interested in quartz. But I believe this is going to change.

DR. HELLWIG:

I think I know the reason for the 20 years. I can quote correctly,
I believe, Don Hammond of Hewlett-Packard, telling me that the
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advent of atomic standards stunted further scientific and advanced
engineering development of crystals. That was 20 years ago.

DR. BESSON:

I really think that this is true, for instance, when I think about
the techniques that John Vi g has developed right now. There is an
incredible amount of work that is being done now, and we are just
ready to gather the benefits from that. And there is this technique
of John's where the packaging of crystals can really bring much in
the result and stability and drift per day. And one day I think we
will put all those techniques together. We would like to use more
of your new packaging or chemical etching and things like this. I
believe it is time to do it, and I believe that the results will be
surprising. So I perfectly agree with John.

DR. KAHAN:

I would like  to argue that same area that John Vi g and Dr. Besson
are arguing. Personally, I see rubidium becoming obsolete very
shortly.

We have to understand that the standards are competing against
a moving target. Now what you have heard today or at the previous
symposium is tremendous development both in quartz oscillators and
resonators, and performance. In terms of cesium standards, what we
have heard the last few years is not so much development in terms of
performance, but development in terms of operational parameters,
cost, size, and system limitations.

From what we have heard in Tom English's first paper, which is
a complete contradiction to his second paper, for example, is that
in one case he is concentrating on taking on the cesium market. And
yet his last slide in the second paper is the possible improvements
that can be done in rubidium, which doesn't mention long-term sta-
bility at all. What he mentions very properly is weight, power, and
warm-up in terms of airborne navigation. And in that respect, I
think that market will disappear as soon as the quartz oscillators
become available.

I think that in that respect, cesium is moving ahead and quartz
is moving ahead, but I haven't heard anything either today or at the
Frequency Control Symposium which makes me believe that rubidium
wi 11 soon be a val uabl e standard a few years from now.

MR. PETERS: Could I give a word for rubidium?

DR. HELLWIG: Yes, I need a word for rubidium right now.

238



MR. PETERS:

It is probably not well known, but some of my first work in graduate
school was with rubidium cells and spin exchange. So you are
forewarned.

Actually, it seems to me that quartz crystals are very good
when you need them. They are never going to disappear. It seems to
me also that for the very long term, atomic standards are always
going to be better than mechanical standards.

MR. JECHART:

You say that right. It is a mechanical resonator, and I feel that
this is a limitation you don't really have in an atomic standard.

I'm not sure you said the aging was much better. So of course,
you can find the same thing in rubidium. We have rubidium standards
that don't age, but the important thing is what you can tell a
customer you can guarantee--and here I feel is the limitation.

What I heard regarding crystals is fine  because you now use a
new technique and you can make improvements. But first, what is the
price? Is it economical compared to rubidium, and what is the
advantage? I feel we here in this room should really discuss this
fairly in a technical way. And I think this is possible.

Back to the crystal: Of course, for me, the limitation is the
mechanical resonator. This is what I believe.

DR. BESSON:

I would not like to make any negative statement about rubidium stan-
dards. The first question is, what do we need and what do we want?
And we ought to know what is available.

I really find once more that, you know, one should not make any
negative statement. I think it would stop progress for a while.
The same thing is true if you say, "Well, bulk devices, that is
okay, but you have got saw devices now, and bulk devices are going
to die."

MR. JECHART: Look, what I am saying is.....

DR. BESSON: You may be wrong.

MR. JECHART:

I am sure it can be much better with the new technique. On the
other hand, look at the rubidium field.  It was also the same way.
Nobody really spent money in this field, and nobody worked on this
(basic advances). And I am sure the rubidium situation could be the
same as you are doing now with crystals. 	 You can always make
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improvements.	 I feel it (rubidium) is not limited. This is what I
would like to say.

DR. HELLWIG:

Well, we have come back to the old point, I think, of having a need
for something, and only then will it be produced in adequate numbers
with adequate performance characteristics. It will be produced if
it can fulfill a need which the other devices cannot fulfill under
the same conditions of, say, size, power, performance, warm-up,
cost, and so on.

I think the question, put differently, is that some people here
think that crystals can assume certain characteristics which were
not possible before and were only available at a reasonable price
from rubidium standards. But I think it is probably too simplistic
to think that that makes rubidium unnecessary, for reasons which
were stated already. And I think the same is true for cesium and
hydrogen......

MR. JECHART: Yes, every one has a place.

DR. HELLWIG: Andy Chi has a comment.

MR. ANDREW CHI, NASA Goddard Space Flight Center:

I would like to first commend the panel members. That is, the pre-
sentations were parochial and also very interesting. However, one
should realize the different types of atomic standards, including
crystal oscillators as oscillators, which are competing, are not
really the same. They have a certain amount of common character-
istics. It is hard to believe that one can be substituted for
another if a sophisticated user has genuine need for a particular
type of standard with particular specifications. Most likely, he
would be dictated to use one type, perhaps two. But they are not
all the same, which is the impression that is given.

The other point I would like  to make is the fact that in the
applications, it is very hard to identify a particular application
for a particular type of standard unless one can specify the re-
quirement needed for the application.

One can conjecture and guess. This almost brings back to mind
when cesium standards were developed. The estimated number of po-
tential sales was 50. And you can see that now the number of sales
of cesium is more than 50. And of course the same would apply to
hydrogen masers.

Now rubidium by itself has its own use. In short, I am not
sure it would be replaced by a crystal ocillator. In the same way,
crystal oscillators will never be replaced by atomic oscillators.
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DR. WINKLER:

I think Mr. Chi has stated a very important point. I think one can
make a case that, at the moment, about ten hydrogen masers are being
built and sold per year, about 100 cesium standards, about 1,000
rubidium standards, about 10,000 quartz crystal oscillators of the
quality which goes into a frequency counter or similar type of in-
strument, about 100,000 low-quality quartz crystals per year, and
possibly a million going into the quartz crystal watch industry.

So, why are these standards or these oscillators being used in
these almost decades of orders or quantities? I think there is a
very good reason for that, and that is that each one of them has
certain performances which attract a certain clientele.

I am very pleased to hear that, in all of these devices, very
interesting and most promising progress is being achieved. Now if I
may add a few other comments, going back to some of the other things
that have been said before, I think there is one misconception in
regard to the lifetime of the high-performance cesium beam tube.

It is true that there has been a higher failure rate of those
than the regular ones. But I believe that it cannot be an intrinsic
great difference in lifetime because we have several of those stan-
dards performing very well after five and six years. And so I think
we have to distinguish manufacturing and quality control problems
which seem to have existed from intrinsic problems because the first
ones eventually get straightened out. The second ones require a
different design or engineering approach.

Regarding the magnetic comments of Dr. Costain, I really wonder
whether you are talking about final limitations coming from the
shields or coming from the random remagnetizations, random magnetic
reorientations of the total material in your transition regions.

DR. COSTAIN:

Yes, the total material, of which I think the shields are the most
important. But speaking really not of the shielding but of the
shields themselves, we have found, by monitoring along the length of
the tube, really unexpected changes in the field.

DR. WINKLER:

But then I think we have arrived at the paradox that, if I assume
your numbers are parts in 10 15 for the long standard and parts in
10 14 for a two-meter beam, a normal so-called commercial standard
ought to be not better than parts in 10 12 . And this is a little bit
difficult to conceive.

I also think that these effects are not borne out by the exper-
ience with hydrogen masers, as I think Harry Peters has already
hinted at. I feel there may be something else or a different kind
of manufacturing.
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Incidentally, that brings me to that question of terminology.
Wouldn't it be better to not distinguish oscillators or clocks by
the particular way in which their development has been financed, but
by the difference in manufacturing. Here we talk about a laboratory
device or industry- produced device, which I think is a more signi-
ficant difference than to talk about commercial and .... I don't
know what you would call the other one. I think the distinction is
one that has to do with which way do you manufacture them because
there are some individually built devices in an industrial environ-
ment that have performed exceedingly well. In fact, one-half of
NBS-4 actually originated this way (by industry-production). Isn't
that true, Dr. Hellwig?

DR. HELLWIG: (Nods affirmatively)

DR. WINKLER:

So I don't know. Regarding the contribution to the BIH, Dr. Costain
does not read carefully enough the bulletins of the BIH because
there is a hydrogen maser contributing to the BIH. And, believe it
or not, it is at the Naval Observatory--with some interruptions, I
must agree.

Regarding the phase noise curve that has been shown by you,
Dr. English, isn't it true that all phase noise contributions coming
from about the breaking point of your servo loop really are the cry-
stal's and have no bearing whatsoever on whether this is a rubidium
reference or cesium reference or hydrogen reference? Am I correct?

DR. ENGLISH:

Could I make a comment on it? You are correct. I think the problem
is to do it in such a way that you don't add to the cost of the
unit. And if you look at the rubidium, the cost that it adds to
achieve that phase noise is pretty minimal.

DR. WINKLER:

Yes, but the industrially-produced cesium beam standards have a very
good crystal oscillator also. The trouble is you don't see it
because it is shielded so much by buffer stages for the purpose of
avoiding external interference signals going into the transition
region; and this would indicate to me that your rubidium does not
have this kind of buffering.

MR. PETERS:

Could I just comment on one thing? I just wanted to mention there
is one little difference in crystals in a hydrogen maser rather than
the passive device. A passive device that gets a glitch in phase on
the crystal will not recover because it is a passive resonance. A
hydrogen maser has an active lock on a crystal and it will recover
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in an infinitesimal amount of time any phase lost. So there will be
a difference in the statistics of your results.

MR. JECHART:

Dr. Winkler, about your comments on phase noise in cesium devices.
Perhaps I do not understand what you are saying because the servo
loop time constant is much larger for cesium than for rubidium. For
example, our rubidium has a loop time constant of 100 milliseconds.
This means that for times shorter than 100 milliseconds the stabili-
ty is due to the crystal, and for longer times it is due to the ru-
bidium. And in cesium I know that the loop time constant is select-
able, either 1 second or 50. So even if you use a very good crystal,
you still have an influence from the cesium tube, and this is the
reason why it is . . . .

DR. WINKLER:

Exactly, but I was talking in the frequency domain and talking about
frequency offsets larger than 10 Hz or 100 Hz.

MR. JECHART: Yes, this is the crystal.... of course.

DR. COSTAIN:

Just one final word on the magnetic domains. I think in the indus-
trially-produced standards, you certainly do have effects that are a
part in 10 12 or larger if they are not very carefully degaussed.
And I was pointing out that this scale factor is a cubic one and
that you can run into trouble awfully quickly if you don't expect
it. You have got to be much more careful in the degaussing and, in
fact, in the construction of your shields, which might be easier in
one type of device than another, and determine if a weld or riveting
or seals might seriously influence the device once it gets small.
If you are a foot away, it doesn't matter.

DR. HELLWIG:

Yes, I was just reporting one result on NBS-4, which is half a meter
long, a little shorter than your present CsVI, A,B,&C. If I remem-
ber right, our magnetic field limitations are below the 10- 14 level
in that device. We know that from measured data. Are there any
more questions, comments?

MR. SAM WARD, Jet Propulsion Lab:

I have two questions and one comment. In listening to the relative
performance there, it appears to me that with hydrogen masers and
cesium, it's think big, and for rubidium and crystal, small. So,
based on relative performance, per unit volume, the rubidium is the
clear winner.

0
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Now for the question. Has anyone for the crystals considered
using the separate cuts of crystals in a mixed device, using a
crystal that is most favorable for the long-term performance to
slave to a device that has the good short-term?

And the second question, addressed to Harry Peters, that those
of us using hydrogen masers in a widely dispersed net have a great
need for better accuracy because the cost of establishing
synchronization is really a heavy burden.

DR. BESSON:

Well, I think that the answer to the question for quartz crystal is
that this possibility has been demonstrated. That is at least what
we can say. For instance, by just using the crystal that was driven
at--that was some years ago--low power for long-term stability and
run one at higher power for short-term. But now we do have some
better things to do with two crystals. And I think it has been
demonstrated; you simply have to make it in a very smart way.

DR. HELLWIG: Harry, do you have a comment?

MR. PETERS:

Well, I think certainly hydrogen masers at deep space networks and
so forth, systems like that, will make a contribution to the basic
reproducibility of the frequency at the stations. Of course, we
still have to establish epoch, but you won't have to resynchronize
so often.	 I thank you for your comment on the need for hydrogen
masers.

DR. HELLWIG:

Maybe I should insert a comment here. There is a need for, as I
call it, syntonization. It means equal frequency, and we normally
assure equal frequency by electromagnetic signals or by portable
clocks, which are really time difference measurements over time
intervals. And I think we are coming to grips with the possibility
of establishing from scratch a frequency with very high accuracy.
And I think the hydrogen maser may be the first choice, at the
moment at least, to carry frequency around. Not with an operating
device:	 turn it off, ship it, turn it on, and it is within certain
narrow limits, I think. 	 What would you say the limits may be?
Turning it off and then on again; that is, reproducibility?

MR. PETERS:

Oh, I think we have basic intrinsic reproducibility in principle.
It depends on whether you have an autotuned device or one without
all the sophistication you might want to put into it.
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DR. HELLWIG: What is technically feasible? What is the number?

MR. PETERS:

Oh, I think our hydrogen masers will reproduce in the range of at
least parts in 1013

DR. HELLWIG: That is very conservative, I think.

MR. PETERS:

Well, I don't want to take any biased or unconservative stand.
Thank you.

MR. WARD: What I meant was absolute accuracy.

MR. PETERS:

Oh, it depends upon whether we are talking about intrinsic reprodu-
cibility or reproducibility like we compare the frequency here and
then we compare it after it is turned on. And that might be better
than the one I gave.

DR. HELLWIG: Excuse me. How do you define absolute accuracy?

MR. WARD: In traceability, for instance, to Al.

DR. HELLWIG: You mean in terms of time or frequency?

MR. WARD: Frequency, syntonization.

DR. HELLWIG:

Okay, but you mean in reference to some established standard, in
which case reproducibility would be sufficient?

MR. WARD:

Yes. For instance, in our net we have to maintain so many parts
accuracy. And the length of time over which we have to maintain
this is longer than we can keep a single unit working. And so when
we bring in a replacement unit, we have to go through the arduous
process of resyntonizing, which takes weeks.

DR. HELLWIG:

But would you agree that essentially a reproducible device is ade-
quate if it does over its lifetime basically the same thing (in
frequency)?
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MR. WARD: Yes. You expressed what I meant, but Harry didn't.

DR. JACQUES VANIER, Laval University:

I would like to make just a few comments here. We have heard about
this progress going on in all these fields: quartz, rubidium, hy-
drogen, cesium. Now this depends somewhat on the scientific inter-
est at the moment, and I was surprised to see today a paper on the
rubidium gas cell. And it gave some new evidence that we could con-
trol things that people accepted in the past as uncontrollable.
They all said, "Well, we have a light shift and that is it. We live
with it." And now we see somebody who comes out with the ideas or
maybe applies ideas that were old. They were coming from 1960 and
we come back to it.

Now the same thing in quartz. These things are all going in
parallel and all going further. And it depends quite a lot on the
scientific interest of a person like Dr. English, like Dr. Besson,
and like Harry Peters for hydrogen masers.

Now let me say something about hydrogen masers. About more
than ten years ago, I heard statements like the one you made. The
statement: If we had put at the time, ten or twelve years ago, the
amount of effort that they have been putting in cesium, you would
see where we could have been now. Now where did we go wrong, Harry?

MR. PETERS:

I don't think the ball is in our hands as a matter of fact. As I
recall, there were some statements in various meetings about the
necessity of making a profit, and some of the research had to be
done by selling devices. So whoever got devices at that time got
research-built devices.

I don't know of any further enthusiasm in the private area for
pursuing this. Now I don't know whether we went wrong. Perhaps
some of us should get out of the laboratory; perhaps some of us
should stay in it.

DR. HELLWIG:

I am getting signals that the bus is waiting and I apologize for
discontinuing the discussion. I would like to thank the panel and
the audience for this lively discussion.
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ABSTRACT

The paper outlines the theoretical basis behind the defini-
tion of frequency stability in the time domain. Various
types of variances are examined. Their differences and
interrelation are pointed out. Systems that are generally
used in the measurement of these variances are described.

INTRODUCTION

Radio frequency sources give an output signal which, in general,
is affected by small fluctuations in their amplitude, phase or frequency.
The nature of these fluctuations may be random or deterministic. Due to
the large number of users of these sources and the variety of fields in
which they are applied, a problem has arisen in the method of character-
ization of the frequency fluctuations. In the case of the deterministic
fluctuations such as linear frequency drift, it has been found, in most
cases, that a specification of the fractional frequency deviation on a
per day or per month basis is satisfactory. However, in the case of non
deterministic or random fluctuations, a mathematical treatment based on
probability concepts is necessary. In the past, depending on the field
of interest, several methods of characterization have been used and some-
times have led to confusion.

More recently a proposal has been made by the IEEE Subcommittee
on Frequency Stability that the spectral density S (f) of the fractional
frequency fluctuation, y, and the two sample variance, a y (T), be used to
characterize frequenc stability respectively in the frequency domain and
in the time domain [1^. These two parameters have resulted as a logical
conclusion from a rather large amount of theoretical and experimental
work on the subject [2],[3]. However, other parameters, specially in the
time domain, have been studied and have been found most interesting in
specific cases [4],[5],[6 ,[7]. The subject still raises great interest.
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description of the main theo-
of the frequency stability in
the spectral density Sy(f)
Seen studied up to now is made
the measurement of stability

In the present paper we give a brief
retical concepts involved in the definition
the time domain. The interrelation through
of some of the various variances that have
explicit. Finally several systems used for
in the time domain are described.

This paper was prepared at the request of the Program Committee of
this Meeting. Several excellent reviews and tutorial papers on this sub-
ject have been published in recent years [8] , [9] , [10] , [11] , [12] . Conse-
quently it appears difficult in the writing of such a tutorial introduc-
tion, to avoid repetitions or to improve on all these papers. The most
one can do at this stage, is to present the material in a slightly diffe-
rent manner. In particular the present text, specially on the theoreti-
cal section, owes a great deal to the recent review by Dr. Rutman [8];
the reader is strongly encouraged to consult that excellent article.

A - TNVnuv

T)-F; „; t; --

According to a well accepted notation, the instantaneous output
voltage of a signal generator can be written as [1]:

V(t) = [Vp + e (t) ] sin [ 2Tr vot + `e(t) 	 (1)

where Vp and vo are the nominal amplitude and frequency and E(t) and
f(t) are amplitude and phase fluctuations. It is assumed that E(t) is
very small with respect to Vp and can be entirely neglected. The ins-
tantaneous frequency of the oscillator is defined as:

V(t) = vp	 1 + 2Trv)	
(2)

0

where e(t) stands for d'P(t) / dt . We also define the fractional fre-
quency fluctuation as:

Y(t) = 2T()	
(3)

r y o

and we assume that

E(t) I << 1	 (4)
2Trvp

A proposed means to characterize the frequency stability of an
oscillator is the spectral density of y denoted by S y (f) . Its dimen-
sions are Hz 1 . A measurement giving an estimate of S y (f) would then
characterize the stability of the oscillator in the frequency domain.
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This can be done in practice with a spectrum analyzer. However, one must
be aware that only estimates of S (f) can be obtained because of fre-
quency range limitations and finite observation times.

Experimental studies of various frequency sources have shown that
for all practical purposes, the frequency fluctuations spectrum of the
most common oscillators can be represented by a truncated polynomial in
the Fourier frequency domain:

a a
Sy (f) = h f

where a is an integer, ranging from -2 to +2. The frequency fluctua-
tions spectral density can be related to the phase fluctuations spectral
density through the relation

Sy (f) _	 S,e(f)	 (6)
VO

The a has been associated with various types of fluctuations
either in the phase or frequency representation.

a	 Type of fluctuations

2 White Phase
1 Flicker of Phase
0 White Frequency
-1 Flicker of Frequency
-2 Random Walk of Frequency

However, another characterization of the frequency stability can be made
by considering that y(t) is a random function of time. Then, a statis-
tical parameter measuring in some sense the excursions of the values y
of the random function y(t) around its mean value should characterize
the frequency stability of the oscillator. In statistics, the standard
deviation o or the variance o 2 is often used as statistical parameter.
We could define a variance for the instantaneous frequency. In practice
the frequency is measured over a time interval ,T, called the averaging
time and the variance is calculated through the relation:

 2

6 2 (T) = <
	 < Y>  ) > >	 ( 7)

where < > means an average over an infinite number of samples. Without
going too deeply into questions of statistical concern, we make a few
assumptions. First, we assume that stationnarity applies to our model.
By this we mean that a displacement of the time coordinates does not
change the statistics of our ensemble. Secondly we assume ergodi-
city, that is, averages over the ensemble can be replaced by time aver-
ages on one of the samples. The sign < > in equation (7) then becomes
a time average. Furthermore, we can assume that <'Y>  = 0 and a,(T)

(5)
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becomes simply < ( y ) 2 > . Since < (y ) 2 > implies an infinite time aver-
age this variance is an ideal theoretical concept which is commonly cal-
led the true variance I2 (T. In practice it is clear that one can only
do measurements either for a finite time or on a finite number of samples
and thus obtain an estimate of this ideal statistical parameter. Further-
more it is found that I 2 (T) diverges for certain types of noise such as
flicker frequency fluctuations. In order to avoid these problems, various
scientists have proposed several types of variances obtained from limited
amount of samples. As will be explained below, one of them, the "two -
adjacent - sample variance" studied by Barnes and Allan, has been propo-
sed as a time domain measurement of frequency stability [1I.

An attempt at measuring time domain frequency stability

Before defining the two sample variance let us examine the process
of frequency measurement itself. We assume that a digital frequency
counter is used to measure the frequency. The measurement is then made
over a finite time T and one obtains an average of the frequency over
this time interval T . In other words, the counter gives the number of
cycles nk during the time interval T . Figure 1 is an experimental
arrangement by which the frequency of oscillator (1) is measured, oscill-
ator (2) being used as the time base of the counter. For the purpose of
simplifying the picture let us assume that oscillator (2) is perfect in
the sense that its frequency is free of fluctuations. All fluctuations
in the measurements would then come from frequency fluctuations of os-
cillator (1). The counter takes measurements in the sequence shown in
figure 2(a). The result for N measurements may be as shown in figure
2(b). Here T = tk+1 - tk and

vkT	 v 0 ( 1 + YkT )	 ( 8)

N
< v > = 1 ^ 7.	 (9)

N	 1Ti

The average value of the random variable v is only an estimate of the
actual average frequency, average being done on N samples. One may then
calculate for the N samples the variance:

N
Cr_ 2 = N 11	 (vj-<v>)2	 (10)
V	 j=1

In order to continue the analysis it is assumed that the oscilla-
tor does not show systematic drifts with time. If such drifts are pre-
sent, they are removed from the data and the following analysis applies.

The variance of the random variable y may be readily written as:
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2	 NCC	 NC	
2

Gy ( N , T , T ) 
= N11 G
	 yk - N Ly j )	 (11)

k =1	 j=1

1. First we note that ay 
2 
(N, T, T) is itself a random variable.

It is an estimate of the true variance I 2 (T) made on N samples. Its
average value made on several sets on N samples, cf y 2 (N, T, T) , should
be close to the true variance. At the limit where N tends to infinity
it should be equal to I2(T)

2. The results of the experiments discussed above can be used to
form an histogram as illustrated in figure 3. If the number N of sam-
ples is large enough the figure may be rather smooth and a good estimate
of a 2 (N, T, T) can be obtained from this curve through a measurement
of the half width at half the height. (For a normal distribution
a = 1.17 (4y)I ).

3. If the experiment is repeated for other averaging times T
the results obtained with the histogram technique may behave as shown in
figure 4. The value of fo^T, T ) for each of the histograms may
then be plotted as a function of T . The results are shown in figure 5.
These results appear very interesting, and give in a sense an indication
of the frequency stability of the oscillator in the time domain. However,
several difficulties arise when the technique of measurements is changed.
For example it is observed that in the region where the variance varies
as 1/T 2 an increase in the number of samples N does not alter its value,
providing this number of samples is large enough. This is not the case
in the region where a ye ( N, T, T ) is independent of T . In that region
an increase in the number of samples N shows up by an increase of the
variance. One is then faced with a problem of a variance whose values
depend on the number of samples. Furthermore, in the region where a2
varies as 1 /T 2 the value of a2 depends on the frequency bandwidth of
the measurement system.

The two-sample variance

In order to avoid these problems, and to facilitate intercompari-
son between the results reported by workers in various fields, one has
then to make a choice on N and preferabl the ratio T/T . It has been
proposed, following the work of Allan [13^:

1) that the following weighed sample variance be used:

1	
C
N
C ( _
	 1 N

C
	 2

a( N, T, T )	 L ( yi	 N L ( yj ) )	 (12)
N-1

i=1	 j-1

2) that N = 2 } two-sample variance

3) that T = 1 or no dead time between measurements [1]. This
variance is a random variable and its average, abreviated
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ay 2 (T) is given by:

2	 = <a 2 (2, T , T ) > = 1 < ( Y	 - Y ) 2>	 (13)oy (T)	 k+1	 k

It is proposed as a characterization of frequency stability in the time
domain.

This variance has very interesting properties:

1. It is standardized in the sense that N and T are fixed.

2. It is equal to the true variance I 2 (T) for white frequency
noise. It is equal to 3/2 I 2 (T) for white phase noise thus close to it.

3. It is convergent for all types of frequency noise normally
encountered in oscillators, that is the five power laws mentioned earlier.

4. Although by definition, one is still faced with an average on
an infinite number of samples (in this sense oy2 (T) is still an ideal-
ization), good estimates of it can be obtained by a relatively limited
number of measurements, m , of the pairs:

M	 2
ay2 (T, m ) = m	 2 (Yk+l -  Yk)

j=1	 j

For n >10 it has been shown that the confidence interval to be
associated to a y ( T) in such an estimate if of the order of [14].

Confidence interval = Ka oy ( T) /v/'—m ,

where Ka is a constant depending on the power law predominent, but is
not far from unity.

5. Finally, tables have been compiled which translates from one
type of variance to another in relation to variations in N and the ratio
T/T , and this, for the five power laws commonly encountered in oscilla-
tors [15]. Of particular interest is the bias function

T	
< Cr 2 ( 2, T, T) >

B 2 ( T , u ) 	 < cy ( 2, T, T ) >

Y

since in general a simple counter will be characterized by a dead time
( T /T O 1) between successive measurements.

The main disadvantages of a y2 (T) are:

1) it diverges for power law spectral densities greater than -2;

2) it does not discriminate between white phase noise and flicker
of phase noise.

(14)
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Relation between the time domain and the frequency domain: other types
of variance

The time domain frequency stability, as characterized earlier
either through the true variance or the two-sample variance, can be inter-
preted in a different way. The operation of the counter, averaging the
frequency for a time T may be thought of as a filtering operation. The
transfer function , H(f) , of this equivalent filter is then the Fourier
transform of the impulse response h(t) . It can be shown that the time
domain frequency stability is then given by [16],[17].

< 0 2 ( N, T, T ) > = 1 0
0 y

S (f) I H(f) 1 2 df ,
	 (15)

where S (f) is the spectral density of frequency fluctuations. In the
case of ythe true variance and of the Allan variance, we have:

	

0	 t< - T
i

I

	

0	 t>0

WT
sin 2

HI(f)	
WT

2

0	 t < -T

T1 -T<t<0
hA (t) =	 72-r	 (16)

1 0 < t < T

^0	 t > T

2w T
sin

HA(f)	
wT 

2	 (17)

(2)

These relations are illustrated in figure 6.

This "transfer function approach" has been exploited by several
authors to elaborate new types of variances for characterizing oscillator
frequency stability in the time domain. It is the equivalent of digital
filtering used in data processing.

Hadamard Variance

The sequence of measurements shown in figure 6 for the Allan
variance, which consists of two samples (N= 2) can be expanded to a se-
quence of a greater number of samples. A sequence for the case where
N= 10 is shown in figure 6(e), where the impulse response of the equiva-
lent filter is plotted as a function of t. The variance for this se-
quence is then [181:

<oH 2 (N,TD ,T)> = <(yl-y2 +y3 -...-yN)>2> ,	 (18)

where TD is the dead time between measurements. The square modulus of the
transfer function of this filter is [20 ] :
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(f) 
I2 = rsinTr-r f ) 2 r sin N7rTf 12

(19)
l	 Tr T f 1	 l cos Tr T f ) 

It is illustrated in figure 6(f) for no dead time and N = 10 . The charac-
teristics of this variance, interesting for the topic of frequency stab-
ility characterization are as follows:

a) For the case of no dead time (T = 0), the transfer function of
the equivalent filter has a main lobe, centered at f l = 1/2T, and whose
width is equal to:

Tr2
f	 16 T 

N (equivalent rectangular filter)

It may thus be made very narrow by increasing N . In this sense this
filtering process is well suited for spectral analysis and this property
has been exploited to obtain the spectral density of frequency fluctua-
tions using time domain measurements ^20]. This is easily seen from re-
lation (15) by realizing that IH(f)	 can be approximated by a narrow
square window over which S (f) does not vary much. The spectral density
is then given by:	 Y

Sy ( f l ) = N <a 
H
'  ( N, T, T ) >	 (20)

This is seen to lend itself to a straightforward computation, in order to
obtain an estimate of the spectral density without the use of a spectrum
analyser.

b) However, one should be aware of severe limitations in this tech-
nique. There exist secondary side lobes in H H (f) , which appear at harmo-

nics of f l = 1/2T, for no dead time between measurements. These can be
minimized by proper adjustment of the dead time between measurements or
by proper weighing of the samples of the measurements. The properties of
the transfer function have been well studied in the case of a weighing by
the binomial coefficients and by a pseudo-sinusoidal function [1 8 ,[19],

[20] .

Modified sample variance

Boileau and Picinbono have introduced a variance which can be in-
terpreted in the case of its digital realization as a modified sample

variance.[61 Their relations, when translated into the notation generally
adopted in the field of frequency stability gives a variance as follows:

N	 2

a 2 ( N T T) = y	 -- Y y.	 (21)
mod	 '	 (N+1)12 N i=1 i	 '

where N is odd. Thus y(.^N+1)^2is the central sample of the set of N
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samples. Rutman has examined the case when N = 3 and T = T [8] . The mea-
surement sequence and the square modulus of the transfer function are
shown in figure 6(g) and 6(h) respectively. The variance is given by:

(J2( 3, 
T, T ) > = f00 S(f) 6 

s(n6 r T f df 	(22)
mod 0 y

The modified sample variance has the advantage of being convergent for all
five power law spectral densities examined up to now, plus two others,
where a = -3 and a = -4 . However, it does not discriminate between white
phase noise and flicker phase noise better than cy (T) .

A special case of the sample variance

It is general practice to study the frequency stability or measure
the variance as a function of averaging time T . This is what is done in
the sample variance described above. In opposition to this practice,
De Prins and Cornelissen [7] have studied frequency fluctuations over in-
tervals T for fixed averaging times T . One can then in principle study
the variance a 2 (T) of the instantaneous frequency (T-}0) as a function
of the time intyerval T . This variance is very different from the one
described previously. In the present case all values of y(t) are scan-
ned as T is varied in opposition to the averaging over T considered up
to now.

In the case where T does not tend to zero but is fixed at a given
value, the variance then becomes a special case of the sample variance
and the behaviour of 6

Y 
2 (T) can be obtained from the bias function, B2.

The high pass variance

A close look at equation (15) suggests that o 2 (T) can actually be
defined through the transfer function H(f) of the equivalent filter cor-
responding to the measurement sequence. Rutman has suggested that this
approach could be taken even if the actual measurement sequence was not
existing [5]. Then, H(f) could be given the shape desired. Of course
the inverse Fourier transform of H(f) is not necessarily a step wise
function that could be implemented in a straightforward manner by a
counting technique. Other measurement techniques have then to be imple-
mented.

In this approach the variance is written:

o 2 (T) _ T	 f^ 
S^(f) H^(f) 

12 
df ,	 (23)

0	 0

where Se(f) is the phase spectral density and is related to S (f)
through relation (6). The variance is then defined in terms o? H,e(f)
and not in terms of the measurement sequence.
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From equation (23) one sees that for the Allan variance, the square

modulus of the phase transfer function of the equivalent filter is

H^eA(f) I 2 = sin 4 Tr f T . (See figure (7))	 (24)

This is essentially a high pass filter, having an oscillating nature with
a period 1/T . Low frequency components f < (TrT) 1 are filtered out, this
being an essential character of the Allan variance. Consequently it ap-
pears that	 H,jf) 12 could be essentially a high pass filter and essen-
tially the same character for the variance would be obtained. In fact,
calculations show that, when a second order high pass filter, with cut
off frequency fc = (Tr-L) -1 , is used to calculate a so called "high pass
variance", the general behaviour with the power law spectral density is
essentially the same as the behaviour of the Allan variance. Both vari-
ances have the same asymptotic slopes with T and both variances cannot
differentiate between white phase noise and flicker phase noise.

Band pass variance

Following this line of thought and recognizing the nature of the
limitations of the high pass variance, Rutman [81 has suggested that a
bandpass filter be used for I He(f) 

12 with a center frequency equal to
(1/2T) and a constant Q factor, say equal to 1. In that case the beha-
viour of o P (T) is quite different from that of a

y
 (T)or Q (T) ; it

shows complete discrimination between the five power law models in its
asymptotic behaviour as a function of T .

Of course, the method for measuring a BP (T) is not a conventional
one incorporating a frequency counter. One uses a phase comparator
(loose-phase-lock technique), a bandpass filter and a r.m.s. voltmeter.
In this sense, it is the same type of system as the one used in reference
[17] and essentially falls in the class of systems used for studying fre-
quency stability in the frequency domain. It appears natural to think
of frequency stability measurements in the time domain as being done
through a time sequential technique and a statistical analysis of the
resulting data. This should be kept in mind in the practical implementa-
tion of systems designed for the measurement of frequency stability in
the time domain.

An unified approach

In the previous sections, various types of variance were examined.
The approach taken has been one in which the measurement sequence was
identified; the transfer function of the equivalent filter implementing
the impulse response for the sequence in question was established, and
the variances could be calculated through relation (15). This method is
very useful in pointing out the limit of utilization of a particular va-
riance in respect to the power law frequency model and also in understan-
ding the reason of these limits.
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These variances however have all been introduced as particular
cases for special needs. Recently, Lindsey, Chie, Leavitt and Lewis [21],
[22],[23] have introduced in the picture a method of analysis called the
"structure function approach", which emphasizes the fundamental ties bet-
ween these variances rather than their differences.

The kth average frequency fluctuation over time T can be written
as a difference of phase:

yk	 vo T C `e(tk + T ) - `e(tk) I	 (25)

We may define the first difference or first increment in phase as:

A(1) -/^.(tk , T) = ae(tk+T) - `e(tk )	 (26)

The frequency difference (yk+l yk) appears as a second difference in
phase:

(k+l yk )	 27r vp T C`e( tk + T) - 2^(tk) + ^(tk - T) J	 (27)

and the second phase increment is defined as:

A(2) `e(tk , T) = e(tk +T) - 2 ,^(tk) + t(tk - T)	 (28)

It is readily realized that the first difference in phase is used in the
definition of the true variance, while the second difference in phase is
used in the definition of the Allan variance (two samples). Lesage and
Audoin [20] have proposed to continue the process further and have obtai-
ned an expression for the n th difference in phase, which includes the
binomial coefficient as a weighing factor. This analysis has led them to
the implementation of the Hadamard variance in which the measurement se-
quence is weighed by the binomial coefficients.

From this it appears that a common basis may be expected under the
definition of the various variances examined above. The rank of the phase
increment appears to play a major role. In the approach of Lindsey and
Chie this point is stressed. The N th phase increment is defined as:

N
AN `E(f, T) _	 (-1)k t k 1 c^(t+ (N-k) T )	 (29)

k=0

where ( N ) =
	 N:

k	
k' (N-k)' (Binomial Coefficient)	 (30)

The structure function of phase is then defined as:

D (N) (T) = < ( A (N) ".0-(t, T) >	 (31)
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Stationnarity of the N th difference is assumed in the wide sense
It is then shown that the variances defined earlier can all be expressed
in terms of these structure functions:

True variance

12 ( T ) =	 1D(1)(T)	 (32)(2-ff vp T) 2 ti

Allan-variance-------------

Q2(T)	
2(2Tr vo -	

D62) (T) 	 (33)y 

Modified-three-sample variance-----------------------------

eymod ( 3 ' T' T )'	 9(27r vp T)2 
Dle 

( T )	 (34)

Hadamard 
-
variance (weighed by the binomial coefficients)----------------

aH.B.C. ( N, 
T, T ) ' _ (2^ DEN) ( T )	 (35)

This approach thus clearly shows that the variances utilized up to now by
various authors have a common basis, in occurence, a structure function of
phase. On the other hand, this structure function is related to the spec-
tral density through the relation:

N	 2(N-1)sin2N TF T2	 f
D^(T) = 2	 (21r vp T) 

J S
y(f) (^ df ,	 (36)

0

which effectively, as stressed earlier, provides means for evaluating the
spectral density S

Y 
(f) as filtered with a transfer function

H ( 
f) = sin 

2N 
71 T f X, 2 2(N-1)	 (37)

sf	 7rTf)2

through sequential measurements in the time domain.

In the previous paragraphs a structure function of phase was in-
troduced as a means for describing frequency stability in the time domain.
A structure function of frequency, however, can also be introduced to
describe frequency stability; it is written D (N) (,r) . Lindsey and Chie
[22] have shown, by studying the mathematical ydifferences between these
structure functions, that the true variance is essentially a measure of
phase instability while the Allan variance is a measure of frequency in-
stability. This type of reasoning has led them to suggest that a func-
tion of the product of the two types of variance could be a parameter by
which frequency stability in the time domain could be characterized.
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It should be pointed out that the characterization of the stabil-
ity of an oscillator could in principle be made through tables of the
structure functions D (N) (T) . The user could calculate from these tables
the type of variance that is best suited for his particular application.
In a sense, these structure functions can be thought of, as characterizing
completely the frequency stability of the oscillator in the time domain
in the same sense as Sy (f) , does it in the frequency domain.

Long time frequency fluctuations

In real oscillators it is possible to observe very long term fre-
quency fluctuations, that is, very slow fluctuations which may appear over
periods of days, months and years. These may originate either from slow
random fluctuations or from deterministic drifts in the behaviour of the
oscillator.

Slow-random-fluctuations----------------------

The above analysis was limited to five power laws of the spectral
density (-2< a < +2). Very slow frequency fluctuations predominate at
very low frequencies and are thus represented by more negative slope power
laws such as a = -3 or -4 . The greatest negative slope that the Allan
variance can handle is a= -2, a random walk of frequency type of noise;
for more negative slopes it diverges. Since direct spectral analysis of
these slow fluctuations is not experimentally feasible, it appears that
the other types of variance mentioned earlier may be useful. In fact the
modified three sample variance oy mod ( 3, T , T ) converges for f-3 and
f-4 types of noise with respective slope T2 and T 3	 Consequently
for very slow frequency fluctuations one may then have to use a variance
different from the two sample variance in order to have meaningfull in-
terpretation of time domain data.

Deterministic drifts
--------------------

Systematic drifts are generally observed in oscillators. These
drifts may be represented by a polynomial [9]. A model for frac^
tional frequency drifts is:

y (t) = d I t l + d 2 t 2 + ... dn tn	(38)

For the first term, representing a linear frequency drift, the Allan va-
riance varies as T 2 . It is time dependent for higher order drifts. The
other variances mentioned above consequently are found very useful in
characterizing these higher order polynomial drifts. In particular the
modified three sample variance varies as T 2 for quadratic frequency
drifts while the Hadamard variance weighed by binomial coefficients varies
as T 3 for cubic frequency drifts. The behaviour of the asymptotic value
of a(T) versus T for various power laws of spectral density and various
orders of frequency drifts are summarized in table 1. It should be under-
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stood that the structure function approach can also be applied to analyze
these long term frequency fluctuations, although emphasis has not been
placed on this point in this paper.

In this section we have examined the properties of several types
of variances that can be used for characterizing frequency stability of
oscillators in the time domain. Differences between these variances
have been shown; their interrelation through the fractional frequency
fluctuations spectral density has also been emphasized. In fact, it has
been shown that these variances, in the case of random fluctuations, are
essentially elegant means of representing the spectral density Sy(f)
through parameters which can be measured with simple systems implemented
with a frequency counter and a calculator for doing statistical analysis.
Such systems will now be described.

B - TIME DOMAIN MEASUREMENT SYSTEMS

Ideally, frequency stability measurements require a frequency refe-
rence much more stable than the oscillator to be studied. A system real-
izing this condition can be implemented easily for the measurement of the
frequency stability of most common oscillators. However, for stable,
state-of-the art, oscillators, it is necessary that the reference oscil-
lator be at least as stable as the oscillator studied. Frequency stab-
ility measurements in the time domain can be done by two different methods
which are related to the detection of two different parameters: frequency

and phase.

One can determine the mean frequency over finite observation times
and calculate, for a given number of samples, a certain variance as des-
cribed in the previous section. Although these measurements involve the
well developed technology of frequency or period counting, their use is
limited by the fact that they give information only on the mean frequency
and the frequency fluctuations. Furthermore, in many systems, the mea-
surement samples are not adjacent in time which, in some cases, alter the
value of the statistical parameter calculated.

Many experimental set up's have been considered during the last
several years, as the technology evolved (see for example reference [24],
L25_I and [26]. We shall limit our discussion to a few of them illustra-
ting their main principles.

The most simple set up is the "Direct Frequency Counting System"
shown in figure 8. In this case the reference oscillator is the frequency
counter time base. It is suitable for the study of low performance oscil-
lators. The output of the counter gives the mean frequency over a prese-
lected time interval. Its recording on a trip chart, magnetic tape or in
a digital memory allows one to use best estimate curve fitting methods,
in order to find any systematic frequency trends or drifts. These drifts
are removed prior to statistical analysis. The two sample variance (Allan
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variance) or any other desired variances are calculated from the set of
corrected data. The main limitation of this set up is the ± one count
and the accuracy of the time base reference.

The "Frequency Heterodyne Technique", shown in figure 9, is another
important set up used when the oscillator to be studied is more stable
than the frequency counter time base. One must use another oscillator as
the reference. First, the oscillator frequency is translated down to a
value which can be conveniently measured by the counter. The translation
is realized by mixing the oscillator signal with the reference signal set
at a convenient different frequency and by detecting only the difference
frequency (beat frequency). A synthesizer can be very helpful in many
cases. The optional link between the reference and the counter allows an
increase in the counter performance and a precise measurement of the ab-
solute frequency. Statistical analysis is done on the beat frequency as
described for the former set up. One must refer the fluctuations to the
nominal frequency of the oscillator.

If the oscillator and the reference frequencies are very close,
one may multiply each one by a different factor, creating a more sizeable
beat frequency. Such a system is shown in figure 10. Frequency counting
and statistical analysis are achieved as in the previous set up. Unfor-
tunately, noise may be introduced in the multiplier chains which set li-
mits to this technique.

Measurements of stability in the frequency domain require the de-
tection of phase or frequency fluctuations. While equipped to do so,
the same set up can be used to do measurements in the time domain. These
experimental systems are called "Phase Locked Reference Systems". A
voltage controllable reference oscillator is phase-locked to the oscilla-
tor signal. When loosely locked, as indicated in figure 11, the phase
detector delivers a signal which is proportional to the phase difference
between the two oscillators. If the reference is considered more stable
than the oscillator, the fluctuations of this signal is attributed to
the random changes of the oscillator phase. When this signal is proces-
sed through a differentiator, a low frequency signal, proportional to the
frequency fluctuations, is obtained. It is then possible to use a volt-
age to frequency converter driven by this signal, to generate a low fre-
quency oscillation, fluctuating in the same manner as the frequency of
the original oscillator. Average frequencies, over time intervals T ,

are determined by a counter and statistical analysis is performed as in
the previous systems.

If the reference oscillator is tightly locked in phase to the
oscillator studied, as shown in figure 12, the command signal, applied
to the reference is proportional to the frequency changes between the
two oscillators. Again if the reference oscillator is much more stable
than the other oscillator, this command signal fluctuates in the same
way as does the frequency of the oscillator. Statistical analysis of
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this signal is performed with the set up described in the loose phase
locked reference case.

The two systems act simply as frequency translators with non unity
conversion factor. The sensitivity of these systems is enhanced by a
factor proportional to the ratio of the nominal oscillator frequency to
the nominal frequency of the converter. Time domain regions, where the
results are significant, are determined by the servo loop characteristics.
Usually a second order loop is used in order to achieve optimum perfor-
mance; the parameters to adjust are the natural frequency and the damping
factor [271,[28],[29]. The loose Phase Locked Reference System is nor-
mally used when frequency stability for averaging times below 1 sec is
needed, while the tight Phase Locked Reference System is preferred for
longer averaging times.

Obviously these systems are well suited for the measurement of phase
or frequency fluctuations in the frequency domain. For this type of mea-
surement, it is necessary to measure the spectral density at the phase
detector in the first system or the spectral density of the command signal
in the second system. Since for highly stable oscillators the information
lies in a spectrum containing frequencies much lower than one hertz, a
very low frequency spectrum analyser is required. Digital real time spec-
trum analysers are indicated for such measurement but they are expensive.
The method of bandpass filtering proposed by Rutman can be applied to give
measurements either in the time domain or in the frequency domain with
these systems [5] .

All the experimental systems described previously deal with the
measurement of frequencies or periods averaged over a finite observation
time, T . Characterization of frequency stability is done through statis-
tical analysis on an ensemble of these averaged frequencies. It was
pointed out in the theoretical section that the frequency stability of
an oscillator can also be characterized by a measurement of phase diffe-
rences. To do so, one has to measure the phase of an oscillator and to
calculate phase differences, spaced in time by an interval, T . Measure-
ment techniques of phase are well developed in the field of time scale
implementation since a time scale can be graduated in terms of phase
with 27 radians as a unit of time (one period). Thus, measurements of
phase differences correspond to time difference measurements.

We will describe two systems for measuring frequency stability by
time differences. They are the Dual Mixer Time Difference System [301
and the Phase Modulated Phasemeter [31]. Both systems give about the
performance of ±l picosecond time interval resolution and a limit of
resolution of roughly 1 X 10-13 T-1 when used to measure fractional fre-
quency stability. Since these systems measure the phase of oscillators,
the evaluation of the two-sample variance can be done without dead time
and no correction factors are needed. Furthermore the systems can be used
to compare oscillators of exactly the same nominal frequency (clock oscil-
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lators).

The Dual Mixer Time Difference System is illustrated in figure 13.
The two oscillators are of the same type and have the same nominal fre-
quency, vo . A common oscillator translates down to vb each oscillator
frequency in two identical channels. Phase comparison is done between
the two beat signals. Zero crossing detection on each signal is achieved
and serves to trigger pulse generators. The time interval between each
pair of pulses is a measure of the relative phase of the two oscillators;
the system acts as a sophisticated phase detector. Any fluctuations of
this time interval can be considered as fluctuations of the phase of one
or both oscillators. A time interval counter measures these phase (time)
differences and statistical analysis is done according to prescribed theo-
retical calculations.

The translation has the effect of increasing the system resolution
by a factor which is approximately vo/v . When used to characterize the
frequency stability in the time domain, thehe sampling time is the period
or a multiple integer of the beat signal. Consequently a synthesizer
used as common oscillator becomes a very convenient tool. Noise contri-
bution from the common oscillator is greatly reduced when the nominal
phase shift between the two beat signals is small. An adjustable phase
shifter is then placed in series with one oscillator in order to satisfy

this condition. (See the Appendix for a calculation on that system.)

The Phase Modulated Phasemeter System is illustrated in figure 14.
Again two identical oscillators are compared in phase. Each signal fre-
quency is multiplied, then mixed and filtered to get a beat signal. A
non zero frequency beat is generated by modulating the phase of one oscil-
lator with a low frequency signal. Zero crossing detection of this signal
gives pulses which can be located in time when compared to a reference
signal triggered by the modulating signal. This time interval is a mea-
surement of the phase of one oscillator compared to the other. If one
oscillator is considered as a reference, the time interval will be a mea-
surement of the phase of the other oscillator. As in the case of the
Dual Mixer Time Difference System, the frequency stability is calculated
from this time interval recording for different observation times by
simple phase differences and statistical weighing. With this system, the
measurement resolution is increased by the up conversion factor.

The various measurement systems described show a certain hierarchy
in the parameters evaluated. When one has access to a signal proportional
to the phase, he is allowed to calculate any combination of phase diffe-
rences, then, any variances. In fact, it is possible to calculate all the
structure functions of the phase fluctuations which gives a complete mea-
surement of the frequency stability in the time domain. This is possible
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with the two last systems and the loose Phase Locked Reference System
when the phase is recorded instead of being differentiated. All the other
systems described give access only to frequency and its fluctuations, and
this limits the amount of statistical information which can be obtained.
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APPENDIX: EXPRESSION OF THE FREQUENCY STABILITY IN THE TIME

DOMAIN FOR THE DUAL MIXER TIME DIFFERENCE SYSTEM

The phases at the output of oscillator 1 and oscillator 2 are :

^ l (t) = w l t + O l + 'Pl(t)

and	 (D2(t) = w 2 t + 6 2 + ^02(t)	 ,

where w1 and w2 are the angular frequencies, 01 and 02 are the

initial phase offsets and (() (t) and (e (t) are the phase fluctuations.

The phase at the output of the common oscillator is

^D R (t) = wRt + e  + VR(t)

with the corresponding meaning for each parameter or variable.

At the input of each mixer, the phase of the oscillator signals

can be represented by the equations already given where 0 includes the

phase shift added by the variable shifter and E1 (t) and ;o2 (t) include

any phase fluctuations added by the transmission links. The phase of each

reference signal can be written as :

(D
R 1

(t) = wRt + eR,l + ^R,l(t)
,

(D
R 2

(t) = w Rt + 0 R 2 + ^
R 

2(t)
,	 ,	 ,

in order to account for any phase shifts and phase fluctuations introduced

by the isolation amplifiers and the transmission links. We will see below

how these phase perturbations can be made negligeable in the measurement

system.
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Z

The output of each mixer delivers low frequency beats whose phase

are :

(DB,l(t) _ ( wR -w 1)t + (aR,l-01) + YR)1 (t) -\01 (t)

4DB,2 (t) = ( WR - w 2 )t + (0R,2 - 0 2 ) + w-R,2 (t) - Y2(t)

These two signals have a time evolution represented as follow

	

82 (t)	 `	 t

	

I	 I	 ^I

Ll t^ -►1 '- d t^ +1	
^-- d ti +2	 j~	 f

t1^14-1	 ^f2 7 it1 t , 1 +2 ^t21i+2
The positive zero crossings give time events that are a measurement

of the relative phase between the two oscillators.

At a certain time, t 1 i , the phase of the first beat signal is such

that the signal is zero; then

(WR - WI ) tl'i + 0R,l - 0
1 + VR,1(tl'i) - `^l ( t l'i ) = m 2 Tr

At a certain time t2 i , the phase of the second beat signal corresponds

to the same criterion :
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( wR - w 2 ) t
2,i 

+ 6 R,2 - 0 2 + VR,2 ( t2,i ) - +O2 ( t2,i ) = (m+n)2Tr

where m and n are integers.

Now if we impose that: w 2 - W  and define w  = WR - w2 = wR - wl , we

obtain the identities

W  t2,i + 0R,2 - 0 2 + ^QR,2 ( t2,i ) - Y2 ( t2,i ) = (m+n) 27r

W  tl,i + OR,l - 0 1 +' R,I ( t l'i ) - y1(tl,i ) = m 27r

and by subtraction :

wB ( t2,i - tl'i ) + 0R,2 - 0R,l - 02+01 +'eR,2(t2,i) - '-eR,1(tl,i)

- ^i2 ( t2,i ) - ti1 ( t1,i ) = n 2^r

In this expression, 0R 2 and 0R 1 are constants different by a value

introduced by the isolation amplifiers and cable lengths. It is possible

to define a constant phase offset,

40 = 0 R 2 - 0R 1 - 02 + 01

which can be adjusted by the phase shifter. By doing so, we also set the

nominal value of t
2 1 i_i - t l 

i ; for small time offsets, the two phase fluc-

tuation terms coming from the reference oscillator are correlated and their

difference is negligeable when compared to the phase fluctuation difference

of the two oscillators. Within this approximation, the time difference

becomes :

4t
i
 = t	 - t	 = 2 2,i	 1 l,i - A0 + n 27r

2,i l,i	
W 
	

W  W 
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If we look at the next pair of zero crossings we obtain, in a

similar way, the time difference :

_	 V2(t2,i+l) - l (tl,i ) _ 08 + n2^
^ t

i+l	 t2,i+l	 t	
_

l,i+1	
W 	 W 	 W 

and for the following pair

_	 _	 __ 2 2,i+2	 1 1,i+2 _ A6 + n27r
^ t

i+2	 t2,i+2	 tl,i+2	
W 	 W 	 W 

The definition of the two sample variance in term of the second

difference of phase is :

2	
__ 1 `0(ti+2) - 2•4(ti+l) + F(ti) 2

6(T)	 2 f	 2Trv0T

where the averaging time, T , is the time interval between t i and ti+l

or the time interval between two successive phase measurements of each

oscillator. Such a linear combination of phase fluctuations can be

obtained by grouping the time differences just derived. Then

At	
_ 

At	 + At	 __ ^2(t2,i+2) - 2112 (t2,i+l ) + "2(t22i
	i 	

)
i+2	 i+l 	 WB

_ ^Y t l,i+2 ) - 2 ^1 (t l 2 i+l ) + ^1(tl,i)

W 

If the two oscillators are statistically independent, we can write :

`2	 ) (t2,i+2) - 2`(2(t2,i+1) +'C ( t 2,i ) l2
(At i+2 - 2At

i+1 
+ Ati) = I	 WB

^l (t l,i+2 ) - 2 ^1 (t l,i+1 ) +^1(tl,i)l2
+ (	 W 	

1

and in terms of the two sample variance of each oscillator :
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IvO2

(Ati+2 2
At

i+l
+ Ati 2  ^ T2 [6 2 (T)+ol (T) BJ

This relation is the corner stone of the Dual Mixer Time Difference System.

It shows that a linear combination of the time interval measurements give

a value proportional to the two sample variance of each oscillator. When

the two oscillators are identical, o2(T) = G2(-[) , and the calculated value

is twice the value for each oscillator. If one oscillator is much more

stable than the other oscillator, u2(T) << o2(T) , the calculated value is

directly the value for the instable oscillator. In these calculations, we

consider three successive pairs of time event; they are then spaced in time

by an interval: T = (v B ) -1 , the beat period. It is also possible to skip

a determined number of zero crossings between each pair of time events. In

this case, the observation time is a multiple integer of (v
B 

) -1 .

A similar type of calculations applies to the phase modulated phase-

meter,.
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PHASE LOCKED REFERENCE ^Tight^

OSC/L L 4 TOR	
REFERENCE
 VOLTAGE 

CONTROLLABLE

LOW
N0I5E

I PHASELOCK I
LOOP CONTROL

(TIGHT)

COMMAND
VOLT4GE to
FREQUENCY
CONVERTER

FREQUENCY

COUNTER

RECORDING

STATIST/CAL
ANALYSIS

Figure 12. Block diagram illustrating the Phase Locked Reference oscillator in the
tightly locked mode.
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DUAL MIXER TIME DIFFERENCE

Figure 13. Block diagram illustrating the Dual Mixer Time Difference System. When the two
oscillators have tendency to move off frequency they must be phase locked
loosely together. This loop is not shown on this figure.
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PHASE MODLIL ATED PHgSEMETER

Figure 14. Block diagram illustrating the Phase Modulated Phasemeter System.
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Table 1

Asymptotic Behaviour of Various Variances for Power Law
Spectral Models and Polynomial Drifts
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UESTIONS AND ANSWERS

DR. GERNOT M. R. WINKLER, U. S. Naval Observatory:

I have nothing to criticize. I think it was a very clear explana-
tion. However, I think there is still a problem if you want to in-
troduce a generally educated person to the subject because of the
terminology, which was, of course, adopted a long time ago; it is
misleading.	 And I would like to suggest an additional approach to
such a generally educated person.

There are two ways, two main distinctions, in which we can
measure and/or characterize frequency instability. The first one,
called time domain measurement, essentially measures and/or charac-
terizes the instabilities by measuring phase differences. And we
obtain a statistical distribution of the carrier frequency, and we
characterize that statistical distribution of the carrier frequency.

In the frequency domain, we interpret the variations and meas-
ure them as variations of the modulation frequency or of a modula-
tion frequency around a fixed carrier.

Now, I think that this is the first thing. Now in the time do-
main, there are again two essentially different methods to do it.
One is to obtain samples of the time readings which are equally
spaced, and then you look at the statistics and have various ways to
characterize it.

The other way essentially is counting phase differences between
zero crossings, and you obtain your desired statistics this way.
Now by doing that you inevitably have the question of whether you
have dead time or not dead time. And you have the various variations
of your methods.

But I believe the essential point which we tried to get across
is that the distinction of time domain or frequency domain is not in
frequency, but it is the distinction of frequency measurements of a
carrier or frequency measurements of a modulation frequency around a
fixed carrier.

In both cases, we really measure frequency. But they mean two
different things. Thank you.

DR. HARRY PETERS, Sigma Tau:

I also thought that was one of the best summaries that I have ever
heard on the subject. If you will allow me, I would like to make
one comment regarding the use of such systems.

In the use of any of these systems, you need a frequency ref-
erance. And preferably the reference should be much better than the
things you wish to measure. If you wish to measure a crystal in a
rubidium in 1 to 100 seconds averaging time, of course you have no
standard which is significantly better. And for such systems, the
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use of a cesium as a reference in all of these systems is particu-
larly inappropriate because you need a subsidiary standard as sort
of a flywheel for all measuring times out to on the order of a thou-
sand seconds. And this is why many people want hydrogen masers in
their systems. For any of these systems, you would like a standard
which is superior to all the other standards for all the measuring
times in which you are interested. I had many other extensions of
these comments, but I think I will stop here. Thank you.

MR. DAVE ALLAN, National Bureau of Standards:

Let me clarify one thing the novice to the community. I think they
have done an outstanding job in showing how you can characterize an
oscillator as to the random fluctuations basically. One must be
very careful; to really characterize an oscillator, there are all
kinds of systematic effects that must be included as far as the
manufacturer and the user are concerned. The dependence upon
temperature, pressure, humidity, whatever you have, that the oscil-
lator may depend upon, is a whole set that must be included in a
proper characterization of an oscillator.
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A Modular Multiple Use
System for Precise Time and Frequency

Measurement and Distribution

by

Victor S. Reinhardt
William A. Adams
Grace 14. Lee

NASA-Goddard Space Flight Center

and

Robert L. Bush
Bendix Field Engineering Corporation

ABSTRACT

A modular CAMAC based system is described which has been
developed at NASA/Goddard Space Flight Center to meet a
variety of precise time and frequency measurement and dis-
tribution needs. The system is based on a generalization
of the dual mixer concept. By using a 16 channel 100 ns
event clock, the system can intercompare the phase of 16
frequency standards with sub-picosecond resolution. The
system has a noise floor of 26 fs and a long term stability
on the order of 1 ps or better. The system also uses a
digitally controlled crystal oscillator in a control loop
to provide an offsettable 5 MHz output with sub-picosecond
phase tracking capability. A detailed description of the
system is given including theory of operation and per-
formance. Also discussed is a method to improve the
performance of the dual mixer technique when phase balancing
of the two input ports cannot be accomplished.

IT RODUCTION

This paper describes a modular CAMAC based distribution and measurement
system developed at NASA/Goddard Space Flight Center to meet a variety
of precise time and frequency needs. The system grew out of the desire
to minimize the development effort and costs for three system require-
ments at Goddard Space Flight Center:

1)	 a frequency combiner/selector (FCS) capable of providing a
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reliable 5 NIHz output tracked to the average phase of multiple
atomic frequency standards, but on time with respect to UTC.

2) an automated data acquisition system capable of intercomparing
the phase of multiple atomic frequency standards with sub-pico-
second resolution and capable of correlating these intercomparisons
with environmental data and UTC.

3) a remote measurement and distribution system (RAIDS) capable of
distribtuing the 5 MHz output of a frequency standard to a remote
site, without degradation in phase stability, for comparisons against
remote frequency standards.

System Description

A block diagram of the generalized measurement and distribution system
is shown in figure 1. The heart of the system is a phase comparison
system which works on a generalization of the dual mixer technique.l
The phase comparison system includes the multiple mixers, the offset
crystal oscillator and the 100 ns multichannel event clock shown on the
block diagram. Not shown on the diagram, but essential for proper sys-
tem operation, are buffer amplifiers which isolate the various 5 MHz
channels from each other and low noise zero crossing detectors at the
output of each mixer. This phase comparison system uses the offset
crystal oscillator to heterodyne into 1 Hz beats 5 btlz inputs from
sources whose phases are to be monitored. For the purpose of maintaining
system operation independent of any of the 5 MIlz inputs, the offset
crystal oscillator is left free running. The multichannel event clock
records the epoch of these beats to 100 ns. As shown in the theory
section, this effectively records the differences in phase between each
5 T4iz input and the crystal oscillator to a resolution of 0.02ps. By
taking the difference in epoch between two channels, the data bus con-
troller can determine the difference in phase between any two 5 MHz
inputs with this same resolution. The multichannel event clock is also
used to monitor 1 pps or other TTL pulse sources directly with 100 ns
resolution.

The distribution functions of the system are implemented by the D/A
controlled crystal oscillator (DXCO) and the RF output control shown on
the diagram. Again, not shown but essential to proper operation, are
buffer amplifiers in the 5 MHz lines. The frequency of the crystal
oscillator is controlled via an 18 bit D/A converter with a fractional
resolution of 7.6x10 -13 per bit. Since the DXCO output is fed back to
the phase comparison system, the data bus controller can use the D/A
converter to control the phase of the DXCO with sub-picosecond resolu-
tion. Actual phase performance depends on the phase noise of the other
5 MHz inputs, the phase noise of the crystal oscillator, and the time
constant of the control loop. The RF output control is essentially
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an RF switch which connects the 5 MHz output to a back up 5 M1z source
in case of control system failure.

Data transfer and logical functions are implemented by a data bus con-
troller. This unit can be a microprocessor built in to the system or an
external processor. Of course, data output and program control devices
are also part of the system for communication to and from the processor.

HARDUkRE DESCRIPTION

The da^a bus chosen was the IEEE and IEC instrumentation standard called
CAP-7AC. A CAMAC crate with several of the instrumentation modules is
shown in figure 2. The advantages of using CAMAC are many fold. First,
since CAMAC is an IEEE and IEC standard, one can interchange hardware
from many manufacturers. Existing instrumentation can be used with
several stand alone microprocessor based bus controllers or can be inter-
faced to virtually any minicomputer through interface type controllers.
Second, many off the shelf modules are available to accomplish PTTI
functions. For example, should the need arise to extend the resolution
of the event clock, an IEEE 488 (HPIB) interface is available so high
resolution time interval counters can be used. Alternatively,. time
interpolators with resolutions of 50 ps or better are available which
can be used in conjunction with the multichannel event clock. Finally,
the maximum data rate of the bus, 24 Mbps, is more than adequate for
most purposes.

The multichannel event clock is shown in figure 3. This clock is cap-
able of recording the epoch of 16 channels of TTL events (positive or
negative edge selectable for each channel) to 100 ns. Whenever one or
more events occur during a 100 ns interval, the epoch is recorded in a
FIFO memory along with a channel identity word. In this way overlap
and dead time problems are taken care of. The FIFO memory can be read
as needed by the processor as long as the capacity of the FIFO is not
exceeded. Epoch is stored to one day. When one day is exceeded
an interrupt is sent to the processor and a bit is set until the pro-
cessor resets it. In this way, the processor can keep track of the day
and year.

The heart of the system is the analog part of the phase comparison
system. A brass board is shown in figure 4. This system is also
modular. The four larger modules are buffered mixers and zero crossing
detectors. The smallest modules are buffer amplifiers and the inter-
mediate module is an eight channel driver amplifier. These units
exhibit very low phase noise (see theory section) and low environmental
coefficients. Figures 5 and 6 show some typical temperature coefficient
measurements of a driver amplifier and a buffered mixer. The buffer
amplifiers are essentially identical to the driver amplifier. All
temperature coefficients have been measured at 1ps/ oC or less.
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Figure 7 shows voltage coefficient measurements. Notice that all
voltage coefficients are approximately lfs/V or less.

n1EORY AND PERFORMANCE

The phase comparison system is a generalization of the dual mixer phase
measurement technique shown in figure 8. In this technique, a transfer
oscillator of nominal angular frequency wo-c is used to heterodyne the
outputs of two reference oscillators of nominal angular frequency wo to
two beats of nominal an_ular frequency c. As shown in the figure, a
time interval counter, set up to measure the time difference between the
zero crossings of the two beats, effectively measures the difference in
normalized phase (x = ^/w) between the two reference oscillators multi-
plied by the factor wo/c. One thing not shown on the diagram but
essential for cancellation of the phase noise of the transfer oscillator
is that the time interval between zero crossings be significantly
shorter than the correlation time of the low pass filters which deter-
mine the noise bandwidth of the system.

In the phase comparison system described here, the offset crystal os-
cillator is the transfer oscillator. Since N reference oscillator inputs
are involved, a single N channel epoch clock replaces N-1 time interval
counters. This not only reduces the required hardware, as will be
shown later, this improves system operation under certain operating
conditions.

To understand the detailed operation of the phase comparison system, con-
sider a S MHz input on channel i of the form:

Vi = Ai sin (wot + ^i (t))

and a signal from the transfer oscillator of the form:

VT = AT sin (wot + ^T ( t ) )

where all the phase deviation from ail ideal signal of angular frequency
wo has been put into ^i and ^T respectively. The mixer at channel i
outputs a signal of the form:

VM = AM f ($T - $i)

where f(x) is a periodic sine like function whose only important
property is that f(x) = 0 at x = nor (n any integer). The ith zero
crossing detector outputs a positive going pulse which is recorded as
an event by the 100 ns clock at time ti given by:

^T ( ti)	 27T ni
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The difference in normalized phase (x = $/wo) between channel i and
channel j , for ni = nj

is, then:

Dx (i, j ) = x (t ) - x (t )
T i	 1 J

where:

Dx= (^ i (ti )	 . (tj ) ) /woJ

and:

XT = Wwo

But:

XT(ti) - xT (t j ) = y Dt

where:

Dt (i, j ) = ti - tj

and y is the fractional frequency offset of the transfer oscillator
from wo averaged over time Dt:

y = I tJ ur - u^Q_ dt

t'	 woi

This yields:

Dx = y Dt	 (1)

which states that the difference in the phase of any two channels is
given by the difference in zero crossing times of the beats times the
fractional frequency offset of the transfer oscillator.

The stability of the measurement system over the time T can be charact-
erized by a two sample variance of Dx:

a2 Dx (2, T, Dt) = z <(Dx (t) - Dx (t + T) ) 2>

Using (1), this becomes:

o Dx = Dt oy (2, T, Dt)	 (2)

297



or:

aDx = a
x (2,T,Dt)
	

(3)

where ay is the two sample variance for the fractional frequency varia-
tions of the transfer oscillator and:

ax=Dtay

From Equations (2) or (3), the stability properties of Dx can be
examined. For Dt less than, tc, the time constant of the zero crossing
detectors which determine the noise bandwidth of the system, q v is
approximately a constant. This means that, for Dt < tc,; aDx gbts
smaller as Dt gets smaller. In actual practice, this is limited by
noise introduced by the measurement system itself. In the system
described (tc = 13 ms, fc = 12 Hz):

aj)x (2, Is, 120}x) = 2.7x10-14s

Figure 9 shows the long term phase stability. Notice it is on the order
of 1 ps or better for T up to days. Notice also that during this time
the transfer oscillator has varied in frequency by almost 10-10.

For characterizing the resolution of the phase comparison system when
measuring frequency, one can form the statistic:

N
0r4,, (T) = 1 E	 (Dx (iT) - 2Dx ((i+l) T) + Dx ((i=2) T))2

i=1

which in the limit of large N becomes the apparent value av(T) 	 for one
channel when ideal frequency standards are input to all tht channels.
For the data shown in figure 9, aDx and aMy are computed in the
following chart:

System Performance
(system bandwidth = 12 Hz)

T N "Dx q4Y

(s) (10-14s)

.99 100 2.73 3.3x10 -14

9.9 100 3.41 3.9x10-1S
99 1498 10.4 7.4x10 -16

990 148 28.0 3.1x10 -16

9900 13 71.2 S.2x10 -17

lO S (estimated) 100 7x10 -18
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The value at 10 5 seconds is estimated on the basis of a few days
observed performance. A graph of GpV is shown in figure 10.

For Dt greater than tc, one can see from (2) or (3) that the phase
noise of the transfer oscillator becomes important. There are two
components associated with this phase noise, a short term component
associated with Dt and a long term component associated with T. That
is, for T > > Dt:

a Dx = Dt 2 (o 2y (Dt) + 6 2y (T))

Figure 11 shows this behavior for the case where Dt is about equal to
the 1 Hz offset of the transfer oscillator. In figure 11, the "raw
phase" is Dt times the average value of y over the time of the plot.
Notice that the raw phase has a short term noise component greater than
the "phase" of figure 10. Notice also that, for this worst case, the
phase tracks the crystal transfer oscillator with about 1 ps for every
part in 10 12 change in frequency.

There is a method, however,for taking out the long term component due
to changes in the transfer oscillator. Since the total epoch,of each
channel is recorded, the frequency of the crystal relative to any
channel can be obtained at any time by taking the difference in epoch
of the zero crossings of that channel. To obtain the best estimate of
the crystal frequency, one can use the channel with the lowest noise
input, the average of many channels, or the average over many zero
crossings. Using this estimate of the transfer oscillator frequency,
Y', a good estimate of Dx can be obtained:

Dx' = y' Dt	 (4)

The error in this estimate is give by the difference between (1) and
(4):

Dx-Dx' = Dt (y - y')	 (5)

By using a running estimate for y', all the long term effects of trans-
fer oscillator changes can be taken out. This is shown in the
"corrected phase" of figure 11.

SYSTF21 APPLICATIONS

The most stringent application for the measurement and distribution
system is the Data Acquisition Facility shown in figure 12. This
facility's principle task is to intercompare many hydrogen masers with
subpicosecond resolution, to monitor their phase against UTC, and to
measure the effects of environmental factors on these masers. For
this purpose the CAMAC module is interfaced to a PDPll computer. Com-
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parisons with UTC are made via TV and LORAN-C.

Another application is the Frequency Combiner/Selector (FCS) shown in
figure 13. The FCS will use the phase comparison system and DXCO to
track a 5 MHz signal to the average phase of multiple cesium frequency
standards with a frequency offset. The frequency offset will be
adjusted in a secondary phase lock loop to keep the 5 TEz on time with
respect to UTC measured via NASA's own Tracking Data Relay Satellite
System (TDRSS) or LORAN-C. The processor will carry out fault analysis
on all parts of the system and modify system behavior to minimize the
consequence of any fault.

A third application is a remote distribution and measurement system.
As envisioned now, this system will monitor a 5 Mz signal sent from a
main site down a cable	 and return the same 51MHz to
the main site via a parallel cable. By monitoring the changes in phase
down both cables, the main site will be able to determine a correction
to bring the remote 5 Mz in phase with the 5 MHz at the main site.
This information will be sent via modem to the remote system to control
its DXCO. The main use of this system will be to intercompare remote
frequency standards without loss of stability.
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QUESTIONS AND ANSWERS

DR. HELMUT HELLWIG, National Bureau of Standards:

Can the system or at least parts of it be procurred? If so, how and
for how much?

DR. REINHARDT:

That is another reason we went to CAMAC. The only essential part
of the system that cannot be procurred off the shelf at this time;
that is, the digital parts of the system, is the 100 nanosecond
clock.

One thing I didn't mention because time was short was you buy
what are called klugeboards, which essentially give you all the hard-
ware and all the interfacing  to the CAMAC. And you only wire what
you need. And we have wirewrap lists. In fact, if you want
one of these 100 nanosecond clocks, contact us because we have been
having them wirewrapped outside. It is just a matter of us sending
you the drawings and the wire lists. And you can go to the same
company that we did and get it wirewrapped. ThP price? Bob, what
was the price of the 100 nanosecond clock?

SPEAKER: About $1,000...

DR. REINHARDT:

That's	 for	 the	 CAMAC	 crate	 itself.	 In	 fact,
you can get that as a full-blown RT 11 operating system with floppy
discs for about $12,000. But the microprocessors themselves cost
about $3,000 or $4,000. The CAMAC crate is about $1 ,500.

My rule of thumb is, it is $1,000 per module--per completed
module, not klugeboard. The analog parts of the system are, as
you can see, also modular. We are making them in-house now. But
again, if anybody wants any drawings or anything like that, they
should contact us. We have printed circuit board layouts. Thank
you.

DR. CARROLL ALLEY, University of Maryland:

How many cesium standards do you plan to include in your ensemble?

DR. REINHARDT:

We have the optimum ensemble for statistical analysis--two. That
way, nobody can tell if anything is wrong. Right now we plan to
use two. And you obviously get a factor of two improvement in reli-
ability. The idea is to also at least divide the phase by a
square root of two while you are doing that. And I have an ulterior
motive in this. You can plug a hydrogen maser directly into that
system and have it work. 	 It will reproduce the phase specs of a
hydrogen maser.
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DR. SAMUEL STEIN, National Bureau of Standards:

You can accomplish very much the same results, to remove the insta-
bilities of a common oscillator and to gain the benefit of an event
clock, in a small system in hardware, by locking your transfer
oscillator to one of your references.

MR. DAVID W. ALLAN, National Bureau of Standards:

In addition to that, if you get an oscillator which has very little
phase noise over the beat interval, in your case one second, the
noise then becomes immaterial regardless of the phase. We have
chosen as one system at NBS to use a 500 hertz beat and a very low,
high-quality low-phase noise oscillator. And the phase noise just
doesn't enter in.

DR. REINHARDT:

I would like to add a comment to that. The data were actually taken
without the full-blown system, and now with these programmable cal-
culators and counters, we just set the counter to alternately meas-
ure time interval and period. And so you can effectively do the
same thing on a small system with a conventional dual mixer system
by just changing the software.
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A REVIEW OF THE U.S. NAVY'S PRECISE

TIME AND TIME INTERVAL (PTTI

PROGRAM

RALPH T. ALLEN

NAVAL ELECTRONIC SYSTEMS COMMAND

ABSTRACT

In September 1975, the Navy's
PTTI Program experienced a restruc-
turing of its internal management.
Since that time, the Program has
undergone significant redirection.

This paper briefly outlines in
broad terms:

(a) The history of the Navy's
PTTI Program

(b) The Navy's current and
projected PTTI require-
ments and capabilities

(c) The current and projected
Program efforts

The United States Navy's Precise Time and Time
Interval (PTTI) Program is a Navy-wide effort to provide
Navy platforms with PTTI information traceable to the
U.S. Naval Observatory (NAVOBSY).

, At the Ninth Annual PTTI Applications and Planning
Meeting, Rear Admiral Fowler briefly outlined the Navy's
early dependency on time for navigation and the need for
improved timing as ships' speeds increased with the
conversion from sail to steam propulsion. lie also out-
lined the NAVOBSY's very early involvement with time-
keeping in support of this timing requirement and the
consequent evolution of the NAVOBSY as the nation's
timekeeper and a leader in today's international PTTI
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community.

The Naval Research Laboratory (NRL) is another, more
recent, example of the Navy's participation in the fields
of timing and PTTI. NRL's involvement with crystal oscil-
lator and frequency synthesizer technology, its' experi-
ments in transferring time via the Defense Satellite Commu-
nications System (DSCS) and the development of the Hawaii
Test Bed, both in conjunction with the NAVOBSY and the
Naval Electronic Systems Command (NAVELEX), and its' recent
efforts with atomic standard developments under the Global
Positioning System (GPS) Program have resulted in numerous
advances in PTTI.

In recognition of this early Navy leadership in time-
keeping and timing developments, the NAVOBSY in 1956 was
directed to provide the Standards of Time and Time Interval
for the U.S. Department of Defense (DOD). Further, in 1965,
by DOD directive, the NAVOBSY became the single DOD compo-
nent responsible for PTTI management control functions.

Then, in 1972, the Chief of Naval Operations (CNO),
tasked the NAVOBSY with maintaining the Time and Time
Interval Standards for the Navy and assigned the Chief of
Naval Material (CNM) as "The single Department of the
Navy Manager responsible for PTTI."

CNM then designated the Commander, Naval Electronic
Systems Command (COMNAVELEXSYSCOM) as the "Department of
the Navy Manager for PTTI."

The current Navy PTTI Program and its associated
program management organization, depicted in Figure 1,
are the direct result of these various directives and
taskings .

After establishing an official program organization
and responsibilities, CNO, in September 1975, issued a
draft Operational Requirement (OR) for Timing and Synchro-
nization (PTTI). The draft OR described the operational
problem as follows:

There is a present and future need for precise
time and time interval traceable to the U.S. Naval
Observatory.

. Currently, each warfare sponsor provides his own
precise time and time interval using methods which range
from crystal oscillators to atomic clocks.
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. This proliferation is neither economical nor techni-
cally sound in design and use.

The draft OR also stated that the operational require-
ment was for:

. The worldwide dissemination of precise time and
time interval traceable to the NAVOBSY.

. Cost effective distribution systems for the various
platforms to support their designated missions.

Based on that draft OR, the Navy's PTTI Program
objectives are:

. To quantitatively determine the PTTI requirements
of the various Navy Platforms through the 1990 time-frame.

. To review the status and capabilities of existing
dissemination systems to determine if the platform require-
ments can be met.

. To design, as necessary, a dissemination system to
meet the platform requirements.

. To design platform distribution systems to satisfy
platform requirements in a cost-effective manner subject to
survivability and operational constraints.

A PTTI Program Master Plan to meet these objectives,
was published on 1 June 1976 and forwarded to CNO for
approval.

In the Program Master Plan, a PTTI System concept, as
shown in Figure 2, was outlined. That PTTI System concept
is based on a dissemination system, see Figure 3, which
uses, to the maximum extent possible, existing dissemi-
nation systems and a platform distribution system, see
Figure 4, which also uses, to the maximum extent possible,
existing equipments.

Because of an inability to obtain internal approval
of the draft OR, CNO requested that NAVELEX perform an
analysis of the Navy's PTTI requirements as outlined in
the Program Master Plan and that the plan be resubmitted
upon completion of the requirements analysis.

NAVELEX did perform the PTTI Requirements Analysis.
It was completed in July 1978 and the Final Report was

320



W0W0o^0

CID

0Qz

z0az
_
_

2
^

WU
)
 
W

C
l
)
 
^
—

®
 C

l)

C
L
 
C
l
)

DYQmOQzW
W

o
^

r
c
n

a:Q

JQWF
'

ZW

N
®

 
Q

 
W

c
r

Z

► 
WLUVw

O
 
C
C

F
-
 j

Z WV
c
 
W

W
 
c
cW}

OHm^
 
W

Q
 
^

C
 
^

Q Cl)
WHg

a

3
2
1



^
	

Z= s
aLL

a
	

^ ^
i
	

m
 
Q

"'	
I
 
w
 
a

i

zaQZ

cnujacc^

Z
G

Q ~
^
a
a
^
z
¢ar WC

YU
f0
0

N LL

Z

a

^
	

Q

a
?

Z C

W
r
WUW Z

W
L
L
Q

a a r

2Q

a
L
L
	

^
^

a ,.

N
 
1	

9
 
Q

c
c

d
o
m
w
f
t

s
	

a	
aI—

r^-
-. 2U

L
J

W
	

a
 

_
z 	

a

Z
 
Z
	

LL

-
Ou

i

e
w
	

ZaC• W

W
 
—
 
z
^u
o

o
Q

V N

Hu
l

V0VH0v

r.a
=

Z
a

Q
2
^

2 Q ;

3
2
2



CLCLwUZOUa^

LL ZOF-DMcrHa

3
2
3



delivered to CNO for validation in November 1978. The
Analysis indicates that there will be a dramatic increase
in the number of platform communication, navigation and
weapon systems requiring increasingly stringent PTTI
information; e.g., while today the Navy's platform require-
ments for time are primarily limited to the submarine
fleet and are in the 100 microsecond region, the typical
Naval Platform, afloat and ashore, requirements in the
1980 to 1990 time frame will be in the one to ten micro-
second range with one future system identified which may
require a platform to maintain time to within + ten nano-
seconds or less.

Some of the major conclusions in the Requirements
Analysis were that:

. Platform requirements for PTTI are currently being
met.

Based on current planning, surface platforms
especially will be unable to meet future PTTI require-
ments.

Those platforms requiring PTTI would benefit from
a "Standardized" Platform Distribution System (PDS).

. With proper planning, all current and future
platform requirements for PTTI can be satisfied by at least
one current or future PTTI dissemination system.

. There is no identified need for the development of
additional PTTI dissemination systems.

Some of the major recommendations in the Requirements
Analysis were to:

. Develop a PTTI PDS utilizing a modular concept and
standardized equipments.

. Consider the PTTI Requirements Analysis recom-
mendations regarding the PTTI Dissemination System in any
PTTI PDS development effort.

Based on the requirements analysis, CNO is developing
a new PTTI OR. Also, the PTTI Program Master Plan is
currently being updated and will be resubmitted to CNO
for approval in February 1979.

Some of the major on-going efforts to be covered in
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the updated Program Master Plan include the:

. PTTI Maintenance and Calibration Program.

. SSN-637, SSN-688 and POLARIS/POSEIDON Class PTTI
PDS Developments.

. NAVOBSY Master Clock System Upgrade.

. AN/URQ-23 Frequency Standard.

GPS Time Transfer Unit.

PTTI Technology Program.

The PTTI Maintenance and Calibration Program at the
Naval Electronic Systems Engineering Center (NESEC),
Portsmouth is a continuing program. Responsibilities under
this program include portable clock trips to various Navy
and DSCS earth terminal sites and the repair and mainte-
nance of all Navy rubidium and cesium beam frequency
standards. Beginning in FY-79, this program will also have
full responsibility, including budgeting, for the VERDIN
0-1695 Cesium Beam Frequency Standard Depot.

NAVELEX, in May 1977, developed a system level spec-
ification for a PTTI PDS for the SSN-637, SSN-688 and
POLARIS/POSEIDON Class Submarines. This effort originated
with an urgent need for PTTI on the SSN-637 Class Sub-
marines. The specification calls for an automatic, no
break system and for the use of common equipment in all
of the classes with reconfiguration to meet the needs of
each particular class.

NAVELEX is currently developing platform distribution
systems for the SSN-637, SSN-688 and POSEIDON Class Sub-
marines. The SSN-637 Class PTTI PDS depicted in Figure 5
is an automatic, no-break system. The PTTI PDS for the
SSN-688 and POSEIDON classes, which is depicted in Figure 6
will essentially be in accordance with the original
May 1`977 specification, except that the need for an auto-
matic, no break system has been eliminated by the program
sponsor.

NAVELEX has also been tasked by CNO with upgrading
the NAVOBSY Master Clock System, see Figure 7. As stated
previously, the PTTI Requirements Analysis has indicated
that current Navy requirements are in the 100 microsecond
region and that future requirements will be in the one to
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ten microsecond range with one requirement possibly in the
+ ten nanosecond region.

A similar increase in PTTI requirements for other
DOD components is also projected, e.g. while the NAVOBSY,
under its assigned responsibilities as the single DOD
component responsible for PTTI management control functions,
currently maintains the Master Clock System which also
serves as the DOD Master Clock and provides the National
Security Agency, the Air Force Calibration Laboratories
and the DSCS with time of day in the 0.1 to 10.0 micro-
second range, it has projected requirements to provide
time of day in support of the GPS and the Transit Improve-
ment Programs to within 10 nanoseconds or less and to
provide the Very Long Baseline Interferometry Program with
a frequency stability of one part in 10 14 or less.

While the present system provides time accurate to
within 1 nanosecond per day and exhibits an exceedingly
good long-term stability of two parts in 10 14 , it will
not meet the projected Navy and DOD user system require-
ments. In order to support those requirements, the future
Master Clock System will be required to maintain time
accurate to within 1 nanosecond per ten days and a
frequency stability of 1 part in 10 15 or less.

This will be accomplished by the introduction and
integration of the latest, state-of-the-art technology and
improved reference standards into the current Master Clock
System to maintain and display near real time in the sub-
nanosecond accuracy region.

This upgrade will enable Navy and other DOD components
to meet their projected PTTI requirements and it will
maintain the NAVOBSY's preeminent role in the national and
international PTTI community.

While these basic documentation, program planning and
early development efforts are taking place, there are
still, however, real on-going operational needs of the
fleet which must be met. For example, the AN/URQ-10 and
10A are the reference frequency standards of the fleet
today. They are approximately ten years old. Although
they still meet the majority of the Navy's current PTTI
requirements, spare parts are becoming increasingly expen-
sive and unavailable and handling procedures for mainte-
nance are out of date.
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The AN/URQ-23, disciplined time and frequency standard,
which will be a direct replacement for the AN/URQ-10 and
10A was granted Provisional Approval for Service Use in
September 1977. It offers an improved frequency stability
and timing information which the AN/URQ-10's do not. More
significantly, however, is the fact that the AN/URQ-23
can be calibrated in four hours vice the approximately 30
to 60 days required for the AN/URQ-10's. This calibration
feature alone should yield significant savings for the
fleet.

The AN/URQ-23 is currently undergoing First Article
Testing at NRL and full Approval for Service Use is expected
in June 1979.

Also, at the direction of CNO, NAVELEX is procuring
a GPS Time Transfer Unit (TTU) Feasibility Model, see
Figure 8, for the NAVOBSY via the Space and Missile Systems
Organization (SAMSO).

The GPS has an inherent ability to disseminate PTTI
information. The Time Transfer Unit, on which a paper was
given at the Ninth Annual PTTI Applications and Planning
Meeting (1), should provide fixed platforms with a low cost
means of extracting that information and updating their
local clocks to within 100 NS of GPS time which in turn is
referenced to the NAVOBSY.

Finally, NAVELEX was recently notified that the Naval
Material Command (NAVMAT) is partially funding the PTTI
technology effort outlined in Figure 9. Informal discus-
sions with NAVMAT and the NAVOBSY indicate that the PTTI
technology effort has enough potential impact on, for
example, future atomic clock developments and PTTI dissemi-
nation via satellite clocks to warrant its continuation.

NAVELEX is, therefore, currently developing a PTTI
Technology Program, with particular emphasis on (1)
relativity effects on satellite clocks, (2) laser
reflectometry for increased time dissemination accuracy
via GPS and (3) super crystal technology, in support of
both current and projected Navy PTTI Program requirements.

That completes the review of the most significant,
on-going PTTI efforts. Some of the projected PTTI efforts
to be addressed in the updated PTTI Program Master Plan
include the:
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. 0-1695 Cesium Beam Standard

Rubidium Standard Development

"Standardized" PTTI PDS Development

. "Standardized" PTTI PDS Preliminary Design and
Cost Analysis

. PTTI via DSCS

Under the VERDIN Program, NAVELEX several years ago
developed the 0-1695 Cesium Beam Frequency Standard and a
complete support system. Within the last year, however,
agreement has been reached that cognizance of the 0-1695
and its previously mentioned depot responsibilities
properly belong under the Navy's PTTI Program. NAVELEX is
currently planning for that transition in FY-79.

The Naval Air Systems Command (NAVAIR) is currently
preparing to develop a rubidium frequency standard in
support of the TACAMO Program. NAVELEX under a previous
program was funding for the development of a rubidium
standard. NAVAIR has been contacted to see if the NAVELEX
rubidium standard effort will meet the TACAMO requirements.
If so, it is felt that substantial savings in development
costs can be accrued by the Navy.

The "Standardized" PTTI Platform Distribution System
Development, depicted in Figure 10, is a FY-80 new start
effort to provide all Navy platforms, surface, subsurface,
air and shore, which require PTTI information with a mod-
ular distribution system comprised of "Standardized" equip-
ments which can be reconfigured to meet the needs of a
particular platform.

The "Standardized" PTTI Platform Distribution System
Development will take advantage of any outputs from the
previously mentioned submarine efforts by incorporating
them, to the maximum extent possible, into the "Stan-
dardized" system.

The first task under the "Standardized" PDS effort
is a preliminary design and cost analysis to provide
answers to some of the questions raised as a result of the
PTTI Requirements Analysis; e.g.

a. How much standardization of equipment components
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can be achieved between surface, subsurface, shore and air
platforms?

b. How much utilization of existing assets is
practical?

C. How much savings, in the area of logistics
support, could be accrued by the Navy from the standard-
ization of PTTI component equipments?

The final projected effort to be discussed is the PTTI
via DSCS effort, see Figure 11.

The Joint Chiefs of Staff (JCS) on 17 March 1976
authorized the dissemination of PTTI via all DSCS terminals
equipped with specialized modems capable of transferring
time. The JCS further requested that CNO develop an
implementation plan for the dissemination program.

The implementation plan was developed by the Naval
Telecommunications Command (NAVTELCOM) in conjunction with
the NAVOBSY and NAVELEX in May 1977. It designates the
CNM as the executive agent for procurement and logistics
support for this tri-service effort. CNO approved and
forwarded this implementation plan to JCS for approval in
September 1977. NAVELEX is currently planning for the
assumption of these responsibilities upon the approval of
the Implementation Plan by JCS.

As the preceding discourse indicates, the Navy's PTTI
Program has, in three years, been defined and given
direction. As Figure 12 indicates, however, the Program's
major development and procurement efforts are still to
come.

While there are problems associated with some of these
efforts, e.g. the AN/URQ-10 maintenance problems, solutions
have generally been identified and are being pursued.

The estimated impact of the outyear hardware procure-
ments resulting from the platform distribution system
development efforts and the JCS approval of the DSCS
Implementation Plan will be significant. NAVELEX, CNO
OPS 9S2, the PTTI sponsor, and 986, and COMNAVTELCOM are
working together to absorb that impact.

The overall picture for PTTI has already improved
significantly in the past three years; e.g, with the
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MAJOR PTTI PROGRAM MILESTONES 
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PROGRAM MASTER 
PLAN UPDATE • • 0 
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MASTER PLAN 
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w 
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2.0PEVAL 0 0 
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PTTI VIA DSCS • • .... (TBD) 

o EVENT o CONTRACT o DELIVERY 

FIGURE 12 



advent of the PTTI Program Master Plan, the PTTI Require-
ments Analysis and the assistance of OPS 952 and 986,
the "Standardized" PTTI Platform Distribution System
Development has moved from a new start in FY-82 to FY-80.

Again, in summary, the Navy's PTTI Program has, in
three years, been defined and given direction. Program
schedules and funding have improved and solutions have
been identified for problem areas such as the AN/URQ-10.
Overall the future of the program looks good. It is now
being recognized by Navy Headquarters and Field Activities,
the Fleet and other DOD Activities as attempting to solve
the PTTI problems of today and to plan for the PTTI needs
of tomorrow.
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QUESTIONS AND ANSWERS

MR. HARRY PETERS, Sigma Tau Corporation:

I don't know how appropriate this is, but a couple of years ago
there were ongoing efforts by Hughes Aircraft Company, RCA, Naval
Research Labs, Smithsonian Astrophysics Lab, to get PTTI using hy-
drogen masers. Now we haven't heard much about that lately, nor do
I see very much here about the future of this effort. I wonder if
you could elaborate on that?

MR. ALLEN:

I believe those efforts are under the GPS program. And they are not
directly under the PTTI program. We are trying to absorb more and
more of the PTTI efforts in the Navy and bring them under one single
program. But, again, this is not a GPS effort right now. Someone
from the GPS program office would have to address those development
efforts.

MR. CLARK WARDRIP, NASA Goddard Space Flight Center:

When do you see these GPS timing receivers becoming available?

MR. ALLEN:

The feasibility model is supposed to be delivered, I believe, next
June to the Naval Observatory. And I don't see a unit being
available much before a year after that.

MR. WARDRIP: Can you give an estimate of the cost?

MR. ALLEN:

No. Estimates have ranged anywhere from about $25,000 to $50,000,
but I think until we have the feasibility model and do some testing,
we really won't be able to put a price on it.

MR. DAVID ALLAN, National Bureau of Standards:

It is interesting that at the one nanosecond level on a global basis
the relativistic effects become extremely important. And to date,
internationally, a particular coordinate system that would be useful
for this has not been agreed upon. And so this is a separate issue
outside of this audience that needs to be flagged and watched. I am
glad to see that you are very conscious of that in your
considerations.

DR. GERNOT M. R. WINKLER, U. S. Naval Observatory:

That is exactly why you have seen in this program a combination of
relativity concerns.

MR. ALLEN: Yes.
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FREQUENCY DOMAIN MEASUREMENT SYSTEMS

Michael C. Fischer
Hewlett-Packard Co.
Santa Clara, Ca.

ABSTRACT

Stable frequency sources and signal process-
ing blocks must often be characterized by
their noise spectra, both discrete and random,
in the frequency domain. In this tutorial,
conventional measures are outlined, and systems
for performing the measurements are described.
Broad coverage of system configurations which
have been found useful is given. Their func-
tioning and areas of application are discussed
briefly. Particular attention is given to
some of the potential error sources in the
measurement procedures, system configurations,
double-balanced-mixer-phase-detectors and
application of measuring instruments. A gen-
eral calibration scheme is detailed.

INTRODUCTION

This paper is a lightly edited transcription of the tutorial
presentation which included audience participation. With
that excuse, the author begs the reader's indulgence of the
conversational style and disorder.

First, to point out the areas that make up the subject of
frequency domain measurement systems, see Table 1. This is
only roughly the order in which they will be covered.
References will be cited for coverage of the basics.

Model numbers, ranges and accuracies of the various frequen-
cy domain instruments will be avoided since these are rea-
dily available on data sheets and in catalogs. However,
there are some traps in the ways these instruments may be
used which will be covered.
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Mea su nEe s

To establish a clear context, the symbols and definitions
that are used for the measures are shown in Table 2. The
reader may be familiar with one or more of these from var-
ious applications. Basically, each of these definitions
implies a math model of a random process. When a measure-
ment is made, it will most likely include processes which
are both random and non-random - an important source of
some of the traps. Accordingly, it is necessary to have a
clear understanding of how a chosen measure (math model)
responds to discrete spurious components as well as con-
tinuous random spectra, and as separate questions, how the
measurement system relates to the measure for both classes
of signals. These areas are covered in references 1, 2 and
3.

Systems

I would like to pose a question to start into the systems
aspects of the subject. Why do we need a system to measure
frequency domain stability? (see Figure 1). The usual
reason is dynamic range. We might try to use a spectrum
analyzer to measure the noise side bands, for example,
which are 140 dB below the carrier in a 1 Hz bandwidth.
Even if we use a 1 kHz bandwidth in the spectrum analyzer
instrument, this noise will be 110 dB below the carrier as
indicated on the screen of the analyzer, and the skirts
of the one kHz filter would force us to look no closer than
several kHz away from the carrier. So the dynamic range
in both the frequency and amplitude sense, and their inter-
action, are the reasons why we have to go to more com-
plexity than this, with higher quality oscillators. There
is a large family of oscillators for which this is an appro-
priate way of measuring their noise side bands, but it
displays AM and PM.

AM versus PM is another distinction which must be cared for.
The usual name for the measure that is seen on a spectrum
analyzer is the rf power spectrum. This measure is almost
never used as a specification for a frequency standard or
any component of a frequency distribution system. What is
needed is a demodulator, a phase or frequency demodulator,
implying that it is relatively insensitive to AM and it
needs to be highly sensitive to small PM for FM. (See
Figure 2). Otherwise, in the case of those rare systems
that have AM sensitivity, it should probably be specified
separately since there would be a great opportunity for
confusion.
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Referring to the instability sensor in the middle of Figure
2, the demodulator should have a very good ratio between
the demodulated signal and its own noise contribution. We
could apply some other words to that central block: an error
enhancer, an error multiplier (which frequency multipliers
tend to function as) or conversion to base band. In many
communication systems, some element of, or some of the
blocks of the system itself (which is going to use the
oscillator under test) might be applied here. It is impor-
tant that their transfer function be well understood and
modeled. If so, they may be applied as the instability
sensor to make the measurement in a very realistic fashion
with respect to the oscillator's performance in the final
system.

Autocorrelator System

The reason for choosing the fairly complex looking system
of Figure 3 as the first to be considered in detail is
that it has wide application. In many of its forms, it
can take a range of input frequencies without modifying the
hardware, and it can test a single source without having a
reference source,without requiring a second similar source
as a reference. This feature makes it attractive for
development work in many programs. Figure 3 may be ex-
plained by starting at its output and working backwards.
The double balanced mixer is used as a phase detector.
The fundamental operation that the mixer performs can be
described by assuming sine waves applied to the R and L
ports. The simplest model for the mixer is that it multi-
plies the two sinusoids together so that what comes out
are two signals as in the trigonometric identity. One
signal is an average term which is proportional to the
phase difference between the two input sine waves (that is
the difference frequency out of the mixer). The other is
a very large signal which is the sum frequency output of
the mixer. Since the inputs are the same frequency,
this sum output is twice -the input frequency. The phase
shifter, shown here in what may be called the reference
channel, is adjusted to bring the two mixer input signals
into quadature so that the mixer performs a phase detection.
If, on the other hand, the two input signals are brought
intoin-phase condition (or 180 0 of out phase) by the use
of this phase shifter, then this becomes an amplitude de-
tector, and the AM spectrum of the input signal can be
analyzed.

The functions in the other path to the mixer cause this to
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be an instability enhancer or a detector of the spectrum
that we want to measure. First, the directional coupler is
shown as having its 10 dB attenuating port to the L port
because we expect to take less loss down this path and we
want as large a signal as possible to both ports of the
mixer. The result with any one of the items listed on the
right of Figure 3 is that this path functions as frequency-
to-phase transducer. For example, in the case of the trans-
mission line, the signal goes down the transmission line,
reflects and comes back, incurring a delay. The delay of
300 feet of coaxial cable at 1 MHz is approximately one
cycle; 1/2 cycle out, and 1/2 back. If the frequency then
changed by 100, the phase shift through this path length
would change by 10% of a cycle. In that way, a delay line
or a narrower filter on this path serves as a frequency-to-
phase transducer. Then the mixer acts as a phase-to-voltage
transducer. The overall result is a sensor which trans-
forms frequency to voltage, a low noise discriminator.

There is an interesting aspect of the narrower band reson-
ators in this system - either a crystal filter or a cavity.
Within the bandwidth of the resonator, all the foregoing is
still true. However, outside the bandwidth of the resona-
tor, the resonator can be considered to be stripping off
the noise sidebands, or holding the phase of the signal
through this path coherent for a longer time than the
period of these larger sideband or modulation frequencies.
If a phase change occurs at a high rate versus a narrow
resonator, the phaseout of the resonator does not change,
it does not follow the rapid phase change, and the system
output is now the phase modulation spectrum, outside the
bandwidth of the resonator.

For areas of applicability, the crystal filter, from 100
kHz to the 100 MHz region is useful. The one port cavity
is best applicable from 5 GHz up. One could use a trans-
mission cavity similarly. The long, shorted transmission
line is the broadband approach which allows the single
system to operate from 100 MHz to 10 Ghz. This entire
system does not offer as low a system noise floor as some
of the other systems, but it does have extremely broad
applicability and the advantage of single input source.
The references appropriate to Figure 3 are: 4, 5 and 6,
the last of which dealt with this system using a crystal
as a filtering element.

Preamplifiers

The modulation spectrum appearing at the mixer output in
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these systems still must be measured by a frequency domain
instrument such as a low frequency spectrum analyzer. The
sensitivity and noise figure of these instruments usually
requires a preamplifier following the mixer to give best
performance. The mixer will generally be a 50 ohm component
which means it was designed to operate from 50 ohm sources
into a 50 load, not that it looks like 50 ohms in general,
particularly when both ports are driven from a relatively
high level. The low noise amplifier, which is needed to
achieve good performance from the system, is trying to
operate from a source impedance which is probably below
50 ohms. The optimum-noise source resistance for low
frequency amplifiers is very rarely this low. The only one
that is commercially available which the author has seen
referenced (but has no personal experience) had the brand
name Ortec mentioned in Lances paper at 77 PTTI. For that
purpose, the author has built his own relatively simple
amplifiers. A good reference on building amplifiers of
this class (and low noise rf amplifiers also) is a book
by Motchenbacher and Fitchen, reference: 7 on low noise
techniques.

Mixer-Phase Detectors

Since the mixer is a critical element, let us digress from
the systems configuration for a moment and give the mixer
more attention. The author has seen many systems where
people have attenuators preceeding mixer, even following
the mixer, and expecting that when they click in 20 dB, to
have a 20 dB change in what is going on in the system.
This is probably not true because of the way the mixer
works. In Figure 4 the diagram on the left is the sche-
matic of a good many mixers. In fact, some of the best
mixers for our purposes have exactly that schematic.
There are also many variations, for which this is still a
good first-order model. Even though their schematics look
vastly more complex than this, they look, to the input and
output signals, very much as this model.

Though the results are usually misleading, it is natural
to attempt to measure the drive level to the mixer by
looking at the voltage at its input ports. It is very easy
to put a Tee connector on the BNC going into the mixer
and probe the signal at that point with a good high imped-
ance scope probe as was done for Figure 5. But, just as
one wouldn't try to determine the dissipation in a zener by
measuring the voltage across it and ignoring the current,
one should not draw many conclusions from this voltage.
A high impedance rf voltmeter looking at the voltage into
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the mixer is even less informative about what is going on
in the mixer because all that is being measured is the for-
ward drop across a diode. As is indicated by the functional
model in the center of Figure 4, which assumes that the L
port signal is the larger one, it simply saturates the mixer.
With a large L signal, one series pair of diodes or the
other, for either polarity signal, is strongly forward
biased. This amounts then to connecting either one side,
one polarity, or the other, of the R signal to the X port
determined by the polarity of the L signal. The results of
this action are shown in the right-hand part of Figure 4 for
R and L in a quadrature phase relationship. Corresponding
to this function, the double balanced mixer is sometimes
also called a reversing switch. It is interesting that
there is very little literature on the mixer used as
phase detector. References:8 and 9.

Figure 5 shows mixer waveforms which are careful
tracings of scope photos. Both the L and R port waveforms
appeared to be identical. Both were driven with + 7 dBm
incident power, in quadrature phase. That was measured with
the coax disconnected from the mixer, into a good 50 ohm
load, with an rf power meter. Then the coax was reconnected
onto the mixer and probed with a high impedance probe for
the photo. Notice that the waveform is distorted by the
action of the diodes. Another important point is that this
signal came from a broad band resistive 50Q source. This
is probably not true of most of the output stages of the
frequency standard devices which might be connected to a
mixer. Now, given that the signal came from a 50 ohm
source, and was sinusoidal into a 50Q load, the mixer looks
like various things. It may look like more than 500 as
the input is crossing zero, and it clearly looks like less
than 50 Q as the diodes start to conduct more and more.
The mixer, at this drive level, probably drops down to the
order of 20 Q or below, over portions of the waveform.

At the output X port the 2f output or sum frequency appears.
The important thing to notice is how large it is relative
to the inputs. In other words, when a mixer is used in one
of these systems, one must be aware of the fact that with
a 5 MHz input signal to the mixer, there will be a very
large 10 MHz output signal from the mixer. That large out-
put signal can deal a very strange blow to the spectrum
measuring instrument, or to the low noise amplifier that is
connected to the mixer. Although the X output does not
look exactly sinusoidal, spectral analysis of that waveform
at the bottom of Figure 5, shows that its third harmonic
is still 30 db below the fundamental. The top of the
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screen was set to equal the power incident on the mixer at
10 MHz, so the output signal is about 6 db below the power
that is incident on the inputs.

Mixer Loads and Sensitivities

Most systems will require a low pass filter following the
mixer to reject the large 2f output signal. Most familiar
filter designs have input impedances which are a large
mismatch outside their passband. That is to say that they
achieve attenuation by reflecting the unwanted input. A
low loss filter, made of only reactive elements, must then
appear as a highly reactive mismatch at its input to
signal frequencies outside the passband. This situation
could result in the mixer being terminated reactively at
the frequency of its largest output signal component. This
condition has been seen to cause surprisingly gross dis-
tortions of the input waveforms. This can raise serious
questions of the validity of the measurement because the
device under test is driving a mixer input which is an
extremely non-typical load, having a large reactive mis-
match and violent non-linearities.

The low pass filter following the mixer can be designed to
present a 50 S load to the 2f output component by making
the input element of the filter a shunt capacitance with
a 50Q resistance in series. Figure 6 is an example from
reference 10. This arrangement terminates the mixer in a
non-reactive 50 Q for all frequencies above 1 MHz, but
unloads the mixer to maximize its sensitivity below 100 kHz.
Since the filter element values depend on seeing a 50 0
source resistance in the mixer, this filter develops one to
two decibels of peaking when the mixer is driven above
0 dBm at both inputs. This is a good example showing the
necessity for checking system flatness, over the entire
frequency range to be measured, during the calibration pro-
cedure.

The transducer coefficient of the mixer, used as a phase
detector, in volts per radian, (that is,its ratio of con-
verting radians of phase shift to volts of: output signal,
do average, or low frequency average). can be quite sensi-
tive to the terminating impedance at its output port.
See Figure 7. Taking the output into a broadband 50 Q load
as a base line, the output slope can be increased up to
6 dB by raising the load resistance. However, another
6 dB, for a total of 12 dB, approximately, increase in
sensitivity can be gained by careful choice of a parallel
capacitive reactance well below 10 Q (at the input
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frequency) as a termination, reference: 11. Again, being
a reactive termination, this can raise the above questions
due to mixer input waveform distortion, and has been shown
to roll off the modulation frequency response, requiring
thorough calibration.

All but one of the curves in Figure 7 were taken with the
same RF power level applied to both the L and R ports.
Using an HP 3335A,a calibrated phase shift,was inserted and
the static transducer coefficient was measured using a DVM.
One-tenth radian positive and one-tenth radian negative
about 0 were the phase shifts used. Note that if the mixer
is terminated at a high impedance, a gain from 4 dB, to
much more than 6 dB is realized at lower levels, versus
terminating the mixer with a broadband 50Q Q. And there is
an interesting fact here that all the curves for all the
mixers, at least at some input power levels, were asymptotic
to the line whose .equation is K^ = 1.8 times the incident

power level expressed in rms voltage; and the relationship
seems to be that unloading doubles the peak voltage avail-
able out of the mixer. The lower frequency average is

2 . 1 2	 (2/7r) which is 1.8.

This completes the digression to mixer details and atten-
tion returns to other ways of configuring the measurement
system.

More Measurement Systems

Figure 8 shows a two-channel version of Figure 3, somewhat
simplified to fit the page.	 This takes two of the systems
of Figure 3 and splits the power of the oscillator under
test into them. This allows the output signals to be
cross-correlated for noise reduction. This is now possible
because there are very convenient fast Fourier transform
instruments which have two inputs. The Fourier transform
has both amplitude and phase and it requires two inputs to
the processor in order to accomplish that There is a button
on the front panel which commands a cross correlation be-
tween those two inputs. This, with averaging, will allow
reduction of the noise of amplifiers which might be in-
serted. The noise of one amplifier is uncorrelated versus
the noise of the other amplifier, allowing this improvement
in system noise figure by using one of the more recently
available fast Fourier instruments as the frequency domain
analyzer for the spectrum. Reference: 12. Turning now
from the single oscillator to the two oscillator systems,
Figure 9 shows the most common system that is used for
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frequency domain measurements. It requires a pair of
oscillators of similar quality, unless the reference oscill-
ator is much better than the one to be measured. This
system has been discussed fairly extensively in the liter-
ature; references: 11, 13, 14. This, as far as I am aware,
has been in wide use since 1964 for specifically this pur-
pose. As the notations in Figure 9 indicate, the modu-
lation spectrum coming out of the mixer is a phase modula-
tion, outside the bandwidth of the lock loop, and a fre-
quency modulation spectrum, inside the bandwidth of the
lock loop.

This system can be modified slightly, as shown in Figure 10,
to make measurements of a two port device, such as an
amplifier.	 If a synthesizer or frequency multiplier is
to be tested, which changes the frequency from its input
to its output, then a similar device would have to be placed
in both paths - so that the same frequency goes to both
inputs of the mixer. The phase shifter is used to bring
the phases into quadature at the mixer. Most of the noise
from the reference oscillator cancels since it appears at
both inputs to the mixer. Again, reference: 11 is suggest-
ed.

The cross correlation enhancement of the measurement system
can be applied to this system also, as shown in Figure 11.
Here the system of Figure 9 has been duplicated, amplifiers
can be inserted, and their noise can be suppressed by
averaging in the cross correlation process. This was
suggested with an analog multiplier as.a correlator in
reference 15, along with other systems considerations which
are important to this kind of measurement. The dashed line
shows that one of the loops can be used to lock the refer-
ence oscillator to the oscillator under test, to maintain
quadrature phase at the mixers.

Up to this point the systems that have been considered
either measured a single source or the combined noise of
two sources (one considered to be a known reference) at the
same frequency. In the systems to follow, the use of a
reference source whose frequency is offset from the unit
under test allows the use of period or frequency counting
as the measuring instrument.

Figure 12 shows the simplest of these systems. In addition
to the convenience of using a commonly available instrument,
a period counter, this system has the advantage of allowing
measurement of time domain stability, 	 Gy(T), as well as
aging or other drifts. Further advantages are that the
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measurement resolution (dynamic range) can be extreme (even
with an inexpensive counter) and that the measured raw data
is in digital form, being stable and convenient for auto-
mation via an interface bus. References: 16, 17.

Since counter input stages usually do not have low enough
noise to avoid degrading the signal level available from
the mixer, preamplification is necessary. Optimal char-
acteristics for this preamp are that it should have high
gain in order to hard limit on millivolt inputs, low
enough noise to add no more than sub-microsecond pertur-
bations to the zero crossing of a 1.0 Hz, 1.0 Vp-p sine
wave input, and have 1.0 MHz or better bandwidth. This is
already a very specialized design, and further needs to have
a calibrated (even adjustable) first stage bandwidth.

Recall that the output from the mixer will have a large
component at twice the input frequency riding on the low
frequency waveform whose period is to be measured. This
requires a low pass filter of typically greater than 100 dB
rejection, at twice the lowest mixer input frequency,
because these perturbations are essentially uncorrelated
with the unperturbed time of the zero-crossing and there-
fore function as a noise source. This can typically be
accomplished with as few as four poles. However, the phy-
sical construction of the mixer-filter-amplifier combin-
ation has to be very sophisticated in order to obtain the
attenuation that the filter was designed to provide. One
of the problems in this field is that there are few systems
for sale which are specified to do the overall measurement
job.

An extension of the above technique is shown in Figure 13.
This dual mixer time difference system also happens to take
data in the time domain, as do most Fourier transform
instruments for that matter, and pass it through an inte-
gral transform with a digital processor to deliver a
modulation sideband spectrum. We call the result a fre-
quency domain measurement -and don't worry about the fact,
other than to make sure we are performing it properly,that
the initial data was a time record. References: 18 and 19.

The high isolation power splitter in Figure 13 is worth
a moment or two to look at the kind of frequency pulling
effect that the two standards at the same frequency, can
have on each other. For instance, in.Figure 14 consider a
quartz crystal resonator inside the standard with a Q of
1 million and 60 dB of net reverse transfer isolation,
which would be a typical case for a quartz oscillator.
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This would be the case if the signal coming out of the
oscillator sees 20 dB of gain then, with 80 dB of gross
isolation between the crystal and the output, the net is
60 dB. In this case, the oscillator in question could
suffer around  parts in 10	 of frequency pulling. Clearly
this deserves consideration when two standards are close
to each other in frequency.

Calibration

When calibrating any system it is desirable to keep the
procedure as simple and fool-proof as possible, minimizing
the number of dependencies on the calibrations of support
instruments. For a phase noise measurement system, the
simplest general approach would be to inject a known signal
and note the response of the entire system at once. Since
many of the devices in a measurement system will be oper-
ating at input or output impedance levels substantially
departing from 50Q , with this departure being level depen-
dent, it is highly desirable to require no attenuator
setting changes or signal level changes between calibration
and measurement. The departures from 50Q arise unavoid-
ably from several causes: 1. Many high quality signal
sources, though designed to drive a 502 load, do not present
a 50Q source impedance; 2. Many devices exhibit their best
noise performance at impedance levels quite different from
maximum power transfer; 3. Inherently non-linear mixers
have input impedances which change radically over various
portions of the input waveform and are varied further by
the level and phase of the other input signal and the
terminating impedance.

The simplest high accuracy calibration scheme found to date
is based on a single ratio of a pair of RF power measure-
ments at the same port and similar frequencies. This kind
of measurement can be performed with 0.1 to 0.5 dB uncer-
tainties depending on frequency, for up to a 90 dB ratio
with off-the-shelf standard instruments.

As shown in Figure 15, the calibrating signal is combined
with the signal under test from an oscillator or other
devices. The calibrating signal may just as well be
combined with the signal from the reference source,
expecially if this results in a more convenient set-up.

The calibration procedure consists of two parts: First the
levels of the calibration signal and the main signal with
which it is combined are measured, second, the overall
system response to the combined signals is measured. The
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computation which combines these three measurements (some-
times with other constants) to yield the scale factor for
the frequency domain stability measurement may be considered
a third step.

Since the details of this procedure can affect the resulting
accuracy, the following sequence is suggested:

1. Connect calibration siqnal source to combiner.
Terminate other input of combiner. Connect
output of combiner to power meter. Set level
of calibration signal source, as shown on
power meter, to desired level, at least 40 dB
below the output level of the source under test.
Measure C volts rms. These levels should have
been pre-determined by preliminary measurements.
This should likely consist of several passes
through the entire calibration and measurement
sequence to establish workable and convenient
signal levels and control settings.

2. Connect oscillator under test in place of
termination of input of power combiner. On power
meter, measure M volts rms.

3. Disconnect power meter from output of combiner
and connect combiner to input of measurement
system.

4. Read measurement system response at pseudo-
sideband modulation frequency corresponding
to the difference between frequency of C signal
and M signal.

5. Compute measurement system scale factor based
on reading in 4. and the fact that the input to
the measurement system has a peak phase deviation
of C/M radians.

6. Disconnect calibration signal source from input to
combiner and terminate combiner input. Calibration
is now complete. Proceed with measurements;

Other than errors in the power meter's calibration, (on a
ratio basis only, absolute calibration being of no conse-
quence) the only other error source in this calibration
signal set-up can arise from non-50Q (or in general, un-
matched) impedances. This concern arises only if the input
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port of the measurement system differs from the power meter
in impedance. This would almost always be true if a mixer
is the input element of the system.

There is still no problem unless there is also a difference
in the source impedance appearing at the output of the
combiner for the calibration signal versus the main signal.
This would again be true very typically for a frequency
standard output which is designed to be loaded with 500
but does not provde a 50Q source impedance. The calibration
signal source is likely to be a signal generator whose
output source impedance (probably through an attenuator) is
a fairly accurate 500 . These signals may pass through a
directional coupler which would tend to normalize any
mismatch of the calibration source, while presenting the
main signal source impedance essentially unchanged. Should
this error source be present, its effect can be calculated,
and/or impedance matching can alleviate i-t. Figure 16 shows
alternatives for the coupler. Figure 17 is a vector picture
of what is going on; in sine wave terms, the calibrate
signal is a vector of a slightly different frequency from
the main signal, and the vector resultant is both AM and PM.
The system supposedly responds only to the PM, in the cases
being studied here. For a very small calibrate signal and
a large main signal, the phase excursion is very well de-
fined. There is a form following Figure 17 to help keep
track of the arithmetic in this calibration and measure-
ment scheme.

Analog Analyzers

When using an analog wave or spectrum analyzer to measure
the spectrum of the output of a system, it is necessary
to be very cautious of the actual noise bandwidth of the
instrument. The resolution bandwidth at the switch on the
front panel, when set to 10 Hz, or 3 Hz, or 1 Hz will not
be equal to the noise bandwidth. This can, in most cases,
account for on the order of 1 dB of measurement error. For
a crude measurement, this may be of no concern. Usually,
the noise bandwidth is wider than the resolution bandwidth
on the front panel. The number of poles in the IF that
determines that resolution bandwidth versus the slope of
the noise can cause problems too. This is well covered in
reference: 11.

When averaging follows a log amplifier function, about
2.5 dB of error occurs due to skewing of the mean, see
reference: 10. In some of the analog instruments which
utilize digital storage, there is a circuit to catch the
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peak-of the bright lines as they sweep past them. When
noise is measured with an analog to digital converter cir-
cuit which operates in that way, it catches the peaks of
the noise and gives an answer that is higher by as much
as 6 dB, and in most cases, 2-4 dB, than the true noise
level.

Digital Analyzers

In the digital Fourier transform or fast Fourier class of
analyzers, we have had a good deal less experience. When
using these analyzers, a point to watch for is the setting
of the knob which can be switched to sine or random. The
software takes care of the problems of logging and noise
bandwidth, if that switch is in the right position. When
a sinewave calibration is being made, that switch should
be in the sine position. Then, when noise is being
measured, the switch must be in the random position.
However, for discrete spur measurement, the sine position
must be used. Some problems have arisen in trying to
utilize these analyzers because their gain is insufficient
to measure the small signals coming out of the mixers.
Measuring down below 1 Hz, for the modulation frequency,
is the vast step forward that these analyzers are offering.
Yet, in some cases, a very-dc stable or low frequency
stable amplifier is needed between the mixer and the
analyzer itself. This amplifier must also have good noise
performance, usually a trade-off with long-term stability.
It seems well to be cautious about the performance of such
an amplifier.
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Table 1
FREQUENCY DOMAIN MEASUREMENT SYSTEMS

1. Various Measures

2. Various Devices to be Tested

3. Measurement Methods and Hook-Ups

• Applications

• Calibration

• Traps

4. Frequency Domain Analyzer Instruments

® Ranges, Accuracy

• Traps
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Table 2

FREQUENCY DOMAIN STABILITY MEASURES

MEASURE	 SYMBOL	 UNITS

T Spectral density of of fractional frequency fluctuation

Spectral density of frequency fluctuation

f Spectral density of phase fluctuation

* Single sideband phase noise to carrier ratio

Residual frequency modulation, rms, in
bandwidth fB, located fm from carrier

Residual phase modulation, rms, in
modulation spectrum between fl and f2

	Sy 	 1/Hz

	

SOf
	

Hz2/Hz

	

SO	 rad2/Hz
(also S 80 , S00)

	

X
	

1/Hz

Afres
	 Hz

	

A0
	

radians

Recommended by IEEE, CCIR
* Widely used on procurement

specifications and data sheets.

Independent Variable: Frequency

Modulation Frequency	 fm

Fourier Frequency	 f

Sideband Frequency 	 f

Offset Frequency	 f

Baseband Frequency	 f
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Figure 5

DOUBLE BALANCED MIXER PHASE DETECTOR
WAVEFORMS AND SPECTRUM

0.5 V/div
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TO L (R same)
(+7 dBm incident)
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10 dB/div
10 MHz/div
Spectrum of
above output
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Top of grat.
= +7 dBm
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Figure 7

DOUBLE BALANCED
MIXERS USED AS
PHASE DETECTORS;
COMPARISON OF
TRANSDUCER COEFFICIENTS
VERSUS	 gyp.
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Figure 14
FREQUENCY PULLING

VERSUS
REVERSE TRANSFER ISOLATION
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Figure 16

ALTERNATIVES FOR CALIBRATION SIGNAL INJECTION

-50 dB/l
^20 dB

-0.2 dB
20 dB DIRECTIONAL COUPLER
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CALIBRATE SIGNAL
C VOLTS rms

e	 ^

MAIN SIGNAL
M VOLTS rms
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0 RADIANS

Figure 17
CALIBRATI ON VECTOR DIAGRAM

= aresin CM
For small angles, 0<<1

C	 = Modulation index, radians, peak
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SINGLE SIDEBAND PHASE NOISE (,C(f)) MEASUREMENT WORKSHEET
Using a Double-Balanced Mixer, Directional Coupler and Spectrum Analyzer

L port signal level should be the maximum available, up to the mixer specs, and must remain constant for both calibrate and measure.

FREQ.
Hz

RAW
READOUT

dB

SYST.
—	 RESP.

dB

SCALE
♦ FACTOR

dB

MEAS.
= DATA

dB

1.0
1.3
1.6
2.0
2.5
3.2
4.0
5.0
6.3
8.0

10
13
16
20
25
32
40
50
63
80

100
130
160
200
250
320
400
500
630
800
1.0k
1.3k
1.6k
2.Ok
2.5k
3.2k
4.Ok
S.Ok
6.3k
8.Ok
10k
13k
16k
20k
25k
32k
40k
50k
63k
80k

100k

TEST CONDITIONS AND
SCALE FACTOR COMPUTATION

	

LO SIG INTO L PORT (	 ) dBm

	

CALIBRATE FREQ. (	 ) Hz

— (	 ) dBm MAIN SIG.	 INTO
R

(	 ) dBm CAL SIG.	 PORT

dB INPUT SENS.
m

♦ ( —	 ) dB SYSTEM RESP. Q@ CAL FREQ. U

dB RAW CAL READOUT
"ADJUST" LAMP OUT?

+ (—	 ) dB INPUT SENS.

—6 dB RADIANS TO SSB

dB BRIGHT LINE
SCALE FACTOR

"ADJUST" LAMP? ( )

_ (	 ) dB =10 log (	 Hz BW)

♦1.7 	 dB	 + 2.5 logging
(—

Q
0.8 Gauss BPF 6"

® dB RANDOM NOISE

SCALE FACTOR

SMOOTHING? OR

VIDEO FILTER? (	 )

UNIT UNDER TEST:

REFERENCE SIGNAL SOURCE:

MIXER:

AC AMP:

DC AMP:

NAME:

DATE:

376



UESTIONS AND ANSWERS

DR. MICHEL TETU, Laval University:

I would like to point out first that when you use digital spectrum
analyzers, we again have some difficulties in defining the equiva-
lent bandwidth over which the measurement is done. The source seems
to be the digital filtering used to compute the spectrum. Second,
when you do not have a wide phase noise or a wide noise observed,
it is a little dangerous to use the equivalent bandwidth principle.

MR. FISCHER:

I think we are somewhat at the mercy of the vendors of those de-
vices, until we get more familiar with them, at least, to properly
characterize their noise bandwidth in a believable way.
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RUBIDIUM FREQUENCY STANDARD TEST
PROGRAM FOR NAVSTAR GPS

Frank K. Koide and Darrell J. Dederich
Electronic Systems Group

Rockwell International, Anaheim, California

ABSTRACT

Space-qualified Rubidium Frequency Standards (RFS) are
being developed for the NAVSTAR Global Positioning System
(GPS) program by Rockwell International Electronic Systems
G roup.

This paper will present the test data of the RFS Program in
the Production Phase and computer automation as an essential
element in the evaluation of the RFS performance in a simu-
lated spacecraft environment.

Typical production test data will be discussed for stabilities
from 1 to 100, 000 seconds averaging time and simulated time
error accumulation test. Also, design considerations in devel-
oping the RFS test systems for the acceptance test in production
will be discussed in the paper. Finally, as part of a life-cycle
test in vacuum, stability data to 1, 000, 000 seconds averaging
time will be presented.

INTRODUC TION

The Electronic Systems Group (ESG) of Rockwell International has been
involved in the engineering development and production of the Rubidium
Frequency Standard for the GPS Phase I effort since 1974. In Phase I of the pro-
gram, ESG will produce a total of 29 RFS; one prototype, three engineering
models, and 25 production units. Currently, all but four units have been
delivered to our sister Group, the Space Systems Group who is the Prime
Contractor for the satellite NAVSTAR-GPS Program.

The first series of four GPS satellites are in orbit, with each carrying three
redundant RFS. Three of the satellites have been declared operational, and
initial test results proved that the user equipment is capable of navigation
accuracies better than three meters in three dimensions. When the fourth
NAVSTAR satellite is declared operational, the prime objective of validating
the Global Positioning System, will be accomplished.
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The RFS test cycle (Figure 4) covers two major phases, the pre-production
and the acceptance level testing. The pre-production testing covers the board
and system assembly, where tests are made of the components, absolute
frequency, temperature compensation, and repairs, if required. The
acceptance-level testing includes the environmental and certification tests.
All of the certification tests and part of the pre-production and environmental
tests are performed on three test systems located within the Metrology Lab-
Laboratory of ESG.

Testing completed to date indicates that the RFS meets or exceeds the GPS
specifications for Phase I, and is a potential candidate for the forthcoming
Phase II/III Programs.

TEST SYSTEM DESCRIPTION

The three automated test systems (Figure 1) are supported by a DEC PDP
11/35 computer which utilizes a timeshare operating system. A valuable
feature of this operating system utilized in this application,is the ability to
access data being stored by executing an independent data analysis program
at another remote term inal,w ithou t interrupting the data collection process.

The frequency stability certification test (Figure 4) is performed using test
stations one and three (Figures 2 and 3). This test requires that data be
collected for nine days without interruption. Microcomputers are included in
these test stations to provide redundant data collection and storage if the main
computer should fail. At the end of the test, these data would then be trans-
ferred to the PDP 11/35 for analysis. Failsafe devices are incorporated into
all test stations to protect against RFS supply over-voltage and current, and
over and under base-plate temperatures.

The RFS supply current and telemetry-monitored testpoint levels are recorded
throughout the test cycle. The RFS frequency is measured using a "Time
Mark System. [2] This system, developed by ESG Metrology, is similar in
principle to the NBS chronograph. The heterodyned beat period is measured
without dead time (the loss of time required to rearm the counter). In this
system, the beat-frequency zero crossings load the value of a free running
counter into an output buffer. This system was implemented by simple
modification of an electronic counter.

Figure 5 shows the RFS mounted in the vacuum chamber which similates the
spacecraft pressure. Cooling is provided through the RFS baseplate to the
mounting block which simulates the spacecraft mounting. Coolant from a
temperature-stabilized bath is circulated through a maze within the block.
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The RFS is fundamentally an Efratom Rubidium Frequency Standard repackaged
with extensive modification to meet space environmental, reliability and space-
craft interface requirements. The RFS is 8 in. x 5 in. x 4. 5 in. in size,
weights 8-1/2 lb and consumes less than 30 watts of power. The nominal
output frequency is 10. 23 MHz.

RFS PERFORMANCE

The data collected to obtain the two-sample Allan Variance [3,4] computer
printout of Section 1, Figure 6, is for a 1-second fundamental beat period.
Adjacent data pairs are averaged to obtain the 2-second Allan Variance, and so
on for the 4- and 8-second results. The second section fundamental beat is
10 seconds. The third and fourth section results are calculated from stored
data that is the average of 10 (100-seconds) and 80 (800 seconds) 10-second
beat periods. This method is a reasonable alternative to storing large amounts
of data, and still retaining acceptable confidence limits. The calculated drift
per day is based on the last 5 days of testing. The Allan Variance results pre-
sented in Figure 6 reflect the removal of a first-order curve (drift).

Figure 7 is a graphical representation of the 800-second data used to calculate
the Allan Variance of Figure 6. The graphs are the average of 10, 20, and 50,
800-second data, resulting in 8000, 10, 000 and 40, 000 seconds per bar. The
graph readily demonstrates the exponential warmup characteristic present in
the RFS frequency.

Figure 8 is a graphical representation of the printout of Figure 6. The vertical
bars at each data point represent the range of confidence limits[ 3 , 4 ] . The
inset in the top-right corner is the graph of Figure 7 for the average of 50,
800-second data points. It is apparent, that the warmup characteristic dis-
played by the inset is the predominant cause of the Allan Variance flattening
or turning upward for longer sample times. In Figure 9 where the inset shows
essentially flat data, or in Figure 10 where removal of the drift results in a
relatively flat plot, the Allan Variance values continue a downward trend.

Figure 12 is a plot of the RFS frequency versus mounting base-plate tempera-
ture data. This test simulates possible RFS base-plate temperature excur-
sions during a 12-hour space vehicle orbit. The accumulated time errors and
the elapsed times over which they are specified are marked on the plot. The
computer printout of Figure 13 shows the time error accumulations and the
procurement specifications. Representative profile plots of other units are
shown in Figures 14 and 15.

Figure 16 is a plot of the Allan Variance calculated from data collected in a
RFS life cycle test conducted by the Space Systems Group of Rockwell
International. The calculations reflect removal of the first-order drift char-
acteristic. The test term was 100 days (8600 data of approximately 1000-
second averaging time). A graph of the data revealed two distinct drift char-
acteristics separated near the midpoint of the test. Both are very nearly
linear. It seems likely that this change in the drift slope was caused by an
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external influence on the RFS. The plot using the • symbol is the Allan
Variance calculated from data points 1-8600, and the plot using the x symbol is
calculated from data points 4300 - 8600.

These data indicate thattheRFS, after adequate stabilization, is capable of
meeting the GPS Phase II/III specification as shown in the figure.

ACKNOWLEDGEMENTS

The authors wish to express their sincere appreciation to Laurie Baker of
Metrology, who made significant contributions in the development of the
vacuum test systems and the temperature-control system for the Rubidium
Frequency Standards.

REFERENCES

1. F. K. Koide and E. M. Hicks, "Atomic Clock Test Program for
NAVSTAR," Fifth Cal-Poly Measurement Science Conference, December
1975.

2. E. M. Hicks, "An Innovative Method for Measuring Frequency Stability
without Deadtime," Sixth Cal-Poly Measurement Science Conference,
December 1976.

3. J. A. Barnes et al, "Characterization of Frequency Stability," NBS
Technical Note 394, Issued October 1970; IEEE trans. on Instr. & Meas.
IM-20, 1971.

4. P. Lesage and C. Audoin, "Characterization of Frequency Stability,"
IEEE Transactions on Instr. & Meas. , IM-22, June 1975.

382



DEC

1200 BAUD	 PDP-11/35
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Fig. 3—Test System 3
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Fig. 5-Rubidium Frequency Standard
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NENL	 15:37	 31-0 CT-78SERIAL N0. OF RFS? 006
CURRENT COUNT ? 1200

LONG TERM STABILITY TEST 07-OCT-77 08:33

TEMPERATURE HELD BETWEEN 34.7 AND 35 DEGREES CELSIUS

ALLAN VARIANCE CALCULATIONS

F	 SAMPLES
_____________________________

TAU
____________

SIGMA
______________

CONF LOW LIM
_____

CONF UP LIM
1 100 1.00 6.39E-i2 5.74E-12 7.03E-12
2 50 2.00 6.39E-i2 5.48E-12 7.30E-12
4 25 4.01 5 92E-12 4.71E-12 7.13E-12
8 12 8.01 5.00E-12 3.49E-12 6.50E-12

------
1 100 i0

----------:.- 37 ------
3,',
__ 25E-12 ---------

2.27-997E-1
-7-___2 ___-22

3.53E-12
22 50 20.74 2.97E-i2 2.60E-12 3.34E-12
4 25 41.4£ 2.14E-12 1. 7E.E-12 2.52E-12
8 12 8.2.96 8.29E-13 6.12E-13 1.05E-12
1 100

_____________________________
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______________
1.25E-L2

____________
1.14E-12

_____
1.35E-12

2 50 207.35 9.68E-L3 8.48E-13 1.09E-12
4 25 414.70 6.SE•E-13 5. 06E-i3 7.25E-13
8 12 829.40 5.40E-13 3.99E-13 6.82E-13
1 900

_____________________________
828.26

_______________
4.42E-13

____________
4.30E-13

____
4.55E-i3

2 450 1656.51 3.06E-L3 2. 93E-i3 3. i8E-i3
4 225 3313.02 2.14E-13 2.01E-13 2.26E-i3
8 112 662E.05 1.49E-13 i. 37E-i3 1.62E-L3

16 SE 13252.10 1.50E-13 1.26E-i3 1.74E-13
32 28 26504.19 1.60E-13 1.23E-i3 i. 97E-13
64 14 53008.38 24E-13 9.32E-14 3.55E-13

128 7 i0E01E. 77 3.67E-13 £. 2GE-i4 6.52E-13
256 3 212033.54 5.88E-13 0.00E 00 i.L9E-12
REMOVES DRIFT

----------------
DRIFTiDAY= .277746E-12_______------------------------------------

READY

Fig. 6-Computer Printout of Allan Variance Calculation
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RUN
F	 I@ 1 -, 	 06-NOY-78
SERIAL NO OF RFS? 003

TEMPI STABILITY TEST 29-JUN-78 14.1E

	

ELSPD	 DEG-C,	 N-SECS

	

TIME	 TEMP	 PHASE
	0.00	 35.1	 0 00

	

0. 43	 35. 1	 0. 21

	

0. 86	 34. 8	 0. 61

	

1. 30	 33. 0	 1. 6.5
1. 73	 31. 3	 2. 35
2. 16	 32. 4	 2. 41

	

2. 59	 34. 1	 1. E8

	

3. 03	 35. 1	 2. 61

	

3. 46	 35, 1	 2. 35

	

3. 89	 35, 1	 3. 14

	

4. 32	 35. 1	 4, 46

	

4.76	 35.1	 5 29

	

5. 19	 35. 1	 6. 03

	

5. 62	 35, J.	 6. 76
E. 05	 34. 4	 8. 46
E. 49	 32. 7	 S. 87

	

6, 92	 31. 1	 10. 12

	

7:5	 32. 8	 10. 70

	

. 78	 34. 5	 11. 34

	

8, 22	 35. 1	 11. 71

	

8. E. 	 35. 1	 13. 66

	

9. 08	 35. 1	 14. 53

	

9. 51	 -5.1	 15.42

	

9 95	 35.1	 17.20

	

10.38	 35.1	 18.87

	

10. 8.1	 35. J.	 19. 6.9

	

11.24	 33.0	 21.92

	

11. C. 	 33.0	 2S.68

	

12.11	 33.0	 25.69

	

12.54	 33.0	 26.90

	

12. 97	 33. 0	 28. 31

	

13.41	 33.0	 30.28

	

13.58	 33.0	 30.97

	

13, E7	 33.0	 31.11

	

13.75	 33.0	 31.22

	

13. 84	 33. 0	 31. 31

	

13.93	 33.0	 31.37

	

14. 01	 33. 0	 31. 64
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UESTIONS AND ANSWERS

MR. HUGO FRAUHOFF, Efratom California:

I just want to make sure that everyone knows that Efratom is teamed
with Rockwell.

MR. KOIDE:

I think I forgot to mention that.

MR. ANDREW CHI, NASA Goddard Space Flight Center:

In your presentation of the frequency plot versus temperature or
temperature versus time, in one curve there was a sudden jump in
frequency. Could you explain why there was a large jump?

MR. KOIDE:

Yes, we don't really have an answer to that. There are many vari-
ables that cause that, and we are still looking into it. So I don't
want to go into that.
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OVERVIEW OF TIMING/SYNCHRONIZATION FOR
DIGITAL COMMUNICATIONS SYSTEMS

Harris A. Stover
Defense Communications Engineering Center, Reston, Virginia

ABSTRACT

Digital technology is being applied to communications
at a very rapidly increasing rate. Use of digital
communications (transmission, multiplexing, and switching)
results in a timing/synchronization problem not encountered
in analog communications systems. This overview explains
the need for timing/synchronization of digital communications
systems in general, and switched systems in particular. It
points out some of the criteria that greatly influence
timing/synchronization subsystem design for a military
communications network but have little or no significance
for civil systems.

The results of previous studies by DCA and its contractors
are summarized and the rationale for the current study
being reported in other presentations in this session is
provided. In this approach, timing techniques are
evaluated in terms of fundamental features. Different
combinations of these features would cover most
possibilities from which a synchronous timing system could
be chosen. Although the studies described in this
session were intended for application to the Defense
Communications System, the problems of an extensive
worldwide military communications system tend to encompass
the problems of other digital communications systems,
both military and civilian.

INTRODUCTION

The communication of information in digital form is expanding at a very
rapid rate. There are many reasons for this: (1) to accommodate
information that originates in digital form; (2) economic advantages
of digital multiplexing and switching equipment; (3) improved quality
provided by digital telephone systems (noise and distortion do not
accumulate along the path); (4) need for communication to, from, and
between digital computers; (5) requirement for encryption of communi-
cations; (6) available techniques to provide resistance to signal
jamming; (7) reduced maintenance costs for digital systems, and (8)
the trend whereby developing technology continues to further enhance
the advantages of digital communications. There are timing/synchroni-
zation requirements that must be satisfied in order to reap the
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advantages of digital communications. As will be discussed in the
following sections, the timing/synchronization requirements encountered
when digital communications are organized into networks can be satis-
fied by many different approaches. Information presented in the four
papers of this session of the meeting should help to choose from among
them.

DIGITAL COMMUNICATIONS

In digital communications, transmission is in the form of discrete
pulses, each with a finite number of allowable states. For pulses with
two states (e.g., two phases), each pulse represents a single bit of
information; for four states (e.g., four possible phases), each pulse
represents two bits; for eight states, each pulse represents three
bits, etc. The number of bits is equal to the logarithm to the base 2
of the number of allowable states.

For a one-way digital point-to-point communications link, it is only
necessary that the receiver be correctly synchronized to the received
signal. However, since a different type of meaning can be applied to
different pulses in the sequence--e.g., the most significant digit in a
large number has a different meaning than does the least significant
digit, or different pulses may represent data with different origins--
a capability must be provided to identify particular pulses. This is
normally done by grouping the bit streams into frames of a selected
number of bits. Frame synchronization codes are used to identify the
beginning of the frames. These frame synchronization codes are chosen
so as to be unlikely to occur in the communications stream. This is
accomplished by selection of unique patterns or by transmitting the
code with greater regularity than it would randomly occur.

Most digital communications systems, other than simple telemetry
systems or one-way command systems, provide transmission in both
directions. By itself this does not impose much of a synchronization
problem. Two-way transmission is effectively two one-way links in
opposite directions. However, advantage can be taken of the two-way
transmission to improve timing precision in more complex systems.

MULTIPLEXING

For economy, a number of lower capacity channels are multiplexed onto
a single higher capacity transmission link. 	 In digital transmission,
this is done by interleaving the pulses from several lower rate
channels into a single higher rate stream, i.e., time division
multiplexing. In order to accomplish this without problems, the
signal pulses must be available at the correct time to fill their
assigned time slots in the multiplexed pulse stream, i.e., some form
of synchronization must be provided.
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PULSE STUFFING

One procedure for multiplexing digital communications streams, that
may have clock rates that are slightly different, adds extra (dummy)
pulses to each pulse stream to bring them all to a common higher rate
compatible with the rate of the multiplexed transmission. At the other

end of the transmission link, where the channels are demultiplexed, the
extra pulses are removed to return each channel to its original rate.
This technique, referred to as "pulse-stuffing," is quite effective for
individual transmission links, but it does introduce some pulse jitter.
In order to reduce the cost of pulse stuffing, it is common practice
for telephone companies to group analog voice channels together in
groups of 24 channels (30 channels in some countries) for digitizing at
a common clock rate. When this is done, the pulse stuffing is only
needed for time division multiplexing these groups of 24 channels into
higher capacity transmission links. For this use, the cost of any
single stuffing-destuffing operation is shared among all 24 channels.
For more complex networks, where at any particular node previously
multiplexed channels are demultiplexed, separated and remultiplexed
with other channels on each of several links leading to different
nodes, the requirements of pulse stuffing and destuffing are much more
complex.

SWITCHING

If switches are provided in the network so that a channel originating
at any user of the network can, upon demand (dialing and right number),
be connected to any other user located anywhere in the network, the
network is being reorganized nearly continually. The particular
channels that are multiplexed together continually change. This means
that every individual communications channel must be capable of being
switched and/or multiplexed anywhere in the network on an individual
channel basis. The telephone companies commonly provide this
individual channel capability for transmission involving pulse-
stuffing by returning all signals to analog form at all switches and
redigitizing the signals after switching. This approach is relatively
expensive. For encrypted digital voice signals, returning them to
analog form would require considerable additional expense for
encryption/decryption equipment at all switches. This decoding/
encoding would also reduce the security provided by the encryption.
An economical alternative, permitting the signals to remain in digital
form throughout the network, is to synchronize the entire network and
all of its users. That is, instead of only synchronizing the receiver
to its received signal for each transmission link, the transmitters
throughout the network are all synchronized with one another.

VARIABLE BUFFERS

In synchronizing the digital communications network, variations in
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the signal transit times (time it takes for the signal to travel from
one node to another) on the various transmission links must be
accommodated. Even if the transmitters were perfectly synchronized,
these variations could cause changes in the time that received signals
would be available to fill their assigned time slots. The transit time
variation can be accommodated by providing each receiver with a
variable storage buffer (or stack) into which each bit is placed when
it is received. It is removed by the local clock at the correct time
to fill its assigned time slot. By enlarging these buffers over the
size needed for the path length variations, they can also accommodate

some error in the local clocks.

THE INDEPENDENT CLOCKS TECHNIQUE

If very stable clocks are used at each node, and variable buffers (or
stacks) of sufficient size are employed, then the clocks can free run
for a useful period of time before the buffers either overflow or
empty. When this capability is coupled with provision for occasionally
interrupting communications traffic to reset the variable buffers (or
stacks), the timing/synchronization technique known as "independent
clocks" results. This technique has been chosen for use at major nodes
in U.S. tactical communications. 	 It it also being used as a backup
mode of operation in other systems, and it is generally recommended for
backup use.

MASTER-SLAVE TECHNIQUE

Although pulse stuffing is widely used on an individual link basis, it
is not normally used where the signals must remain in digital form
throughout the network. In North America most commercial communica-
tions systems in which signals remain in digital form throughout the
network use some type of master-slave system. This is also true of
civil systems in many other parts of the world. In these systems, all
nodes of the network are slaved either directly or indirectly to a
master by phase-locking the local clock at each node to a selected
received signal. It is a very obvious and straightforward technique.

MUTUAL SYNCHRONIZATION

A technique which has been widely studied, but has had little applica-
tion to date, is called "mutual synchronization." In it, each node
adjusts the frequency of its clock in such a way as to reduce the
phase difference between itself and some weighted average of the phases
of all signals received from its neighbors.

EXTERNAL TIME REFERENCES

If a time reference for synchronizing each nodal clock is obtained
from a source external to the communications network, it is referred
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to as the "external time references" technique. Several timing
sources could be used. These include such systems as Loran-C, the
NAVSTAR Global Positioning System (GPS), etc.

TIME REFERENCE DISTRIBUTION

In the time reference distribution technique, all nodes are kept within
a specified time tolerance of the master node. Time reference informa-
tion is transferred between all connected nodes with the effects of
transmission time removed. There are three major functions that must
be performed by the time reference distribution technique: (1)
selection of the paths over which the time reference is distributed
through the network, including selection of a new master when necessary;
(2) measurement of the local clock's time error; and (3) correction
of the time error in the local clock. The technique is generally
considered to have the features (defined later in the paper) of
directed control, double endedness, self-organization, and independence
of the clock error measurement at one node from the clock error
correction at any other node except for the master. Some of these
features can also be used in some of the other techniques as will be
discussed later.

COMBINATIONS OF TECHNIQUES

The above techniques can be used in various combinations. The inde-
pendent clock technique is an excellent backup for other techniques.
However, in the applications to U.S. military tactical switched digital
communications, the master-slave technique is used as a backup to the
independent clock technique. The master-slave technique can be very
effective at lower levels of the timing hierarchy when some of the
other techniques are used at the higher levels. Another combination
synchronizes the lower levels of the multiplex hierarchy (all users
are synchronized) while using pulse stuffing at the higher levels of
the multiplex hierarchy. This permits the use of lower speed logic
for the buffers and for some of the other timing system hardware.
However, it can greatly increase the complexity of some timing
techniques because of the very large increase in the number of signals
that must be separately synchronized as compared with synchronizing
at the highest levels of the multiplex hiearachy.

MILITARY VS CIVIL REQUIREMENTS

Several characteristics of a digital communications network deployed
for military communications can greatly influence timing/synchroniza-
tion system design for such a military application, but have little or
no significance for civil systems. However, careful examination of
designs most capable of accommodating these characteristics might also
show the approaches to be desirable for civil application. Among these
characteristics is the need for extensive application of encryption to
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military communications. Other such characteristics relate to action
taken by an enemy to intentionally disrupt our military communications.
A military digital communications network, including its timing
function, must be capable of surviving such attacks. Resistance to
signal jamming must be provided. Systems using wideband spread
spectrum techniques for this purpose, (with their very short pulses
arranged in a pseudo-random manner) must be able to rapidly synchronize
their receivers to the received signals, even in the presence of
jamming. The time needed to acquire such synchronization can be
greatly reduced through the use of precise timing to reduce the size of
the search window. An extremely stable timing system that is rela-
tively immune from perturbation would help to satisfy the above
requirements.

In normal operation, failures of the timing function will occur very
rarely and would not be expected to be geographically extensive. There-
fore, in civilian networks capable of free running for a period of
time following failures, any required reorganization of network timing
needed to accommodate failures can be manually controlled or initiated
from a central location. However, in a military network, because of
the importance of the timing function and the possibility of simul-
taneous attacks on many parts of the network, the reorganization of the
timing subsystem should be highly automated and distributed throughout
the network. (A required centralized function becomes an attractive
target for enemy action.) Similar characteristics apply to the
monitoring and maintenance functions for military network timing
capability since they also may be intentionally impeded by the enemy.

Briefly stated, a military network must be able to endure: (a)
physical destruction of parts of the network, (b) enemy capture of
part of the network, (c) equipment failures, (d) enemy spoofing and/
or jamming, and (e) deliberate obstruction of maintenance and repair
operations. Under these conditions it must be able to maintain
acceptable operations (both communications and timing) including
operations within portions of the network which become isolated from
the rest of the network. It must be able to interoperate with other
digital communications networks that might use different techniques.
It must be monitorable, primarily to permit the early identification
of timing problems long before they can interrupt communications. It
must also be versatile to provide easy compliance with modification of
plans (such as the introduction of new technology) and to provide
convenient application to future problems. The endurance, interoper-
ability, monitorability, and versatility must be provided economically
with low life cycle costs.

These and other characteristics of a military digital communications
network have been considered in studies of communications network
timing for the Defense Communications System.
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STUDIES BY DCA AND ITS CONTRACTORS

Initial studies of network timing at DCA investigated DCS requirements
and tradeoffs between several alternative techniques for meeting the
requirements [1]. These initial studies selected a mutual system
called Discrete Control Correction as desirable for use in the DCS. In
it, the amount of occupied buffer storage is monitored for each link
received at a node. At periodic intervals a weighted average of the
information thus obtained is applied as a control signal for the
correction of the local clock. Additional studies of the Discrete
Control Correction approach were made by Clarkson College under a
contract from the Air Force. These studies, employing both analysis
and simulation, showed that proper selection of the weighting coeffi-
cients would bring the clocks to a common average rate with satisfac-
tory damping of perturbations and the resulting freedom from spontaneous
oscillations. The study participants were enthused by their findings
which were described in a number of papers [2,3,4,5,6].

While these studies were being conducted at Clarkson College, further
studies at DCA indicated that distributing an accurate time reference
through the communications network would have advantages not available
to mutual systems. For military application, such an approach would be
capable of self-reorganization following failures. In order to maximize
its stability and minimize the propagation of errors through the
network, it would have no closed loops. The effects of signal transit
time (in comparing the time of clocks at neighboring nodes) would be
removed to enhance accuracy and stability. A method for accomplishing
this is called Time Reference Distribution [7]. The general concept of
which was presented at this planning meeting in 1973 [8].

With two different concepts being considered for Timing/Synchronization
of the DCS, the Clarkson College team was tasked to compare four
synchronization techniques: Discrete Control Correction, Master Slave,
Independent Clocks, and Time Reference Distribution. This study found
that use of the Time Reference Distribution Technique at major nodes
with slaving at minor nodes will best meet the DCS requirements. How-
ever, the study indicated that the use of independent clocks has con-
siderable merit if it is acceptable to occasionally interrupt traffic
to reset the variable storage buffers. But, the study also stated that
the availability of monitoring capabilities renders the Time Reference
Distribution Method superior to the Independent Clock Technique [9].
While this study was being conducted, work at DCA showed how easy it
would be to make the measurement of the clock error at any node inde-
pendent of the correction of the clock error at any other node by
simply having each node inform its neighbors of its measured but
uncorrected error [10, 111.

Because it was felt that an industrial contractor could add a degree
of depth in the area of hardware implementation that could not be
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provided as well by an educational institution, and because the
Clarkson College report on evaluation modeling had recommended further
study of some aspects of some of the timing techniques, the Harris
Corporation was competitively selected for a "Study of Alternative
Techniques for Communication Network Timing/Synchronization." The
results of this study were in agreement with all previous studies that
had considered the Time Reference Distribution Technique; i.e., that
the Time Reference Distribution Technique should be used at the major
nodes of the switched digital Defense Communications System, but that
minor nodes of the network should be slaved [12]. There was criticism
of the Harris Corporation report because it compared simple Master-
Slave and Mutual systems with a Time Reference Distribution system that
has many more features. The criticism pointed out that many of the
features of the Time Reference Distribution Technique could be included
in either the Master-Slave or Mutual Techniques. So long as too many
of these features are not included, these systems will not actually be
Time Reference Distribution Systems.

Simultaneously with this study, an Improved Time Reference Distribution
Concept was being developed at DCA. This improved concept provides
automatic selection of the highest ranking clock in the network as the
master for the network; automatically arranges the network into a pre-
ferred timing hierarchy below that master; provides optimum combining
of the timing information at each node for best accuracy while avoiding
all closed paths-, and provides independence of the clock error measure-
ment at any node from a clock correction at any other node. This
independence prevents changes or adjustment of any clock in the
network--other than the master clock--from propagating to other nodes
[13]. This is accomplished without requiring any node to communicate
with any other node farther away than its immediate neighbors.

It had been planned that studies following the "Study of Alternative
Techniques for Communications Network Timing/Synchronization" would
optimize a selected system. However, as a result of the criticism of
that study, it was decided that the follow-on study should include
further comparisons. In order to avoid further criticism, the State-
ment of Work for the follow-on "DCS Synchronizing Subsystem Optimiza-
tion/Comparison Study" was written to require a comparison of the
capability of each of a number of basic subsystem features to provide
each of a number of desirable characteristics. This would provide a
basis of comparison for any combination of these features. These
different combinations would cover nearly all meaningful possibilities
for synchronization of digital communications systems. The features
were to include as a minimum:

1. Directed Control: The clock at only one end of a transmission
link is permitted to be changed as a result of the measured difference
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between the clocks at the two ends.

2. Double Ended: information is exchanged between the two ends of a
transmission link so that the clocks at the two ends can be directly
compared independent of the time required for the signal to travel
from one node to the other. (If the time required for the signal to
travel between nodes is the same for both directions of transmission,
this feature permits removal of the signal transit time from the
comparison of the two clocks).

3. Self Organization: when the network is initially put into
operation, or following a disturbance, the synchronization function of
the network automatically organizes itself into an optimum configura-
tion for all surviving facilities.

4. Independence of the clock error measurement at any node from the
clock error correction at any other node: all clock error measure-
ments are, in effect, made with reference to the master; and errors in
any clock other than the master do not propagate through the network.

5. Overhead: while not a feature as such, all systems (except for
very low rate systems not considered here) regardless of features have
timing subsystem overhead requirements for providing the frame
synchronization signals (even the independent clocks technique). How
much this basic overhead requirement is either increased or decreased
by implementing the other features is of interest.

The desirable characteristics against which the features were to be
evaluated included as a minimum:

1. Survivability of the Timing Function.

2. Slip-free operation, i.e., no interruptions of traffic to reset
the variable storage buffers.

3. Frequency accuracy and phase accuracy.

4. Freedom of clocks from disturbance by perturbations at clocks or
transmission facilities further from the master than the clock under
consideration.

5. No harmful propagation to any other node of an error introduced
at any node in the network except the master.

6. Compliance with Federal Standard 1002, "Time and Frequency
Reference Information in Telecommunications Systems." (This requires
referencing to UTC (USNO) or UTC (NBS).)

7. Monitorability at the system level (functional vs equipment
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monitoring).

8. Minimum overhead communications.

9. Interoperation of the digital communications system with other
digital communications systems employing different synchronizing
techniques.

10. Cost effectiveness, i.e., maximizing the ratio of performance to
cost.

11. Capability of automatic selection of a new master whenever there
is a failure of the master through which the timing/synchronization
subsystem is coordinated.

12. Availability of Precise Time (UTC) to users of the DCS without
introducing any significant penalty.

The results of this work (2 tasks of the 11 task study) are reported
in the third and fourth papers of this session.

EXPERIENCE WITH OPERATIONAL SYSTEMS

It is recognized that frequently much can be learned during the
initial stages of implementing a system, and that this frequently
includes valuable information that does not come to light during
theoretical studies only involving analysis and simulation. Because
of this, one task of current study required gathering information on
the implementation and operational experience with timing/synchroniza-
tion systems of operating digital communications networks. The results
of this task are reported in the second paper of this session.
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SURVEY OF TIMING/SYNCHRONIZATION
OF OPERATING WIDEBAND DIGITAL

C BIUNICATICNS NETWORKS

RONALD L. MITCHELL*
NEC AMERICAN, INC.

7515 GREENVILLE AVENUE, SUITE 400
DALLAS, TEXAS 75231

ABSTRACT

In order to benefit from experience gained from the
synchronization of operational wideband digital net-
works, a survey was made of three such systems:
Data Transmission Company, Western Union Telegraph
Company, and the Computer Communications Group of
the Trans-Canada Telephone System. Additional infor-
mation was obtained from AT&T relative to their
Switched Digital Network.

The focus of the survey was on deployment and opera-
tional experience from a practical (as opposed to
theoretical) viewpoint. The objective was to pro-
vide a report on the results of deployment-how the
systems performed and wherein the performance
differed from that predicted or intended in the
design. It also attempted to determine how the
various system designers would use the benefit of
hindsight if they could design those same systems
today.

No conclusions or evaluations of the network per-
formance are provided in the report. However,
some of the differences in requirements between the
commercial networks surveyed and those of strategic,
survivable networks, such as the Defense Conumnica-
tions System, are noted.

INTRODUCTION

There are (were) several sideband digital communications networks
operating which incorporate synchronization systems. Most of these net-
works were originally conceived and developed in the late sixties and
early seventies, and initially deployed in the early seventies. This
paper describes the results of a survey which attempted to learn of
practical aspects and experiences in the design, deployment and operation
of these networks.

Three specific systems surveyed are the switched digital network
developed by the Data Transmission Con-pany and now operated by SP Com-
munications (hereafter called the Datran System); the digital network
deployed and operated by the Computer Comrntnications Group of the Trans-
Canada Telephone System (Dataroute) and a digital system developed by the
Western Union Telegraph Co. (hereafter called the WU system). With the

*Dr. Mitchell was with Electrospace Systems, Inc. when the study was
conducted under a subcontract frcin the Harris Corporation.
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exception of the WU System, these networks are in service today. The
Western Union system was put into operation in late 1971 and field trials
conducted for several months. The system was never put into service,
and has since been dismantled.

A brief description of each major subsystem of the three networks is
given. It is followed by a set of questions which were posed to per-
sonnel associated with each of the networks in the development and
early operational phases. These questions were posed during meetings
with the personnel for each of the systems. Original plans were to in-
clude a section on the private-line Digital Data System (DDS) deployed
by American Telephone and Telegraph. However, due to pending litiga-
tion, AT&T personnel were unable to provide information on DDS. An in-
terview was substituted which covered Bell's planning for timing and
synchronization of the network of No. 4ESS switching centers referred
to as the Switched Data Network (SDN).

The paper concludes with a summary of the survey and a general com-
parison of timing/synchronization (T/S) considerations for the commer-
cial networks described with those for a strategic military network
such as the DCS. Many of the features important to a military system
such as the DCS need not be considered in a commercial system. Survi-
vability may be of interest to a commercial network, but not enough to
dominate design trade-offs. Thus, while the engineering, planning, and
design of the commercial networks, along with the operational experien-
ces, are of interest in planning military networks, the two applica-
tions have distinctions that can heavily sway design trade-offs and
decisions in different ways.

Questions posed to the technical personnel associated with the three
digital systems (WU, Datran, Dataroute) were as follows:

A. Fundamental Reasons for Choosing Timing and Synchronization
(T/S) As Implemented.
1. What were criteria used for selecting T/S system?
2. Were other types T/S system considered?
3.. On what basis was final choice made-performance analysis;

cost analysis; O/M analysis; simulation; other?
4. Is system reference to UTC or other standard necessary and/

or desirable?
5. How was compatibility with other systems (international,

military, other common carriers, etc.) a factor in the sys-
tem selection/design?

B. Theoretical Design of Chosen T/S System
1. What were the main criteria in specifying the T/S system?

Did it have to "marry" existing hardware, etc.?
2. Specifications of Hardware
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(a) Stability - long/short term
(b) Reliability
(c) Jitter reduction
(d) Cost goals
(e) O/M aspects

3. What were driving criteria on timing distribution waveforms,
interfaces, etc. "downstream" from clocks, i.e., between
MUX's, from MUX's to user, etc.?

C. Practical Design/Engineering Considerations
1. Were any unusual obstacles met in the design/development of

hardware?
2. Were specifications as finally met tighter or looser than

original specifications?

D. Initial Field Deployment, Testing, O&M
1. In the field trials and early operation of the network, were

any unusual problems encountered?
(a) Were craftsmen able to install, test troubleshoot, or

was system so foreign that engineers were needed?
(b) Was elaborate/non-routine test equipment needed?

2. Are there any changes to system design that, in retrospect,
would enhance or otherwise favorably influence initial field
deployment and testing?

E. System Operations Experience
1. Has system operated as expected? If not, what has arisen

that was unexpected?
2. Is performance adequate in retrospect?
3. Is reliability adequate in retrospect? Is redundancy used?
4. Is maintainability adequate in retrospect? What have been

MTTR experiences?
5. Is flexibility for growth/change acceptable in retrospect?

Are any future requirements now foreseen that would have
influenced design?

F. Any Other Information Useful to U.S. Government/DoD in Planning
for the Defense Communications System (DCS)?

WESTERN UNION DIGITAL NETWORK

The Western Union Telegraph Company network in this survey was op-
erated as a testbed until it was dismantled in late 1973 or early 1974.
The system utilized line-of-sight microwave as the basic trunking med-
ium and provided point-to-point data services. The system, while only
deployed over a limited area (Cincinnati to Atlanta) was conceived and
designed to be eventually expanded on a nationwide basis.

The system utilized partial response digital signals in the lower
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baseband portion of an existing analog microwave radio system. Simul-
taneously, 600 FDM voice channels occupied the upper baseband.

The system was originally planned and designed around a five-level
time division multiplex hierarchy. The fifth level of multiplexing
(20 or 40 Mb/s output) was never implemented.

Both the planned and implemented systems employed a hybrid synchro-
nizing arrangement wherein the first (or lower) two levels of multi-
plexing were synchronous system-wide while the top two (or three) lev-
els of multiplexing employed pulse stuffing. This design, using asyn-
chronous operation for the higher level multiplexers, minimized the use
of high speed elastic stores, or buffers. Path length changes and oth-
er multi-bit delay variations were taken care of by the pulse-stuffing
capability. Thus, the network was a hybrid, i.e., it was not purely
synchronous or asynchronous.

The timing and synchronization system likewise was a hybrid in that
it was conceived as a mixture of both master-slave and independent
master types of systems. The segment of the planned system which was
deployed between Atlanta and Cincinnati was basically operated as a
master-slave system, but had the hybrid capability.

The timing and synchronization subsystem of the Western Union net-
work was built around a set of redundant Disciplined Oscillators anu a
corresponding Interface Unit. The Disciplined Oscillators are basi-
cally phaselocked loops (PLL's) and the Interface Unit is a control
circuit which selects the reference source to which the PLL's are
locked.

For master-slave operation of the network, a highly stable oscilla-
tor such as a rubidium standard is fed into the Interface Unit at the
master station. All other station clocks in the network then receive
their reference from one or more of the 56 kb/s synchronous data chan-
nels emanating down from this master. At these slaved stations, the
Interface Unit selects which 56 kb/s signal is to be used as the re-
ference.

For independent master operation_, each node in the system where ti-
ming is derived has a Loran-C receiver subsystem. This subsystem re-
ceives a ground wave signal from the Loran-C system and integrates it
for a long period to provide a highly stable 1 MHZ signal to the In-
terface Unit and thence to the Disciplined Oscillators. All stations
deriving timing from the Loran-C system are thus synchronized.

The Disciplined Oscillators are the heart of the Western Union ti-
ming and synchronization system. They were designed using a voltage-
controlled crystal oscillator and a third-order feedback loop with
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three time constants. The third time constant of approximately 200,000
seconds provides a highly stable output for several days in absence of
an input reference. The third order loop remembers the rate of change
of the difference in frequency between the internal VCXO and the refer-
ence frequency. When the input signal is removed, the feedback loop
continues to correct for this difference. Thus, if the reference has
remained unchanged, when.it is reapplied, the drift rate of the VCXO
will have been compensated as if the reference had not been lost. The
other two time constants are 50,000 seconds for the second loop and
(switch selectable) 5, 25, or 500 seconds for the first loop.

Because the Western Union system was never made fully operational,
some of the questions asked were not directly answerable as noted below.
A. Fundamental Reasons for Choosing WU T/S System as Implemented

There were several criteria used in selecting the Western Union sys-
tem as implemented. Cost was a primary consideration in choosing a
synchronous system in that it was felt that the relatively large num-
bers of lower level multiplexers could be much simpler. The reason for
choosing asynchronous higher level multiplexers was to avoid the re-
latively large costs of high speed elastic stores. A synchronous mode
for the lower level multiplexers would also allow switched circuit op-
eration, and this was the primary reason for selecting a synchronous
network.

The master-slave technique, augmented by an independent master cap-
ability, was chosen for its simplicity of design and operation. At the
time, it appeared that this technique, along with independent clocks,
was well within the state of the art and achievable in practice, where-
as systems such as mutual synchronization were considered (by Western
Union) as unproven and questionable.

The independent clocks system was also considered, but it was con-
cluded that the cost of avoiding periodically overflowing buffers was
low enough to be well worthwhile. Programmed, or scheduled, error
bursts associated with resetting buffers was judged unpalatable from a
marketing point of view.

The final system choice was made on the basis of engineering judg-
ment about practical aspects and associated technical risks. Implicit
in this judgment was a performance, cost, and maintainability assess-
ment. Simulations were not used.

Some brief consideration of using the network T/S system to distri-
bute precise time was given. It was judged, however, that no market
existed to justify the expense. Being able to synchronize the system
to another system was judged desirable and was a factor in choosing
the master-slave technique. It was felt at Western Union that eventu-
ally it would be desirable to synchronize with (slave to) other U.S.
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common carriers.

B. Theorectical Design of WU T/S System
Several important aspects were considered when specifying the Wes-

tern Union T/S system. It was initially planned to use a data signal-
below-analog technique on existing analog radio systems and/or group
bared modems and/or leased T-1 facilities as the transmission media be-
tween nodes. Thus the system design, including the T/S equipment, had
to be compatible with these transmission methods. The capability of
the Interface Unit to accept 56 KHz, 1.544 MHz and 1 MHz reference sig-
nals reflects this requirement.

Another important criterion in specifying the T/S system was the
required mean time to loss of bit count integrity at a node when the
source of timing reference was lost. It was felt that bit count inte-
grity should be maintained for up to several days if possible. To pro-
vide this, a stability of one part in 10 9 per day was chosen as the de-
sign goal.

Cost was also an important design criterion. In conjunction with
the necessary reliability it was decided that the master-slave sys-
tem augmented with a back-up Loran-C receiver/monitor was the most cost
effective way to provide station timing throughout the network. An
overall goal of Western Union was to develop the digital system to per-
mit service at rates below the corresponding analog derived channels.
The station clock system cost approximately $25,000 in 1972 dollars
which was felt to be compatible with overall cost goals.

The following specifications were used for the development of the
Western Union T/S equipment.

a. Stability - long/short ter.
Design goal of ±1 x 10 hours

b. Reliability - no reliability numbers such as MTBF were used.
However, Western Union engineers felt that the T/S equipment
should be of such reliability that overall system reliability
would be determined by the radio system's MI'BF and propogation
path availability.

c. Jitter Reduction - no jitter reduction specifications were
given.

d. Cost Goals - an approximate capital expenditure goal of
$25,000 per station clock was used , not including spares pro-
visioning or maintenance costs.

e. O/M Aspects - no MITR or other maintenance related goals were
specified.

The design of the signal/clock waveforms between the T/S system
and the multiplexers and between the various multiplexer levels was
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driven principally by the desire to be compatible with existing stan-
dards. In most cases, the standards were not formally specified in the
early 70's but were de facto standards as perceived by the Western
Union engineering staff. This basically led to using the T-1 bipolar
format without separate clock signals wherever possible in the system.

C. WU Practical Design/Engineering Considerations
The only unusual or unforeseen obstacles encountered in the develop-

ment of the Western Union system did not relate specifically to the T/S
system. In the older radio system used between Atlanta and Cincinnati,
some of the klystrons used as transmitter oscillators and as receiver
local oscillators were microphonic. Mechanical vibrations were trans-
lated to electrical noise on the baseband in the lower frequency spec-
trum, which caused poor performance of the digital system. It was also
found that phase and amplitude linearity of the radio system were criti-
cal, especially as the 600 channel voice system above the digital sig-
nal (on the baseband) was loaded with traffic. If the phase/amplitude
characteristics were not very well aligned, intermodulation products
from the voice signals fell in the baseband used by the digital signal
and degraded performance.

All specifications on the T/S system were met in the design of the
equipment. It is not known what margin was achieved, i.e., how much
performance exceeded specification.

D. WU Initial Field Deployment, Testing, O&M
No unusual problems were encountered in field deployment other than

those of the microphonic klystrons and the exacting phase/linearity
requirements. The system was being operated as a test-bed, and engi-
neers were used extensively to put it into operation. No legitimate
measure of how well O&M craftsmen or other lower skill-level personnel
could handle the system was obtained.

Digital test equipmnt was not widely available at the time, espe-
cially bit error rate test equipment, but these problems were not pe-
culiar to the T/S system. Non-routine test equipment was not required
for the T/S equipment, and in today's environment, one would not expect
bit error rate equipment to present a problem.

In retrospect, no changes to the T/S system design which would en-
hance or otherwise favorably influence the field deployment and testing
are known by the Western Union people.

E. WU System Operations Experience
The Western Union system did not go into regular commercial service

so questions about operational experience generally are not answerable.
Based on the several months of field trials, the system was judged to
be performing as expected. Technical performance, reliability, and
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maintainability are felt to have been as designed and no readily obvious
change would be apparent. No flexibility for growth or change require-
ments have been identified. When queried about requirements now fore-
seen that would have influenced design, the Western Union engineers re-
sponded that the deployment and growth of AM's Digital Data System
(DDS) would probably influence any such system they would design today.
For interoperability reasons, and for cost/simplicity considerations,
a design today would probably take a timing/synchronization reference
signal from DDS at one or more locations and then distribute this over
the Western Union network in the master-slave fashion. The Loran-C
capability would not likely be implemented.

F. Other Information Useful to DoD Planning of DCS
The Western Union digital systems design/deployment experience did

not result in specific T/S information other than that described above.
An opinion was ventured by the Western Union engineers with regard to
overall digital system, however: if possible, DoD would be well advised
to avoid trying a hybrid system such as the digital MUX's on an analog
radio. They feel that the most cost-effective, least troublesome route
to follow today would be to initiate any such system as a pure digital
network, and not attempt to incorporate existing hardware.

CANADIAN DATAROUTE
The Trans-Canada Telephone System (TCTS) is an association of eight

of the largest telecommunications companies in Canada. Within TCTS,
the Computer Communication Group (CCG) is dedicated to data communica-
tions services. After initial experimental work in 1971 with a syn-
chronous digital network, CCG announced the develoamnt of a much more
expanded synchronous digital network called the Dataroute. The system
provides point-to-point service to fifteen metropolitan areas in Cana-
da. It is presently in service carrying customer traffic. Its timing
and synchronization system is basically a variation of the master-slave
technique.

The Dataroute system was designed to utilize existing long haul
facilities of the member commn carriers of TCTS. Most of the long
haul facilities of these carriers are 5 GHz microwave radio systems.
Group band (12 equivalent 4 kHz voice channels) modems are the basic
method employed in the Dataroute system to utilize these microwave fac-
ilities. These modems, used over the analog system, provide a 56 kb/s
channel which is the basic trunk for the digital system. The modem
typically interfaces with group level equipment in a FDM carrier sys-
tem.

An alternate way of providing 56 kb/s trunks for Dataroute is by
use of a Time Slot Access Unit on T1 facilities. This equipment con-
verts the 56 kb/s signal to a 64 kb/s data stream suitable for inser-
tion directly into a PCM voice channel. This type trunking is used in
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Dataroute where T1 facilities are available.

Channelizing for Dataroute is provided by a two-level time division
multiplex system. The highest level multiplexer is bit interleaved and
synchronous on both the input and output. It provides channels for all
circuits of 2400 b/s or greater speeds. It can be programmed for any
combination of input channel speeds which are multiples of 200 b/s. The
multiplexer in conjunction with the T/S subsystem minimizes delay
through the network by time aligning all transmit and receive frames at
a node. This capability to align the transmit and receive frames al-
lows channels to contain submultiplexed channels which need not be de-
multiplexed as the composite channel is patched through a node on a
drop-and-insert basis. This is achieved without adding framing over-
head to multiplex the subchannels. This time alignment also allows
patching data signals only (no clock) between multiplexers.

The second level multiplexer is normally programmed to accept both
a bit clock and a frame clock from an external source (the T/S system).
This configuration is used at nodes where a station clock is used -
normally wherever two or more links come together. However, at termi-
nal sites which connect to a single other location, the multiplexer
can be programmed to slave to a bit clock and frame clock derived di-
rectly from the incoming line.

The lower or first level multiplexers used in Dataroute are char-
acter interleaved machines which provide asynchronous low speed chan-
nels. The high speed sides of these multiplexers are operated synchro-
nously and feed into the low speed ports of the synchronous second le-
vel multiplexers described above.

From the beginning of the TCTS data coimimications network, the
T/S system has evolved through three stages. Originally, a very simple
master-slave system was used with a rubidium master located in Toronto.
The next stage, and that which is primarily in operation now is a
master-slave augmented with extra capabilities. This T/S system has
been in operation since early 1974 in conjunction with the subsystems
previously described and today forms the heart of the Dataroute. Data-
route people refer to the augmented master-slave system as Hierarchical
Master Slave (HMS).

Plans are presently ur•derway in the CCG to add a third level of
multiplex to the Dataroute and with it to overlay a higher level T/S
subsystem. This "new" T/S network will again be essentially a pure
master-slave type which will obtain its reference from the same basic
source as the present HMS system. A new third level multiplexer and
the new T/S system will operate at 1.544 Mb/s and will provide channels
for the existing 56 kb/s Dataroute. The two timing systems (new MS and
old HMS) will organize and run independently except for the conmon
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master reference.

The new higher level MUX and T/S equipments are presently in the
early field trial and deployment stages and are not discussed further
in this report.

The HMS system is discussed in what follows and is referred to sim-
ply as the Dataroute T/S system.

The Dataroute T/S system is implemented by a master-slave system
in which double endedness and self-organization are incorporated.
(Directed control is of course used as it is inherent in master-slave.)

The HMS system is like a conventional master-slave system in that
network timing emanates from a stable master source located somewhere
near the geographical center of the network (Toronto in this case).
This timing is fed down the network in tree-like fashion. Self-organ-
ization is accomplished in a hierarchical fashion hence the HMS name.
Accompanying the timing signal is a ranking, or figure of merit signa-
ture whose value at any location is generally dependent on how remote
the location is from the master source. This signature is carried on
a 400 b/s overhead channel. The signature is carried as a three digit
number where digit one designates the node from which the clock first
originates. Digit two signifies the number of links that have been
traversed from the node having the original (master) clock, and the
third digit carries the value of the immediately prior node. As the
timing reaches each node and is passed on,the last two digits are up-
dated. At every node in the network each incoming 56 kb/s stream car-
ries such a signature. At a node with several incoming channels, the
stream with the lowest valued signature is chosen as the one from which
to derive timing reference. Continued monitoring will permit the net-
work to automatically reconfigure in event of loss of master or a link
failure; timing loops will not be set up in the reconfiguration. Auto-
matic reconfiguration without setting up unstable timing loops was the
primary reason for using the HMS system as opposed to a straight MS
system.

Another system feature incorporated in Dataroute is called Master
Frame (MF). This concept is basically the dissemination of a framing
epoch marker by the timing supply at each node in addition to a bit
epoch marker. In the 56 kb/s system, the basic frame is 280 bits
long, and the frame epoch occurs at a 200 Hz rate. Thus the nodal tim-
ing supply, or station clock, delivers to each multiplexer both a bit
clock at 56KHz and a frame clock at 200 Hz. This delivered frame
clock is the Master Frame. This common frame marker is obviously time
aligned at all multiplexers in a given station and is useful in mini-
mizing delay through the network for a channel patched through a sta-
tion. This minimization comes about because the low speed input buffer
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requirements are minimized on each multiplexer. The Master Frame con-
cept also allows drop and insert of submultiplexed channels without re-
quiring overhead framing bits for the submultiplexing.

Another feature called Universal Time Frame is implemented in the
Dataroute T/S system. Universal Time Frame (UTF) is an embodiment of
double endedness. This embodiment actually involves an interfunction-
ing of the T/S subsystem with the second level multiplexers (56 kb/s).
The designers of Dataroute included UTF to further minimize network
user delays. They recognized that this feature would also allow pre-
cise time dissemination; however, it is not exploited in the system.

Universal Time Frame operates as follows. Consider the case where
one of two communicating nodes is slaved to the other for timing diss-
emination purposes. The two multiplexers when initially put into ser-
vice, will be programmed such that each transmitted frame is advanced
in time (relative to local master frame) by an amount which slightly
exceeds the propagation delay. This delay is known from theoretical
or empirical (or both) considerations. Because the frames are advanced
at the transmitter, they arrive at the far end of the link (nearly) in
phase with master frame. The receiving multiplexer at the master sta-
tion of the communicating pair measures the time alignment of the re-
ceived frame by measuring the operating position of its high speed in-
put buffer. This buffer position is then carmunicated to the slaved
node via the overhead channel previously mentioned (with regard to the
HMS signature information). At the slaved node, this information is
used to generate an error signal to the local station clock. This sig-
nal causes the clock to adjust its frequency so as to advance or retard
the time alignment of the frame marker. Correcting the slaved clock
obviously adjusts its master frame epoch relative to the master sta-
tion. This continuing, dynamic correction of the slaved station's mas-
ter frame obviously serves to keep the slave frame marker time aligned
with the master station marker, and the alignment passes down through
the network.

The transmittal of buffer position information to the other node
constitutes a form of double endedness.

Specific answers to the set of questions follow:

A. Fundamental Reasons for Choosing Dataroute T/S System as Implemented
Efficiency (ratio of data bits to data-plus-overhead bits), ease of

submultiplexing many different rates of user channels, and system sim-
plicity were the chief reasons for choosing a synchronous digital net-
work. The criteria for choice of which type synchronizing system were
largely based on the Canadian network topology. It was envisioned that
a long thin network would initially be deployed but that a highly in-
terconnected topology would evolve. Flexibility to accommodate rela-
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tively unpredictable growth was also considered essential.

The Dataroute T/S system is master-slave augmented by double ended-
ness and self-organization. A straight master-slave system as well as
a mutual synchronization system were also considered. The choice was
made on grounds of enhanced security, ease of network expansion, and
relative insensitivity to link failures. The choice was also tempered
by a desire to retain simplicity to the extent possible. Thus perfor-
mance was directly factored into the choice; costs and O/M influences
were indirectly factored in.

Referencing the system directly to UTC or to a national standard was
not considered as needed for Dataroute, but it was recognized that the
Universal Time Frame feature allows distribution of (relatively) pre-
cise time. CCG did not foresee a need or market for this service to
the extent that the additional hardware would have been cost justified.
On the other hand, compatibility with other systems was felt to be a
future need worthy of factoring into the choice of T/S system. It was
expected that interfacing with other synchronous digital networks would
be needed and it was recognized that a master-slave type system allows
this simply by using a common reference as the primary master source.

B. Theoretical Design of Chosen Dataroute T/S System
After the choice was made as to the type of T/S system, a number of

factors constrained the design of the hardware. This basic trunking
medium was primarily to be over existing 4 GHz microwave systems and
the design had to account for the characteristics of this transmission
channel. The rate of delay variations due to the transmission media,
the induced jitter on the timing signals, the probability of outages
and link failures, and the probability/frequency of re-routing of
transmission channels were among the factors considered.

Other factors which led to specifications on the T/S hardware in-
cluded: the desired time to loss of bit count integrity in case of
failures in the timing dissemination chain, the reliability budget for
the overall system, and cost goals throughout the system.

C. Practical Design/Engineering Considerations for Dataroute
No significant obstacles were encountered in the design/development

of the Dataroute T/S system hardware. Each node in the system contains
two station clocks. Basically these clocks are made up of a highly
stable VCXO configured in a phase-locked loop. The loop is designed
with a very narrow bandwidth (nominally specified in microhertz) and
with variable slew-rate control. Each clock also contains the logic
circuitry to accept and compare up to 32 incoming reference signals
plus signatures and the logic circuitry to compute its own outgoing
signature. Additionally of course, there is digital frequency syn-
thesizer circuitry for deriving the various clock and frame rate sig-
nals.
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None of the above circuitry presented inordinarily difficult design
problems. The logic speeds involved were not extreme and the usual pre-
cautions in board layout, wiring procedures, etc., were sufficient to
ensure good performance.

D. Initial Field Deployment, `testing, O&M
Specific, identifiable installation problems were not encountered

in the early field installation of Dataroute. As is described later,
some difficulties were met that can generally be traced partially to
the complexity of the method of implementing the double ended T/S sys-
tem concept. These are discussed more fully below under Systems Opera-
tions Experience.

Because the deployment of Dataroute was planned to be carried out
as a field trial, engineering-level personnel from both CCG and hard-
ware contractor organizations were used extensively. The fact that the
field craftsmen from the constitutent TCtS organizations were mostly
experienced in FDM-FM analog technology influenced the decision to rely
heavily on engineers for initial deployment.

No specialized or otherwise non-routine test equipments were re-
quired in the early field deployment of Dataroute. As with most digi-
tal systems, the indispensable tool utilized was an oscilloscope that
could be externally synchronized. A logic analyzer type instrument
designed to interface with the multiplexers, was used and is of course
a specialized item. This however, was not necessarily required, i.e.,
the system could have been put into service without its use. More im-
portantly, the use of this instrument was not influenced by the type of
T/S system in use. The utility would have been the same with indepen-
dent clocks, mutual synchronization, or whatever at the T/S method.

E. Systems Operation Experience
The Dataroute T/S system has operated as expected. Basic specifi-

cations have been met and no problems directly related to concepts or
theory have been encountered. However, two issues have arisen. One of
these relates to a practical problem on clock distribution in the ter-
minal. The other relates more to system design philosophy.

The clock (and frame) signals in a Dataroute node are distributed
from the station clock equipment rack to each rack of multiplexing
equipment by means of a redundant bussing scheme. Two busses, one from
each of the (redundant) station clocks, distribute signals to each rack
of multiplex equipment. This distribution is accomplished via distri-
bution modules counted on the top of each bay (rack) of multiplex
equipment. Several problems have arisen with this. It was found that
although up to six multiplexers could be driven in tandem, this
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was insufficient in scene nodes and further expansion was not easily im-
plemented. The lesson in this is to plan that the clock distribution
system be easily expanded and that ideally, the expansion capability be
unlimited in size.

Initially the clock signal was a current source-to-ground format.
This contributed to the limitations on the number of multiplexers to be
driven. It also gave rise to interference problems through noise pick-
up, and oonmon mode coupling. This problem was eliminated by redesign-
ing with a format using a transformer-coupled, bipolar, balanced signal
of several volts.

The second (philosophical) issue relates to the capability of the
T/S system. As has been described, the Dataroute T/S system is basic-
ally a master-slave with three complementing features.

1. Hierarchial Master-Slave (self-organizing)
2. Master Frame clock along with bit clock
3. Universal Time Frame - a form of double er,dedness

In Dataroute, the reason for using Hierarchial Master Slave was to
allow automatic reconfiguring of the network, without setting up unsta-
ble closed timing paths, in the event of link or master clock failures.
However, experience has shown that network reconfigurations are so rare
that the utility of HMS is questionable. In other words, the self-or-
ganizing feature is so seldom used that a cost/ben-ef.it analysis based
on this experience would likely dictate not incorporating it in the de-
sign if the choice were to be made again for Dataroute.

Note: The rarity of failures has other implications for military
systems. Because of the rarity, it is possible, even probable that
personnel may be so "out-of-practice" that they cannot diagnose and
correct T/S system problems in a timely manner and may actually com-
pound the problem through incorrect activities. This of course could
be disastrous in a wartime situation. Thus automatic self-correction
may be much more desirable.

The second feature, Master Frame, was implemented to allow cross
patching between multiplexers without the need for (low speed channel)
input buffers. In retrospect, the Dataroute operators now question
whether or not the ability to dispense with the low speed buffers is a
significant advantage. With LSI and VLSI usage growing exponentially,
the cost of adding buffering to channel cards is not large. The sim-
plicity of channel cards is a positive feature however, and the ability
to patch channels with only signal leads (i.e., without separate clock
signals) is a positive feature. This reduces the problems that arise
when large numbers of channels in a single rack make physical room for
the signal and clock cables scarce and the opportunity for wiring err-
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ors are compounded.

The third significant feature in the Dataroute T/S system is Univer-
sal Time Frame (UTF). The original reason for UTF was to minimize user
delay through the network UTF does this by assuring that the high
speed frame alignment buffers in the synchronous multiplexers remain,
on average and in absence of propagation delay variations, at their
center or null positions. However, with the hindsight that has accrued
through several years of operating experience, it is now felt by the
Dataroute operators that user delay through the network is not criti-
cally important. This is increasingly true as data users begin to move
away from protocols that employ acknowledgement type transmissions
(such as Binary Synchronous protocol). Delay considerations are also
less critical to users who continue to employ acknowledgement protocols
but who take advantage of the better channels (lower error rates) in-
creasingly available. Longer data block sizes are feasible (to a point)
on the better channels and with the longer blocks/fewer errors, turn-
around time, or delay, is less degrading to overall throughout.

The reliability of the T/S system on Dataroute has proven to be de-
graded by the complexity of the station clock. The HMS function plus
UTF are implemented at the cost of increased complexity. This increased
complexity serves to cause increased hardware failures plus contributes
to maintainability problems as discussed below.

The maintainability of the T/S system on Dataroute has proven to be
significantly more of a problem than anticipated. This is partially
due to the complexity of the double ended, self-organizing system and
partially due to the method of implementation. The system has been in
operation over 5 years now and maintenance craftsmen do not yet totally
comprehend the synchronizing hardware. Engineering level personnel are
heavily involved in T/S system maintenance and operation. Even people
with this level of training/competence lack in understanding the sys-
tem. This complexity and the attendant lack of familiarity by the
field people serves to reinforce the skeptical attitudes as to the cost
benefits of UTF and HMS. Considerable effort has been expended to
write and rewrite equipment manuals and to upgrade training, but as a
practical matter, the maintenance people continue to regard the T/S
equipment with considerable confusion. Much of these comprehension
difficulties can be attributed to the specific method of implementing
the double endedness. If, for example, the information passed from
one end of the link to the other were available to maintenance/opera-
tion personnel in familiar units of time (seconds or microseconds),
much of the difficulty would probably be overcome, (Note that the in-
formation is presented as a dimmiensionless number referred to as "Diff"
in the present implementation).

The flexibility of the Dataroute T/S system is judged to be accep-
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table. No restrictions on growth or change to the network are imposed
by the synchronizing system. It is notable however that in the planning
for the 1.544 Mb/s network, which is a growth step for Dataroute, a
straight master-slave technique for T/S is planned. Future requirements
appear to be for a longer, less interconnected network - one wherein
closed loops are less probable.

Advice to be offered to U.S. Government/DoD in planning for T/S of
the future DCS was succinct: simplicity should be watchword. To the
extent that survivability, security, and other specialized military con-
siderations allow, the simpler the T/S system, the better will be the
performance. Maintainability will be a strong function of simplicity
and reliability/availability will probably re related to maintainability
more than any other system parameter.

DATRAN DIGITAL SYSTEM
Data Transmission Company (Datran) was a specialized common carrier

company formed in the late 60's to design, build, and operate a nation-
wide network for data communications.

The system designed and built by Datran is distinct from the others
surveyed in this report because the total network was newly conceived,
designed, and built as a digital system. There were no constraints of
having to utilize existing plant or equipment; nor was the design
forced into compromise in order to have a voice channel or other analog
transmission capability. It was therefore feasible to consider tech-
niques, including the T/S system, which perhaps were not feasible as
candidates for the other systems surveyed.

The radio equipment in the Datran network is a digitally modulated,
line-of-sight microwave system which uses 8-level PSK modulation. Fully
loaded, it accepts two, phase-synchronous 21.504 Mb/s data signals as
well as a coherent 21.504 MHz clock signal.

The timing signal is recovered and the data regenerated at every re-
peater in the Datran system. Timing recovery is accomplished in
14.7456 MHz phase-locked loops. The loop bandwidth (3 dB) is 1 KHz in
the radio system. The free running stability of the oscillators in the
timing recovery loops is 1:10	 (short term).

A three level multiplexing system is used in the Datran network.
All three Datran multiplexers are synchronous machines. Each utilizes
bit interleaving to combine parallel low rate channels to a higher
speed serial bit stream. Every multiplexer features buffers on both
the high and low speed input ports for jitter reduction and to accomo-
date propagation delay variations.

The system which provides timing and synchronization for the Datran
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network is a straightforward application of master--slave techniques.
The T/S hardware is primarily made up of an equipment called the Datran
Station Clock (DSC) which supplied bit rate clock to all levels of mul-
tiplexers. However, the overall network timing subsystem is composed
of functions in the multiplexers, the DSO's, the microwave radios (as
a timing dissemination channel), and one or more rubidium standards
which provide the basic reference signal (master source).

The DSC basically is a highly stable, highly reliable disciplined
oscillator with the ability to "remember" an input reference frequency
after loss of the reference. It includes a frequency synthesizer for
deriving various system clock rate signals from the basic oscillator
frequency and line drivers for distributing these clock rate signals.
It also includes logic hardware for interfacing with the multiplexers
on a systems basis and for controlling its own functioning. The DSC
provides clock signals at 21.504 MHz, 2.688 MHz, and 168 KHz.

The heart of the DSC is a triplicated set of modules called Timing
Generators. These are highly stable	 's, each in a phase-locked
loop configuration where the loop error voltage is simultaneously fed
to the VCXO and also digitized, filtered to an effective 0.04 Hz band-
width, and stored in memory. The digitizing is done to a 12-bit accu-
rac lwhich translates to a frequency accuracy at the VCXO of a 5 x
10 . This stored error voltage is applied to the VCXO in instances
when the station clock transitions from slave operation to master. Be-
cause of the narrow bandwidth of the digitized error feedback loop, in-
put jitter with frequency content down to much less than 1 Hz is fil-
tered. By virtue of this jitter reduction, when the clock becomes a
local master, frequency differences between it and the normal master
will remain sufficiently small to maintain bit count integrity for more
than 30 minutes (based on the buffers used in the C-MUX's). This is in
the presence of up to 5 percent rms jitter with a bandwidth from 0.1 to
1000 Hz.

The bandwidth of the (undigitized) error voltage in the phase locked
loop is 4 Hz. This translates to a capture, or pull in range for the
Slave Node of - 1 x 10-7.

In the following, answers are given to the set of questions as they
pertain to the Datran System.

A. Fundamental Reasons for Choosing Datran T/S System as Implemented
The criteria used for choosing the T/S method for the network were

principally performance, cost, and state of the art ( practical state as
opposed to theoretical) prevailing at the time of system design. Me-
thods other than master-slave were considered. Nonsynchronous opera-
tion using independent clocks and various types of pulse stuffing were
evaluated as possible candidates. - Synchronous techniques considered
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included designated (or independent) master, mutual synchronization,
and of course master-slave. Bit stuffing was ruled out as being too
expensive to implement in a dedicated circuit system. In a switched
system, the cost is even more prohibitive. Independent clocks were
discarded as a potential candidate mainly because the prospect of per-
iodically overflowing buffers, no matter how great the period, was
judged to be a severe marketing disadvantage. Of the types of synchro-
nous operation considered, master-slave was chosen for cost, perform-
ance, flexibility and simplicity reasons. The Datran network was en-
visioned, even far into the future, to be a topologically long thin
system with no looped subnetworks. Because the basic transmission med-
ium at 44 Mb/s had extreme capacity in terms of custac-er channels, it
was not considered likely that alternate routes and possible loops
would be necessary for many years. Too, the transmission medium was to
be designed for such reliability that the need for failure-induced al-
ternate routing and the possibility for looped configurations was di-
minished. Last, since transmission was to be entirely over Datran
facilities, routing configurations could be tightly controlled. All
these reasons enhanced the master-slave choice, without self-organizing
complications.

Simplicity of hardware and the attendant advantages in maintainabi-
lity and reliability also weighed in favor of master-slave as compared
to frequency averaging (mutual). Independent masters appeared to be a
viable choice as regards simplicity and cost (assuing an existing sys-
tem such as Loran-C as the basic master source). However, the degree
of dependency on a system whose operational reliability and integrity
lay outside the Datran operation was considered a negative aspect. And
significantly, in the case of Loran-C, it was felt that the availabili-
ty of ground wave coverage was lacking for the total geographical area
Datran hoped to eventually serve.

Simulation was not used in choosing the Datran T/S system. Formal
performance and cost analyses did influence the decision; however, en-
gineering judgments on practicality and probability of successful, on-
schedule design also weighed heavily.

System reference to UTC or other standards was not considered a
strong factor in evaluating T/S techniques. It was recognized that
master-slave afforded relatively easy interfacing with one other syn-
chronous system (by utilizing either a comtxon reference source or by
having the Datran network be a simple extension of the other network),
but again this was not a strong factor in the T/S choice.

B. Theoretical Design of Chosen T/S Systemten
The Datran system was designed "starting from scratch" and choices

were not constrained by existing plant or facilities. LOS microwave
transmission media was an early choice. The yearly (or longer) and
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daily delay variations over multihop, multiclimatic microwave chains
was not precisely known, and the T/S system chosen would have to be ver-
satile enough to handle this unknown.

The following specifications were design goals for the Datran T/S
system:

a. Stability _(without primary reference)
_ 1 x 10- per day

± 4.5 x 10-8 per 6 months

With a jitterless primary reference input, the T/S station
clock was specified to have less than 1 percent rms output
jitter.

b. Reliability
The station clocks in the Datran network were specified to
have a mean time between catastrophic failure of greater
than 1,613,000 hours.

c. Jitter Reduction
The station: clocks were specified to operate satisfactorily
over up to 33 tandem microwave links. To accomplish this,
a jitter reduction of at least 6 to 1 (for input jitter
contained in a 0.1 to 1000 Hz bandwidth) was specified.

d. Cost Goals
In 1974 dollars, cost goals in the range of $50K per (ful-
ly configured) station clock were established.

e. O/M Aspects
Guidelines on modularity, number and nature of visible
alarms and indicators, and diagnostic aids were established.
A mean-time-to-repair (after reaching equipment site) of
less than 30 minutes was established as a design goal.

The principal criterion was performance as opposed to conformity
with existing standards. This was especially true for interfaces be-
tween multiplexers and between multiplexers and the radio. At customer
interfaces conformity with widely used standards was necessary. At all
interfaces in the Datran network, the timing signal is carried on a
separate conductor from the data signal. This contrasts with the poss-
ibility of having the clock signal not be distinct from the data sig-
nal as is done for instance in the familiar bipolar of Tl systems.

C. Practical Design/Engineering Considerations in Datran T/S
Few notably difficult or unexpected obstacles were encountered in

the design and development of the Datran T/S hardware. The design of
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majority voting logic for controlling the triplicated functions in the
DSC required close attention to signal delays, board layouts, etc. Ad-
herence to good engineering practices common to nanoseconds speed logic
design ensured a minimum of problems in this area.

One problem was encountered in a systems level test of the T/S equip-
ments. The problem related to the ability of the DSC to properly hold
the system frequency when a jitter corrupted reference signal was lost.
It was found that the frequency spectrum of the jitter on the reference
was of critical importance in how well the system frequency was main-
tained. The overall specification required that when using 32 bit
buffers, bit count integrity would be assured for at least 30 minutes
when a reference with 10 percent rms jitter, with a frequency spectrum
between 0.1 and 1000 Hz, was lost. Recall that the bandwidth of the
loop in the DSC which held the error voltage, or "remembered" the sys-
tem frequency, is 0.04 Hz. However, it was found that if the jitter
spectrum was concentrated near the lower end of the specified band-
width, the loss of reference would sometimes leave the remembered fre-
quency deflected enough to cause buffer overflow in less than 30 min-
utes. If the jitter spectrum were spread uniformly over the 0.1 to
1000 Hz band, or concentrated near the high end however, the specifi-
cation was easily met.

This problem of maintaining bit count integrity in the presence of
low frequency jitter was never manifested in actual field operation but
only in lab tests where jittered references were synthesized.

With the exception of the above described phenomenon, all specifi-
cations on the T/S system were met or exceeded by the completed design.
For example, a jitter reduction ratio of greater than 20 to 1 was mea-
sured in the field for the DSC whereas the specification was 6 to 1. A
mean time between maintenance repairs of greater than 22,000 hours was
also measured in the field on the T/S equipment. This compares to a
design calculation of 6700 hours. As for mean time to catastrophic
failure, no such failures had been encountered at last check so that a
meaningful quantitative statement cannot be made.

D. Datran Initial Field Deployment, Testing, O&M
In the initial deployment and operation of the Datran network, all

field personnel were given comprehensive, but extremely time-compressed
training on all equipments. By and large, the personnel were experi-
enced in FDM-FM analog systems as opposed to digital systems; thus many
of them encountered and progressed through a distinct learning period
on the entire network. While the T/S subsystem presented no more pro-
blems during this learning period than did the other equipments, never-
theless the nonfamiliarity was of significance. The triple redundancy
of the Station Clock added to the nonfamiliarity problems to such an
extent that it considerably complicated the understanding of the equip-
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ment. It also greatly added to the difficulty of troubleshooting equip-
ment malfunctions.

Datran procured several items of test equipment related to the T/S
system that were nonroutine. Among these were portable rubidium stan-
dards, frequency synthesizers, and phase jitter meters. In retrospect,
it is apparent that these equipments were not necessary for operating
and maintaining the network. They were useful in monitoring the net-
work performance from the point-of-view of an extended field trial
where continued engineering data was desirable. However, from a stand-
point of routine, day-in, day-out system operation and preventive main-
tenance, an oscilloscope in conjunction with built-in test functions on
the DSC is adequate.

No significant changes in system design are obvious in retrospect
that would enhance or otherwise favorably influence field deployment
and testing.

E. Datran Systems Operating Experience
The T/S subsystem in the Datran network has operated substantially

as expected. No significant problems have been encountered that would
give reason to reevaluate the basic concepts or upgrade the system.
However, it is probable that a simpler, less complex system would be
designed if the task were to be done again. Some reasons for this are
noted below.

The fully triplicated, highly reliable (and relatively expensive)
DSC was deployed by Datran at every three-way junction station and at
every terminal. In retrospect, such reliability and expense is proba-
bly only justified at remote three way stations. Even there, the need
for triplication is questionable. The DSC's provide quite long mean-
time between maintenance repairs; and the nature of failures encoun-
tered to date indicate that double redundancy (and the simplified con-
trol hardware inherent in this) would have sufficed.

Likewise, experience gained in actual operations of the system ten-
ded to indicate that early concerns over jitter on the recovered timing
signals was not warranted. In the actually deployed Datran network,
the longest span between DSC's was eleven microwave hops. Had the sys-
tem been deployed to the west coast as planned, spans of over thirty
hops would have been encountered. Nevertheless, experience with the
eleven hop system indicated that jitter buildup was much less than ex-
pected. The worst measurement for the eleven hop system was jitter of
less than 4 percent rms which would extrapolate to much less than 10
percent jitter on a 30 (+) hop span.

The Datran network actually deployed was a topologically thi.n,long
line network with no closed circuit configurations. Thus no opportun-
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ity ever arose to evaluate bit count integrity type questions on loss of
continuity of the timing dissemination chain.

Performance of the Datran T/S system was judged adequate, and relia-
bility was more than acceptable and perhaps over designed in some appli-
cations.

The maintainability of the T/S system probably should be judged ac-
ceptable to slightly marginal. The only questionable area would be in
the use of triplicated functions as noted above. This tended to ob-
scure craftsman understanding of the equipment and to render trouble
shooting more difficult. It was certainly not a severe problem parti-
cularly for the better qualified, more industrious field people who
would put forth the effort to understand the hardware.

The flexibility for growth/change of the Datran Station Clock is
judged acceptable. It was found that in one instance, added driver
ports were needed to enable clocking additional multiplex bays in a
station. Careful, tedious work was necessary to add the capability to
an on-line DSC without disturbing customer traffic, but it was accom-
plished. Should a redesign ever occur, it would be desirable to pro-
vide for easier (physical) expansion of the drive capability; this was
not a major problem, however.

F. Any Other Information Useful to U.S. Government DoD in Planning
Defense Communications System
The same advice regarding simplicity of equipments as offered by

Canadian Dataroute operators would be evidenced by the Datran experi-
ence. The less complex the system, the better will be the reliability
and maintainability. And, in the absence of major design errors, main-
tainability will probably impact performance more than any other single
factor.

one other comment is pertinent. Compared to the late sixties/early
seventies when the Datran network was designed, there is a plethora of
data on digital systems available now. Each succeeding conference or
symposium on broadband communications provides additional experience
docLurentation (as well as theoretical work). Notable useful examples
are LOS microwave delay data and multipath fading degradation experi-
ence. Obviously, all these sources should be used in planning the fu-
ture DSC timing and synchronization systems.

TIMING/SYNCHRONIZATION PLANNING FOR NO. 4ESS
As noted in the introduction, original plans were to include infor-

mation on the implementation and operational experiences of Bell Sys-
tem's Digital Data System in this report. (This system is a private
line synchronous network put into operation in the U.S. in 1974). Un-
fortunately, this information is not available; Bell officials decline
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to provide such data due to the extensive pending litigation revolving
around the Digital Data System (DDS). These officials were, however,
willing to provide information on the current planning and engineering
efforts related to synchronization of a network of large digital swit-
ches presently being implemented throughout the U.S. This information
was provided by way of interview with several engineers currently in-
volved in the engineering and planning efforts. In this section, this
information is described.

The No. 4ESS is an electronic, software-controlled toll switching
center designed to tie local facilities to the nationwide long distance
network. The switching center is basically a digital machine which in-
terfaces both digital and analog trunks. At the inception of No. 4ESS
deployment, and at the present time, analog trunks predominate in num-
ber. As digital trunks become increasingly available however, (a trend
that is growing rapidly), the interconnected No. 4ESS systems take on
more and more attributes of large integrated digital networks. As this
happens, the advantages of reliably synchronizing the whole network are
obvious. This is recognized by Bell and considerable effort has been
expended to plan for this synchronization. Much of this planning is
inextricably interwoven with planning and analysis that has been going
on at Bell Labs since the early sixties. This early planning was the
initiation point in the discussions with Bell engineers.

In the early sixties, various users of the Bell Telephone System be-
gan to implement digital networks. At first, relatively elaborate word
stuffing was used to provide a synchronizing mechanism for the networks.
The cost (at that time) of shift registers caused a change to bit-by-
bit pulse stuffing techniques and eventually to consideration and ana-
lysis of other synchronizing methods. Considerable attention was fo-
cused on the concept of mutual synchronization. Many investigators,
both inside Bell Labs and elsewhere, studied and published papers on
the technique. One of the advantages ascribed to mutual synchroniza-
tion was that it was "administration free". However, it was decided
by the No. 4ESS network planners that this is not, in reality, the
case. As an example, it was noted that up to 20,000 DS-1 (1:544 Mbps)
trunks can converge on a No. 4ESS. To choose which of these would pro-
vide the timing reference paths for a mutually synchronized system is a
considerable problem. This is especially true when the dynamic nature
of the topology of these trunks is considered.

Another aspect of mutual synchronization noted as significant was
the dumbell effect. This situation arises when two separate, relative-
ly ccmplex, interconnected areas are connected by a thin trunk struc-
ture. In this case, the input to the T/S systems in each of the ends
of the dumbell must carry heavily weighted importance. This tends to
distort the survivability of the mutual sync network and to cn pound
administration problems, particularly when the exact composition of the
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"thin" trunking is dynamic.

Mutual synchronization was eventually discarded as a candidate syn-
chronizing method for three significant reasons. As indicated, it was
determined that its main attribute, i.e., administration-free operation,
was not a practical reality. This was the primary reason for rejecting
the technique. Also, evolution in crystal oscillator technology in the
late 60's was a factor in moving away from mutual synchronization. Dou-
ble oven crystal oscillators with millidegree temperature stabilities
became economic realities. The resulting frequency stabilities added to
the case for master-slave techniques. Additionally, digital phase-
locked loop (DPLL) technology progressed to the point that economic
practicality was achieved. The significance in this was that DPLL's
with "automatic" integral-plus-proportional feedback was then achieva-
ble. Note that integral plus proportional feedback had long been used,
but the integral feedback had been a mechanical screwdriver adjustment
(to oscillator free-running frequency). "Feedback" of course was a
technician periodically nulling loop stress voltages. Digital implemen-
tation of this function meant greater automatic long-term stability in
the oscillators since drift due to crystal aging could be compensated.

Another influencing factor on synchronization planning was that the
DDS network began to be engineered. At first, the objective was to
build a totally slip free network for DDS. However, the No. 4ESS plan-
ners took the position that a totally slip free DDS was not practically
achievable. As an example of the several reasons, most of which are of
an administration/operation origin, it was pointed out that there are
some 60,000 separate group channel trunks in the Bell System. Of these,
an average of 20,000 yearly are dynamic in the sense that they are re-
moved and subsequently returned to service for one reason or another.
Since these trunk assets were to provide the transmission channels for
DDS, it was felt that such a dynamic makeup would prohibit practical
operation of a slip free network.

For the DDS, it was eventually agreed that three system impairments
would be foremost. These were i) bit errors; ii) misframing where mul-
tiplexers lose frame synchronization and iii) slips where single eight-
bit bytes are lost/gained. 	 Additionally of course, timing jitter
due to accumulation on the transmission lines and due to pulse stuff-
ing/destuff ing is encountered. Of these impairments, the most signifi-
cant in terms of timing and synchronization is slip and the byte inter-
val defining slip. Of course, the longer the byte interval, the less
the frequency accuracy requirements on a timing source for given slip
rate. An upper limit is placed on byte length in the Bell System be-
cause the byte buffers give rise to cross-office delay in patching
channels. At a point, this excessive delay begins to cause echo sup-
pressors in the circuits to hang. This led to the 8-bit byte which is
125 microseconds in a 64 kb/s channel.
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After the byte length was determined, an acceptable slip rate was
evaluated. A number of factors were considered by Bell in determining
a slip rate specification. In voice channels slips are trivial. How-
ever, for voice band data channels, slips can result in modems .retrain-
ing which results in outages of up to several seconds. Slips also can
have a severe impact when Common Channel Interoffice Signalling is car-
ried over a slipping channel. The effect of slips of digital data var-
ies depending on the application. It was noted by Bell that commercial
applications of secure voice are foreseen over data channels in the fu-
ture and slips could result in cryptographic sync problems.

The above and other considerations led to the Bell System eventually
settling on a specification of one slip per 5 hours for an end-to-end
reference circuit. This translate to a relative clock frequency dif-
ference specification of 1.7 x 10 . Because the possibility of longer
frames becoming desirable in the future however, a tighter stability
specification of 1 x 10- -LO /day was agreed upon.

At the present time, the working specifications of the timing and
synchronization subsystems for the No. 4ESS network are:

1. Clock frequency inaccuracies of less than 1 x 10-10/day.

2. Synchronizing unit at each switch will phase lock to an external
reference. This reference will be either a DS-1 signal at 1.544
MHz or the standard Bell System Reference Frequency (BSRF) 2.048
MHz. Note that this latter reference is presently distributed
throughout the network.

3. The synchronizing system will be arranged in a hierarchical stru-
cture with frequency (not timing) information emanating frcn an
atomic standard at Hillsboro, Missouri.

4. The timing system will have a highly structured maintenance plan
administered out of a centralized location.

Note that specifications 2 and 3 define a master-slave system when
the DS-1 reference is disseminated throughout the network. When the
BSRF is used, an independent master system is being implemented.

It was noted by the Bell engineers that the fourth entry in the a-
bove specification list is extremely inporta.nt as contrasted to its
innocuous appearance. It has historically been found that maintenance
activities are always reflected negatively in reliability performance
figures for communications networks. Significant percentages of out-
ages are traceable to maintenance personnel activities. Since the ti-
ming sources for digital networks are so central in the operation, and
outages are potentially so catastrophic, it is felt that the structured
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maintenance philosophy is critical. In general, alarming and alarm re-
action plans for the timing and synchronization hardware on No. 4ESS
will have long time constants. A loss of reference alarm will, for ex-
ample, be considered only a minor alarm for up to several minutes.
Other reaction times numbered in hours are planned. The central admin-
istrator with network-wide status visibility will be consulted closely
on all alarm responses and maintenance activities.

The phase-locked loop in the TSU incorporates integral-plus--propor-
tional feedback. The integrated component of the loop feedback has a
time constant of approximately 2 days. The time constant of the propor-
tional factor is approximately 2 hours. Additionally, a manually acti-
vated Fast Start mode allows rapid acquisition when the TSU is first
put into operation or following a major reconfiguration or outage. Au-
tomatic phase buildout is also designed into the TSU hardware.

The above briefly describes many of the factors which have entered
in the planning for No. 4ESS timing and synchronization. The Bell en-
gineers emphasized that many of the choices and trade-offs made were
dominated by network administration considerations. This of course
reflects the culmination of many years experience in operating the lar-
gest common user communications network in the world. Little or no
consideration has been given to some factors important to military
strategic communications systems. Survivability in the presence of
hostile activities is an important consideration in evaluating timing
and synchronization techniques for the DCS. Understandably, this has
had little or no influence on the Bell designs. Likewise, interopera-
bility with tactical systems is a consideration for the DCS not dealt
with by Bell.

A last topic discussed with the Bell engineers during the interview
concerned the distribution of precise time. The T/S system being en-
gineered for the No. 4ESS network does not incorporate double endedness
and thus does not readily admit of precise time dissemination. How-
ever, consideration has been given to this by Bell engineers. In gen-
eral, the same concern for network administration considerations in-
fluences time dissemination that influenced T/S system design. In
fact, the Bell engineers expressed the opinion that administration pro-
blems would so adversely effect time distribution as to make it imprac-
tical in the Bell System. Two examples noted were network topology
dynamics and emergency restoration. The statistic previously described
wherein 20,000 of the 60,000 group trunks in the system are taken out
of service and restored each year was pointed to as an example of the
dynamics.

Emergency restoration, and the tempo of activities that exist during
outages was mentioned as the other prominent example of administrative
problem in time dissemination. During outages, especially those that
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effect large cross-section trunks, intense effort is involved. Custo-
mers and management are usually demanding quick restoral and little
acceptance of procedures which would inhibit or delay restoration would
be anticipated. Coordination of clocks, and of new trunk path delays,
etc. is seen by Bell engineers as just such a procedure. It was noted
however, that automation of such procedures by use of microprocessors
might become economically feasible in the future.

SUMMARY OF SURVEY
Each of the systems surveyd is a synchronous network, and each uses

a T/S technique that is essentially of the basic master-slave category.
The Datran network T/S system and the planned No. 4ESS netowrk T/S are
straightforward applications of master-slave. The Western Union net-
work and particularly the Canadian Dataroute network T/S are master--
slave with added features.

Retention of bit-count-integrity, i.e., the avoidance of slips was
the foremost criteria in the design of the networks. Flexibility and
adjudged practical state of the art in T/S technology also weighed
heavily in the initial system designs - particularly in the case of
the Western Union and Datran networks. Minimization of user delays
over the network was a strong factor in the Dataroute system design;
recognition of network administration problems strongly influenced
Bell System plans and choices.

Only the Canadian Dataroute system provides for automatic network
reconfiguration (and automatic network initialization) following fail-
ure or other perturbations. Related to this is the fact that airong
the four systems surveyed, only the Dataroute requires an overhead
channel.

Each of the system designers recognized the crucial importance of
realibility in the T/S hardware/subsystem. Outages due to lack of
timing supply are potentially catastrophic and could disrupt very large
numbers of users. Thus, considerable effort and dollars were expended
to build high availability into the T/S equipment. Western Union and
Canadian Dataroute system architects accomplished this by using double
redundancy with automatic switchover. The Datran system utilized tri-
ple redundancy in the station clock with all three portions contribu-
ting in the unfailed, or normal, operating mode. Majority voting logic
in effect switches out the failed circuitry when problems arise.

The field deployment experiences of the organizations surveyed were
remarkably similar. Each of the Western Union, Dataroute, and Datran
initial deployment efforts were reasonably straightforward, but exten-
sive use was made of engineering-level personnel (as opposed to tech-
nicians or craftsmen). The lack of a ready supply of digitally orien-
ted field personnel was noted. In each case, however, the T/S system
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type or its features had little or no influence on deployment difficul-
ties or lack thereof.

In the area of operations experience, only Datran and Dataroute were
able to contribute information., The Western Union network never went
operational and the Bell System s deployment of No. 4ESS is only now
underway. The Dataroute operational experience has been adversely ef-
fected to some extent by the conceptual (and hardware) complexity of
the T/S system and to implementation procedures. To date, field per-
sonnel are not totally comfortable with their knowledge and understan-
ding of the method of timing and synchronizing the system with the ex-
tra features of the master-slave system. Notably, the next evolution
of the Dataroute system is planned to be an unadorned master slave.

In the case of Datran operational experience, no significant prob-
lems arose which were attributable to the T/S concept. However, the
triple redundancy in the hardware did complicate craftsman understand-
ing and troubleshooting. Failure rates were so low as to call into
question the need for triple as opposed to double redundancy.

The above briefly summarizes the information gained in the survey of
commercial digital networks. It should be noted that several key cri-
teria which greatly influence the design and (satisfactory) operation
of a strategic military network such as the Defense Communication Sys-
tem are absent from the list of commercial network criteria examined.
Among these are:

1. Survivability
2. Con^pliance with Federal Standard 1002
3. Intersystem Operability
4. Self-reorganization
5. Precise Time Availability

In the above list, survivability is the most significant entry; the
fact that a network plays a central role in national defense means that
survivability must be as pivotal in design trade-offs as are any other
parameters. This,of course, can completely alter the conclusions of
a cost-effectiveness study.

Precise time availability is another feature that might be of con-
siderable value in a defense communications scenario but of lesser
importance in the commercial world. Covert communications require-
ments lead to spread spectrum and cryptographic system use. Precise
knowledge of a coordinated time standard, or course, greatly facili-
tates the synchronization of such systems by reducing acquisition
search windows. Likewise, a knowledge of relatively precise time fac-
ilitates navigation and position fixing - another distinct advantage
in a military environment but of lesser importance for commercial ap-
plications. (Although the commercial need for precision navigation
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aids should not be minimized.)

The commercial networks surveyed have made no attempt to use their
T/S systems in any manner to augment or form a basis for network moni-
toring and evaluation. This is of course an area where the benefits
could be of importance to a commercial system even though it doesn't
have the special requirements of a military system. Such a use of the
T/S system would generally require preplanning and engineering of the
monitoring and evaluation capability into the hardware during initial
design, something obviously not included in the systems surveyed. Re-
cognition of the benefits to be obtained through monitoring and evalua-
tion could influence the type of T/S system chosen. Some T/S methods
are more compatible and synergistic with monitoring and evaluation than
others.

A concluding comment is in order. Simplicity and administration
related issues were mentioned over and over by the systems operators.
It was emphasized that these aspects should be central in the design of
any T/S system. The reasoning behind these statements is not presently
debatable, especially among experienced systems operators. However,
the potential influence that microprocessor evolution is having and
will continue to have on this aspect should not be overlooked. In-
creasingly, it is feasible to automate activities heretofore con-
strained to be manually accomplished. With automation, or machine dri-
ven activity, the rationale behind simplicity arguments should be re-
examined. Without the factor of human error, much in the way of auto-
matic corrective routines are feasible. And much in the way of system
features now considered very useful, but too complex to be practical,
become realistic. This can and certainly should be factored into any
current T/S systems design.
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QUESTIONS AND ANSWERS

MR. THEODORE FRENSCH, Hewlett-Packard:

Can you elaborate on the double or triple redundancy? I can see for
catastrophic failures that double redundancy works where, simply,
there is no output. But what is the practicability for frequency
shifts in double redundancy?

MR. MITCHELL:

That consideration is one of the things that led to triple redun-
dancy choice in DATRAN, the idea being that for amplitude failures,
certainly double redundancy allows you to decide which one has
failed and which one is operating normally so you can switch appro-
priately. But for phase-type changes, if you have a phase shift in
one of two sources, it is difficult if not impossible to determine
which one is right and which one is wrong. Whereas, if you have
three, you can do majority voting.

That is well and good. Our experience, again from a practical
point of view, was the clock as it was built. Admittedly, we spent
an appreciable sum to make it reliable. But it was so reliable that
that came into play so infrequently, never in my experience with
DATRAN, that that almost fell into the realm of an academic con-
sideration. Does that answer your question or address what you are
driving at?

MR. FRENSCH:

Are you saying, then, you actually don't need any redundancy or are
you saying that catastrophic failures were more common than
frequency shifts?

MR. MITCHELL:

Yes, in our case we didn't have either. When you have a network
that potentially has 8,000 channels on it, you can't afford to have
no redundancy, even if it only happens once every 30 years. First
of all, if you had to get out and try to market the network and
somebody started asking questions about the market service on the
network, it would cause you problems.

In fact, some of our station clocks in the three-way repeaters
were 60 miles from the maintenance center. So you are talking about
hours before the service could be restored if you didn't have some
kind of backup there and the clock did fail. So I think you can't
afford to go with no redundancy just from a practical point of view.

But as far as going to the expense, and I would guess that the
expense of the DATRAN clocks went up 50% due to the triple redun-
dancy, and certainly the development problems were increased by at
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least 50%; you know, the design problems for the people that pro-
vided it. Had they not had the triple redundancy to contend with,
the design would have gone a lot more smoothly; not to say that it
didn't go relatively smoothly anyway. Yes, sir?

DR. C. C. COSTAIN, National Research Council:

Data Route has installed a terminal in our laboratory and we
continuously monitor their frequencies. We are, in fact, going to
feed back to them digitally on the network their offset, which they
can use as they wish operationally. But I just wanted to mention
that after we were monitoring, there was a catastrophic failure of
their master in Toronto, or their sync channel, whatever, or some-
thing in the loop. Montreal took over and they were rather
pleased they had it because it was a holiday weekend with, of
course, the least experienced, most junior engineer in charge. The
system did exactly what it was supposed to do in case of a failure
of equipment. We monitored it beautifully and we were rather pleased
to have the experiment, which you wouldn't create normally.

MR. MITCHELL:

Very good. You touched upon a point I neglected to mention that did
come out in the survey. The fact that these timing and synchroniza-
tion systems seldom fail can be important, particularly in a mili-
tary-type environment, because it means that the people who have the 	 ^J
responsibility_for_maintaining them when they do fail, have forgotten
what to do{because it's been so long since they had a similar prob-
lem. So if you have a network that automatically heals it-
self in some sense, that is an advantage. It is probably even more
so an advantage in a military network or critical network than it
would be in a commercial network.
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AN EVALUATION OF OPTIONAL TIMING/SYNCHRONIZATION
FEATURES TO SUPPORT SELECTION OF AN OPTIMUM

DESIGN FOR THE DCS DIGITAL COMMUNICATION NETWORK

D. B. Bradley, J. B. Cain, III, and M. W. Williard
Harris Corporation, Melbourne, Florida

ABSTRACT

This paper reports the results of one of the tasks of
a study performed by Harris Corporation for the
Defense Communications Agency (DCA). The task was tc
evaluate the ability of a set of timing/synchroniza-
tion subsystem features to provide a set of desirable
characteristics for the evolving Defense Communica-
tions System (DCS) digital communications network.
The set of features relate to the approaches by
which timing/synchronization information could be
disseminated throughout the network and the manner in
which this information could be utilized to provide
a synchronized network. These features, which could
be utilized in a large number of different combina-
tions, include mutual control, directed control,
double ended reference links, independence of clock
error measurement and correction, phase reference
combining, and self organizing. Some additional
secondary features include smoothing for link and
nodal dropouts, unequal reference weightings, and a
master in the mutual control network. The set of
desirable characteristics used in the evaluation of
the features includes but is not limited to, fre-
quency and phase accuracy, minimized propagation of
disturbances in the network, slip free communica-
tions as a normal mode of operation, survivability
under stressed conditions, interoperability with
other networks, monitorability, precise time avail-
ability, minimized overhead requirements and cost
effectiveness.

The utility of each feature (and combinations
thereof) in providing the desirable characteristics
was evaluated by means of combined analysis and
computer simulation. One underlying assumption was
that of a microprocessor based nodal synchronizer
which implemented a second order digital phase
locked loop with an extended range linear phase
detector. The nodal microprocessor was also utilized
in distributed control of the timing/synchronization
subsystem network.

Some of the features of the simulation model included:
1) a single network topology of 20 nodes and 29

I
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interconnecting links (a mixture of cable, satellite,
microwave, and tropo), 2) normal variations which
included an initial startup transient, normal path
delay variations, natural clock frequency drifts,
and link and nodal - measurement jitter, 3) three sets
of stress scenario and 4) sixteen combinations of
the timing/synchronization subsystem features.

Nodal loop parameters used in the simulation were
not optimized but were a compromise of several con-
flicting goals. These included maximizing utiliza-
tion of the available reference information, pro-
viding for rapid entry into the network, coasting
through reference outages and minimizing the
effects of transient and steady state reference
perturbations. A continuing portion of the study
from which this paper was abstracted aims at
optimizing these parameters.

The relative abilities of each of the sixteen com-
binations of the subsystem features in providing
each of the desirable characteristics is presented
in tabular form for easy comparison. Although this
study is particularly concerned with the DCS
application, the information developed could be
applied to any extensive network.

I.	 INTRODUCTION

A large switched digital communications network gives
rise to a set of desirable characteristics for its timing/
synchronization subsystem.	 This set of desirable character-
istics is identifiable from the mission of the communications
network.	 There are a number of features which may be applied
to the timing/synchronization subsystem in various combi-
nations to provide the identified set of desirable charact-
eristics to varying degrees.

This paper reports the results of one of the tasks of a
study performed by the Harris Corporation for the Defense
Communications Agency (DCA). 	 The purpose of the task was
to evaluate the ability of several timing/synchronization
subsystem features to provide a set of identified desirable
characteristics for this subsystem.	 Although the study was
performed specifically for the future DCS digital communi-
cations network, many of the findings are also applicable
to civilian digital communications networks. 	 The approach
used in the evaluation was combined analysis and computer
simulation.

The set of identified desirable characteristics for the
future DCS digital communications network timing/synchroni-
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zation subsystem are discussed in some detail in [1] . For
this reason, and since they are somewhat particular to the
DCS network but primarily self explanatory, the set of desir-
able characteristics are merely listed in Section II. 	 Since
the set of features range from the exceedingly familiar to
the possibly never-heard-of, a fairly detailed explanation
of what they are is given in Section III. 	 Attributes of the
simulation model are given in Section IV. 	 The results of
the evaluation are discussed in Section V.

II. THE DESIRABLE CHARACTERISTICS

The set of desirable characteristics against which the
features were compared included the following:

1. Frequency and phase accuracy.
2. Freedom of clocks from being disturbed by pertur-

bations occurring further from the master than the
local node.

3. Freedom from propagation of clock errors except
that of the master.

4. No harmful propagation of a disturbance due to
path delay variations or link dropouts.

5. Slip free as a normal mode of operation.
6. Survivability of the timing function.
7. Minimum overhead communications.
8. Precise time availability.
9. System level monitorability (functional as

opposed to equipment monitoring).
10. Compliance with Federal Standard 1002.
11. Cost Effectiveness.
12. Interoperability of the digital communications

system with other digital communications systems
employing different synchronizing techniques.

13. Capability to automatically select a new network
master.

III. THE FEATURES

There are several optional features which can be includ-
ed in various combinations in the DCS timing/synchronization
subsystem.	 Some of the features, however, preclude incor-
poration of certain other features. 	 Also, some combinations
of the features are more synergetic than others.

1. Independent Clocks (IC)

Figure 1 shows the form of this feature.	 This fea-
ture precludes the attainment of a truly synchronized com-
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munications network due to the unavailability of ideal clocks.
However, it provides a basis for many comparisons and it is
also a natural fall back configuration for the directed or
mutual control features, when in times of stress, all refer-
ences are temporarily lost. 	 It is spoof proof, its set up
time minimal, and for a tactical military communications
mission it may very well be the best choice. 	 It is concep-
tually simple from the standpoint of the timing subsystem
itself but it is not necessarily the simplest from the stand-
point of the digital communications equipment designer or
user, because lack of a truly synchronized network implies
occasional resetting of communications buffers, as well as
an increasingly complex system of pulse stuffin g to accom-
modate growing multiplexing and switching needs. 	 For a
given quality of communication it is not necessarily the
lowest cost system due to the higher implied quality of
nodal clocks.	 Also, to the degree that survivability is
reflected in the probability of bit slips and the ability to
monitor the system for impending failures, it does not neces-
sarily provide as survivable a network as certain combina-
tions of the other features, all of which are precluded by
independent clocks.	 Since independent clocks do not lead
to a synchronous network it was not included in any of the
simulations and will not be further considered in this paper.

2. Directed Control (DC)

The form of the directed control feature is shown in
Figure 2.	 It consists of a tree network of selected com-
munications links over which timing information is passed
from master node to all immediate neighbor nodes. These
immediate neighbor nodes in turn pass timing information
from their nodal clocks to their immediate neighbors who
are farther removed from the master.	 The timing information
only flows in one direction of the duplex links, i.e., away
from the master.	 This is the central idea of a master slave
network which is a particular case of directed control.
Since there are no closed loops in the network, this feature
has no network stability problems.	 It is a widely used
feature in military and civilian networks [2,3,4]. 	 It re-
sults in a synchronized network in which all nodes have the
same average frequency.	 When combined with elastic communi-
cations buffers of sufficient size, short term perturbations
will not cause bit slips. 	 Thus the network should be able
to support communications without slips or scheduled reset-
ting of communications buffers for an indefinite period of
time.
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3. Mutual Control (MC)

Figure 3 shows the form of the mutual control feature.
It is the antithesis of directed control. 	 Each node takes a
weighted sum of the phase error of its local clock relative
to that of signals received from all of its immediate neigh-
bors to determine a correction signal to apply to its local
clock.	 Since there are numerous closed loops in the network,
care must be taken in the selection of error signal process-
ing parameters at each node in order to insure network sta-
bility.	 The network frequency under mutual control is a
function of the weighted average of the individual nodes
natural frequencies and the path delays of the network. 	 This
feature has been widely studied from a theoretical standpoint,
mainly to investigate the questions of network stability and
the sizes of transient and steady state phase errors in the
system [5,6,7,8,9,10,11,12,13,14] but no major network has
selected this feature. 	 It's most touted attribute for a
military mission is its survivability.

4. Double Ended Reference Links (DE)

Figure 4 shows a model for double ended reference
links.	 This feature provides the capability to remove the
effects of transmission delay time in the time reference in-
formation.	 Each node in the timing hierarchy transmits to
each of its immediate neighbor nodes its clock reading as
well as the difference between its clock and that received
from its immediate neighbor. 	 This is sufficient information
to remove the propagation time from the reference information.
To see how this works, let K A = T A -T B +DBA be the difference
between node A's clock reading and that of node B. 	 Notice
that the propagation time from B to A has been explicitly
accounted for by the term D BA .	 Similarly, let K B = TB-TA+DAB
be the difference between the reading of node B's clock and
that of node A with propagation time from A to B explicitly
expressed by D AB .	 Now node B may determine the error of its
clock relative to that of node A to within one-half the
asymmetry of the duplex link propagation times by computing

K A - KB

2	 = (TA-TB+DBA)-(TB-TA+DAB)

= (TA-TB)+(DBA-DAB)/2.

The asymmetry D BA -D B of a duplex link is expected to be
ilquite small if simar equipment and the same transmission

medium is utilized in the forward and reverse paths.
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5. Independence of the Clock Error Measurement at
Any Node from the Correction of Clock Error at
Any Other Node (ICEM&C)

This is a feature ^,.hich ma y be used to remove the
effects of phase errors in clocks intermediate between the
local node and the network master.	 This is accomplished by
passing measured but uncorrected errors down the timing
chains.	 Figure 5 shows how this is accomplished.	 When this
feature is used in conjunction with double ended reference
links and directed control, each node of the network is ef-
fectively tied to the network master.	 This feature cannot be
effectively applied with the mutual control feature because
in general the ­ (r is no definite hierarchical path from the
local node back to an ultimate reference.

6. Phase Reference Combining (PRC)

Figure 6 shows a model for the phase reference com-
bining feature.	 This is a feature applicable for use in
conjunction with DC, DE and ICEM&C which tends to reduce the
effects of cumulative measurement errors in reference in-
formation arriving at nodes far removed from the network
master.	 This is done by combining reference information
received at a particular node over the parallel paths from
the network master.	 It is designed to make good use of all
the available reference information while carefully avoiding
closed loops in the network.	 Two classes of two types of
information are passed through the system when this feature
is utilized.	 The two types of information are the actual
measured values of the reference information and an estimate
of the statistical variance in the measured value of the
reference information.	 The statistical variance is obtained
from design parameters of the network components. 	 It is used
to determine how to weight the measured reference information
received over the various parallel paths. 	 The two classes
of informaiLion are called class 1 and class 2. 	 At a particu-
lar node class 1 information of both types is obtained from
neighbor nodes strictly above the local node in the network
hierarchy.	 It is combined and used to discipline the local
clock.	 The combined class 1 information is also passed to
neighbor nodes not lower in the hierarchy than the local
node.	 The class 2 information is obtained from neighbor
nodes not lower in the network hierarchy than the local node.
It is combined and passed to neighbor nodes lower in the
hierarchy than the local node.	 The method used to combine
the reference information is to weight it inversely propor-
tional to the estimated variance.

This feature also provides for an elaborate monitor-
ing capability.
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7. Self Organizing (SO)

This feature is concerned with a scheme for distribu-
ted self organization of the network hierarchy. 	 In a system
that does not utilize the PRC feature the implementaion is
very similar to that described by Darwin and Prim [15  . 	 Each
node is assigned a rank with the network master being assigned
a higher rank than any other node.	 The first alternate mas-
ter is assigned a rank lower than the master but higher than
any other node, etc.	 Each link is assigned a demerit number
depending on the quality of the link. 	 The object of the
scheme is for each node to reference the highest ranking node
through the highest quality path. It is shown in [15] that
a network will actually do this in a stable manner when all
rules are utilized.

For networks using the PRC feature as described by
Stover [1. 6] the link demerit information is essentially con-
tained in the variance information so it is only necessary
to know the number of intervening nodes between each node
and 'the master reference, as well as the nodal rankings.

8. Master in Mutual System (MIM)

One of the disadvantages of the mutual control fea-
ture is that the network frequency may take random walks.
This may be avoided by allowing one node to be the master,
i.e., this master node does not reference any other node of
the network.	 The result is that the long term average fre-
quency becomes that of the master node.

9. Smoothing for Link Dropouts and Reference
Switching (SLD&RSS)

The technique most commonly used to discipline the
local clock is a second order phase locked loop. 	 A step
change in reference phase at the input to such a device
results in a spike in output frequency whose peak amplitude
is equal to 2^w n A^, where ^ and w n are parameters of the
phase lock loop and A^ is the reference phase change. 	 This
frequency spike can have a large peak amplitude and is quite
undesirable.	 Fortunately,itcan be avoided.

In a network using mutual control dropout smoothing
consists of remembering the value of phase error relative
to each reference immediately before the dropout. 	 The re-
membered value is then applied through a decaying multiplier
for a period of time sufficient to allow the remaining ref-
erence errors to slowly readjust, thereby avoiding the large
spike in output frequency.
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In a directed control network utilizing a second
order loop of the integral plus proportional type the inte-
grator voltage may be adjusted to exactly compensate for the
difference between the old and new reference errors. 	 Since
the integrator has a long time constant the output frequency
changes very slowly to compensate for the difference in phase
references.

IV. THE SIMULATION MODEL

A computer simulation model was developed to help evalu-
ate the ability of the set of features described in Section
III to provide the set of desirable characteristics listed
in Section II, though primarily for characteristics 1 through
6.	 This model consisted of the following:

•	 A nodal synchronizer
•	 A network topology
•	 A set of normal link and nodal variations
•	 A set of stress scenarios
•	 A set of feature combinations

1.	 The Nodal Synchronizer

Figure 7 shows a simplified functional block diagram
of the nodal synchronizer. 	 The weight and sum function is
utilized in mutual control systems as well as directed sys-
tems utilizing the PRC feature although the implementation
will be considerabl y different for the two cases.	 Under
mutual control all available references are normally select-
ed except that failed references must be deselected. 	 Pro-
visions are made for either a VCXO which is directly con-
trolled by the loop filter output or an atomic clock whose
output is indirectly controlled by means of an outboard phase
stepper.	 The phase detector(s) was modeled as an extended
range linear device.	 The loop filter was one of two types,
having transfer function Saa or ssa .	The phase locked loop

employing a loop filter of the first type results in a type
1 loop while one employing a loop filter of the second type
results in a type 2 loop.	 The type 1 loop tracks a constant
frequency offset (local clock's natural frequency offset
from reference frequency) with a constant nonzero error sig-
nal out of the phase detector. 	 The type 2 loop tracks a
constant frequency offset with a constant zero error signal
out of the phase detector. 	 In order to avoid network insta-
bility problems only the type 1 loop was utilized with the
mutual control feature.	 Either the type 1 or type 2 loop
may be used with the directed control feature but the simu-
lations were run almost exclusively with the type 2 loop
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because its performance is clearly superior to that of the
type 1 loop.	 Figure 8 shows a baseline model for the phase
locked loop.	 For a detailed explanation of such devices see
tutorial papers [17] and [18]. 	 From this model the follow-
ing transfer functions for the type 1 and type 2 loops can
be derived:

6o(s)	 wn2

Type 1:	 _
6 i s	 s2+2Cwns+wn2

where w = ^ a n d ' C

e o (s)	 2^wns+wn2
Type 2:	

6	 s	 -
i	 s2+2^wns+wn2

where w  = V­a­Fv­ and	 _

Table 1 shows the loop parameters used in the simulation.

TABLE 1

Loop Parameters for Simulation

	

C
	 wn (rad/s)

Type 2-DC-Quartz
Type 2-DC-Cesium
Type 1-DC&MC-All

4	 5.6x10-5
2	 1.12x10-5
1	 1.52x10-3

2. Network Topology

The topology of the network used in all simulations
is shown in Figure 9.	 It was chosen to represent a skeleton
of the DCS network in that link distances were chosen simi-
lar to those that will actually be utilized in the DCS net-
work.	 The four gateway nodes were assumed to connect be-
tween the North American and European continents.

3. Normal Link and Nodal Variations

The normal link variations were modeled as sinusoidal
length variations about the nominal length.	 All except the
tropo links were modeled with a period of one day. 	 Measure-
ment jitter terms were added for each link and each node for
some of the simulation runs. 	 Initial frequency offset was
assumed for each clock to give an initial transient. 	 Quartz
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clocks were given a linear drift in natural frequency. 	 These
variations are summarized in Table 2.

4. Stress Scenarios

The stress scenarios consisted of selected link fail-
ures, node failures, and clock frequency changes occurring
at various times throughout the simulation runs. 	 Each run
represented an elapsed time of 300,000 seconds. 	 The three
sets of stress scenarios were called General, Low Level, and
High Level.	 The General stress scenario was designed to
measure how closely nodal phases and frequencies at various
points of the network would hold together under a variety of
disturbance events.	 The Low Level scenario was designed to
measure any upward propagation in the network hierarchy.
The High Level scenario was designed to measure propagation
either upward, laterally, or downward.	 The General stress
scenario is shown in Table 3.

5. Feature Combinations

A total of 16 feature combinations were selected for
incorporation into a simulation run.	 These are shown in
Table 4.

V.	 THE RESULTS AND CONCLUSIONS

Resul is :

Simulation runs were made for each of sixteen com-
binations of features and three stress scenarios for a total
of 48 simulation runs.	 Each simulated run was for a duration
of 300,000 seconds.	 Outputs consisted of plots of absolute
frequency error and phase error relative to node 1 of Figure
9. Figures 10-15 show samples of these plots. The means
and standard deviations of the frequency and phase errors
were also obtained for each of the monitored nodes over the
duration of the simulation run.	 The output plots and sta-
tistical data were then compared manually for those desirable
characteristics which could be evaluated by this technique
(primarily characteristics 1 through 6 of Section II). 	 The
other seven desirable characteristics were somewhat amenable
to analysis in light of the broad understanding of the over-
all problem that was gained through the process of develop-
ing the simulation model.	 From this narrow simulation data
and the broad problem understanding, relative rankings of
the ability of each of the 16 feature combinations to pro-
vide each of the desirable characteristics was obtained.
These rankings are shown in Table 5.	 In order to distinguish
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Table 2

Normal Link and Nodal Variations

LINKS:

1a Measurement
Link	 Type Jitter Normal	 Link	 Variations

Microwave 10 AL	 =	 10-5xLoxsin(wdt +fir)

Cable 10 AL	 =	 3x10-6xLoxsin(wdt+Or)

Satellite 30 oL	 =	 5.04x10-5xLoxsin(wdt+fir)

Tropo 20 4L	 =	 10 -8 xLoxsin(wxt+Or)

(10-4xLoxsin(wdt+fir)

+2x10"5Loxsin(8.7x10-4t)

where Or=0, wd = 7.3x10 -5 rad/s, w x=3.5x10
-3
 rad/s and Lo=nominal

link distance

NODES:	 la Measurement
Node Numbers	 Jitter

1,2,13, & 14	 10

3,4,5,6,7,8,15 & 16	 20

9,10,11,12,17,18,19, & 20	 30

Nodal variance and weighting factor calculation

1

0 2 = CT 2 +	 n	 1	 w^

i21(a1l+"Li2)

1

ai

J1iGj2+1oLj2/

where o i l or a j 2 is the input variance from reference i or j,

a Li 2 is the variance associated with the link between the

reference node and the local node and o N 2 is the nodal variance.
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Table 3

General Stress Scenario

•	 Apply initial transient to all nodes

•	 Apply normal link delay variations to all links

•	 Apply clock drifts to all quartz clocks

50000 s	 - Node 6 clock starts ramp increase in frequency of
1.16 x 10- 14 x fo per second and continues until
75000 seconds.

60000 s	 - Node 13's clock makes step decrease in natural frequency
of 3 x 10- 11 x fo.

75000 s	 -	 Node 6's clock begins ramp decrease of 1.16 x 10 -14 x
fo per second and continues until 100000 seconds.

100000 s	 -	 Node 13's clock makes step increase of 3 x 10 -11 x fo
in natural frequency.

150000 s	 -	 Link 6-5 fails.

Node 5 free runs until 150300 seconds and then refer-
ences Node 7 if self-reorganizing.

Node 5 free runs until 160800 seconds if nonself-
reorganizing..

200000 s	 -	 Link 1-2 fails.

Node 2 free runs until 200300 seconds it references
Node 6 if usin q self-reorganization, it free runs to
210800 seconds for nonself-reorganization.

250000 s	 -	 Node 13 fails.

Node 16 free runs until 250300 seconds at which time
it references Node 15 if using self-reorganization.

It free runs to 271600 seconds if using non-self
reorganization.

Monitor:	 Nodes 5, 6, 7, 2, 11, 13, 16, 17, 15, and 3

Links 7-5, 1-6, 1-7, 6-2, 5-11, 1-13, 13-16, 16-17,
14-15, and 2-3.
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Table 4

Feature Combinations for Simulations

1. Directed control with Type 1 loop (mutual sync loop parameters).

2. Directed control with Type 2 loop.

3. Mutual control with equal weighting.

4. Mutual control with unequal weighting.

5. Mutual control with a master and equal weighting.

6. Mutual control with a master and unequal weighting.

7. Mutual control with dropout smoothing (and equal weighting).

8. Directed control with Type 2 loop and double-ended.

9. Mutual control with equal weighting and double-ended.

10. Mutual control with a master, unequal weighting, dropout smoothing,
and double-ended.

11. Directed control with double-ended and independence of measure-
ment and correction.

12. Directed control with double-ended, independence of measurement
and correction, and phase reference combining.

SELF-ORGANIZING RUNS

13. Directed control with Type 2.

14. Directed control with double-ended.

15. Repeat Run No. 11.

16. Repeat Run No. 12.

449



.jiNa1vi
LL

t0Ln

N

—
 —

 00 Ln I\ LO
 a' —

 M
 N

 .--t 
'-

I r-I r-I r-L r-I

aU
 
>

O
 
U

a
) ro

.--t	
!T

 O
	

M
 N

 Ln 10 01 0 cY
 1\ 00 M

 10 U
-)	

'z4- N ^--I
(
1
)
 
U

i
 
U

L
L
 
Q

ON
1

U
	

U
tY
	

O
 ^

2
	

N
 
0
_

W
	

1	
1	

1
C

) U
 U
	

U
 U

1	
023 oa 	

02$ 02y
w
	

V
)
 f

 f
	

f
 
f

U
w
 
N
	

O
 
W
 
W
W
 
W

W V) 1 	
U
 
U
 
O
 
O
 
D
 
U

y
W

 N
	

1
 3
	

I .-r r--i N
 N

 r--r
N

C
W

 (N
	

1 3 W
	

W
 3
	

1	
I	

1	
1	

I	
1

p
w

 LL ,/J) N
 1

3
 w

 I L
 L

) ^ W
 W

, 
w

 w
 w

 w
 w

i
N

 
	

1
3
 w

 L
 N
	

I^
 O

 t] N
 O

 t>
 C

a)
y

1 	
1	

3
 W
	

1	
1	
0
	

1	
3
	

1 	
1	

1	
1	

1 	
1 	

1
y

Q)	
10

-- N
 w

 S
	

w
 N

 w
 E

 N
 N

 N
 N

 N
 N

U
L
 
C

I	
I	

I	
I	

I	
I	

t
	

1	
1	

1
	

1	
1
	

1
	

1	
1	

1

r0
7 • r

U U U U U U U U U U U U U U U U
i

y
L

D
	

0
0

0
0

1
0

M
 
E

L
a
)
 
O

.
L
L
 
U
	

N
 
M
 
V
 

L n
 
l
O
 
n
 
c
o
 01 0

 
N
 
(
n
 
V
 
N
 
t
0

'
-1

 r-1
 e

--1
 ' • t  

.-i .--1
 .H

Ns
-

o 	
a 

a1
y

i
	

r
 
y
 S-

S
-
 
+
-
'
 
r
 
r
0
 
a
)

7
W

 0
 7

 Q
1

L
 n

to
Z

 4
- 1

0
 y

 
(1)

m
	

Cl)
Y
	

E
 n

(D
u
O
 
S
.
-
0
	

O
O

 C
 0

 S
..O

 Z
S
 
d
 
y

O
U

aiE
Y

 
a
y

E
u
 -0

 
co 4-

O
O
	

O
N

r
 
^
 
N

U
 O

 C
 to

l
1
]
 
O

 
r

r
i
	

a) 
Y

a
) 7

 y
 >

 L
N

N
>

y
 1

0
 a

) O
a)

a)
v

a
w

3
J
 

•r
 
i
y

a
3	

S
.. 	

CD
0

L
	

y
 
(
1
)
 Z

F-
y
 i 3

^
0
a
)
0

S
 Z

a_ J

M
M

C
t V

 M
M

V
 M

V
 N

.--1
 r+

M
 N

.--I .^

Q
)

y(
0

O
U

y

O
Y
 
N

C
u
 a

r
O
 
6

C
r
 
^

O
n

V
r

C:,

y

N
N
 
O

Ql
y
 
r

C
L

S
-

41
1
0
 a

4-
C

7
 
S
-

aJ
a

rT
 a

)
c

i
>

O
6

-I- 	

a)
0

O
L
 n

y
L

y
d

r
 
i

a
)

C
 •^

3
 O

+^
m

i
C

r
n

I
n
 
L

i

n
C

 Q
l

U
i

O
i

a
) •r

r a
)

O
O

-
0
 
O

VS	
vl

y
U

E
 
>

o
v

7
 
r
0

>
 
L

6

C
O

 C
l-

C
O

S-
C
 y

n
-

a
7

E
a
)

i
4-

7
 a

r
 
y

O
E

r
 
a

0
!

U
i

O '0
U

10
u (3)

u
 =

r0
L

a)
a
) E

c
n
 
>

>,
a)

N
 U

7
r

a) N
U

I+-
S
-
 
 a)

r
n
	

t
0

E
r
0

L
L
 
N

(3)
i

i
 
r

r0
y

n
 
N

.-	
a)

L
C

:3
 u

a)
r S

..
IT C

y
y

N
 a)

a
) m

0
0

s	
4

-
V

Z
d

4
-

C

a

y
-D
 
O

C
 
Z

a
 0

 
a
s

r
0
 
0
—

 
i

r In
 O

 r ro
 v

a
1
 C

 7
 O

) L
 N

O
 O

 1
4
-- 

c
o
 y

 a)
^
 4

- E
 n

0
_
0

V
 
L
 
y
 7
 
i
 
o
O

y
 ro

 o
 25 S

-O
 Z

1
0
 •- n

2
 2

 y
n
- L

O
r
0
 
i
t]

I 0
) lzl- C\J 	

O
 ('•) lO

 1- M
 N

-cl- W
 M

 N
 '-t

1 	
.-^ r

-
I r1

 ^
 
.ti

M
 O

O
O

O
O

M
M

M
 m

 M
("1

 m
 m

m
1 lO

 C
) C

D
	

I^	
r-t 1D

 -+

N
 V

 V
 a' ^

 C
' .-y M

 M
 --^ --^ N

 "'r .^ .--I

I C
) t L

n
 N

 M
 N

 m
 1

\ D
 to

 C
 M

 N
 .-^

I r
-
I .-

H
 r

-
I .-

-
^
 r

l .-
1

4
5
0



a

	

u
 1

n
 L

n
 V

 V
 V

 
W

T
 R

T
 .-y L

n
 Q

 N
 I

\ N
 m
	

q7

	

m
 
m
 
O
I
 
O
N
 
^
 
m
 
L
T
 
^
 
M
	

L
D
 
O
 
a
7
 
O
 
o
 
O
 
L
n

tU
. M

 M
 n I L

n
 In

 L
n
 L

n
 n

 P
 .r

 
c
o
 0

0
 I^

 O
 .-•^

 .r
1

	

I	
..	

N
r
i
 Npo

4y 1
 r

	

U
 N

~
	

r
-
	

O
 
O

 
O

 
O

 
O
	

L
o

 O
 N

 In
 L

O
 M

 .-+
 Q

W
 O

 n
 n

 N
 N

 N
 N

 N
 N

 ^
 1

0
 ^

 1
,p

 ^
 0

 
.•- 1

 M
4-

. 	
.	

.	
.	

.	
.	

. 	
. 	

.	
. 	

. 	
.	

.	
. 	

. 	
.

	

W
	

O
 O

 n
 n

 n
 n

 f
-
 N

 O
	

N
 O

 
r

• 1
 
N

 M
 .-

-
1

N
 
L
 
v

^ Q
s1 N

	r
-
-
1
 
6
/
 
Z

^
	

Z
 Z

 Z
 Z

 Z
 Z

 S
 Z

 ^
 .2

 Z
 Y

 >
 Y

 Y

V
1
	

0

	^
-
+
	

O
 O

1	
O

 O

	

L
 
L
 

p L
 

LO
 L
 
L
 
L0

 
L
 
Q
L
 
0
	

L
c
m

C
^

N
 +

1 ^O
q
 A

 O
 O

 
1
0
 q

 
O

 b
 O

 O
 O

 O
 1

0
 O

 >

	

.--1 C
 10	

w
 W

 d
 L

L
 L

L
 w

 d
 w

 d
 C

7
 C

7
 C

7
 L

i C
7
 L

 L

	

L	
d
 6

1

	

N
	

^
 
^

0
 
0

O
 
O
p

L
 10

	

LD  8 N
	

•L
 •
i
 
O

 O
 •L

 •
i
 

O
 •

^
 O

 o
 o

 p O
 .L

 o
 (D

 C
.7

	

.O.1 y C
 .-^	

li 
w

 C
l. d

 w
 w

 d
 w

 C
L
 l'9

 t9
 L

7
 w

 O
 L

 L
Ln	

L
.4

,	
>

 >
r-I

N

1
0

to	
r
	

p
	

O
 O

4
1
 L

 
o
 
0
 
0
 0

0
 
0
 
o
 
po

 O 0p
 

p 0o
 0

 
p 0 Q

 0
 0

O
 N
	

O
	

O
 L

S
 3

 3
 c

on
 3

 C
07

 
L
$
 3

 L
7
 C

7
 L

..7
 3

 (S
 L

 L
W

 a
U

?
I >

~
 o

+
 1

0

I.1 • ) 	
L

(0
o	

0 	
o
 
c
 +,

[
 
	

o
 
o Op
	

pp
Q	

C 111 10	
L

 i L
 L

 L
 L

 L
	

L
 L

 L
.7

 (. 1J	
L.7

U
	

L
 Z
	

O
 O

 O
 O

 O
 O

 O
 O
	

O	
r
 r

-
...	

u
 C
	

1
0
 1

0
 O

 O
 O

 O
 O

 p
p
 O

 O
	

O
 T

 Z
 w

	

C Q
1	

w
 w

 d
 d

 d
 L

1
 d

 L
.7

 L
l L

l L
 L

 (
D

 L
 u

 u

	

L
L
)
 
N
	

0
1
 
X
 
X

I	
>
 
>
	

>
 
W
 
W

I
n

^
	

O
p
 
p
p
 
o
o
 
0
o
 
o
o
 
p
p
O
p

rl	
u
 E

 a
	

2
 Z

 Z
 z

 
2

 Z
 z

 N
 Z

 Q
1

 G
1

 aN i Z
 N

 0
N1 11Nf

fa

N

	

A
 
N
	

L
n
 
1
n
 
L
n
 
L
n

Lv E

	

n
 
L

 
\
	

I
 
I
 
I
 
I
 
I
 
I
 
1

 
M

 
M

 
M

 l0
 r

-
 
l0

 0
) N

 n
	i
 
L
 
N
	

1
 
1
 
1
 
1
 
I
 
1
 
1
	

to
 L

o
N
 

n
 n

 M
 O

 Q
i

	

>
 
•
^
 
-
+
	

.-a
 .-1
	

.-
-
1

 N
 N

,
 
>
 
•
r

O
 
^
 
m

K

1

	

U
	

p
o
 
U

N
 
d

	

W
	

I	
I

	

U
 U
	

U
 U

1

	w
L
'
 
I
	

O

U

	
W

 L
n
 I	

p
 _

U
	

O
 O

w
 V

I
 1

	

3
	

I	
N

 Il)
}1 	

W
 N
	

1
 3

 
G

J	
W

 L+ 31	
1	

I	
1	

1	
1	

I
N	

O
	

L
n
 N

 lili 3
	

V
Q

) p
 2 OI 

O
 O

 O
 to

 O
 0

 O
GJ	

r-1	
.
-
1
 
N

 
1
 
L

u0
 
£
 £

 
L

^
 N

 4
1

 £
 N

 N
 N

 N
 N

 N
u û
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harmful versus non-harmful propagation of disturbances, a
criterion of harmful propagation was derived. 	 This was pri-
marily concerned with the probability that a disturbance
(clock or link) would cause a bit slip in the input communi-
cations clock recovery loop (different from the output nodal
clock) of a node down stream from the disturbance. 	 This was
predicated on our knowledge of the parameters of the clock
recovery loops in existing DCS equipments. New equipments
can be designed to handle disturbances of a given size and
speed by selection of these parameters, albeit at a possible
signal to noise ratio penality.	 The criterion, is listed
below:

L I > 10-7
Wo1 -

10-9	 < I
AW I < 10-7

0

10-10 < I
	

< 10-9
0

AwI < 10-10

Wo

Definitely harmful.

Potentially harmful and it causes
SNR degradation.

Unlikely to cause observable
problems.

No effects on slip rate or SNR.

Using this criterion against the desirable characteristic
"clock errors do not harmfully propagate to other nodes"
one clock error of 10- 9 p-p was judged to be potentially
harmful to some node of the network under each set of fea-
ture combinations except the ones indicated. 	 In the "precise
time availability" column the YES entries do not mean that
precise time is automatically provided by this combination
of features but rather indicate that the essential ingredi-
ents are provided to support an add-on unit to the nodal
synchronizer which gives precise time.	 In the column titled
"selects new master" the mutual control systems utilizing
a master node (Runs 5,6, and 10) had no provisions for auto-
matic selection of a new master and therefore were marked
with N0.	 However, a real implementation of this combination
of features would almost certainly require provisions for
automatic selection of a new master.

Conclusions:

All features tend to do the things which they are logi-
cally designed to do. They all provide contributions to
the attainment of subsets of the desirable characteris-
tics.
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Directed and mutual control tend to provide for a synchro-
nized network with long term fre q uency averages at each
node the same as or very close to the network frequency.
Additionally, directed provides for long term zero aver-
age phase error and contains disturbances in the branch in
which they occur and only propagates them downward.

Double-ended removes path delay variations.

Smoothing removes undesirable large frequency spikes due
to step changes in reference phase.

Master in mutual system provides definite network fre-
quency.	 Unequal weighting in mutual system tends to im-
prove short term accuracy but can cause larger transients
with link and nodal failures.

ICEM&C removes disturbances due to independent clock
errors in a branch of nodes.

Phase reference combining is effective in combating
measurement jitter and also decreases expected percentage
of time that nodes may be without a reference during
periods of stress.

•	 The simulations were performed with limited network size
and connectivity and for very limited run time. 	 With
larger networks and connectivity and much longer run time
the expected benefits from the additional features will
be accentuated.

•	 Provisions for additional features (over and above mutual
or directed control) does not seem excessive in that
overhead data requirements are quite small and processor
time and storage space is small in comparison with the
capabilities of presently available microcomputers.

•	 The most striking of the additional features is the
double-ended reference links.

•	 Although, according to the definition of harmful trans-
ient, most of the disturbances due to clock errors or
path delay variations and dropouts experienced in the
simulation were judged to be non-harmful these events
were mostly isolated and their amplitudes were chosen
to represent typical events. 	 In a real stressed envir-
onment it is possible that several such events could
occur closely enough together in time and at the correct
points in the network to be harmful.	 The tabular summary
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indicates the combinations of features least vulnerable
to such threats.

Precise time can be provided as an add-on feature to any
scheme of control that has a master and utilizes double-
ended links.	 The add-on does not affect the manner in
which the nodal synchronizer controls the local clock's
phase and frequency. 	 Additional features may be used to
improve the accuracy of disseminated time.

Without a master the network frequency of the mutual con-
trol system may wander which makes interoperation diffi-
cult.	 Provision of a master would then dilute "claimed"
survivability of this method of control. 	 Overhead is
also required to automatically select alternate masters.

A disturbance occurring anywhere in the mutual control
network propagates to all nodes of the network.

• In order to ensure network stability in a mutual control
system limitations are placed on the type of nodal loop.
The disadvantages are as follows:

1. Type 1 loop tracks constant frequency offset with
non-zero phase error.

2. Type 1 loop tracks constantly drifting clock with
non-zero frequency error and constantly increasing
phase error.

3. The above two characteristics tend to degrade the
short term accuracy of the network.

4. Characteristic 2. above indicates need for special
provisions for drifting clocks, size buffer for
lifetime operation, periodic adjustment of natural
frequency, or other means.

Error history at each node in mutual control system is
a complex function involving network topology, reference
weightings, stress events, and individual clock perfor-
mance at all other nodes of the network. 	 This makes
it more difficult to devise a control strategy during
intervals when a reference is not available. 	 Thus, sur-
vivability is decreased.	 This complex history also
lessens the utility of monitored parameters at each node.
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ended, independence of measurement and correction, 
Figure 13 - F-requency plot for directed control with double-

ended, independence of medsurement and correc-
phase reference comeining and self organizing. 	 tion, phase reference combininq and self
General stress scenariu (with jitter).	 organizing. General stress scenario (with jitter).

Fi

Figure 10 - phase plot for directed control with type 2 loop Figure 11 - Frequency plot for directed control with type 2
and without drop-in snootnina and coating.	 loop and without drop-in smoothing and coating.
General stress scenario.	 General stress scenario.

Figure 12 - Phase plot for directed control with type 2 loop Figure 13 - Frequency plot for directed control with ty pe 2
and doutl2-Ended. General stress scenario. 	 loop and double-ended. General stress scenario.
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QUESTIONS AND ANSWERS

MR. DAVID OWOLO, Western Union:

Most of the networks that both you and Ron touched on today used
primarily terrestrial links for carrying either control or reference
information to the various nodes, be they master or slave. What
effects do satellite transmission links have on any of the systems
you have discussed, and are there any special techniques that are
more applicable to satellite linked networks than they are to
terrestrial networks?

MR. WILLIARD:

I did touch on the fact in the first phase diagram I showed that
there were satellite links assumed in three places in our network.
The big phase variations, the 26 microseconds which I showed on that
first phase plot, were essentially the result of the diurnal varia-
tions of the vertical drift of satellites in the directed control
path to those nodes.

The use of double endedness can virtually eliminate those slow
speed variations and not only the phase variations but the frequency
variations also disappeared in that second set of graphs. The sim-
ple use of directed control will virtually eliminate the effects
that satellites have upon the distribution and timing.

DR. HARRIS A. STOVER, Defense Communications Agency:

Now you have seen, I think, that the mutual is not the first choice
probably, and whatever choice you make between directed control and
mutual, it is generally beneficial to add the additional features
after you have made that choice.
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EFFECT OF VARIOUS FEATURES ON THE LIFE CYCLE
COST OF THE TIMING/SYNCHRONIZATION SUBSYSTEM
OF THE DCS DIGITAL COMMUNICATIONS NETWORK

D. B. Kimsey
Harris Corporation
Melbourne, FL

ABSTRACT

This paper reports the results of one task of a study,
the purpose of which includes evaluating the advantages
and disadvantages of implementing a set of optional
timing/synchronization features in the future DCS
digital communications network. The task reported on
in this paper examines the effect on the life cycle
cost of the timing subsystem when these optional
features are included in various combinations. The
features include mutual control, directed control,
double-ended reference links, independence of clock
error measurement and correction, phase reference
combining, self-organization, smoothing for link and
nodal dropouts, unequal reference weightings, and a
master in a mutual control network.

An overall design of a microprocessor-based timing
subsystem was formulated. The microprocessor (8080)
implements the digital filter portion of a digital
phase locked loop, as well as other control functions
such as organization of the network through communica-
tion with processors at neighboring nodes. Other.
components of the subsystem include: extended-range
linear phase detector, overhead interface, frequency
standard, frequency or phase correcting apparatus,
elastic buffers, and frequency synthesizers. A
packaging scheme based on double-sided printed circuit
cards was chosen. The particular packaging scheme was
familiar to the author and is not claimed to be optimal
for the application.

Seventeen timing subsystem configurations containing
various combinations of the features were designed in
enough detail to obtain reasonably reliable parts counts
and estimates of the number of lines of code required
for the 8080 routines. A hypothetical 200-node net-
work (believed to be representative of a worldwide
defense communications network) was used as the basis
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for the life cycle cost analysis. For each of the
seventeen configurations, the acquisition and life-
cycle costs were computed based on 200 installations
and a 20-year maintenance time.

The hardware acquisition and life-cycle costs were
calculated using the RCA PRICE program (Programmed
Review of Information for Costing and Evaluation).
PRICE is a proven parametric cost estimating model
which provides reliable estimates of system development,
production, and maintenance costs. Software costs were
calculated manually based on previous experience with
development of 8080 software. Results of the pricing
are presented in tabular form for each comparison.

INTRODUCTION

Various optional features may be included in the design of a synchro-
nization subsystem to improve its performance. A companion paper [1]
reports the performance effects of including such features. The
features include mutual control, directed control, double-ended re-
ference links, independence of clock error measurement and correction,
phase reference combining, self-organization, smoothing for link and
nodal dropouts, unequal reference weightings, and a master in a mutual
control network.

The hardware and software implementations of the Timing Subsystem
features are addressed in this paper. Seventeen Timing Subsystem con-
figurations possessing these features in all practical combinations
were designed and their life-cycle costs were determined. The costs of
these configurations may be used in conjunction with the performance
evaluations in [1] to evaluate performance versus cost trade-offs.

The Timing Subsystem cons sts of all components not included in the
radios, modems, multiplexers, data terminals, etc., which are necessary
to provide timing for and to synchronize data transfer between said
equipments. The broad categories of these components are: local re-
ference, buffers, timing generation and distribution, and optional
disciplining circuitry.

Conceptual Design

Figure 1 shows the assumed multiplexer hierarchy used for the design
analysis. It should be noted that a new generation of equipments may
be desirable for use in the future synchronous DCS. The Timing Sub-
system was designed around the present equipment specifications as
much as practical, and the resulting Timing Subsystem costs may be
somewhat higher as a result.
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Figure 2 is a generalized block diagram of the Timing Subsystem. The
system depicted here contains the maximum hardware and can implement
all of the optional features. The detailed implementation of each of
these components is described below.

The elastic buffer absorbs rate variations between the received timing
and the local clock. An elastic buffer is placed between each of the
two channels of the digital radio and the two corresponding TD-1193
Demultiplexers.	 (Only one is shown for brevity.) These buffers could
be placed lower in the demultiplexer hierarchy, resulting in a larger
number of smaller, slower buffers. An analysis of optimum buffer
placement was not included in this effort; they are assumed to be
between the radio and highest-level demultiplexer for ease of analysis.

Approaches which discipline a clock based on time of arrival of link
timing signals require a sync extractor and phase detector. The sync
extractor searches the mission bit stream for the TD-1193 sync patterns.
The phase detector measures the time differences between the predicted
and actual arrival times of these sync patterns. The time differences
(phase errors) are inputs to the phase-locked loop which serves as the
local time reference.

The processor inputs these phase errors and calculates the difference
equations which implement the digital loop filter. The output samples
from this filter discipline the nodal clock. They may control a VCXO
(voltage controlled crystal oscillator) via a D/A (digital-to-analog)
converter, or may discipline a crystal or atomic standard by shifting
its phase via an outboard phase shifter. The nodal clock drives the
frequency synthesizers which produce all phase-related timing required
by the multiplexers, radios, modems, etc., and all demultiplexers which
are lower in the hierarchy than the elastic buffers.

Timing approaches which employ overhead information require an overhead
interface which allows information to be exchanged between processors
on opposite ends of the link.	 It is assumed that this information is
transmitted through a low-speed channel (300 b/s) of the orderwire
multiplexer (LSTDM).

Each of the features described below was analyzed to determine its
hardware and software requirements.

Implementation of Features

Directed control requires at least one sync extractor and phase de-
tector in the system. For single-ended systems, the input to this
circuitry is multiplexed so that it may connect to any one of the in-
coming links. This feature also requires a loop filter (processor)
and means for controlling the local clock.
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Double-endedness under Directed Control requires that the phase error
measurement be made on each end of the link and that the master transmit
its measured phase error to the slave via the overhead channel. The
local node must contain a sync extractor and phase detector for the link
to which it is slaved, and a sync extractor and phase detector for each
neighboring node which is slaved to the local node. Further, the local
node must contain an overhead receiver for the link to which it is
slaved, and an overhead transmitter for each neighboring node which is
slaved to the local node.

Double-Endedness under Mutual Control requires an overhead transmitter
and receiver for each connecting link.

This feature also requires an additional computation (subtraction and
division by 2) to be performed by the processor. Under Mutual Control,
this computation is required for each connecting link.

Independence of clock error measurement and correction is only im-
plemented after implementing both Directed Control and Double-Endedness.
No additional hardware is necessary. The Master transmits its measured-
but-uncorrected error (relative to the ultimate master) to the slave
along with the measured phase error used for double-endedness. The
slave subtracts this number from the result of its double-endedness
calculation. Thus, only a minute amount of additional software is re-
quired. It should be noted that the Master node could combine these
two numbers and transmit them as one number, thus requiring no
additional bandwidth.

Phase reference combining is implemented only after implementing
Directed Control, Double-Endedness, and Independence of Measurement and
Correction. The local node derives timing from all nodes not lower in
the hierarchy, and therefore must contain a sync Extractor and phase
Detector for each of these links. Further, all nodes not higher in the
hierarchy derive their timing in part from the local node. Since a
double-end measurement is used, a sync extractor and phase detector are
required on these links. Thus, a sync extractor and phase detector are
required for each link.

The usual overhead transmission required for double-endedness, plus the
measured-but-uncorrected phase error and a variance estimate, must be
received from all nodes not lower in the hierarchy. The same three
information types must be transmitted to all nodes not higher in the
hierarchy. Thus overhead receivers are required on all links connect-
ing to nodes not lower in the hierarchy, and overhead transmitters are
required for all links connecting to nodes not higher in the hierarchy.
For example, if the local node connected to three nodes higher in the
hierarchy, three nodes of the same level, and four nodes lower in the
hierarchy, it would require six receivers, and seven transmitters.
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Additional software is required to implement Phase Reference Com-
bining.

Rule 11, as described by Stover [2] requires the three data types to be
exchanged in both directions on all links. This additional information
is used for diagnostic purposes only, and is not required for implement-
ing Phase Reference Combining. If Rule 11 is implemented, then overhead
receivers and transmitters are required on all links, and additional
software is required.

Self-organization requires overhead information to be passed in both
directions over all links, i.e., the processor at the local node has
full duplex communication with the processors at all neighboring nodes.
Thus, an overhead receiver and transmitter is required on each link.

Additional bandwidth and processing are also required. For a Directed
Control System not containing Phase Reference Combining, each node
selects the best link to serve as its reference based on three data
types: nodal rank, distance from master, and link demerit. This
scheme is used in the earlier Time Reference Distribution [3] and
adheres to rules similar to those of Darwin and Prim [4]. If Phase
Reference Combining is included, the self-organization feature is
implemented differently. The local node does not have to select the
best link for its reference since it is always deriving timing from all
neighbors not lower in the hierarchy. However, it must know at all
times which of its neighbors are higher, lower, or on an equal level
within the hierarchy. Two information types, INFO 1 and INFO 2, are
employed for this determination.

Mutual control requires a sync extractor and phase detector on each
incoming link. In addition to the loop filter software (which is of
equal complexity with that required for Directed Control) the Mutual
Control feature requires a weighted average of the phase errors de-
rived from the individual links.

HARDWARE/SOFTWARE REALIZATIONS

The various components shown in Figure 2 were designed in enough detail
to determine a parts list plus space and power requirements. A standard
packaging scheme widely used at Harris ESD was selected as the basis
for design. No claim is made that this packaging scheme is optimal for
this particular application. This scheme employs 4.5 inches x 5.25
inches double-sided printed circuit (PC) cards which plug into mother-
boards via 80-pin connectors. A drawer was designed to meet the EMI
requirements which have been specified for such equipments as the
digital radio and various multiplexers. Two motherboards (each
holding up to 23 cards) can be mounted horizontally in the front of the
drawer, with enough room in the rear for power supplies.
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Two drawers were necessary to house the circuitry for most configurations.
It was deemed desirable to separate the components which would be common
to all approaches from those which would be configuration dependent.
Components common to all approaches are the frequency synthesizers,
distribution amplifiers, and elastic buffers. These components were
packaged in a single drawer herein called the Basic Drawer, which is
constant across all configurations. This drawer was included in the
cost figures to keep the cost of the various features in perspective;
its cost may be easily factored out to more closely compare the costs
of the various approaches used in the second drawer (herein called the
Disciplining Drawer).

With the exception of the frequency synthesizers, which contain some
ECL (Emiter-Coupled Logic), the designs incorporate the more economical
and less power consuming low-power Schottky TTL (Transistor-Transistor
Logic). Both drawers contain power supplies and motherboard wiring
sufficient to support the PC cards required for seven terminating links
(the assumed maximum). It was assumed, however, that the average node
would only interconnect with four other nodes. Thus the costing was
accomplished assuming a main frame capable of supporting seven links,
but populated with PC cards to support four links. The following
paragraphs describe the implementations of the individual components.

Phase Detector

Figure 3 depicts the sync extractor and phase detector circuitry. The
clock output from the digital radio and the local 10 MHz reference are
divided down to a common 8 kHz where the phase comparisons are made.

Phase difference is measured by counting cycles of the 10 MHz reference
between the rising edge of the 8 kHz wave derived from the link timing,
and the falling edge of the 8 kHz wave derived from the local 10 MHz
reference as shown by the diagonal arrows in Figure 3.

The detection of synchronization patterns occurring at some submultiple
of 8 kHz (depending on the selected output rate of the TC-1193) results
in pulses from the sync detector synchronizing the countdown chain to
the received framing. A countdown chain from the local reference con-
trols the time of departure of the local TD-1193's frames by synchro-
nizing both the TD-1193 and the transmit portion of the digital radio
to the local clock.

Accurate phase measurements are obtained by averaging the counts
obtained in several successive measurements. Results from [11 indicate
that a phase measurement needs to be read out no more often than 1.5
times per second, or every 0.667 ms. This would allow in excess of
5,000 successive measurements to be averaged. Averaging is simply
accomplished by allowing the counts to accumulate in the accumulator
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counter until readout time, and dividing by the appropriate constant.
At zero phase error, an average of 625 counts will be accumulated for
each measurement. If the interval counter is configured to accumulate
5,000 or more such measurements, the resulting granularity of measure-
ment is approximately 2 ns which is better than the asymmetry of the
link and the associated equipments and is thus more than an adequate
measurement granularity. This phase detector has an extended range of
±62.5 us. The sync extractor requires one PC card, and the phase de-
tector requires two cards.

Loop Filter and Overhead Processor

In order to implement a filter with a time constant on the order of
several days, a digital (as opposed to analog) filter is a necessity.
An 8080 microprocessor was chosen to implement this filter. The
processor card designed is a self-contained computer including lK bytes
of Programmable Read-Only Memory (PROM) and 1K bytes of Random Access
Memory (RAM). This single card is sufficient to perform the loop
filter function. An analysis of software requirements is presented in
[1].

Computations and bookkeeping required for implementing the overhead
functions can be handled by the same processor used for the loop filter.
Memory requirements for these features are presented in [1]. When more
than lK bytes of program storage is needed, a 4K byte PROM card is added
to the system.

Technology advances in this area can quickly obsolete the results of
cost/performance studies. As of this writing, 2K byte and 4K byte
PROM IC's are becoming available which can replace the 1K PROM on the
processor card. Intel has recently announced an 8K byte mask pro-
grammable read-only memory (ROM).

Local Reference

The assumed crystal reference is a 5 MHz oscillator having a drift of
1 x 10- 10 per day. It is a self-contained, rack-mountable unit with
its own nower supply and stand-by battery system. A voltage input of
±5 volts will deviate the 5 MHz output by ±2 x 10-8 . The short term
stability is 1 x 10 -11 . Many manufacturers, including Hewlett-Packard,
Austron, Vectron, and Frequency and Time Systems, Inc., offer very
similar references of this type with approximately $3,000 price tags.
A frequency doubler is used to obtain the 10 MHz.

The crystal reference is disciplined with the output voltage of a D/A
convert 9r. A frequency resolution of at least 10- 11 and a range of

4 x 10 - require 4,000 quantization steps resulting in a 12-bit re-
quirement for the D/A. This range allows the oscillator to drift for
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200 days before the center frequency must be mechanically adjusted.
This is the approach which was costed. Use of a ±3 x 10 -7 adjustment
range with a 16-bit D/A would permit the same resolution with a reset
interval of 8 years, which exceeds the 5 year MTBF of the reference.
However, this arrangement would have a sensitivity of 150 uvolt per
quantization step on the voltage input. It would be extremely difficult
to prevent noise pickup of this amplitude from modulating the reference.

The assumed Cesium Clock is a Hewlett-Packard Model 5061A with the stand-
by power supply and high performance tube options; total price is
$22,750. This is a self-contained reference having an accuracy of
±7 x 10-12 . The reference is disciplined by shifting its phase with an
Austron 2055A Phase Microstepper costing $3,550. The Rubidium standard
is a Hewlett-Packard Model 5065A with the standby power supply option;
total cost i $8,575. This is a self-contained reference having a drift
of ±1 x 10 -1 per month. For disciplined approaches, its phase is
shifted with the Phase Microstepper.

Overhead Interface

The Transmitter and Receiver portions of the Overhead Interface are
shown in Figure 4. A total of 55 bits of information is required for
implementing all optional features. Triplicating this figure results
in 165. Adding 35 bits for framing and time of day information results
in a total of 200 bits. Transmitting this information 1.5 times per
second results in a 300 b/s data stream which may be transmitted via a
standard 300 b/s channel of the LSTDM and the Digital Radio Orderwire.
This information would only occupy 0.16 percent of the 192K bandwidth
allocated for the orderwire.

The Transmitter accepts the information words 8 bits at a time from the
8080, serially transmits each word three times, and generates periodic
framing information to allow separation of data on the receiving end.
The Transmitter occupies one PC card.

The Receiver converts the serial stream to parallel, accumulates three
successive words, votes to correct errors, and presents the parallel
data to the 8080. A sync correlator detects the presence of the sync
pattern and initializes the sequencer to pick out the words at the
proper time. The Receiver occupies two PC cards.

Frequency Synthesizers and Distribution Amplifiers

The function of the frequency distribution system is to generate phase-
related rates to clock all equipments which are to operate synchronously
with the local clock. Such equipments may include all devices in the
transmit hierarchy from data terminal equipment to the digital Radio,
and all devices lower in the receive hierarchy than the elastic buffers.
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built less expensively if the MUX and DEMUX do not have to operate from
independent timing.

The 12.928 MHz data rate from the Digital Radio poses no difficult design
problem for the Elastic Buffer. For an independent clock approach
employing Cesium clocks and a 24-hour buffer reset interval, the re-
quired buffer size (at 12.928 MHz) would be 46 bits. For a Rubidium
clock with a 10- 11 per month drift, 6 month recalibration interval, and
24-hour buffer reset interval, the required buffer size is 270 bits.
If disciplined nodes containing crystal clocks can be controlled to
within 10 us of the Master (within 20 us of each other) then ±259 = 518
bits are required during normal operation. A node with a good crystal
clock will drift an additional ±56 bits during the first 24 hours after
being severed from the network. Provided this is enough time to get the
link back up, a total of 630 bits are required based on the above
assumptions.

Figure 6 is a block diagram of a 1024-bit buffer designed to operate
at 12.928 MHz. For relatively small buffers commercially available
FIFO's (First-In-First-Out Memories) are perhaps the best approach.
These IC's contain the control circuitry for moving data bits forward
whenever one is extracted from the output. The FIFO in this configura-
tion need only operate at 1.616 MHz. Bits from the 12.928 MHz stream
are serially accumulated and stored broadsize (eight at a time) at 1/8
the original rate. The FIFO array can be implemented with either four
64 x 4 IC's or with four 32 x 8 IC's. Both types are available which
can operate at the indicated rates. Handshaking signals are available
to allow the IC's to be cascaded. The additional circuitry in Figure 6
is required to initialize the buffer (inhibit output clock until it
half fills) and to monitor overflow and underflow. Two of these buffers
occupy one PC card.

LIFE CYCLE COST ANALYSIS

It was desired to determine the cost of adding each one of the optional
features to a basic timing approach. However, it is not possible to
examine the cost of each feature individually. Rather, due to common-
ality of required components, it is more feasible to cost all practical
configurations which include the features in various combinations. The
list of configurations simulated in [1] was chosen for costing, so that
performance versus cost trade-offs may be made. It became readily
apparent that many of the configurations were practically identical
with respect to cost. Estimating cost differences between such con-
figurations was beyond the precision of the methods used for costing,
and such configurations were combined into one. This resulted in re-
ducing the 16 configurations presented in [1] into ten slightly more
general configurations. The independent clock approach was added for
completeness, resulting in eleven configurations which were . costed.
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DCEC specification R220-77-2 describes such a system which operates from
the 1 MHz outputs of the AN/GSQ-183 Loran Receiver. Table 1 is a list
of rates from that specification along with the number of required out-
puts of each rate. A balanced low-level driver (MIL-188-114) must be
used for each output. This system is being procured for use in the
interim communication network (DCS II), and might possibly be useable
for the future DCS.

The assumed design generates the rates of Table 1 from the output of
the 10 MHz local reference. Each of these rates, as well as the 10 MHz,
is a multiple of 8,000 b/s. The phase of these rates should be such
that if each one (including the 10 MHz input) is divided down to 8,000
b/s, then the 8,000 b/s waveform from each countdown chain should be in
phase. The rising edges of this 8,000 b/s waveform (or a submultiple
thereof) should be used to initiate the frame departure in the TD-1193
and Digital Radio.

Figure 5 depicts the design of the frequency distribution system. Each
family of rates is generated by a VCXO and countdown chain, The VCXO's
are locked via a broadband phase-locked loop to the 10 MHz reference.
Four PC cards were required to implement these phase-lacked loops.

The line drivers were implemented with commercial devices having voltage
swings similar to those of MIL-188-114 balanced drivers. Devices which
conform rigidly to the MIL-188-114 specification are not commercially
available and must be special-made. Some companies (such as Sperry)
have developed hybrid circuits which can be produced on special order.
Typical cost is $80 each. Table 1 implies that 220 such devices are
required. This number of drivers required 18 PC cards in the assumed
design.

Elastic Buffer

The Elastic Buffer absorbs rate variations between received data and
the local clock. They may be placed anywhere in the Demultiplexer
hierarchy as long as the point where timing is derived is higher in the
hierarchy than the buffers. Demultiplexers higher in the hierarchy
than the buffers derive their timing from the associated incoming links,
and those lower in the hierarchy receive timing from the nodal clock.

Since all demultiplexers lower in the hierarchy than the buffers are
synchronous with each other and with the multiplexers, channel outputs
from such demultiplexers may be routed to channel inputs on any multi-
plexer for retransmission on another link. This is a strong argument
for placing the buffers as high in the hierarchy as possible. Placing
them between the radio and the TD-1193 makes tandeming at any level
possible, including routing one of the radio channels directly to
another radio for transmission. A multiplexer/demultiplexer set can be
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These configurations are listed in Table 2 using the same configuration
numbers as in [1] for clarity.

Software and Hardware Requirements

Software costs were computed based on number of lines of code. A line
of 8080 code expands into one, two, or three bytes (or no bytes if a
comment statement) with the average being slightly greater than 2 bytes
per line. Twenty percent was added to the requirements presented in
[1] to accommodate diagnostic software. Table 3 lists the software re-
quirements in terms of bytes and lines of code. For configurations
requiring more than 1K bytes of memory, the PROM card is added to the
system.

As previously stated, the synthesizers, distribution amplifiers, and
buffers were placed in a separate drawer (the Basic Drawer). This
drawer is included in all configurations. Table 4 is a breakdown of
its contents. A fractional motherboard indicates only part of it is
wired. The motherboard wiring and power supplies will support the maxi-
mum (Max/Box) number of PC cards expected. Costs were based on the
average number of PC cards.

All configurations, except Independent Clocks, contain a second drawer
(the Disciplining Drawer). Table 5 is a breakdown of the components
contained in this drawer for all configurations. The motherboards and
power supplies vary in size with the configurations, and in each case
support the maximum number of links. Table 6 is a breakdown of the PC
cards whose quantities vary between configurations. Costs are based
on the average number. The choices of numbers in some cases are rather
subjective and are based on assumptions of the number of neighbors
higher, equal, or lower in the hierarchy.

Costing Methodology

The Software and Hardware costing were performed separately. The RCA
PRICE program was used for Hardware costs. At the time of the costing,
the PRICE Software model was not available. The Life-Cycle Cost of a
system is divided into three parts: Development, Production and Main-
tenance for the life of the equipment.

Development costs include equipment design and construction of proto-
types. These costs are nonrecurring; i.e., they are independent of the
quantity of systems to be built. Production costs include tooling up
for production, material and labor for building each system, and labor
for testing finished systems. Tooling includes procuring or building
special equipment used for fabricating and testing the systems. Pro-
duction costs are proportional to the quantity of systems, but the
relation is not linear. Due to a "learning curve," the cost of
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production on per system basis decreases with the number of systems.
Much of the tooling is up front; however, retooling generally is neces-
sary due to wear and breakage. Maintenance costs include test and
repair labor costs, transportation, supply management, and purchase of
piece parts.

Acquisition costs simply consist of development costs plus the costs to
produce the desired number of systems. When considering Life-Cycle
Costs, the Production Costs are modified to include production of spares
and production (or purchase) of test equipment to support the system in
the field for a specified number of years.

Generally, software costs are considered to be nonrecurring. The costs
simply consist of writing the code. If the software is the same in all
systems, the software costs are independent of the number of systems.
A reasonable cost for developing code of this type is $15 per line.
For the system under consideration, the programs must be "burned" into
the PROM IC's for each 8080 or PROM card. This process is mechanized
and may be considered to be part of the fabrication process. These
costs are included in the hardware production costs by assuming the
complexities of these cards to be slightly higher than otherwise would
have been assumed. Thus no additional production costs for software
were assumed.

Software maintenance is a euphemism invented in recent years to de-
scribe the costs of continually rewriting programs which were not
written properly in the first place. Many of these "errors" result
from simply not anticipating every possible situation with which the
software might have to deal. Even after "thorough" testing, residual
errors may become apparent only after very long periods of operation.
As a result, some software support may be required for the life of the
system. A figure of $5 per line per year has been determined as a
typical figure for such support.

The Life-Cycle Costs for the hardware configurations were computed
using the RCA PRICE (Programmed Review of Information for Costing and
Evaluation). There are two programs involved: PRICE 83B computes
Acquisition Costs, and Price Ll modifies the production costs and adds
in maintenance to complete the Life-Cycle Costs. PRICE is a proven
parametric cost estimating model which provides reliable estimates of
system acquisition costs (development and production). The PRICE 83B
program generates design to unit production cost, based upon variations
in designs, performance, schedules, reliability, economic escalations,
etc. The price inputs are primarily physical characteristics of the
design concept. These include weight, volume, manufacturing complexity,
platform, quantity, development schedule and production schedule. The
outputs feature recurring and nonrecurring costs for development and
production as well as a unit production cost value for each entry.
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PRICE 83B also develops inputs for the PRICE Ll model for Life-Cycle
cost (I_CC) .

The Life-Cycle Costs of a system of 200 nodes were computed based on a
system lifetime of 20 years. The software costs were computed by the
simple formulas stated above. Table 7 is a breakdown of the software
costs for the various configurations.

Hardware costs were computed by a very detailed process. The hardware
was described in detail to PRICE 83B which computed Acquisition costs.
This process was performed by personnel who are very experienced with
the operation of the PRICE Model. These descriptions were performed
at the PC card level and were checked for reasonability. The PC cards
were combined in the various combinations with purchase items (items
such as power supplies and references for which catalog prices were
used) to form the different configurations. Another output of PRICE
83B is the LC file which includes unit costs, computed MTBF and MTTR
values, and other pertinent factors used by PRICE Ll to compute the
Life-Cycle Costs. Editing this LC file gives the user the opportunity
to provide all the information he can about the system. For example,
the predicted MTBF's of purchase items were overridden at this point
with actual values from the manufacturer. MTBF's for designed equip-
ment were also checked and altered if unreasonable.

The Ll Model was then exercised on the LC file using the force
structure of Fig. 7. The support philosophy adheres to DoD Directive
4151-16 which states that there shall be three echelons of support.
Simple repair is performed at the organizational shop, and consists of
fault isolation to an LRU (Line Replaceable Unit), replacement with a
spare and shipment to a higher level for repair. Generally, repair to
piece part is performed at an Intermediate shop if not too complex,
and at a Depot otherwise. Since most DCS nodes will probably be located
at major military installations, the Intermediate shop is considered to
be a general repair shop local to the base. It was assumed that 25%
of the nodes would be remote, so that a total of 150 Intermediate shops
were used. A Depot was assumed for each of the three services who will
support DCS.

CONCLUSIONS

Table 8 is a breakdown of the components costs for Configuration 16
(using crystal clocks). Table 9 gives the Life-Cycle Costs of the
various configurations. These costs are based on crystal clocks for
the disciplined approaches. Configuration 16 is repeated for Cesium
and Rubidium. Configuration 17 is also given for both Cesium and
Rubidium but not Crystal.

The prices obtained in Table 9 may be compared with the simulation
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results for cost versus performance trade-offs. Comparing the costs of
disciplined approaches using crystal clocks, they are all very close
(about 25 percent total variation). A surprising result was that the
Life Cycle Cost of most disciplined approaches using crystal clocks came
out slightly higher than that of Independent clocks using Cesium clocks.
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ORGANIZATIONAL
(200)

INTERMEDIATE
(150)

DEPOT (3)

• SUPPORT YEARS - 20

• EQUIPMENT USAGE - 730.5 HOURS/MONTH (CONTINUOUSLY)

• PRICE 838 CHOOSES MTBF FOR DESIGNED ITEMS

• CATALOG VALUES USED FOR MTBF FOR PURCHASED ITEMS

• FOR RELIABLE ITEMS, NO SPARES AT INTERMEDIATE

Figure 7. LCC Assumptions
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Table 1. Clock Frequencies and Maximum Number of Outputs Per Frequency

Clock Fre q uenc y Rates

16 kHz
32 kHz
56 kHz
64 kHz

128 kHz
256 kHz
512 kHz

1024 kHz
1544 kHz
2048 kHz

3.232 MHz
6.464 MHz
9.696 MHz

12.928 MHz

Maximum Number of
Outputs per Frequency Rate

25
10
15
10
15
15
10
10
60
10
10
10
10
10

Table 2. Configurations for Costing

1-2.	 Directed Control (Single-Ended)
3-7.	 Mutual Control (Single-Ended)
8.	 Directed Control, Double-Ended
9-10.	 Mutual Control, Double-Ended
11. Directed Control, Double-Ended, Independence of Measure-

ment and Correction
12. Directed Control, Double-Ended, Independence of Measure-

ment and Correction, Phase Reference Combining
13. Directed Control (Single-Ended), Self-Organizing
14. Directed Control, Double-Ended, Self-Organizing
15. Add Self-Organizing to Configuration 11
16. Add Self-Organizing to Configuration 12
17. Independent Clocks
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Table 3. Software Requirements

Configuration Lines Bytes

1-2 Dir. Con., Sngl. 240 500
3-7 Mut. Con., Sngl. 360 760
8 Dir. Con., Dble. 440 920
9-10 Mut. Con., Dble. 630 1320
11 Dir. Con., Dble., IMC 480 1010
12 Dir. Con., Dble., IMC,	 PRC 1100 2310
13 Dir. Con., Sngl., SO 420 880
14 Dir. Con., Dble., SO 630 1320
15 Dir. Con., Dble., IMC,	 SO 670 1410
16 Dir. Con., Dble., IMC,	 PRC,	 SO 1300 2730
17 Ind. Clk. 0 0

Legend

Dir.	 Con. - Directed Control
Mut.	 Con. - Mutual	 Control
Ind.	 Clk. -	 Independent Clock
Dble. - Double-Ended
IMC -	 Indepencence of Measurement and Correction
PRC - Phase Reference Combining
SO -	 Self-Organizing
Sngl. - Single-Ended

Table 4. Basic Drawer Contents

Component Ave./Box Max/Box

Synthesizer 1 1 1
Synthesizer 2 1 1
Synthesizer 3 1 1
Synthesizer 4 1 1
Distribution Amp. 18 18
Dual	 Buffer 4 7
Motherboard 1.5 1.5
Supply	 (+5) 1 1
Supply	 (-5) 1 1
Supply	 (±12) 1 1
Drawer 1 1
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Table 5. Disciplining Drawer Components

Component	 Quantity

Processor	 1
Controller	 1
D/A	 1
Supply (+5)	 1 (Size Varies)
Supply (±12)	 1
Supply (±15)	 1
Motherboard	 Varies
Drawer

Table	 6. Disciplining Drawer Optional	 Components

Sync. Ex. Ph.	 Det. OH Rcv. OH Xmit PROM

Configuration	 Ave. Max. Ave.	 Max. Ave.	 Max. Ave. Max.

1-2 1 1 1	 1 0	 0 0 0 0
3-7 4 7 4	 7 0	 0 0 0 0
8 4 7 4	 7 1	 1 3 6 0
9-10 4 7 4	 7 4	 7 4 7 1
11 4 7 4	 7 1	 1 3 6 0
12 4 7 4	 7 4	 7 4 7 1
13 1 1 1	 1 4	 7 4 7 0
14 4 7 4	 7 4	 7 4 7 1
15 4 7 4	 7 4	 7 4 7 1
16 4 7 4	 7 4	 7 4 7 1
17 Not Applicable

Legend

Sync. Ex. - Sync Extractor (1 card)
Ph. Det. - Phase Detector (2 cards)
OH Rcv.	 - Overhead Receiver (2 cards)
OH Xmit	 - Overhead Transmitter (1 card)
PROM	 - Additional 4K bytes memory 0 card)
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Table 7. Software Costs (Thousands)

Configuration
	

Development	 Maintenance

1-2 Dir. Con. (Sngl.) 3.6 24
3-7 Mut. Con. (Sngl.) 5.4 36

8 Dir. Con., Dble. 6.6 44
9-10 Mut. Con., Dble. 9.5 63

11 Dir. Con., Dble., IMC 7.2 48
12 Dir. Con., Dble., IMC,	 PRC 16.5 110
13 Dir. Con. (Sngl.), SO 6.3 42
14 Dir. Con., Dble., SO 9.5 63
15 Dir. Con., Dble., IMC,	 SO 10.1 67
16 Dir. Con., Dble., IMC,	 PRC.	 SO 19.5 130
17 Ind. Clk. 0 0
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Table 8. Cost Breakdown for Configuration 16

Qty	 Dev	 Prod	 Support	 Total

Synth 1 1 29 72 185 287
Synth 2 1 31 77 195 303
Synth 3 1 46 71 188 305
Synth 4 1 31 75 193 298
Dist Amp 18 14 399 1403 1816
Elas	 Buf 4 21 162 519 702
Backplane 1 65 458 2 525
Power 3 1 0 116 138 255
Power 4 1 0 137 144 281
Power 8 1 0 24 75 99
Drawer 1 2 647 163 811
I&T* 1 6 430 96 532

Subtotals 245 2668 3301 4214	 (Basic	 Box)

PC1 4 18 103 305 426
PC2 4 19 103 329 450
Syncex 4 33 117 406 556
OHRCVI 4 28 141 454 623
OHRCV2 4 20 93 288 401
OHXMTR 4 23 105 360 488
PROM 1 14 68 132 214
8080 1 11 60 145 216
D/A 1 48 90 224 361
Timer 1 24 59 142 225
Power 5 1 0 196 154 351
Power 9 1 0 85 131 216
Power 10 1 0 37 115 152

Mother 1 49 375 2 427
Drawer 1 0 647 163 810

I&T* 1 6 157 324 487

Subtotals 293 2436 3674 6403	 (Disc Box)

STAL 1 3 1281 129 1414
I&T* 1 12 416 142 570

Totals	 553	 6801	 7246	 14601

*Note: I&T means Integration and Test
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Table 9. Life-Cycle Costs (In Thousands)

Confiquration	 Hardware	 Software	 Total

1-2 11346 28 11374

3-7 12454 41 12495

8 13318 51 13369

9-10 14601 73 14674

11 13318 55 13373

12 14601 127 14728

13 13361 48 13409

14 14601 73 14674

15 14601 77 14678

16 (Crystal) 14601 150 14751

16 (Cesium) 21635 150 21785

16 (Rubdium) 19229 150 19379

17 (Cesium) 13704 0 13704

17 (Rubdium) 11306 0 11306
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CLOCK PERFORMANCE AS A CRITICAL PARAMETER
IN

NAVIGATION SATELLITE SYSTEMS

Richard J. Anderle
Naval Surface Weapons Center, Dahlgren, Virginia 22448

ABSTRACT

The high performance of available oscillators has per-
mitted the development of invaluable navigation and geo-
detic satellite systems. However, still higher performance
oscillators would further improve the accuracy or flexi-
bility of the systems.

INTRODUCTION

Oscillator performance is a critical factor in the operation of the
Navy Navigation Satellite System (NAVSAT) and of the NAVSTAR Global Po-
sitioning System (GPS). It is also an important element in the geo-
detic applications of these systems. The NAVSAT system is based on
Doppler observations of satellites at 1000 km altitude. While the GPS
system is based on simultaneous range observations to four satellites
at altitudes of 20,000 km, it is useful to think of the computation
of the ephemerides of the satellites as being based upon Doppler data
also. The reason for choosing this interpretation stems from the fact
that it is desirable to base the computation of the ephemeris on several
days of observations in order to minimize the uncertainties in the com-
puted orbit period and solar radiation parameters. Over a five day
period, an error of one part in 10-13 in oscillator frequency would
produce an error in time of 43 ns, or 12 m in range, since the range
is based on the measured travel time of signals propagating at the
speed of light. As will be shown below, analysis of Doppler data during
the five day period would give range to the satellite which is accurate
to better than a meter using the same oscillator. It is possible to
use the range information directly while still accounting for the oscil-
lator instability either in a sequential processor by introducing pro-
cess noise or in a batch processor by using a correlated weight matrix.
While these alternatives are mathematically more rigorous than the
conversion of range data to Doppler data, the techniques fundamentally
weaken the accuracy of relative range measurements made at widely spaced
times, tending to approach the Doppler interpretation of the data.
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TIME TAGGING

Both the NAVSAT and GPS systems require time tagging of observations
and of ephemeris data to sufficient accuracy to allow interpolation in
the relative positions of the satellite and observer to the desired
accuracy. Since the relative accuracy of the satellite and observer
is about 5 km/sec, an uncertainty in the time tag of 0.2 ms would pro-
duce a relative position error of one meter. In both navigation sys-
tems, one or more ground oscillators is adopted as a standard, the
satellite oscillator is calibrated against the standard, and other
ground clocks are calibrated against the satellite clock. Therefore,
the satellite oscillator must be sufficiently stable to maintain the
desired accuracy of the clock epochs over the time period of several
days used for the clock rate determination and prediction. A 0.2 ms
accuracy objective over a five day period requires an oscillator sta-
bility of 5 parts in 1010.

RANGE MEASUREMENTS

The most stringent requirement on oscillator performance arises from
ground measurements of the time of arrival of signals generated from
oscillators in the GPS satellites. The GPS system is based on ranges
computed by multiplying the travel time of the signals by the velocity
of light. The effect of oscillator instability on the computed ranges
was referred to in the first paragraph in connection with the deter-
mination of the orbits of the GPS satellites. Inverting the calcula-
tion, if satellite and ground timing systems were to be maintained to
an accuracy corresponding to a one meter range accuracy over a five day
time period, oscillator stabilities of eight parts in 10 15 would be re-
quired. The GPS system is able to meet navigation requirements with
satellite oscillators which are an order of magnitude poorer because
of looser tolerances on range accuracy and shorter fit and prediction
intervals for the time signals. The epoch errors of the ground clock
are determined each time a navigation fix is obtained by measuring the
apparent travel time of signals from four satellites and solving for
the clock correction and the three components of the observer's posi-
tion. Therefore the only requirement on the oscillator in the receiver
is to permit interpolation of signals from the satellite to the same
epoch for those receivers which do not make simultaneous observations
to the four satellites (Hill, 1978). The range computed from the
travel time prior to correction of the observer's clock is referred to
as a It

GEOMETRIC DILUTION OF PRECISION

In considering the requirements for oscillator stability, the measure-
ment errors produced by clock uncertainties must be transformed to
errors in the position of the observer. Positions based on the pseudo-
ranges to four satellites are about a factor of three worse than the
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measurement errors for the typical geometric configuration of GPS satel-
lites. The ratio of the position error to the measurement error is re-
ferred to as the "Geometric Dilution of Precision (GDOP)" (more pre-
cisely in this context, "Position Dilution of Precision (PDOP)" (Milli-
ken and Zoller, 1978)). It is simply the average standard error in po-
sition corresponding to unit weight for the observations. The GDOP and
the effects of oscillator instability on Doppler positioning cannot be
summarized as concisely. Before discussing these topics, the conven-
tional interpretation of Doppler data and common terminology will be re-
viewed.

SENSITIVITY OF DOPPLER DATA TO CLOCK PERFORMANCE

The observed frequency is given to first order by:

f = fs - fs r
c

where fs is the frequency emitted by the satellite, c is the velocity
of light, and  is the relative velocity of the satellite with respect
to the observer. The received frequency is normally mixed with a ref-
erence frequency, fR , in the receiver:

fB = fR - fs + fsr
c

and the beat cycles are counted over specified time intervals:

t	 t

Nc =f
	 dt = t2(fR- f

s + es. r ) dt

1	 1

so that

f
Nc = (fR - fs)(t 2 - t 1
	 c
) + s (r 2 - r )

1

Some receivers measure (t 2 - t 1 ) for fixed Nc , some count Nc for fixed
(t 2 - t 1 ), and some count integer Nc in fixed (t 2 - t I ) and read out
the clock at the time corresponding to the integer N c . Many receivers
continue counting as the measurements are made and recorded, so that
the measurements at the i th data point can be written as ri -ro rather
than as ri -ri-1 . In such cases, the Doppler measurements during a
satellite pass can be represented as ranges subject to an unknown range
base, ro , rather than as uncorrelated range differences. Biased range
representation yields a better GDOP than uncorrelated range differences,
as will be shown later. The offset frequency f R-f s varies among re-
ceivers. For the Navy Navigation Satellites the offset ratio (fR-fs)/f
is 80x10-6; for the NAVSTAR Geodetic Receiver (Anderle, 1978c) the
offset (fR-fs ) is 28.75 KHz. To first order, oscillators make two
contributions to the range error:
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d (r - r	 S (f - f )dt
1 2	 1	 f 	 R	 s

d (r —r ) = c (t —t )d(f —f )
2 2	 1	 s 2	 1	 R	 s

For the above frequency offsets, the first equation establishes the
time interval accuracy required per meter precision in range difference
as 40 Us for NAVSAT and 200 Ps for GPS. The second contribution to
the range difference error imposes more severe requirements on the os-
cillator. The time interval between the first and last time in a satel-
lite pass is about 1000_sfor NAVSAT and 30,000 s for GPS. Therefore,
the fractional frequency stability required per meter precision over
these intervals is 3x10-12 for NAVSAT and 1.1x10-13 for GPS.

INFORMATION CONTENT OF A DOPPLER PASS

Direct conversion of the Doppler errors discussed in the previous para-
graph to errors in station position is not useful because Doppler data
for a single satellite pass does not provide enough information to per-
mit accurate determination of all three components of station position.
Therefore, GDOP is usually calculated for the two position components
which are well determined. The effects of errors in these two compo-
nents on the calculated frequency are illustrated in figure 1. On a
non-rotating earth, the Doppler frequency (which is proportional to
the range difference) is zero when the satellite reaches its point of
closest approach to the observer and has the shape shown by the upper
curves in the figure. The offset between the satellite and station fre-
quency standards is easily determined since the Doppler frequency, or
calculated range difference per unit time, is equal and opposite in sign
at the times of rise and set of the satellite above the station horizon.
If the satellite position is known, then an error in the observer's po-
sition parallel to the satellite velocity vector at closest approach
will produce calculated range differences which are displaced in time as
shown by the broken curve in the upper left figure, and bell shaped re-
siduals as shown in the lower left figure. This component of station
position determined from a pass of Doppler data is referred to as the
"tangential" or "along track" component of position. If the assumed
station position is closer to, or further from, the satellite at the
time of closest approach, the Doppler curve, or range differences, will
have a steeper or shallower slope as shown in the upper right hand
part of figure 1. The residuals will be anti-symmetric as shown in the
lower right hand part of the figure, and define the location of the
station alonw the range Vector to the satellite at the time of closest
approach (the "range" component of station position). A tropospheric
refraction bias will also produce anti-symmetric residuals, but the
effect will be greatest at the times of rise and set of the satellite
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and decrease rapidly at the higher elevation angles. The third compo-
nent of station position is not defined for an emitter on a linear path
and a non-rotating earth, since rotation of the receiver about the emit-
ter path at a fixed distance from the emitter will not change the Doppler
curve. While the solution for three components of station position is
not singular for the curved satellite path and a rotating earth, the
standard error for the third component of station position is orders
of magnitude larger than those for the tangential and range component
of station position in the plane defined by the range vector to the
satellite and the relative velocity vector of the satellite at the time
of closest approach, providing no useful information for navigation or
geodetic applications. Therefore in order to determine three components
of station position, the satellite should be observed on a pass to the
left and a pass to the right of the station so that the range components
can be used to triangulate station height and the horizontal component
normal to the satellite track (longitude for the polar Navy Navigation
Satellites). In order to determine a navigator's latitude and longi-
tude from a single pass of Doppler data, the height of the observer must
be known; nevertheless the longitude is ill-determined for polar satel-
lite passes crossing the station's zenith. Since the angular velocity
of GPS satellites is only twice the rate of earth's rotation while the
angular velocity of the NAVSAT satellites is ten times the rate of
earth's rotation, it is not clear whether the information content of a
GPS Doppler pass is so ideally contained in the range/tangential po-
sition components of station position as it is for NAVSAT data. Never-
theless, the same interpretation has been applied to GPS data as a re-
sult of the availability of the computer programs and the lack of a
better diagnostic tool. Actual orbit determinations and geodetic sta-
tion position calculations are based on a least squares fit of the para-
meters of the solution to the aggregate of the Doppler data, not to the
position components calculated for diagnostic purposes.

EFFECT OF CLOCK PERFORMANCE ON POSITIONS DETERMINED FROM NAVSAT DOPPLER
DATA

It was mentioned earlier that Doppler observations from most receivers
can be treated as either range difference data or as range data sub-
ject to an unknown bias. Figures 2 and 3 show the uncertainty in the
determination of the tangential and range components of the position of
the observer, respectively, corresponding to a 10 cm random error in
range or range difference data. Figure 2 indicates that the GDOP for
the tangential component of position varies from one to four for biased
range data and from three to ten for range difference data for elevation
angles to the satellite at closest approach from 90 to 20 degrees.
Figure 3 reveals that the GDOP for the range component of position
varies from one half to two for biased range data and from three to
seven for range difference data for these elevation angles. The figures
are based on the assumption that the tropospheric refraction is known
perfectly and the offest in frequency between the oscillators in the
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satellite and the receiver is completely unknown but stable during the
pass. Uncertainties in tropospheric refraction must actually be con-
sidered in precise computations. Introduction of a scale bias for re-
fraction does not affect the standard error in tangential position.
The effect on the range component of position depends on the relative
magnitudes of the random error of the Doppler observations and the un-
certainty in the a-priori refraction data; for typical values of the
quantities, the standard error in range component based on range dif-
ference data is not significantly affected while that for biased range
data is increased markedly percentage-wise, although it always remains
smaller in magnitude than that for range difference data. Since the
random error of measurement for the better receivers is less than 5 cm,
the precision of the Doppler receivers is quite good. However, the
effects of the instability of oscillators used in the receivers pro-
duces larger errors in position. Specifications of the stability of
two oscillators used in NAVSAT Doppler receivers are 1x10 -11 and 6x10-12
for averaging times of interest (30 to 1000 seconds). Simulations of
position accuracies attainable with these oscillators and an oscillator
with a stability of 2x10 -13 were conducted by Monte Carlo methods.
Doppler observations corresponding to frequency variations expected for
each of these oscillators and a random error of 3 cm were synthesized
for six passes for each of five pass geometries, and the components of
station position were computed for each pass. The rms of the six sample
errors for the tangential and range components is plotted in figures 4
and 5, respectively, versus the elevation angle to the satellite at
closest approach. Note that the position component errors are about 30
times larger than those due to random error for the specifications of
the oscillators used with this equipment regardless of whether the data
is represented as biased range data or as range differences. The oscil-
lator stability of 2x10-13 which has been achieved for rubidium oscil-
lators over these averaging times, yields position errors reasonably
close to those expected from the random error of measurement. Irregu-
larities in the curves are probably due to sampling errors in this
limited Monte Carlo simulation. The rubidium oscillator is inconvenient-
ly large in size for use with the portable Doppler receivers in some
applications.

EFFECT OF CLOCK PERFORMANCE ON POSITIONS DETERMINED FROM GPS DOPPLER
DATA

Results of computations of GDOP for Doppler observations of the GPS
satellites for biased range and range difference data are given in
figure 6 for the range component of position. The curves for the tan-
gential component of position are similar. Results for various data
sampling strategies are given for the range difference representation
of data while the curves for biased range data are proportional to the
square root of the sampling interval. Note that the GDOP varies from
about one to ten for the different cases for pass lengths greater than
15,000 seconds. Shorter pass lengths probably need not be considered
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due to the spacing of the satellites in the GPS constellation. Since
most GPS receivers are designed to achieve 1 cm precision in Doppler
data, the curves imply a high precision in position. However, a very
high oscillator stability would be required to achieve these precisions.
Simulations similar to those conducted for NAVSAT conditions were also
conducted for GPS conditions to determine the effect of oscillator sta-
bility on the accuracy of station positions. Data were simulated for
the oscillator stability corresponding to the curve labeled "Test A"
on figure 7. This curve is close to that for a cesium oscillator, just
a little poorer than that measured by the Naval Observatory for the
cesium oscillator used in the NAVSTAR Geodetic Receiver. The rms of
each position component error obtained from the simulated data is given
in figure 8. Only pass lengths longer than 15,000 seconds were con-
sidered. These errors are five to fifty times worse than those expected
from the random error of observation. Attempts to account for frequency
variations by introducing a frequency drift parameter produced still
larger errors in computed station position. However, this figure illu-
strates the point made in the first paragraph that the Doppler technique
can be used to determine the range to the satellite to better than a
meter accuracy for satellite passes separated by any time interval.

RELATIVE STATION POSITIONING

Even considering the effects of oscillator instability, the errors in
computed station positions discussed in the previous sections are smal-
ler than the errors in computed satellite positions except for low
elevation angle passes. However, the higher receiver accuracy is de-
sirable for geodetic applications since the accuracy of the computa-
tion of the relative position of stations observing the satellite
simultaneously is not significantly affected by errors in the satellite
position if the distance between the stations is small compared to the
height of ' the satellite (Anderle, 1978a). Similarly, errors due to
the satellite oscillator can be expected to be cancelled under these
circumstances. The potential for the determination of the relative po-
sitions of stations to centimeter accuracy has attracted the attention
of geophysicists studying crustal motion. Since the determination of
relative station position also negates the requirement for accurate times
of emission of the ranging signals from the GPS satellites, near-simul-
taneous pseudo-range measurements from two stations to four satellites
can be used to make an interferometric solution for the relative posi-
tion of the stations (Anderle, 1978b, MacDoran, 1978). However, a high
gain antenna or a high redundancy of observations is required to re-
duce the random range error which is about a meter for a wide beam an-
tenna. In this application, oscillator requirements are modest since
accurate time intervals are only required to interpolate non-synchro-
nous but high data rate data.
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SUMMARY

The high performance of available oscillators has permitted the develop-
ment of invaluable navigation and geodetic satellite systems. However,
still higher performance oscillators would improve the accuracy of
flexibility of the systems. Oscillator requirements per meter position
error are listed in figure 9 for the various aspects of navigation sys-
tems discussed in this report. A GPS oscillator stability of 10-15
over five days would simplify the orbit determination and prediction
functions. Highly portable low cost oscillators with a stability of
10-14 for averaging times of eight hours would permit monitoring of
crustal motion daily with GPS Doppler receivers. Oscillators the same
size and reasonably close to the cost of current quartz oscillators but
with a stability closer to 10 -13 at an averaging time of 1000 seconds
would allow more rapid determination of relative station postions
from NAVSAT data and more accurate orbit determination. Clearly clock
performance is a critical parameter in navigation satellite systems.

ACKNOWLEDGEMENTS

Simulations of the effects of oscillator stability on the position accu-
racy obtainable from Doppler observations of the NAVSAT and GPS satel-
lite systems were conducted by Ronald Smith of the Naval Surface Wea-
pons Center.

REFERENCES

1. Anderle, Richard J., "Geodetic Applications of the NAVSTAR Global
Positioning System," preprint of paper presented at the Second
International Symposium on Problems Related to Redefinition of
North American Geodetic Networks, Washington, D.C., April 1978a.

2. Anderle, R. J., "Application of Global Positioning System to De-
detmination of Tectonic Plate Movements and Crustal Deformations,"
preprint of paper presented at the Ninth Geodesy/Solid-Earth and
Ocean Physics (GEOP) Research Conference, Columbus, Ohio, October
1978b.

3. Anderle, R. J., "Accuracy of Geodetic Solutions based on Doppler
Measurements of the NAVSTAR Global Positioning System Satellites,"
Bulletin Geodesigue, in press 1978c.

4. Hill, R. W., "Applications of the NAVSTAR Global Positioning System
to Marine Geodesy," preprint of paper presented at the International
Symposium on Interaction of Marine Geodesy and Ocean Dynamics,
Miami, Florida, October, 1978.

5. MacDoran, P. F., "Mobile Long Baseline Interferometry," presented
at the Ninth Geodesy/Solid-Earth and Ocean Physics (GEOP) Research
Conference, Columbus, Ohio, October 1978.

498



6. Milliken, R. J. and C. J. Zoller, "Principle of Operation of
NAVSTAR and System Characteristics," Navigation, 25(2), Summer 1978.

499



VI 
0 
0 

LIJ 
U 
~ 
LIJ 
cx: 
LIJ 
La.. 
La.. -0 
LIJ 
(,!) 

~ 
c::c 
cx: 

CI) 
....J 
c::c 

INFORMATION CONTENT OF DOPPLER PASS 

" TIME ERROR 

-I 

......... 

~ ~~----------~~=­o -CI) 
LIJ 
cx: 

FIGURE 1 

-

- - - --- - - - --- - - - ---- - - ------,,-~-. ---- - --------



WJ(72Q

°
 
z

W
 
W

X
 
NrE

O
 
^

U
 
Q

Q
 
g

L 
o

W
 

U
)

C
C
 
O
D

0O^

WW

to
	

cDWOWJL7ZQZ_OF-QWJW

OM

NWLC=.

Z
 

(f)
o
w

^
Q

o
^

L Q
O
 
j

t
i
 
Q

Z Z
X
1
1

z
O
 
O

CO ^
V
 
c
cL
li

Q^
OU
-

r ^
J
 
O

V
C
c
O

C
^

W

C
c

O
 
0

CLLJ

c
r

QQ
O

v
/ y

OU
-

Q
	

O
	

O
O
	

k
o

(W
O

) N
O

111S
O

d IV
IIN

39N
V

I N
I 80883 O

a170N
V

IS

5
0
1



co111

O^
 
Q

oC
L
 
Q

U
L

O
Z

^
 
Z

Z
°
w
^

Z0C
l
.
 
u
j

 cr

O
^

U
 
p

L
U
 
L
L

cD o
ZQCt  o

Z
W

c
c

C
)
p

O
r
 
Q

(
r
Z

L
u
 q

Q
 
c
cC

Q U

L
Q
 
o

Lv
 J CC

0L
L

O
W

o
^

J

I

t7ZQ2F
-

I
Z

p
 
W

W
 N

^
I

kl
i
 j

IO
Z
 
^

W

U
 ^

Q
^ I

Q
^

k
O

W
 
0

L
u
	

to
W

Q:	
co

oI
Z

W
'

Q

2
O

I
WQ

/
m

/
O

/
M

i
i

j

O

p
O

O
O

^

(W
0

) 3
JN

V
8
 N

I
8
0
8
6
1
3
 08V

O
N

V
IS

zWWc^W0W
 
M

JO
 
W

ZQ
 
w

ZO
_

HQWJW

5
0
2



EFFECT OF OSCILLATOR ERROR
ON TANGENTIAL POSITION COMPONENT

to

0
W

2
O

Q
c^

a 1.0
Z

J
Q
F-
2
W

2
Q
F-

RANDOM ERROR 3 CM; REFRACTION FIXED
OSCILLATOR STABILITY:

0fx1Of1
L6x1O-12
+ 2 x 10 13

RANGE DATA

h'ANUt UlrrtKtfVL t
DATA

20	 40	 60	 80

ELEVATION ANGLE ( DEGREES )

FIGURE 4

O1

503



0

W f.0

Z
O
F-
Q
C7

Q
Z

W
Z
Q
^	 1

RANGE OR RANGE DIFFERENCE
DATAn

EFFECT OF OSCILLATOR ERROR
ON RANGE POSITION COMPONENT

fo	 RANDOM ERROR 3 CM ; REFRACTION FIXED
OSCILLATOR STABILITY=

O 1 x 10-11
p6x IOf2

3	 + 2 x 1013

oe RANGE DATA

RANGE DIFFERENCE DATA

40	 60

ELEVATION ANGLE ( DEGREES)

FIGURE 5

Of
20 80

504



_U)N

-
0
 
c
n

N
 
O2OUWOJYxO2

_
U
'
)
	

WJcoQQ-

-2

wH

Q
z

	

z
 

2	
I	

II

C
7

Q
.
 
a

L
^
	

>
 a	

I
►	

c
 I

	

W
 
_
	

I
O

^
	

Q
 W

 U
	

II

Z
 Q
	

O
 Z

 W	
Z
	

2
L
L
I
 
Q
	

2
 W

 
L
L
	

W
	

2
'

Z
 C
	

Q
^
 li	

(n	
' I	

O
c
t

O

c
Q
 

OL J  W
	

O
	

I
/
	

c
n E
U

C
 
u
j
	

W
 
0

O
 
_
J
	

Q
 Z

 Z
	

O

	Q
 
Q
	

^'	
^^	

O
 I

c
^
 a
	

m
 ^

 ^
	

Q
	

o

W
O

W
	

/U
Z ILD  c)

C
c

Z
	

o0 	
/
^
	

I

O

c
c
 c

t: 	
C

)
O
W

L
u
 C

)	
i

cQ 
i

o
c
l
:

Z

UWC
L

i
0
	

o	
O

r
n
	

N

O
V

O
) 3

J
N

V
8
 N

I 8
0
8
1
8
3
 O

S
V

O
N

d
1
S

f "'
0

5
0
5



^
O

lr

i

U
	

^

UQ

^	
U

cco	
^

z 	
u
j

W
^
 
U

t
D
 
W

ZQ:

1
O
^

O`

WVZQQZQ

I	
i
 
^

O
1
0

({1!7).111l19V
IS

 —
I
 
O

JJJJOOO

0Z0UWW
!i

O
 
h

OO

wxc^7
HW

5
0
6



u
,\

(Y)
m

O
m

_::T
CD

\
\

\
O
N

01\
r
n

U
c
o

^
Q

H
^O

_
U

^l
W

H
co

N
N

O
l' 1

\O
_

C
D

W
Q

Q r
o

^-q
0

c
o

^
	

O
N

x
^
 H

 U
Wo

\ H
 U

:)
^-1	

Pa
H

Q
 O

H
 p

 
O

U
D

 O
EA

f
Z
 
H
 
W
N

(^
H

W
c
a
 
O
 
^

O
	

m
N

c
o

&4a
 
H

m
\

Lr,\
o

H
H

 L
^

(y)
"^

U
 
W

E
-+

 c
o
 0

^
7
;
 
O
 
"
—

W
	

O
z
o
o

O
 
E
-

o
W

^
r
4

E^
_

U
 (^

 U
^
 c

o
P-

HE
^

W
O

O
H

0
 
o

H
R
A

OP-A
U

U

^
WW

p
q

PLA
E

Q
Q

E-q

CW7
p
q

0

Q

c
oWHw

5
0
7



\
	

\
\

/
o

o
\

^
/
\

/
\^

\2
\©

\©
\e

d
$ / ®

/
e

/
w

/

/
 
\

e
e

e
e

=
§

/
\

\
\

/
/

^
^

G m
/

w
w

/w0\Q)Q0

\
\

E-1
B

U)
/

/
/

\
>-A

4#
\=

a
/a

a
=

A

\
/

/
/

/
/

\
$
®f

/
d

m
~

^
0\

^
\

\
/

m
^
\

\

\
\

\
t

e /
*

\
\
|w

/

\
 
\

\
/
^
®

»
^
°

[

E
i
^
°

U)
M

/
°
°

U
w

%
\

/e
e

p

^
.

/

0^
e

-

\
/

/

\
\

\
\

@
^

\
/

/
\

\
®

a
m

/
\
 
/

/
 
\

\
\

12L,
®

\
§

\
$
 
/

/
\
 
\

\
 
\

\
\

\
/

?
^4

m\/

508

.
 
^



QUESTIONS AND ANSWERS

DR. VICTOR REINHARDT, NASA Goddard Space Flight Center:

Can you define the term, g-dop?

DR. ANDERLE:

Well, loosely speaking, it is the position accuracy per unit mea-

surement accuracy. The detailed definitions of the GPS are given in

the last issue of "Navigation". A number of conditions are

involved: horizontal, g-dop, position-dop, a number of those terms,

but fundamentally, it is, loosely speaking, position accuracy per

unit measurement accuracy.

DR. IVAN NURUR, Ohio State:

In these biased ranges, did you assume that these ranges are inde-

pendent from each other on a given pass, or did you consider corre-

lations between them?

DR. ANDERLE:

Each measurement I assume is essentially independent. The only com-

mon bias is the range bias for the pass, but each biased range is

independent of the preceding one.

MR. MIKE MCCONAHY, Johns Hopkins University, Applied Physics Lab:

Would you like to comment, Dick, on what you think the potential of
GPS is for geophysical studies, in view of what you now know?

DR. ANDERLE:

I have addressed that in a number of papers and there are a number

of ways, I think, of achieving centimeter accuracies in fairly short

time spans with better oscillators. This doppler receiver would do

it, and with the existing receivers, depending upon how biases work

out and depending on averaging times, it is theoretically possible

to get a centimeter that way also. There are a number of other

proposals that have been made for using GPS in a VLBI mode as an-

other technique. So, there are four or five different approaches to

using GPS for geophysical applications. There is a question of what

the equipment cost; you know, which one would have the least cost,

the fastest operation, how the various system classes would work out

in each respective application. 	 I don't have any doubt that one of

them will work for centimeter accuracy at some acceptable cost.

Speaker (unheard)

DR. ANDERLE:

I am sorry. When I talk about those accuracies, I am talking about

relative positioning; I am not talking about absolute positioning.

But, there are two stations equipped with these things, in getting

relative positions.
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DR. WILLIAM MURPHY, Rockwell:

You might have made this point clear but it wasn't clear to me.

When you were speaking about clock performance, were you talking

about stability or accuracy?

DR. ANDERLE:

In terms of absolute time tags. 	 I never talked in terms of absolute

time tags, absolute epochs because, as I say, we adopt some ground

station as a standard and time tags are with respect to that. Is
that the kind of question you were asking, or were you asking a

deeper question?

DR. MURPHY:

6 parts in 10 12 , for instance, on this particular oscillator.	 I was

wondering if that was a stability figure or an accuracy figure?

DR. ANDERLE:

It is a figure corresponding to the Allan variance.

DR. MURPHY:

Right.
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Theodore D. Finsod
Navy Astronautics Group
Point Mugu, California

SATELLITE SYSTEM TIMING CAPABILITIES

ABSTRACT

Within the last year a series of events have occurred with
respect to the operational Navy Navigation Satellite System
(NNSS), also known commercially as TRANSIT, which may
have direct benefits for the Precise Time and Time Interval
(PTTI) community.

In September of 1977 the Director, Strategic
Systems Projects granted permission for the
Navy Astronautics Group (NAVASTROGRU), in
cooperation with the U. S. Naval Observatory
(NAVOBSY), to define changes in equipment and
operational procedures which could improve
TRANSIT satellite time accuracy with respect to
UTC (NAVOBSY Master Clock).

For the first time in the 14-year service history
of the TRANSIT System, requirements specific
to timing accuracy will soon be implemented.

Recent development of a TRANSIT Model T-200
Satellite Timing Receiver by Satellite Navigation
Systems, Inc. expedites TRANSIT time transfer
capabilities as well as providing NAVASTROGRU
an independent measurement of satellite time.

A new generation of superior satellites (NOVA)
will be launched starting in early 1980 to
augment the existing operational TRANSIT
constellation.

This paper reviews the TRANSIT Satellite System in terms
of its current time transfer capabilities. Potential improve-
ments using current operational satellites are discussed in
terms of changes in equipment and operational procedures
which can be made with minimal effort or expenditure and
without degradation to the NAVASTROGRU primary
(navigational) mission.
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INTRODUCTION

The Navy Navigation Satellite System (NNSS) is a fully operational navigation
system that enables the Navy Fleet or commercial users to accurately obtain their
position anywhere on Earth, day or night, and in any weather. The NNSS,
commonly known as TRANSIT, became fully operational in January 1964 and was
released for uncontrolled public use by a Presidential directive in July 1967.
TRANSIT is operated by the Navy Astronautics Group (NAVASTROGRU), located
at Point Mugu, California.

The Applied Physics Laboratory of the Johns Hopkins University (APL/JHU)
has played the central role in the technical development of the TRANSIT System.
The original idea was conceived there, most of the actual development was
performed there, and APL continues to provide technical support in maintaining
and improving the system. Figure I illustrates the position of NAVASTROGRU in
the Navy chain of command.

Today TRANSIT consists of a constellation of five operational satellites in
fixed circular polar orbits at an altitude of approximately 1 10 kilometers. The
characteristics of the current operational TRANSIT satellites as well as their (less
than optimal) longitudinal coverage as of I April 1978, are summarized in figure 2.
All points on the surface of the Earth periodically pass under each orbital path
with a nominal time between passes of 90 minutes.

The TRANSIT System requires accurate time to accomplish its navigational
mission. For this reason the satellites transmit a precisely timed fiducial time
mark (FTM) every two minutes. The timekeeping ability of the operational NNSS
is superior to that required for the navigational mission, but is perhaps only
marginal in terms of modern Precise Time and Time Interval (PTTI) standards.
Within the last year, however, a series of events have occurred with respect to the
operational TRANSIT System which may have direct benefits for the PTTI
community.

1. In September 1977 the Director, Strategic Systems Projects (DIRSSP)
granted permission for NAVASTROGRU, in cooperation with the U. S. Naval
Observatory (NAVOBSY), to define changes in equipment and operational
procedures which could improve TRANSIT satellite time accuracy with respect to
UTC (NAVOBSY Master Clock).

2. The recent development and availability of a TRANSIT T-200 Satellite
Timing Receiver by Satellite Navigation Systems, Inc. expedities TRANSIT time
transfer capabilities as well as providing NAVASTROGRU an independent
measurement of satellite time.

3. In November 1977 the DIRSSP approved the NAVASTROGRU recom-
mendation to install and evaluate a TRANSIT T-200 Satellite Timing Receiver at
its Headquarters Computer Center.
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DEPARTMENT OF DEFENSE

SECRETARY OF THE NAVY

CHIEF OF NAVAL OPERATIONS

CHIEF OF NAVAL MATERIAL

STRATEGIC SYSTEMS PROJECT OFFICE

APL/JHU	 NAVY ASTRONAUTICS GROUP

Figure 1. Navy Chain of Command.
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0 HR.
189.00°

30110
fRANSAT

169.05°

LINE OF ARIES

CHARACTERISTICS OF OPERATIONAL TRANSIT SATELLITES (APRIL 1978)

SCIENTIFIC NAME NNSS DESIGNATION LAUNCH DATE PERIOD ALTITUDE ECCENTRICITY INCLINATION
(MIN) PERIGEE (DEG)

(KM)

1967-34A 30120 14 APR 67 106.45 1043.97 .00247 90.25
1967-48A 30130 It MAY 97 106.94 1071.40 .00179 89.61
1967-92A 30140 26 SEP 67 106.73 1046.59 .00383 89.24
197"7A 30190 27 AUG 70 106.96 956.96 .01725 90.13
1973-81 A 30200 29 OCT 73 106.56 901.96 .01594 90.11

30140	 30190
30130	 262.42°	 261.74°

CAniR RVIA11{JA

Figure 2. Current Operational TRANSIT Satellite Characteristics.
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4. In September 1978 the NAVASTROGRU and NAVOBSY commenced a
cooperative test and evaluation program to identify error sources and operational
constraints, if any, in transferring TRANSIT time with the TRANSIT T-200
Satellite Timing Receiver.

This report reviews the TRANSIT Satellite System in terms of current time
transfer capabilities. Emphasis is placed on time recovery and operational time
management. Potential improvements using current operational satellites are
discussed in terms of changes in equipment and operational procedures which can
be made with minimal effort or expenditure and without degradation to the
NAVASTROGRU primary (navigational) mission.

THE TRANSIT SATELLITE SYSTEM

After a brief description of NNSS configuration, we examine in turn the
major constituent parts insofar as they determine the time and frequency control
of the system.

The NNSS consists of an operational constellation of five TRANSIT satellites
and their associated ground support system. The ground support system consists
of four tracking stations and a central computer facility. As shown in figure 3,
the stations located at Laguna Peak, Point Mugu, California; Rosemount,
Minnesota; and Prospect Harbor, Maine, function as both tracking and (message)
injection facilities (TRAINFAC's), while the station in Wahiawa, Hawaii, operates
only as a tracking facility (TRAFAC). All ground stations have a communication
link with the Headquarters Computer Center, located at Point Mugu, California.
The operational configuration of the NNSS shown in figure 4 illustrates the salient
features which we now summarize.

Each TRANSIT satellite continuously transmits its present ephemeris encoded
by phase modulation on two stable carrier frequencies of approximately 150 and
400 MHz. This navigational information is broadcast in two-minute intervals
which begin and end at the instant of each even minute. An encoded time marker
is part of this broadcast with time uniquely marked at the instant of the even
minute. All broadcast frequencies, as well as the satellite clock are based on a
highly precise master oscillator.

As pass geometry and operational considerations permit, NAVASTROGRU
stations track each satellite to obtain doppler information and the raw timing
data. After the satellite has set (typically, 17 minutes elapse from rise to set),
the tracking data are transmitted to the Headquarters Computer Center where all
measurements from all tracking stations for each satellite are accumulated. At
least once , a day the data are used in a large computing program to:

1. Determine the contemporary orbit specification for the satellite and
predict an ephemeris for the next 16 hours.

2. Compute the necessary corrections to the satellite clock to compensate
for the predictable part of the oscillator drift.
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SYSTEM HARDW<

TRAFAC	 I I CALIFORNIA

RA NFAC I I MINNESOTA MAINE

TRAINFAC

HEADOU6'TERS

COMPCTR

Figure 3. TRANSIT Ground Support System.

516



I
A. DOPPLER

B. RAW TIMING
I UPDATE SATELLITE

MEMORY

osclLUroR

MEMORY MESSAGE
CLOCK CONTROL

INJECTION STATION
TRACKING STATION

TIMING DATA AND SATELLITE CLOCK CONTROL

FCT

COMPUTER CENTER

Figure 4. Operational Configuration of the NNSS.
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The ephemeris prediction and satellite clock correction information is then
transmitted back to all three injection sites. One station performs the injection;
however, the mutually-in-view station provides backup in the event of equipment
failure. The injection station inserts an updated ephemeris into the satellite
memory. Typically, injections into the satellite occur at 12-hour intervals even
though the satellite memory has sufficient storage to contain a 16-hour
ephemeris. To navigate using a TRANSIT satellite requires a special tracking
receiver/computer. This receiver measures the broadcast carrier frequencies at
discrete intervals to recover doppler information and simultaneously demodulates
them to recover the satellite ephemerides. A small computer is necessary to then
calculate the position of the navigator.

TRANSIT SATELLITE CLOCK

The TRANSIT satellite contains an ultrastable 5-MHz oscillator. This
oscillator is a temperature-stabilized, crystal-controlled transistor oscillator
designed to generate an extremely precise frequency. It is used as the standard
frequency source for all satellite operations.

The exact operating frequency of the oscillator will, of course, vary slightly
with circuit age and environment. The nominal value or design center is specified
as 4,999,600.0 Hz, an offset of 80 parts per million below 5 MHz. The actual
value is expected to remain within a tolerance of ± 10.0 Hz (2 parts in 10 6 ) over
the entire operational life of the satellite. Frequency drift rates in flight have
been on the order of several parts in 10 1 'per day. Over the time of a single pass
(approximately 20 minutes) the drift rate has generally been several parts in 1012.

TRANSIT satellites transmit coherent carrier frequencies of 150 and 400 MHz
(offset -80 ppm) by multiplication of the reference oscillator frequency and hence
share the same stability. The satellite navigation message will be transmitted on
these carriers in the form of a double-doublet pattern of phase modulation. The
memory read rate is controlled by a clock consisting of a divider chain reducing
the master oscillator frequency.

The satellite clock is constructed as an integral part of the memory readout
system. Operating from timing provided by the master oscillator, this system is
designed to read a complete message periodically every two minutes. A timing
mark is included near the beginning of each readout in order to generate a well-
defined two-minute interval. Fine control over the timing (or epoch) of the clock
is provided so accurate synchronization can be maintained with UTC.

Satellite timing is synonymous with memory readout rate, and timing control
is contained within memory content. We therefore describe TRANSIT memory
organization before discussing the control of the FTM.
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The memory of the TRANSIT satellite consists of 640 thirty-nine-bit words
which are divided into a main or a fixed memory of 160 words and a variable or an
ephemeral memory of 480 words. Figure 5 illustrates the TRANSIT satellite
memory message format, identification words, and location of the FTM. Although
main memory contains 160 thirty-nine-bit words, the satellite will broadcast 6103
bits (i.e., 156 words plus 19 extra bits) evenly spaced over each two-minute
interval. (The remaining bits are used for real-time operational commands.) To
recover timing and message information from a TRANSIT satellite broadcast a
ground receiver must identify the beginning of a message transmission and
synchronize with a unique bit pattern to determine the FTM. The first three
words of each message broadcast cycle accomplish these goals.

The first word is a BARKER word. The first 33 bits of this word are the
barker pattern and are arranged in such a fashion that they never can be repeated
in any other part of the message. This allows a ground receiver to identify the
starting point of the message. This 33-bit pattern is the same for all TRANSIT
satellites. Bits 34 through 37 of this word form a unique satellite identification
code while bits 38 and 39 are always zero.

The second word is the synchronization word or SYNC word. The first 14 bits
are special-purpose bits. The 15th bit is a zero followed by 23 one's and another
zero. It is this final 25-bit pattern which is used in conjunction with the BARKER
word by the NAVASTROGRU navigation receivers (AN/BRN-3) to determine the
FTM, although by definition the FTM is the first phase transition of the first bit of
the third word. This third word is called a BEEP word because the unique bit
pattern associated with it produces an audible beep of approximately 400 Hz in
NAVASTROGRU receiving equipment.

The remaining 153 words of the readout cycle in general contain the
information comprising the navigation message to be broadcast. This message
(which is periodically transmitted from the ground and stored in the satellite
memory) consists primarily of a set of Kepler parameters specifying the current
orbit of the satellite. Fine corrections to these fixed parameters (which are used
by the navigator on the ground to compute a more accurate current satellite
position) are provided in a set of eight special words, called ephemeral words.
These words taken in pairs contain the corrections needed for a particular two-
minute interval.

As indicated in figure 5, each ephemeral word in the set of eight is furnished
each readout interval. To keep the set referenced to the indicated past, present,
and future two-minute intervals, the set is shifted down six memory locations
each readout cycle. The most future entry of the set (word 50) enters from
ephemeral memory (word 161) while the oldest entry (word 8) is lost. Since one
new word is required each two-minute interval and ephemeral memory can furnish
480 words, the satellite can operate for 16 hours before exhausting its current
orbit information. (Injections of updated orbit information are made on a 12-hour
basis.)
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In addition to the words used for the navigation message, there are special
words and bits which are used for certain satellite monitoring and control
functions. The last three bits of all memory words fall into this category. Only
the first 36 bits of each 39-bit word are used for message data. The last three
bits of each have special functions, they are designated P, T, and C, for parity,
telemetry, and clock correction, respectively. Of interest here are the clock
correction bits, which are used to make fine corrections in the satellite timing.
The 39th bit of most main memory words through word 136 and all ephemeral
words is available as a clock correction bit.

The discussion of satellite hardware which allows these clock correction bits
to function as a vernier time control is aided by reference to figure 6. At the top
of this figure is the general block diagram illustrating the general features of
TRANSIT signal generation previously discussed. We concentrate now on the
divider chain (FREQ DIVIDE block) between the master oscillator and the
MEMORY block.

This divider chain is constructed with sequential divisions of 16, 3, 2, 32, and
32, yielding a total frequency division of the master oscillator of 98,304. The
memory read clock thus formed has a frequency of 50.859 Hz corresponding to a
read period for each bit of 19.662373 milliseconds. Since the total message
consists of 6103 bits, the transmission time is 1 19.9994624 seconds, which is 537.6
microseconds short of a precise two-minute interval. The adjustment of the
memory read clock to a precise two-minute interval is made with the clock
correction bits. Figure 6 shows this link is made via the ADJUST 9.6 u SEC line
fror^ the MEMORY block to the FREQ DIVIDE block and constitutes the vernier
time control.

The vernier time control system, called the time normalizes, operates as fol-
io^j's. Whenever a word is read from main memory, the 39th bit is checked for
cohtent. If it is a zero bit, satellite timing continues uninterrupted. However, if
it is a one bit, a pulse activates the DELETE circuit. This circuit simply delays by
e actly one period the signal at its input. This input signal frequency having been
r duced from the master oscillator by a factor of 48, has a period 9.60

icroseconds. This action delays all memory readout operations lengthening the
d ration of the bit, and hence the entire readout cycle by that amount.

Since each clock correction bit (if a one bit) lengthens the interval of the
Message readout by 9.6 microseconds, to achieve an exact two-minute interval
537.6 microseconds 9.6 microseconds = 56 clock correction bits are required.
This, of course, assumes a nominal master oscillator frequency of 4,999,600.0 Hz.
To provide both positive and negative compensation about this nominal operating
point, an additional 56 clock correction bits are required. This allows a time
adjustment of ± 538 microseconds per two-minute interval. In fact, of the
possible 156 words in main memory exactly 124 words are available (the remaining
32 are not used for various reasons). Since the change of a single time control bit
in main memory results in a cumulative displacement of the FTM by 9.6
microseconds every two-minute period, over a period of 12 hours this amounts to
a net displacement of the FTM of 3.456 milliseconds.
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TRANSIT SIGNAL GENERATION

399.968 MHz^^•
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1. SATELLITE OSCILLATOR DESIGN CENTER FREQUENCY = 4,999,600

2. DIVIDER CHAIN RATIO (READ) = 16 x 3 x 2 x 32 x 32 = 98.304

3. 98,304/4,999,600 = 19.662373 ms/81T

4. 19.662373 x 6103 = 119.9994626 SECONDS

5. 120.0000000 — 119.9994624 = 537.6 pS

6. DIVIDER CHAIN RATIO (DELETE) = 48/4999600 = 9.6 pS

7. 537.6 NS/9.6 pS = 56 CLOCK CORRECTION BITS/2 MIN. INTERVALS

FigurA R. Satellite Clock Control System
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Finer control than that which can be obtained by inserting (or deleting) a full
control bit each two-minute cycle is available in the form of clock correction bits
stored in the ephemeral memory words. These bits are used only once, when they
are read from the ephemeral memory at word 50, and thus they provide a unique
correction for each individual two-minute interval. Since each bit is used only
once in the entire normal 12-hour span between injections (which reload the
memory), it has one three-hundred-sixtieth the effectiveness of the time
correction bits in the main memory. With proper use of these bits, together with
those in main memory, it is theoretically possible to hold the clock on time to an
accuracy of ± 4.8 microseconds over any 12-hour period.

The operation of the time normalizes has been described in terms of time
increments, but in practice its principal function will be to compensate for master
oscillator frequency variations in such a way as to hold the length of the readout
interval to exactly two minutes. When the oscillator speeds up, the proper number
of additional one bits will be inserted as time correction bits to slow down the
readout and maintain a constant cycle length. When the oscillator slows down
corresponding bits will be removed to match. In this way, the clock can be held to
a fixed two-minute cycle in synchronization with UTC. The amount of frequency
compensation corresponding to a single clock correction bit is given by 48 1120 =
0.4 Hz, since each bit controls a deletion of 48 cycles from the total two-minute
interval. The total amount of control available, corresponding to ±56 clock cor-
rection bits, is a frequency compensation of ± 22.4 Hz. It can be seen that this
control is more than enough to cover the expected lifetime drift (± 10 Hz) of the
oscillator with some left over for time synchronizing operations.

This, then, is the satellite clock system -- a stable oscillator driving the
memory readout through a frequency divider chain. Synchronization of the FTM
readout with UTC is achieved through control of the frequency divider chain using
special (clock correction) bits embedded in the satellite message. Thus
synchronization is controlled from the ground through the use of clock correction
bits transmitted and stored in the satellite memory. In operation the system
should consititute a precision clock which can be accurately synchronized with
UTC.

To understand how TRANSIT time is maintained; i.e., how the proper number
of clock correction bits is determined, we proceed to an operational description of
the ground control system.

THE GROUND CONTROL SYSTEM

The ground control system consists of a tracking facility (TRAFAC), tracking
and injection facilities (TRAINFAC's), and the Headquarters Computer Center.
Figure 7 is a functional block diagram of a TRAFAC/TRAINFAC and the Head-
quarters Computer Center.
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Figure 7. Functional Diagram of Ground System Facilities.
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The principal function of the ground control system is to compute the proper
pattern of time correction bits required to hold the clock on time with respect to
the chosen referenced time, UTC. This calculation can be thought of as being
carried out in two steps (although the results of both steps are, in practice,
combined to form a single pattern of bits to be included in the injection message
and transmitted to the satellite). First, the proper number of correction bits
required to hold the desired clock rate is determined according to the current
oscillator frequency. Second, the number of bits needed to correct any error in
the clock epoch is calculated in such a way that the error will be removed over a
normal 12-hour injection period.

Doppler and timing information collected by the TRAFAC from a TRANSIT
satellite pass is sent to the Headquarters Computer Center. The timing data are
processed in near real time by the NAVASTROGRU Satellite Monitoring System
(NSMS) programs. In this program raw timing data consisting of received FTM's
relative to the TRAFAC Cesium clock are processed to obtain the FTM epoch
referenced to the satellite and relative to UTC. The output of the NSMS is a plot
of the time errors associated with passes over a time span of the previous 36
hours. From this plot, a judgment is made by an analyst as to the clock epoch
error. An example of this plot is shown in figure 8. The expected epoch error, in
this case 30 microseconds, will be sent to the Final Formatting (FIFO) program.
In addition, a second input to FIFO is the result of the doppler data analysis.
From this analysis, the master oscillator frequency and drift rate are computed at
a predetermined epoch and linearly extrapolated over the injection message
readout span. (The program providing this analysis, the Orbital Improvement
Program (OIP), also supplies the updated ephemeris for the next injection span.)

With the inputs of satellite clock epoch error and oscillator drift rate, FIFO
calculates and inserts the proper number of clock correction bits into the injection
message. Subsequently, these injection messages are transmitted to the
TRAINFAC for injection in the proper satellite at the proper time.

CURRENT TRANSIT TIME ACCURACY

Having delineated how the NNSS generates and maintains TRANSIT satellite
time, consideration will be given to the limitations imposed by the hardware and
the current time dissemination accuracy of the TRANSIT satellites.

Although the inherent limit to timing precision is that of the satellite clock
(9.6 microseconds), this limit is rarely an impediment in the current operational
system. All TRAINFAC's use an AN/BRN-3 navigation receiver which can recover
a single FTM with a precision of approximately 35 microseconds (la). The signal
delay time from the AN/BRN-3 receiver, although measured weekly, is a function
of many variables, and the correction uncertainty is approximately 15 micro-
seconds ( lo). In the tracking of a single pass an average of six FTM datum points
is recovered, thus improving the time precision by a factor of C Each
TRAINFAC is equipped with a cesium clock whose time with respect to UTC is
maintained (via traveling clock checks) within five microseconds (la). Thus, the
expected precision in a time measurement of a single pass of a TRANSIT satellite
within the NNSS is 19 microseconds 0a).
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With this basic hardware limitation of measurement precision, figures 9 and
10 exemplify the current accuracy of each TRANSIT satellite referenced to UTC.

Immediately apparent is the disparity in time accuracy between the older
and newer satellites. The data base for each satellite consisted of over 1200
passes averaged over all tracking stations. Special problems with the two oldest
satellites are understood: satellite 30120 has reduced power on the transmission
of the 400-MHz carrier; and on satellite 30130 the 150-MHz tranmission has the
satellite telemetry signal (2.3 kHz) superimposed on it. The single-pass accuracy
of the system (all satellites combined) is approximately 19 microseconds (la).

Another feature apparent in the time accuracy histograms is the relative
frequency of satellite clock errors over 70 microseconds. The sources of these
errors are satellite oscillator jumps and ground station injection problems.
However, these problems are known at the time of their occurrence and corrected
within a reasonable time frame. Table I illustrates the NNSS operational time
dissemination reliability maintained over the previous four years.

TIME IMPROVEMENT PROGRAM

Improvement in TRANSIT timing accuracy in the near future should be
considered in terms of measurability and controlability. Both aspects are limited
ultimately by the satellite clock. The most important limitations in practice,
however, are delays throughout the feedback loop of the control operation. This
limitation becomes critical when compounded by limitations on measurability.
When time thresholds are implemented which require quick and serious response,
it is imperative that reliable confirmation be obtained as to the time
measurement in question.

Feasibility of improved measureability was made possible by the introduction
last year of a new TRANSIT timing receiver by Satellite Navigation Systems, Inc.
A paper on the Model T-200 Satellite Timing Receiver was presented at the Ninth
Annual PTTI conference (1977). Suffice it to say that initial evaluations indicate
a time recovery capability comparable to the NSMS. This receiver, if used at
each TRAFAC, would give an independent measure of time for each satellite
tracked, thereby redundantly doubling the number of datum points per pass. This
allows a more reliable determination of satellite timing which ultimately results
in better control.

Feasibility of improved controlability would come through NAVASTROGRU
operational procedure changes. To illustrate the extent of the delay in the control
loop consider figure 8 again. The estimate of the clock epoch error was made as
of 1600Z on day 283.

The correction, -30 microseconds, was injected into the satellite memory at
1415Z on day 284. The corresponding clock correction bits were spread as
uniformly as possible throughout the 12-hour readout period. This is a delay in
correcting a known clock error of 36 hours! Obviously any time improvement
program initiated by NAVASTROGRU will place high priority on shortening this
control loop delay.
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TABLE I. NNSS OPERATIONAL TIME DISSEMINATION RELIABILITY

SATELLITE BROADCAST EPOCH > 100 u SEC

	

YEAR	 INSTANCES

	

1978	 5

	

1977	 8

	

1976	 14

	

1975	 7

	

1974	 4

CATEGORIES OF SATELLITE TIMING ANOMALIES

- DETACHMENT INJECTION UPLINK 	 33
- SATELLITE HARDWARE MALFUNCTION 4
- OIP FREQUENCY MISPREDICTION 	 I

RELIABILITY

- PERIOD SINCE I JANUARY 1974
- APPROX 233,000 BROADCAST HOURS
- APPROX 1088 HOURS SAT CLOCK > 100 p SEC
- RELIABILITY = 99.5%
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The following hardware-related modifications are expected, either directly or
indirectly, to improve the accuracy of time disseminated by the TRANSIT
satellite system.

I. If, in the current joint evaluation (by NAVOBSY and NAVASTROGRU)
the TRANSIT timing receiver performs as well as initial tests indicate,
NAVASTROGRU will request (of DIRSSP) deployment of one receiver to each
detachment.

2. Continual upgrading of supplementary helix tracking antennas at all
TRAINFAC's for improved reception of satellite signals.	 This is especially
important as we enter a period of high solar activity.

3. Deployment of a second cesium clock to the detachments at Maine,
Minnesota, and California to improve the quasi-yearly checks by NAVOBSY.

4. The use of TV Line-10 from Los Angeles KTTV (Channel 11) by Head-
quarters as a continual link to UTC by the TRANSIT System. (As of November,
1978, this TV Line-10 source is still not operational.)

Software-related improvements are under consideration but are more tenuous
due to cost factors. They would consist mainly of improvements to the NSMS
timing program.

In summary, the operational TRANSIT System meets the current NNSS timing
objectives. NAVASTROGRU feels that with the introduction of the hardware and
operational changes mentioned above, anticipated NNSS requirements specific to
timing accuracy can also be met. Any further requirement, however, for time
transfer to a higher degree of precision on a continuous basis must be established
through the Chief of Naval Operations.
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QUESTIONS AND ANSWERS

MR. LAUREN J. RUEGER, Johns Hopkins University, Applied Physics Lab:

I feel impelled to defend the AN/BRN-3 Receiver design, as I had a
part in its development. It was designed to meet a specification of
100 microsecond time recovery in 1969 and I am a bit surprised that
it exceeded that by as large a margin as you have shown. You did
not mention the specification of the navigation system for timing at
the present time. Do you want to mention that?

DR. FINSOD:

Yes.	 There is no timing specification now. 	 Our primary mission,
which is navigation, determines that. 	 In those terms, people don't
get excited until they see 1,000 microseconds deviation; then the
duty officers, or the controllers, get excited. I call them up when
the deviation is about 200 microseconds and I start recovery action
at around 20 microseconds. So, because there is no specific require-
ment, it is quite a mess in determining who gets excited when, but
we do definitely make changes. When there is a 20 microsecond devia-
tion, we do put in delts, what we call delts, or corrections.

MR. RUEGER:

I thought there was in the works some requirement to hold 200 micro-
seconds relative to the Naval Observatory.

DR. FINSOD:

Right.

MR. RUEGER:

Is that not in effect yet?

DR. FINSOD:

It is public knowledge that the requirements that we are talking
about, which are coming downstream soon, are to maintain no more
than a 70 microsecond difference in any satellite clock on an orbit-
to-orbit return. In other words, you go around twice and you can't
deviate more than 70 microseconds, nor can you allow any more than
200 microseconds at any time on any satellite.

DR. ALFRED KAHAN, Rome Air Development Center:

Can you comment about the physical performance of the oscillators
for those last ten years. For example, have you observed any solar
activity on those oscillators?

DR. FINSOD:

If there has been, I don't believe that we have seen it. 	 On the
older satellites, we have had oscillator jumps, but I think that is
completely unrelated.	 We have found no timing problems related to
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solar activity, except those caused by increased scintillation of
the ionosphere, which causes problems in reading time. But we have
seen no evidence, that is, they are maintaining their offset of 80
parts per million within something like 50 parts per 300 million. I
mean, that is sort of the worst offset we have to the requirement,
and this is after 11 years. There has not been any correlation that
we have seen.

I think Mr. Rueger would like to comment.

MR. RUEGER:

We do have data on that subject and we observed the natural radia-
tion effects on the crystal oscillators which I suspect you are
seeing. The normal aging drift in these oscillators is up in fre-
quency, but down in frequency from the radiation effects of trapped
electrons in orbit.	 The upward drift is linear with time; the
downward drift from radiation dose is logarithmic with time. So,
all these satellites drifted slightly down, at first, and then they
eventually are dominated by the linear function and drift upward.
These oscillators have had such a large dose by now that even fairly
substantial solar flares cause almost no effects.

We did observe, when we had some very large solar flares on
occasion, a jump of the frequency during the early life in orbit by
as much as 4 parts in lo g . We have records of the frequency as a
function of time which you can plot yourself from the Naval Observa-
tory Bulletin 17 literature. Those numbers come from the Naval As-
tronautics Group and are then reissued by USNO to the public through
the Bulletin 17.

MR. FRAUHOFF, Efratom California:

With the clock specs that you have, what is the one sigma navigation
solution that the man comes up with? Did I mishear that or had that
been mentioned?

DR. FINSOD:

I am not sure I quite understand. 	 It sounds like a question that
might be directed to our first speaker. 	 Are you talking about the
corresponding navigational error?

MR. FRAUHOFF:

Yes.

DR. CHARLES MARTIN, Defense Mapping Agency:

It is based on a single pass.

DR. FINSOD:

Based on a single pass. 	 I don't know that figure off hand.	 Bob
Payne might be able to add something to that.
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MR. ROBERT PAYNE, Naval Astronautics Group:

As Dr. Finsod pointed out, our timing is controlled within the aus-
pices of our navigation today and the navigation resolution is on
the order of about 3/100 of a nautical mile, about 52 meters, that
we can maintain very well over any 24 hour arc. Now, we have been
experiencing increased solar activity, and, as you gentlemen know,
it does have quite an effect on navigation. We have seen problems
that have increased that number by a magnitude of 2 over what I
said, so .06 or .07 nautical miles is not unreasonable for very high
K or very high values of S average.

SPEAKER:

This comment, I think, gets closer to the answer that he asked.

DR. FINSOD:

Yes, I understood the question was about the clock performance on
navigation accuracy and the number I was giving was something of the
order of 10 centimeters to a meter, depending on what oscillator you
are dealing with. I think the errors you are speaking about are
mainly from ephemerous errors rather than from oscillator errors.
That perhaps was not what he was asking.

MR. DOUGLAS TENNANT, GPS Program Office:

I am curious to know if you have experienced anything like discreet
frequency shifts in the clocks?

DR. FINSOD:

Yes. In fact, a number within the last three or four months, par-
ticularly, I think in Satellite 13, or 30130, but we have found no
correlation between these and any other activity.

MR. TENNANT:

How about solar activity?

DR. FINSOD:

No. I mean, that is, none of the other satellites have the jumps
and the jumps do not occur very often--once every six months usual-
ly, which causes, of course, a serious timing problem until it can
be corrected.

MR. TENNANT:

In GPS, we have seen discrete frequency shifts which we have cor-
related to substorms on the sun. I wonder if you had a common expe-
rience?

DR. FINSOD:

No, although recently we have been trying to find some correlation
because our navigation has deteriorated somewhat, although not out
of specifications, and we could find no correlation in the K
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indices. But apparently there was high auroral activity, high solar
proton activity in the northern latitude where our tracking stations
are located, especially detachment BRAVO which is in Minnesota, and

detachment ALPHA which is in Maine. So, when we have problems, it

is hard to separate out the problems caused by from an excited iono-

sphere and those that correspond to the actual satellite being bom-
barded by radiation.

So, we haven't been able to determine any correlations.
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TIME SYNCHRONIZATION VIA THE TRANSIT SATELLITE
AT MIZUSAWA

T. Hara and K.-H. Sato

International Latitude Observatory of Mizusawa
Mizusawa-shi, Iwate-ken, 023 Japan

ABSTRACT

Time signals emitted from Transit satellites
have been received by the NACODE type receiver
since 1974 at Mizusawa, Japan (station 027).
By using these time signals, we can make a time
comparison between the International Latitude
Observatory of Mizusawa (ILOM) and USNO. To
complete time comparison by this method, many
corrections are, however, necessary such as
propagation delays, a receiver delay, effects
of relative motion of satellites, effects of the
ionosphere and so on. Propagation delays are
calculated from the precise ephemeris of the
satellite (30190) supplied by the Topographic
Center of DMA. The receiver delay is measured
by supplying a simulated signal to the space
near the receiving antenna. Effects of the
ionosphere on the propagation delays may be the
order of one microsecond. Standard deviations of
each pass are estimated to be ±15.5 micro-
seconds for the data UTC(ILOM)-UTC(USNO) obtained
in December 1976.
Time comparisons by the Loran-C system between
ILOM and USNO are referred for a check of the
Transit satellite timing method.

INTRODUCTION

Timing experiments via satellites have been carried
out many times since 1962 (Blair 1974). In Japan also,
experiments of time synchronizations between the Radio
Research Labolatories (RRL) and the U.S.Naval Observatory
(USNO) were carried out in 1965 and 1975 with accuracies
of one microsecond and 10 nanosecond's order respectively
(Frequency Standard Section and Kashima Branch 1965;
Yamamoto et al. 1976). These experiments were made in the
two way method and attained to the very high accuracy.
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This method is, however, much expensive and is not conven-
ient for the frequent measurements.

Although the measurements via the Transit satellite (Navy
Navigation Satellite) have relatively low accuracies as
compared with the two way method, this method has the
advantage that time comparison can usually be made twice
a day at moderate expence. The Navy Navigation Satellites
have been tracked by the TRANET I type receiving system
since late 1974, and time information data in punched paper
tape are available since 1976. In this report, timing
analysis and various corrections which are necessary to
derive time differences between UTC(ILOM) and UTC(USNO) are
presented by using the data obtained in 1976. Time synchro-
nization via Loran-C system will be referred to examine the
consistency of these two methods.

OUTLINE OF COMPARISON SYSTEM

Satellite trackings by measuring doppler shifts have been
made with the rubidium oscillator as a frequency standard
at the station 027. Time and frequency comparisons have
been made between the rubidium atomic clock and UTC(ILOM)
which is maintained by a cesium atomic clock. At the same
time, satellite timing pulses are monitored by UTC(USNO)
and the results are published regularly. Then, time differ-
ences between UTC(ILOM) and UTC(USNO) can be derived by
using these data.

I Satellite l

TRANET I

Station Clock
	

UTC(USNO)

Rubidium Clock

UTC(ILOM)

Flying Clock
N.W.Pacific

Loran-C Chain

Monitoring Station

Fig. 1-Simplified block diagram of the
time comparison system.
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On the other hand, Loran-C signals of the Northwest Pacific
chain are received at ILOM regularly with standard devia-
tions of less than 0.1 microseconds. This chain (SS3) is
monitored by flying clock from USNO. Thus we have another
method of time comparisons between UTC(ILOM) and UTC(USNO).
An outline of our time comparison system is shown in Fig. 1.

The TRANET I system receiver amplifies and demodulates
signals from satellites, and demodulated signals are fed to
the time burst detector which discriminates the satellite
time marks. Time interval between this fiducial time mark
and the station clock is measured to one microsecond.

CORRECTIONS FOR PROPAGATION DELAY, RECEIVER DELAY, AND
RELATIVE MOTION OF SATELLITE

As the orbital elements of satellites are not decoded by
the TRANET I system receiver, propagation delays from satel-
lites to the receiving antenna are calculated by using the
data of Cartesian coordinates of the satellite 30190 which
are supplied by the Topographic Center of DMA. Fig. 2 shows
an example of propagation delays in vacuum space which were
calculated by the precise ephemeris of the satellite 30190.

Receiver delays are measured by transmitting a simulated
signal into a space near the receiving antenna at few days
interval. During the period before November 28, 1976, the
AF type of tracking receiver was used and adjustments of IF
circuit were made so as to give a constant delay in the
receiver. Thereafter the IF phase-lock tracking receiver
was used and only measurements of receiver delay were made
without frequent adjustments. Delay time of the IF phase-
lock tracking receiver is shown in Fig. 3.

Delays of time signals emitted from satellites can be cal-
culated according to the Lorentz transformation. But clas-
sical treatment is sufficient, for the radial velocity of
satellites (v) relative to the station fixed on the Earth
is very small against the light velocity (c). Then time
delay caused by the motion of satellite relative to the
tracking station is estimated as

(v/c) • (propagation time) < 0.5 us

Time delay of this kind is corrected, although this is
small.
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RESULTS

Time differences between the satellite 30190 and the station
clock are shown in Fig. 4, where the corrections for propa-
gation delay, receiver delay, and motion of satellite men-
tioned above are made.
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Fig. 4-Emission time of the satellite 30190
observed by the station clock (rubidium
atomic clock).

In this calculation, receiver delays are corrected by three
constant values in the three periods, respectively, as fol-
lows;

775702	 us before 23 January 1976,
775763	 us until	 28 November 1976,
775966	 us after	 28 November 1976,

where system delay of 775434 microseconds and 406 Hz cir-
cuit delay are included.

The raw data included some extremely deviated values, and
these data were rejected by a fixed range filter to pass
only the data which were in the range from 0 to 350 micro-
seconds. The refined data were proved to have the standard
deviations of ±19 microseconds. The above measurements iaere
made with the station clock of which deviations were about
±1.5 microseconds.

In order to estimate the intrinsic error of the clock
comparison via satellite, we tried to remove all the

month
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satellite-borne clock (see
for the period after

errors of the station clock and
Fig. 5) and receiver delay only
November 28, 1976.
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Fig. 5.-Time differences between satellite-
borne clock (30190) and UTC(USNO). This
graph was plotted from the data in Transit
Satellite Report, Series 17 which was published
by the U.S.Naval Observatory.

The final form of clock comparison was reduced to UTC(ILOM)
-UTC(USNO) (see Fig. 6). These two time scales are main-
tained by the cesium clocks and fluctuations in UTC(ILOM)-
UTC(USNO) can be ascribed to timing error aroused by the
satellite timing system. Results are summarized below with
standard deviations in microseconds;

Station Clock - Sat.(30190)	 ±19
Sat.(30190) - UTC(USNO) 	 ±12
UTC(ILOM) - Station Clock	 ± 1.5
Receiver Delay	 ±14
UTC(ILOM) - UTC(USNO) 	 ±15.5

Standard deviations were reduced from ±19usto ±15.5us,
showing that only slight improvements were attained. This
may due to instability of the receiver delay and/or to
inappropriate correction of satellite clock.
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Fig. 6-UTC(ILOM) - UTC(USNO) via Transit
satellite 30190.

TIME SYNCHRONIZATION VIA LORAN-C SIGNAL

The Northwest Pacific Loran-C chain is available in the
vicinity of Japan. Most institutes in Japan have been
receiving the master station Iwo-jima with the standard
deviation of less than ±O.lus. Receiver delay can be meas-
ured with sufficient accuracies, but propagation time seems
to be hard to estimate with high accuracies. Propagation
time from Iwo-jima to the monitoring station of the chain
(Fuchu) was once determined by USNO as 4070.Ous from a
calculation combined with a transportation experiment with
an atomic clock. RRL when it was in Midori-cho, Koganei-
shi, Japan had calculated the propagation time based on
above value as 4122.5us. On the other hand, time synchro-
nization between RRL and ILOM has been made with the aid of
a portable clock as well as Loran-C receptions. The differ-
ence of propagation times between these two stations and
the Iwo-jima station was determined as 1192.4±0.24us by
five clock transportation experiments. Then, propagation
time from Iwo-jima to ILOM was obtained as 5314.9us.

Thus, the quantity of UTC(ILOM) - UTC(USNO) is derived from
the Loran-C receptions and the data "Daily Phase Values,
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Series 4" which is published by USNO (see Fig. 7). By com-
paring these values with the one obtained by satellite tim-
ing signals, it was found that there is a discrepancy of
about 35Us.
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Fig. 7-UTC(ILOM) - UTC(USNO) via Loran-C.

DISCUSSION

The ionospheric effect on radio wave propagation was not
corrected in the above results. The order of the effects
on propagation delay will be estimated here. As the receiv-
ing frequency is 400MHz, geomagnetic field and collision
of electrons with neutral gas can well be neglected. Then
the optical length (T) is calculated according to the
formula T = Inds, where the integration must be done along
the propagation path and n is the refractive index which is
in relation with the plasma frequency (fp) and the operat-
ing frequency (f) as n 2 = 1-(fp/f) 2 . The plasma frequency
is related with electron density (N) as fp 2 = 80.6N in MKS
unit system. Then the optical length can be estimated from
the equation T = t(1-80.6N/f 2 /2)ds by using a model iono-
sphere (Tsuchiya 1976) for the N(h) profile. A numerical
calculation was made for the satellite which is on observ-
er's zenith, yielding 0.1us and 0.05us in daytime and
nighttime respectively. The distance to the satellite which
is on the horizon will be four times as large as the one
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when a satellite is on the zenith. So, maximum propagation
delay may amount to 0.4ps and 0.2ps, respectively.

On the other hand, the mean value of station clock - satel-
lite was obtained as 48.95 ±1.39ps and 48.70 ±1.77ps for
the daytime and nighttime period, respectively. That is,
reception error is above the ionospheric effect, so we can
find no significant differences in ionospheric effect be-
tween daytime propagation and nighttime one from the above
results. Nevertheless we may safely say that the ionospheric
effect produces no errors larger than one microsecond when
the solar activity is moderate.

obtained when the
(C.A.) are used
data that fall in
our case. Depend-
the doppler shift
point in whole

At TRANET stations only the data which ar
satellite is near to the closest approach
for time synchronization purpose. All the
the range from Ops to 350 D s were used, in
ency of delay time of timing signals upon
of satellite were examined for each datum
passes obtained in 1976 (see Fig. 8).
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Fig. 8-- Station clock - Satellite 	 30190
which was observed every two minutes.
The abscissa is taken as Doppler shift
in units of 10 -6 .	 Average value is shown
by large circles.

Scattering of data are relatively small near C.A., and
furthermore there is a tendency that received signals ad-
vance by about lops for pre-C.A. period and vice versa for
post-C.A. period. This tendency does not differ distinctly
whether the reception was made during daytime or nighttime

545



periods. The physical explanation of this tendency is left
unsolved even if we take into consideration the tropospheric
refraction effects, since these are the order of one micro-
second at most.

CONCLUDING REMARKS

A timing experiment via the Navy Navigation Satellite for
the year of 1976 was shown. Our time comparison has shown
that fluctuations of the obtained data have the standard
deviation of ± 16 us . This is almost the same order as the
reported values by Hunt and Cashion (1978) and Cashion et
al. (1978). But there is a discrepancy of 35ps as compared
with the data obtained by the Loran-C reception. There might
be some problems in delay time measurement. Furthermore,
fluctuations in timing pulses may be pretty large, since the
band width of the receiver is narrow.
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ESTIONS AND ANSWERS

MR. LAUREN RUEGER, Johns Hopkins University, Applied Physics Lab:

Before I open this paper for comments from the audience, I would
like to make a couple of comments myself. The first is that the
small shift he saw in this last curve is characteristic of what we
observed in the tracking loop characteristics of the VCO. He was
using a fairly early model Nikode-type receiver that has a fairly
simple transfer function for the tracking loop. The lags in that
would give him the 10 microseconds I think he is observing.

The second comment is that during 1977, following this data,
we did an experiment in making time transfers between the U.S. Naval
Observatory and the National Bureau of Standards in which we had
very carefully calibrated the receiver delay, to a resolution of
10 nanoseconds. And in using that, we discovered, buried in
the data that we now provide through Bulletin 17, a possi-
bility of a 50 microsecond bias because of the uncertainty of the
receiver delay.

If you take the 50 microseconds from this source and the 35
microsecond discrepancy this man found, they are in the same dir-
ection and compensating. His data is really within his experimental
error. We should tell him someday.
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ABSTRACT

The basic concepts of the special and general theories of relativity
are described. Simple examples are given to illustrate the effect of
relativity on measurements of time and frequency in the near-earth
environment.
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Down to Earth Relativit

I. Introduction

As almost everybody knows, next Mrch 14th is the 100th
Anniversary of the birth of Albert Einstein, and so many
celebrations and symposia are planned for 1979 that I fear
all will become violently ill from an overdose of relativity
well before mid year. For now, I would like to distill some
of the salient aspects of both the special and the general
theories of relativity and to relate them to clocks and
frequency standards. After describing the basic concepts
of special and general relativity, I'll discuss the size of
the relativistic effects near the earth and the level of
their experimental verification to indicate how well one
might be able to rely on general relativity.

II. Special Relativity

Special relativity is partly concerned with the percep-
tions of observers viewing rods and clocks in uniform motion
relative to one another (amid not accelerating with respect
to some "absolute" inertial frame which we won't worry about
here). A key idea in Einstein's development of this theory
involves the concept of simultaneity. If, as Newton assumed,
there was a universal time coordinate that applied through-
out all space, then there is no problem in our agreeing on
a definition of the simultaneity of two events: We simply
compare the readings of our "universal" clock. If the read-
ings are the same at each event place, we agree that those
events took place simultaneously.

If there is a spatial coincidence
then there's again no problem agreeing
of simultaneity because the points are
use the same watch at the same place t,
events occur at the same time. That's
without a universal time.

between two points,
on	 a definition
co-located. We can
see whether the

no problem, with or

If there were spatial separation between two events,
and if we could communicate between those two separate spa-
tial points with infinite speed, then again, we'd all agree
there would be no problem in deciding whether or not the
events were simultaneous.

However, if we have spatial separation and the communi-
cation speed is limited by the speed of light, as Einstein
thought, then, there is a problem. The definition of simul-
taneity is no longer intuitively obvious. In fact, as a
simple, down to earth, example can show, even with a rea-
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sonable definition, there is not necessarily agreement on
simultaneity among observers moving relative to one another.

Now, let us define simultaneity for events at spatially
separated points with communication between them possible
via light signals. Concentrate for a moment on some given
frame (Figure 1) .
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We're concerned about whether or not events that occur at
points A and B in this frame are simultaneous. We can go
to the midpoint between these two points, a distance L from
A and B, and we can say that when an observer at point A
sees an event he or she (hereafter "he" for economy) immedi-
ately transmits a light signal toward O and when the obser-
ver at point B sees an event he also immediately transmits
a light signal to 0. If these two light siqnals arrive at
O simultaneously, then we say that the events A and B oc-
curred simultaneously. That's a reasonable definition of
simultaneity.

Now suppose we have two frames in relative motion.
Consider, in particular, a down to earth example: the
ground and a train (Figure 2).
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(Any who know my flying habits, know that I have a special
spot in my heart for trains even though they do tend to run
a bit late.) Let us single out two points, A and B, on the
ground, and set an observer halfway between. We follow the
same procedure on the train so that at a certain instant,
say t , we have our train point A* coincident with A, our
observer O* coincident with O, and B* coincident with B.
Suppose that an event occurs at both A and B at t as meas-
ured in the "ground" frame and that light signals °are trans-
mitted from A toward O, and from B toward O at that instant.
As the light signals travel, the train is, of course, moving,
say in the direction from B to A. Thus, the light signal
from A is going to arrive at O* while the light signal from
B is still travelling toward O*. A little while later, the
two signals arrive at O, simultaneously, so the observer at
O would say events A and B occurred simultaneously. But
our observer at O* would not agree because he received the
signals from A* and B* at different times. So one may con-
clude that if an event is simultaneous as measured accord-
ing to our definition in one frame, the event will not nec-
essarily be simultaneous as measured in another frame. Of
course, there is nothing special about any one frame: the
events could as well have been arranged to appear simultan-
eous to the observer at O* as to the observer at O.

In fact, one may conclude more generally that simul-
taneity is dependent on the motion of the observer. Ein-
stein also thought that all observers moving uniformly with
respect to one another should be e qually valid observers so
there should be no preferred (inertial) frame. Further, he
felt that there should be no region of space-time singled
out as more important than any other; he therefore assumed
that space and time were homogeneous. This assumption im-
plies that a linear transformation determines the relation
of (Cartesian) space-time coordinates in one frame with re-
spect to those in another. Einstein made one more assump-
tion: the speed of light, c, is constant, such that the
same value would be measured by any observer no matter what
his state of relative motion. This seemingly provocative
assumption had, of course, been upheld with exquisite ac-
curacy in Michelson's and Morley's 1887 experiment.

To quantify these ideas, Einstein utilized a transfor-
mation which actually had been derived somewhat earlier, al-
though with a different and inferior intellectual founda-
tion, by Lorentz - the Lorentz Transformation:
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S*	 S

X* _ x - vt-
[1 _ (V/C) 2 ] 1/ 2

t* = t	 (v/c^ x

[1 - (V/C) 2 ] 1/2

This transformation relates the coordinates x_ and t, defined
in a frame S, to the corresponding coordinates in a frame S*,
where S* has a velocity v with respect to S. One can see
that these transformations are linear in x_ and t and in x*
and t*. Since neither S nor S* is "preferred", we should be
able to invert the equations and obtain the same description,
and, indeed , we do, except for the sign inversion of the
velocity:

S	 S*

X = X* + vt*

[1 - (V/C) 2 ] 1 /2

(2)

t =	 t* + (V/cx) X*
[1 _ (V/C) 2 ] 1 ,/2

Because S* has a velocity of v_ with respect to S, S has a
velocity minus v with respect to S*. There is nothing in
the transformation that singles out any one frame as special,
despite the theory's being called "special" relativity (for
a different reason, discussed below).

Let us now turn to the question of clocks. what in
particular, does special relativity say about clock rates?
If there is a clock at rest in the frame S* and one measures,
from frame S, the interval between two "ticks", the result
will be different from the corresponding measurement made by
an observer in frame S*. The numerical relation between
these measurements made in different frames is given by

(1)
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At =
	 At*	

(3)
1- (V 2 /C 2 )

In other words, the observer in S thinks the interval between
ticks is longer than does the observer in S*. The ratio of
the two intervals is given by the Lorentz factor:

Yl - ( v2 /c2 )	 ( 4)

Similarly, since these are symmetric situations, if the clock
had bred in S, and the observer in S* were to measure the inter-
val between two ticks, a similar relation would be obtained:

At* =	 At
	

(5)
Yl- ( v 2 /c2 )

The point is that, with the clock in S*, one is actually com-
paring it to a series of (identical) clocks distributed in
S which the clock in S* passes as it moves with respect to
S; similarly, with the clock in S: it moves with respect
to the fixed (identical) clocks in S*. There is no paradox
in the relationship being symmetric. one may conclude from
this analysis that a clock always appears to run fastest in
its own frame. When an observer is at rest with respect to
the clock, he thinks the clock is running faster than when
he is;Ouniform motion with respect to that clock. This ef-
fect has been verified very well in the measurement of the
lifetime of unstable elementary particles. Such particles
in cosmic rays, and in accelerators, often move with veloci-
ties v very close to c, and this lifetime enhancement factor
can then be very large because the Lorentz factor tends to
zero and its inverse to infinity. Studies of mu-mesons have
verified this effect with very high accuracy.

III.	 General Relativit

The theory of relativity we just discussed is special
in the sense of being restricted. It is silent on the sub-
ject of gravitation; it is concerned primarily with physics
in (inertial) frames moving uniformly with respect to one
another. Einstein felt that concern was not sufficient; he
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wanted to introduce gravitation. Einstein was unhappy with
Newton's theory of gravitation which had existed unchallenged
for about two centuries. Newton's theory did, of course,
have one small problem. There was a minute, but annoying,
discrepancy between the observations and the theory which be-
came noticeable in the late 1850's and was quite well estab-
lished by the eprly 1900's. Einstein was not upset about
Newton's theory/,because of a mere disagreement with observa-
tions; his concern was a matter of principle.

Einstein did not accept Newton's theory because it im-
plied action at a distance. In this theory, the force felt
by body A due to body B depended on the location of body B
at the very instant that body A felt the force. But if no
signal can travel faster than the speed of light, how is
body A to know where body B was located at that instant?
This aspect was a severe drawback to Newton's theory in Ein-
stein's mind and he set about the development of an alterna-
tive. The process took about a decade. The main principle
upon which he based this general theory of relativity is the
so-called "principle of equivalence".

One can state this principle in various ways. A usual
way is to state that the effect of a gravitational field
locally is indistinguishable from an inertial acceleration.
The example usually given is that of an "Einstein elevator".
Suppose a laboratory is enclosed in an opaque small elevator
and placed in a gravitational field, such as on the surface
of the earth. The scientists inside feel the force of grav-
ity but cannot unequivocally identify it as such. They may
do any physics experiments and obtain numerical results.
However, suppose now the laboratory were taken away from the
earth and accelerated uniformly with a rocket. If the scien-
tists in the laboratory were to repeat all their experiments,
the principle of equivalence states that they will get ex-
actly the same numerical answers, provided that the inertial
acceleration is exactly equal to the gravitational accelera-
tion.

Another statement of the principle of equivalence can
be given in terms of the ratio of gravitational to inertial
mass. Gravitational mass is the mass that appears on the
right hand side of the equation that expresses Newton's law
of gravity:

Gm M
F =	 g g
	

(6)
r2
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where G is Newton's constant of gravitation, m is the
(gravitational) mass of the body being acted u5on, M is the
(gravitational) mass of the body attracting m , and 9 is the
distance between them. The inertial mass is the coefficient
of the acceleration,a, in Newton's law of motion:

F = m. a
	

(7)1

The ratio of these two masses, according to the principle, is
independent of the composition of the bodies and independent
of the mass of the bodies. It is a universal constant. This
principle, although not so named, was also accepted by New-
ton. In fact, he was the first to verifyit quantitatively,
achieving an accuracy of approximately 1 part in 1,000.

What can we infer from this principle of equivalence?
One of the things Einstein inferred was that the trajectory
of a particle could depend only on the geometry of space and
time. By the principle, the trajectory did not depend on the
particle itself, on its composition, or on its mass (except
for the "back reaction" which I ignore here). It doesn't
matter whether we have a pea, a flashlight, or whatever; it
will move on the same trajectory because it will be affected
in the same way as any other mass. Thus, Einstein reasoned
that one could talk about the trajectories being merely a
property of the geometry, and having nothing to do with the
particular object that was moving along the path.

What determines the geometry? Einstein felt that the
geometry should be determined solely by the mass, or, more
precisely, the mass-energy, distribution in the universe.
But isn't it contradictory to say that the path of the par-
ticle doesn't depend on the particle, only on the geometry,
and that the geometry depends only on the mass distribution?
Certainly the particle is part of the mass distribution.
Yes, but if one considers the particle to have an infini-
tesimally small mass, it won't affect the geometry, and to
that extent, these statements are consistent. But this
"closed loop" aspect is m key tc tinlfeova's ttie-cvy.

Einstein may have been guided in developing his "field
theory" for gravitation by analogy with Newtonian physics.
In Newtonian physics, one obtains the gravitational poten-
tial from the mass distribution. In other words, the gravi-
tational potential everywhere in space is determined by the
mass distribution. In fact, the potential, (D, is determined
by Poisson's Equation:
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V20 = 47P
	

(8)

where p is the mass density. Only the gravitational poten-
tial appears on the left side and only the mass (density) on
the right side. This equation is a linear, second-order,
partial differential equation for (D. Einstein in effect
generalized this purely spatial expression, to an analogous
space-time expression that also allowed the geometry to be
non-Euclidean. He used Riemannian geometry and developed
an analogous equation where, on the right side, the mass den-
sity is replaced by the energy-momentum tensor:

G 
1v ( guv ) = 6Tf- u v ; u,v = 1 -> 4.	 (9)

As in the Newtonian case, only the right side contains the
"mass" terms; only the left side contains the "geometry"
dependence. The geometry here is defined in a metric space.
The so-called "metric tensor" g	 in essence expresses the
"connection" between neighborin4 vpoints in this space-time:

ds 2 = guvdxudxv	(10)

The interval ds is the "distance" between two infinitesimal-
ly separated points in the space-time. To evaluate ds 2 , one
sums over all values of the two indices ^j and v which run
from 1 to 4 and correspond to the three spatial and the one
temporal dimension. In Cartesian coordinates, in Euclidean
three-dimensional space, ds 2 = dx 2 + dy 2 + dz 2 ; Equation
(10) is the generalization for a Riemannian metric space.

Einstein made other assumptions, namely that this
energy-momentum tensor is a conserved quantity in a sense
analogous to the conservation of energy and momentum in New-
tonian physics. Further, he limited the derivatives on the
left side to second-order derivatives of g , in analogy to
the second-order derivatives on the left sfae of the Newton-
ian equation (8). With those assumptions, one can uniquely
determine the left side up to a term proportional to the
metric tensor. The coefficient of this term, the so-called
cosmological constant, Einstein first took to be zero, a
position he deviated from later when he thought the universe
was static; still later, he greatly regretted this temporary
deviation. (It is now generally assumed that the cosmolo-
gical constant is zero.)
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Because of symmetry (T	 = T ), Equation (9) represents
only 10 independent equations, no^ 16. These are Einstein's
field equations which he used as the basis for calculations.
In Newtonian Physics, the field equations were not enough.
Equation (8) indicates how the gravitational potential can
be determined, but it doesn't tell one how to calculate the
paths of light rays and particles. In fact, Newton never
said anything, as far as I know, about the effect of gravity
on light rays. As for the effect of gravity on massive ob-
jects,Newton had a separate assumption, his equally well-
known law of motion, given in Equation (7). In relativity,
the corresponding equations are the equations for geodesics
in four-dimensional space-time. A very intriguing aspect of
the general relativistic formulation is that a separate as-
sumption for the equations of motion does not seem to be
needed; the equations of motion follow from the field equa-
tions themselves. The basic reason that makes this result
possible, though by no means guaranteed, is that the field
equations of general relativity are non-linear. The New-
tonian field equation, by contrast, is linear. The terms
hidden in G	 in Equation (9) are, in fact, non-linear ex-
pressions A terms of the metric tensor g.

IV.	 Magnitude of Relativistic Effects

What of the magnitude of the relativistic effects we
might expect? We know, as Einstein also knew, that Newton-
ian physics is a very good approximation, at least in our
neighborhood. So the Newtonian equations must be, in some
sense, the first approximation for the solution to the rela-
tivistic equations. Deviations from Newtonian physics ap-
pear in terms proportional to v 2 /c 2 as we saw from the
Lorentz Transformation; in the general theory of relativity,
deviations appear in terms proportional to the factor,
GM/c 2 r. The quantity GM/c 2 has the dimensions of length and
is often denoted by r and called the gravitational radius
of the body. We can 8valuate r near the sun, say, to de-
termine theorder of magnitude o? the relativistic effects
there that are due to gravitation. We find that, for the
sun, r - 1.5 km; by contrast, the radius of the sun is
about 900,000 km. Thus, we can expect relativistic effects
to appear at the level of two parts per million.

What about effects near the earth, which are of more
direct concern for us? We find that the gravitational radi-
us of the earth is near half a centimeter. In other words,
the earth would have to be compressed down to half a centi-
meter before it would turn into a black hole. The radius of
the earth is about 6 x 10 8 centimeters, so relativistic
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effects near the surface of the earth could be expected to
be on the order of eight parts per billion, not terribly
large.

Let us now try to describe the relativistic effects
quantitatively. To solve the field equations to determine
the metric tensor g , is no easy job. There are very few
problems that have Seen formulated where g can be deter-
mined in closed form. The most famous one s, solved by
Schwarzschild very shortly after Einstein published his
theory, is for a spherically-symmetric, static mass distri-
bution. The solution exterior to that mass can be written
as:

GM
ds 2 = -(l - 2a M + 2(3 ( rM,^ 

2 
+ ...) c2dt2

+(1 + 2y GM+ ...) (dr 2 + r 2 d0 2 + r 2 sin 2 ed^ 2 ) , (11)
rc

where, as stated above, ds 2 is the infinitesimal space-time
interval and where the non-vanishing components of the met-
ric tensor are the coefficients of dt 2 , dr 2 , etc. These
coefficients, as here, are often written as a power series
in GM/c 2r. In general relativity, the parameters, a, S, and
y, don't appear; they are identically one. The higher-order
terms, indicated by "...", do not appear either; they are
identically zero in general relativity. The reason for
writing the metric in this "generalized" form is to facili-
tate the testing of the theory. By a least-squares match
of the predictions of the theory to the results of observa-
tions made, say, in the solar system, one can estimate the
values of these parameters. If the estimates turn out to
be unity to within experimental uncertainty, we conclude
that the observations are consistent with general relativity
If they aren't, then general relativity is in trouble.

Given the metric tensor and the equations of motion, one
can then calculate explicitly the paths of test particles and
light signals. The calculations are a bit intricate; one
cannot in general obtain "closed-form" solutions. One often
uses a perturbation expansion in powers of r ° /r where the
first approximation represents the Newtoniansolution and
the next higher approximation, the so-called post-Newtonian
solution.
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V.	 Simple Examples of Relativistic Effects on
Frequency and Time

Let us, finally, turn to the predicted relativistic
effects on the frequency of light signals anO on clocks. We
will treat first a very simple example to show how one can
use elementary reasoning to obtain an answer, without employ-
ing the full armamentarium of general relativity. We'll need
only to apply the principle of equivalence. Thus, suppose we
have a transmitter and a receiver that are stationary but
separated. Let the receiver, or observer, be on the surface
of the earth; let the transmitter, at an altitude H above
the observer, transmit a signal with frequency f (see Figure
3). The question is, "What frequency does the observer meas-
ure?"

T_V A- Is M', t ter T -^rnr wt ^ der

^f
H----^^	 K

cqu^va^e^^cE	
,2e ce;,, z.r

^ceclera^, N a ^-^bcv2+cvy

E ,r £ h	 F" 4L. -e.3
APPI ;ca+; o" o- Pf-;o 6L of Fga;vakwe

An easy way to answer this question is to use the
principle of equivalence. The system, or laboratory, we set
up is equivalent to another where we replace gravity by an
acceleration: We accelerate the laboratory at a value a,
equal in magnitude to the acceleration g of the earth's
gravity. We keep the observer and transmitter separated by
the same distance H. At some instant, the transmitter sends
a signal which the observer receives a short time, At, later.
Let the velocity of the observer, at the instant of recep-
tion of the signal, relative to his and the transmitter's
velocity, at the instant of transmission of the signal, be
Av. The value of Av will be equal to the acceleration of the
laboratory multiplied by the time interval between trans-
mission and reception. Thus, using the principle of equiva-
lence,

Av = aAt = glHi
	

(12)
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where At is just the time taken by light to travel the dis-
tance H (At = H/c), and where a = g. These are all approxi-
mate relations, valid to the first order in the small quan-
tities. The frequency shift, A f = f"-f, of the observed
frequency relative to the transmitted frequency, f, is like
a first-order Doppler shift and is given by

Af _ 4v	 gH
f	 c	 2

c

where we have substituted from Equation (12). This change
in frequency represents, in fact, a violet shift.

Thus, the transmitter, at altitude H, sends a signal
at frequency f and the observer receives a signal with a fre-
quency greater by 4f. We note that the change in gravita-
tional potential between transmitter and receiver is just
the change in-CM ®/R® , the gravitational potential for the
earth:

GM 	
"ME)R ^ - 2 DR® ^ gH

®	 R®

where M and R are the mass and radius, respectively, of
the earth; and AR is equal to H. The fractional change,
Af/f, in frequency and the accumulated difference, OT, in
apparent clock readings after elapsed time T are . given by:

(13)

(14)

Af A(D

f c2

4T =	 -	
A(D

T

c2

(15)

In other words, if the observer had a clock identical in con-
struction to that governing the transmitter, and if the ob-
server knew the value of the transmitted frequency, as de-
termined at the transmitter, by the clock there, the obser-
ver would infer that his clock was losing time relative to
the clock in the lower gravitational potential of the trans-
mitter. Of course, this "relativistic" loss can easily be
taken into account in any comparison.

Let us consider another example. Suppose a frequency
standard were in a circular orbit about the earth, and sup-
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pose, incorrectly, that the first-order Doppler shift and
the earth's rotation were negligible. Suppose, further,
that a signal of frequency, f , is transmitted by the satel-
lite and received on earth, aid that the frequency of that
signal is measured on earth, with equipment governed by a
clock identical in construction to the clock in orbit that
governed the transmission of the signal. Under our assump-
tions, the frequency, f e , measured on earth will be related
to f  by:

[1 + (2^D e /c2)] 1/2

f e	 [1 + (2,D s /c 2 ) - ( vs
IC )

 2 ] 1/2 f
s	 16)

where the subscripts s and e refer to conditions at the sat-
ellite and on the earth, respectively. Thus, the difference,
f - f s , in frequency is determined by the motions of the
b8dies and by their gravitational potentials. Recall from
Equation (2) that for the motion itself, we have the factor
(1 - V2 /c2)+ 1/2; but here, where we are considering frequen-
cy rather than time, this factor enters with the plus half
power rather than with the minus half power. As we saw in
the first example, although not in this more exact form, the
gravitational potential also affects the frequency; the ef-
fect was linear in ((b /c 2 ) with a coefficient of unity. This
result can be recovered here, for (fi /c 2 ) «l, by expansion

	

of (1 + 20 ) 1/2 .	 Since ((D/c 2 ), (^ ^c 2 ), and (v z /c ) are all
small near s the earth, we expand the rightside o? Equation
(16) , rearrange, and obtainBw t fk -Ue aid of Cooler 3Ji ni 4 Oo ercy y?:

1^ f	
f e - f s	 3GPI	 GM ED

f	
f 
	 2 (R® + H)	 R®

3R
3.5 x 10-10 (R ® H) - 2	 (17)

where H is the altitude of the satellite. The ratio
Af/f, the apparent fractional change in frequency measured
by the observer on the surface of the earth is thus of the
order of a few parts in 10 10 , where for H less than half
the radius of the earth we observe a violet shift, and for
H greater than half the radius of the earth we observe a
red shift. Above half an earth radius, the effect of the
motion dominates over the effect of the gravitational poten-
tial, and vice versa, below half an earth radius. With the
combination of the motion and the gravitational potential
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effects, we would measure either a violet shift or a red
shift, depending simply on the altitude of the satellite.
were we to observe from a lower potential, that is, from a
position higher above the earth than the satellite, we would
measure a red	 shift. Remember, however, that this entire
development must really be modified for the observer's motion
and for the first-order Doppler shift, both of which were
ignored in this example.

YI.	 Validity of the General Theory of Relativit

Now let us address briefly the question of whether or
not general relativity is a valid theory. It is clear in
principle that at some level general relativity must "break
down", because it isincompatible with quantum mechanics.
No one has yet been able to formulate a satisfactory quantum
theory of gravity, although there are some good ideas cur-
rently being explored. As one makes observations on a more
microscopic scale, quantum mechanics plays an increasingly
important role. At what length scale will quantum gravity
actually be important? One answer is based on the evalua-
tion of the "fundamental" length that can be formed from
the gravitational constant, the speed of light, and Planck's
constant, h, which is a measure of the importance of quantum
phenomena. This length is called the Planck length and is
given by:

^. 1/2
LP	—	 ~ 1.6 x 10-33Cm

C3

wherein accordance with convention, the "slash" on h de-
notes division by 27. It is clear for present PTTI purposes
that one need not worry about such length scales. It will
be a long time before anyone will conceive of practical ex-
perimental procedures that will expose what happens at these
length scales. Quantum theories of gravity currently under
study center on so-called "super gravity", which tries to
unite general relativity and quantum mechanics in a "higher
level" theory for which general relativity will be the ap-
propriate macroscopic limit. Testing the validity of these
ideas is hopelessly beyond present experimental capabilities.

In the macroscopic world of the solar system, relativ-
istic effects are very small. In addition, they have been
verified by measurements to one percent or better. The rela-
tivistic effects of motion and gravity on clock rates, in
particular, have been verified to approximately one hun-
dredth of one percent already. A relativistic effect on
trajectories, the prediciton of a non-Newtonian advance of

(18)
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the perihelion position of Mercury's orbit, has been verified
to about half a percent. The predicted deflection of light
rays, and the predicted increase in echo delays, have been
verified to the order of one percent, and a few tenths of one
percent, respectively.

There is no problem, in principle,in applying the gen-
eral theory of relativity to the solar system, and, in par-
ticular, to the earth environment at a useful level of accur-
acy. The situation is all very well defined by the prin-
ciples of the theory. Unfortunately, how to apply these
principles is not always so clear to those who try. As one
consequence, apparent paradoxes have appeared in the liter-
ature, as well as many other errors. But, at the level of
accuracy of interest to PTTI, these are the problems of
those doing the calculations, and not the problems of the
theory. The theory is quite reliable and often useful at
this level of accuracy.
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QUESTIONS AND ANSWERS

DR. CARROLL ALLEY, University of Maryland:

I think it is appropriate fo-r- this--audience to re-al ize.t-hat the

first practical applications of Einstein's ideas in actual engineer-

ing situations are with us in the fact that clocks are now so stable
that one must take these small effects into account in a variety of

systems that are now undergoing development or are actually in use

in comparing time worldwide.

It is no longer a matter of scientific interest and scientific
application, but it has moved into the realm of engineering necessi-
ty. So talks like this are very important to try to acquaint the

community with these fundamental principles, because the uncertain-

ties have, indeed, arisen in lack of understanding of what is going
on, rather than in the basic ideas.

DR. SHAPIRO:

Yes, in fact I left out one slide where I meant to show what the ac-
cumulated effect, say, in a day would be if you took two identical

clocks, put one on the ground and one in the spacecraft in orbit

around the earth at some nominal altitude.

Of course, we can cancel it out as we saw, but what would be

the order of magnitude of the accumulated difference in the readings

of the two clocks per day? And it is about 20 microseconds. So it

can be quite substantial.

Of course, that is a little bit of a spoof since we don't yet

have such extremely stable absolute standards, so if you put a clock

in orbit and just measure its rate in orbit, then you would, in ef-

fect, automatically correct for these relativistic effects, provided

it was a circular orbit and provided certain other things were true.

But when one gets down to the tens of nanoseconds level, and

one worries about eccentric orbits and various other things, then it

is true that these effects, small as they are, are not negligible

compared to the accuracy that you can achieve with clocks.

The first really practical application that I know of that
people are worried about is in the CPS system, where the effects are

of the order of tens of nanoseconds for some of the applications.

DR. ALLEY:

For the GPS, albeit a 12 hour orbit, it is 38 microseconds per day.

DR. SHAPIRO:

That is true.	 But I say that you can get rid of that very easily by
the redefinition of rate.
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DR. ALLEY:

Yes.

DR. SHAPIRO:

But you still have to worry even in comparisons within a day of the
order of tens of nanoseconds.

DR. ALLEY:

If I may be permitted one more comment: 	 In the summer of '77 we
actually carried out the Einstein falling-elevator experiments using
the earth falling towards the sun. We transported clocks essen-
tially from the floor to the ceiling by carrying them from the nor-
thern hemisphere to the southern hemisphere at the time of the sum-
mer solstice, when the axis is tilted toward the sun. We verified
for clock rates that the potential of the sun does not effect the
clock rates between floor and ceiling in the freely-falling elevator
earth. Thank you.

DR. SHAPIRO:

There are many experiments, as I alluded to, that verified various
aspects of general relativity. I felt I couldn't do justice to all
of them, and therefore I did justice to none of them.

DR. CHARLES MARTIN, Defense Mapping Agency:

I would like to make one comment here because I think it's quite
important in terms of our potential utilization of the global posi-
tioning system. I don't think there is any question about the
microsecond errors if you do not take them into account.

But I think it is certainly important that we all realize that
the capability, the theory, is adequate to take into account rela-
tivity errors to the level of, say, 20 or 30 nanoseconds.

DR. SHAPIRO:

No. To much better than that. My main message was the theory makes
very specific predictions and they have been verified to a small
fraction of one percent as far as clocks are concerned.

So, simply on the experimental verification level, you can be-
lieve them to the sub-nanosecond level. But as far as the theory is
concerned, there is no good reason to believe it breaks down there
just because you haven't tested below there. 	 There is no theoreti-
cal reason that it should break down just below.	 And it does make
very specific predictions. The problems arise, as I said, when
people don't fully understand the theory when they try to use it in
their calculations.

MR. ALLAN, National Bureau of Standards:

I again think for this audience, along the lines Professor Alley
mentioned, that for the GPS user in the future, because the earth is
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spinning, these effects become very significant. If you synchronize

two clocks on the surface of the earth via portable clock and via
satellite (by GPS), and ignore that the earth is spinning, assuming

the Einstein synchronization technique, you can make errors of the

order of hundreds of nanoseconds. So one has to be careful.

DR. SHAPIRO:

That is right.	 One has to be careful.	 But I am saying that the

theory is very clear. I could work out any example, including the
spinning earth, including flying clocks westward against the di-

rection of earth (as was done already) and eastward with the direc-
tion.	 And there are differences there, because you are adding to or

subtracting from the velocity of rotation of the earth. All of

these things have been worried about and have been calculated and
there is no problem, as long as you really understand the theory

that you are applying.

MR. THOMAS MCCASKILL, Naval Research Laboratory:

We have a talk this afternoon in which we will present some results

with the NTS satellites. In view of the high amount of interest

that has been shown on the relativistic effects, we will bring a
couple of slides that Mr. Buisson presented last year, which show

the difference in frequency between a cesium clock measured on the

ground and a cesium clock that was placed in orbit, which verified

the first order relativistic effect.

DR. ALFRED KAHAN, Rome Air Development Center:

In your opinion, then, is there any experiment that still needs to
be done to further prove the general theory of relativity with
satellites, flying clocks? Or is the theory so good that we have

confirmed to the one-percent or half-percent level that we don't

need any more experiments?

DR. SHAPIRO:

I am a firm believer that physics is an experimental science and

when one has the opportunity to test to a higher level of accuracy

one should, provided it doesn't cost a major fraction of the gross
national product.

And one has to draw some reasonable position there between do-

able but hugely expensive and do-able but not such a great gain. I
believe in experiments if you can make an order of magnitude gain in

the experimental limit:	 It is worth a reasonable amount of money.

If you are going to make a ten percent gain, I personally

wouldn't bother doing the experiment. There are some effects of

general relativity that haven't been observed at all at any level
that are important.

For example:	 The dragging of inertial frames due to the

spinning of the massive body were predictions worked out frorn
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general relativity as long ago as 1918. 	 They have never been veri-

fied because the effects are very small.

There are several possible ways of getting an experimental

handle on this with earth experiments, including flying spinning

gyroscopes and so forth, but they are technically very difficult and

very expensive to perform, and it is not clear yet that we are
really ready to do that.

DR. ALLEY:

I would like to adopt a slightly different stance. The confusion in

the understanding of the fundamental principles is widespread even

among authorities.

I mean, there are recently published papers in the literature

making predictions coming from people who should know better. For

example, on this falling earth experiment I mentioned, one of the

leading theorists in Europe in general relativity published in Phy-

sics Letters the flat statement that clocks would run at different
rates at the North Pole and South Pole at the time of the solstices.

This is flat wrong, which he now admits. But there is a tre-

mendous amount of intuition that is lacking in understanding general

relativity, which we have in electricity and magnetism. And I would

submit that the performance of clock experiments that we are now

able to do will contribute vastly to developing this kind of intui-
tion.

In a certain sense the clocks in gravitational fields are

analogous to magnetic filings in magnetic fields. And it is quite

important to do these experiments when one is able to do them.

DR. SHAPIRO:

I don't like  to disagree with my colleague, but I find that I must

disagree strongly with what Professor Alley just said. I find that

no amount of experiment can really take people away from wrong no-

tions.	 For example, the twin paradox has created fanatics in great

numbers and no amount of experiments quells that at all.

As far as theoretical physicists like the one to whom Professor

Alley alluded, and whom he didn't mention and whom I won't mention,

he was perfectly well convinced that he had made an error simply on

a theoretical basis. It didn't take an experiment to convince him

that he made an error.

It was perfectly clear that he just didn't apply properly the

relativistic principles. Many people, if they are reasonable, can

be convinced by the theoretical arguments, and having exposed their

wrong step, they admit it.

The non-fanatics will be convinced by the theory, and the

fanatics won't be convinced by anything.
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ABSTRACT

This paper is organized into two major divisions

according to the topics: polar motion and UTI.

Each division is introduced with a brief review

to provide a minimal perspective for readers un-

familiar with the subject area. The applications

of Doppler satellite observations, laser ranging

to artificial satellites and the Moon, and astro-
nomic radio interferometry to monitoring polar

motion and UTl are discussed. Emphasis is placed
on detailing how and what each method is capable

of measuring, fundamental limitations are noted,

and the present status of the development of each

method is reviewed.

The paper concludes with a summary of the author's

evaluations of the various methods as candidates

for the next generation international polar motion

and UT1 monitoring service.

INTRODUCTION

The "classical" methods of monitoring polar motion and UTl have been

based on visual, photographic, and photoelectric observations of optical

stars. The temporal and spatial resolutions and accuracies of these

methods have been limited by such factors as; an inability to fully
correct the observations for the effects of the Earth's atmosphere, in-

accuracies in the relative positions and proper motions of the stars,

the limited number and poor distribution of observatories, and instru-

mental imperfections. Further refinements of the classical methods,

some of which involve the application of modern technology, are continu-

ing and are expected to yield significant improvements. However, pro-

foundly different methods, which have developed as outgrowths of space
exploration activities, promise an order of magnitude improvement in our

ability to monitor polar motion and UTI. 	 It is these space-age methods,

i.e., Doppler satellite observations, laser ranging to artificial satel-

lites and the Moon, and astronomical radio interferometry that are
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discussed in this paper.

POLAR MOTION

Review

Polar motion is the motion of the Earth's instantaneous pole (axis of
rotation) with respect to a reference point fixed to the crust of the
Earth.

The theoretical basis for the existence of polar motion was presented
by Euler in 1765, but the motion was not detected observationally until
the late 1800's. S. C. Chandler discovered that the observed motion was
actually the result of two primary components: a revolution of the true
pole around the principal moment of inertia axis counterclockwise when
viewed from the north, with a period of 1.2 years; and an annual revolu-
tion, also counterclockwise (Chandler, 1891). The 1.2 year period of
the first component (now commonly referred to as Chandlerian motion) did
not agree well with the much shorter period predicted by Euler's work.
The discrepancy was quickly explained by S. Newcomb as being due to the
elasticity of the Earth (Newcomb, 1891). The annual term is produced
by the continuous redistribution of mass in meteorological and geo-
physical processes.

The motion of the pole is not totally predictable from a simple two-
component model. Unexpected changes in the magnitude and direction of
the motion occur, that result in a requirement to monitor the motion on
a continuing basis.

Regular monitoring of polar motion was undertaken by the International
Latitude Service (ILS) in 1899, and has continued without interruption
until today. The ILS system uses the differential zenith distance
method (Hoskinson and Duerksen, 1947) of determining latitude with
visual zenith telescopes (VZT). The stations are all located very near
the same parallel of latitude (39° 08' N) so that the same star pairs
can be observed from all observatories. The mean pole position defined
by the ILS observatories for the period 1900-1905 has been adopted as
the Conventional International Origin (CIO).

In 1962 the ILS was reorganized, according to resolutions of the Inter-
national Astronomical Union, and the International Polar Motion Service
(IPMS) was founded (Yumi, 1964). The IPMS continues to publish polar
positions based only on the ILS observatories, but it also publishes
values derived from a combination of VZT, Photographic Zenith Tube (PZT),
astrolabe, and transit circle observations from approximately 75
observatories.
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In 1955, the Rapid Latitude Service (RLS) was established, by action of
the IAU, under the direction of the Bureau International de 1'Heure
(BIH), to predict the coordinates of the pole and provide time correc-
tions with very short delays. The individuality of the RLS has since
been abandoned and the rapid service is now provided as a routine
function of the BIH.

In 1968, the BIH adjusted the positions of their contributing observa-
tories, predominately the same observatories that are included in the
IPMS system, to insure the coincidence of the BIH pole with the CIO.
Since that time, the BIH reference system has been maintained indepen-
dently from the ILS system. In 1972, the BIH began to include pole
position information obtained by Doppler satellite observations in their
solutions. The Doppler values used are the two-day solutions of the
Transit navigational system observations, presently published by the
Defense Mapping Agency. The methods used to combine the Doppler data
with the optical data are detailed in the BIH Annual Report for 1976.

Pole positions derived from Doppler observations of artificial satel-
lites are available from as early as 1967, but the earliest data are of
lower quality than the post 1972 data. The developmental work of the
Doppler Polar Motion Service (DPMS) was accomplished at the Naval
Weapons Laboratory (Anderle, 1973). The Defense Mapping Agency (DMA)
took over operational responsibility in April 1975 (Oesterwinter, 1978).
The Doppler polar positions are available directly from DMA, and are
also published in U. S. Naval Observatory Time Service Publication
Series 7.

To briefly summarize, polar motion values are determined and distributed
today by the IPMS, BIH and DMA. The IPMS utilizes only optical data,
the BIH utilizes a combination of optical and Doppler satellite data,
and DMA utilizes only Doppler data. Monthly means are usually quoted as
having uncertainties in the 20 to 40 cm range, but the positions pub-
lished by the different services often differ by 1 to 2 meters.

Many questions still remain unanswered even after almost 80 years of
continually monitoring polar motion. Some of these questions cannot be
answered unless significant improvements are made in the spatial and
temporal resolutions of the observations. An improved monitoring system,
based on more modern methods, is badly needed. Candidate methods are:
Doppler satellite observations, laser ranging to the Moon and artificial
satellites, and astronomic radio interferometry.

Polar Motion Determinations by Doppler Satellite Observations

The material presented in this section has been extracted primarily from
papers by Anderle (1973) and Oesterwinter (1978).
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Radio signals suitable for Doppler observations are transmitted by U. S.
Navy Navigation System satellites. The satellites are in nearly circu-
lar polar orbits at heights of about 1,000 km. They continuously trans-
mit at two carrier frequencies, 399.968 MHz and 149.988 MHz (nominal
values). The oscillators typically drift a few parts in 10 11 per day.
Both frequencies are generated from the same oscillator to facilitate
the determination of ionospheric refraction effects.

Pole positions are obtained as part of the bi-daily updating of the or-
bit of each satellite. The gravity field model and the positions of
the base stations are held fixed in a least squares solution which esti-
mates the x and y coordinates of the pole, six constants of orbital
integration, one drag scaling factor, a frequency and tropospheric
scaling factor for each satellite pass, and the coordinates of any new
points being surveyed. The bi-daily solutions from as many as five
different satellites are combined to derive 5-day mean positions of the
pole.

The Doppler pole positions are determined in the "Doppler network"
coordinate system. In 1970, an attempt was made to make the origin of
the Doppler coordinate system close to the CIO by estimating the coordi-
nates of the base stations in a solution in which the gravity field co-
efficients and the BIH pole positions were held fixed. The network does
vary with time due to station failures, modifications and upgrades, and
the augmentation of the 17 to 20 base stations by one to ten, or more,
temporary stations during various operational campaigns.

The standard error of the pole positions vary considerably depending
upon the distribution and number of observations combined in each solu-
tion. Oesterwinter (1978) concludes that the standard deviation of a
two-day polar coordinate solution is now better than 40 cm, and for a
five-day mean, under 20 cm. The dominant source of error is believed
to be residual errors in the gravity field model.

Polar Motion Determinations by Satellite Laser Ranging

The material presented in this section has been extracted primarily
from papers by Kolenkiewicz et al. (1977) and Smith et al. (1978).

Many artificial Earth satellites have been equipped with retroreflectors
to facilitate tracking by laser ranging systems. Polar motion can be
determined from satellite laser ranging from a single station, if an
accurate satellite ephemeris is available, or a network of stations.

In the case when only a single tracking station is in operation, only
one component of polar motion, i.e., the component along the station
meridian, can be monitored. The procedure is to establish a precise
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reference orbit by tracking the satellite for a reasonable period of
time, say a month or so, and then compare subsequent observations made
over periods of perhaps 6 to 12 hours, to this reference orbit. Of
particular interest is the apparent change in inclination of the orbit,
since changes in the latitude of the tracking station are reflected as
apparent changes in that parameter. Of course, in order to extract the
changes in latitude, any real changes in the inclination of the satel-
lite must be taken into account.

The strongest determination of the inclination of the orbit is obtained
when the tracking station is located near the northern or southern apex
of the orbit. The satellite is then moving along an east to west (or
west to east) track to the north (or south) of the tracking station
when it is observed.

Initial experiments to determine polar motion by satellite laser track-
ing were conducted by the NASA Goddard Space Flight Center during a
5-month period in 1970. The experiment used ranges to the Beacon
Explorer C satellite. The pole positions showed residuals, with respect
to BIH values, having an rms deviation of about 1 meter. A very funda-
mental difficulty with the single station method just described is the
requirement for a reference orbit that remains very precise over periods
of months to years.

If a "network" of ground stations is operated, for which a consistent
set of coordinates is known, the requirement for the reference orbit is
eliminated and both the x and y components of the pole position can be
determined in the "network frame of reference." This multistation case
corresponds to the Doppler methods previously described.

Smith et al. (1978) presented the first results of the network approach
using the Laser Geodynamics Satellite (LAGEOS) which was launched on
May 4, 1976. The LAGEOS satellite was specifically designed to have a
very stable orbit. The satellite is in a high orbit (12,265 km) and
has a high mass to surface area ratio, which greatly reduces the effects
of such perturbing forces as solar radiation, Earth albedo, air drag,
and the high frequency components of the Earth's gravitational field.

Smith and Kolenkiewicz analyzed LAGEOS data collected by a network of
seven stations during the period of May through December 1976 and
derived 5-day mean values of x and y with most of the estimated standard
deviations ranging from 0.01 to 0.02 aresecond (ti30 to 60 cm). These
results are available in tabular form (Smith, 1978).
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Polar Motion Determinations by Lunar Laser Ranging

•

	

	 The material presented in this section has been extracted primarily
from Harris and Williams (1977).

An error in the latitude of a lunar laser ranging observatory results
in a range error which is relatively constant near zero hour angle, but
does depend on the lunar declination, approximately as the sine of the
difference between the latitude of the observatory and the lunar
declination.

Ar = rA^ sin (^-d)	 (1)

where r is the range from the observatory to the
lunar reflector; d is the declination of the lunar
reflector; ^ is the geocentric latitude of the
observatory; A^ is the change in the geocentric
latitude of the observatory due to a change in
the position of the pole; and Ar is the change in
range.

When the Moon's declination is nearly equal to the latitude of the ob-
servatory, the error in latitude contributes little to the range error,
but as the Moon's declination moves away from the observatory's lati-
tude, the error in latitude does contribute to the range error. The
signature has a period equal to the lunar cycle. Harris and Williams
analyzed the McDonald lunar laser ranging data to determine if there
was a reasonable chance of extracting daily polar motion values from
that single observatory data set. They concluded that there was not.
Polar motion values based on lunar laser ranging apparently will have
to await multiobservatory operations.

Polar Motion Determination by Radio Interferometry

In radio interferometry the range-difference and the time rate of change
of the range-difference from the radio sources to two (or more) obser-
vatories are determined. When extra-galactic sources, such as quasars,
are observed the sources are at such great distances that the radio
wave fronts arriving at the interferometer are essentially planar. Any
purely translational motions of the interferometer or rotations about
an axis parallel to the interferometric baseline are not detectable.
For a single baseline, it is possible to determine two of the three
angles necessary to express the orientation of the Earth in the frame
of reference defined by the radio sources. To determine all three
angles, two nonparallel baselines are required.
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The sensitivity of radio interferometry to variations in the orientation
of the Earth can be estimated from the following equations:

AX = -(AO) Y - x Z
	

(2)

AY =	 (AO) X + y Z

AZ = xX - yY

x and y are the components of the pole position, in radians, relative to
the CIO; AO represents (UT1-UTC), also in radians; X, Y, Z are the Earth
fixed coordinates of the baseline; and AX, AY, AZ are the changes in the
baseline vector components caused by x, y and A0.

If the baseline has a substantial Z component, changes in the position
of the pole will cause significant changes in the equatorial components
of the baseline (X,Y) which will be reflected in the sinusoidal signa-
tures of the delay and delay rates.

If the baseline is nearly parallel to the equatorial plane, i.e., Z^-- 0,
sensitivity to polar motion comes solely from the AZ term. A small
variation in Z causes a change in the delay that varies with the decli-
nations of the sources. It is therefore quite feasible to determine one
component of polar motion from an equatorial baseline. In fact, excel-
lent determinations of the x component of polar motion have been
obtained from the nearly equatorial Haystack-Owens Valley radio inter-
ferometer. These results are particularly noteworthy because they agree
closely with Doppler derived values, the rms of the differences being
~30 cm, and display obvious systematic trends relative to the BIH values
(Robertson et al. 1978).

There are two approaches to implementing astronomic radio interferometry;
connected element interferometry (CEI), and very long baseline inter-
ferometry (VLBI). The underlying principles are not different, but the
technological methods used to bring the signals detected at the two
telescopes together for processing cause significant differences in the
operational characteristics of the interferometers and in the dominant
error sources.

CEI baselines are presently limited in length to a few tens of kilo-
meters by the ability to maintain the phase stability of the connecting
data link. VLBI baselines are limited in length to a few thousand
kilometers by the size and shape of the Earth. The inherent angular
resolution of an interferometer is directly proportional to the baseline
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length - i.e., the longer the baseline the better the angular resolu-
tion.

However, the theoretical resolution of the interferometer is not pres-
ently the limiting constraint on the accuracy to which the polar motion
can be determined. Since polar motion is an angular measurement, any
instabilities of the two telescopes forming the interferometer degrade
the determination as the ratio of the radius of the Earth to the length
of the baseline. For baselines of a few kilometers to a few tens of
kilometers, for which CEI is presently feasible, this multiplicative
factor is of magnitude 10 2 to 10 3 , and antenna distortions due to gravi-
tational and wind loading and temperature variations, and local crustal
deformations become critical. Atmospheric "seeing" also appears to be
a serious problem (Hargrave and Shaw, 1978). For the much longer base-
lines used in VLBI these factors decrease in significance and local
oscillator instabilities are presently the limiting constraint. As
higher performance oscillators are developed, the ultimate limiting con-
straints are likely to become atmospheric effects, possible variations
in the structure of the radio sources and tectonic motions.

In October 1978, the U. S. Naval Observatory (USNO) initiated a program
to use the 37 kilometer CEI located at the National Radio Astronomy
Observatory (NRAO) at Greenbank, West Virginia. NRAO personnel perform
the observations specified by USNO, and the data reduction and dissemi-
nation are done by Washington based USNO and Naval Research Laboratory
(NRL) personnel. The USNO/NRL group estimates that the NRAO interfer-
ometer may eventually be capable of determining polar motion to 0.01
aresecond (30) cm over an averaging period of a day or so.

The National Ocean Survey of the National Oceanic and Atmospheric Ad-
ministration has begun a project to establish and operate a three-
station network of permanent observatories to monitor polar motion (and
UT1) by VLBI. The project designation is POLARIS (POLar-motion Analysis
by Radio Interferometric Surveying). Project POLARIS is described in
some detail in Carter et al. (1978). Computer simulations indicate
that the POLARIS system will be capable of determining the x and y
components of polar motion to better than 10 cm over an averaging
period of 8 hours.
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UTl

Review

The Bureau International de 1'Heure (BIH) has monitored the rotation of
the Earth since 1912, utilizing observations from a large number of
stations (presently about 80) distributed around the world. The BIH is
presently the only international service which provides UTl data. In-
dependently determined values are also published in the USNO Time
Service Series 6.

The Earth does not rotate at a constant rate, but exhibits periodic,
secular, and irregular variations. The primary periodic terms have
annual, semi-annual, 27.55 day and 13.66 day periods. Sudden variations
in the length of day of several milliseconds over a period of a few days
have been observed (Smylie and Mansinha, 1968).

Just as with polar motion, the present methods of monitoring UTl do not
have sufficient angular or temporal resolutions to satisfy modern scien-
tific requirements. In the following sections, candidate methods for
improved UT1 determinations are examined.

UT1 Determinations by Artificial Satellite Observations

In order for the rotational orientation of the Earth to be determined
in an inertial frame of reference by artificial satellite observations,
it is necessary that any perturbations of the satellites' orbital plane
be predictable over the time span of interest. Over time spans of
several months to years, the uncertainties for even the most stable
satellites, such as LAGEOS, will grow to unacceptable levels. For this
reason it is widely agreed that artificial satellite observations by
Doppler, laser ranging, VLBI or any other method are not suitable for
long term Earth rotation studies. However, satellite observations
could be used to monitor short-term variations in the Earth rotation
which could then be combined with observations of a different type
having the desired long-term stability.

Smith et al. (1978) have investigated the use of LAGEOS laser ranging
observations for the determination of UT1. The limiting perturbations
appear to be Earth albedo and ocean tides. They estimate that by the
early 1980's the modeling capabilities will likely be such that it will
be possible to derive UTl with uncertainties of a few tenths of milli-
second over periods of three months. Silverberg (1978) has suggested
that the pairing of LAGEOS and lunar laser ranging data would be a
reasonable marriage of convenience. The LAGEOS data would provide un-
broken short-term coverage, while the lunar data would provide the
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long-term frame of reference. It would be desirable if the participat-
ing observatories could do both types of range measurements.

Another combination that has been suggested is VLBI observations of
artificial satellites, such as the NAVSTAR constellation, and extra-
galactic sources. The satellite signals could be made of sufficient
strength that relatively simple and inexpensive ground stations and data
processing systems could be used. The more expensive observations of
the extragalactic sources would be minimized, and yet still provide the
long-term stable frame of reference.

UTI Determinations by Lunar Laser Ranging

A constant error in the assumed longitude of a lunar laser ranging sta-
tion will produce a range residual, with respect to the lunar ephemeris,
which varies as the sine of the lunar hour angle.

Ar = AUTO cos S sin H	 (3)

Ar is the change in range from the observatory to
lunar reflector due to an error in longitude (AUTO);
d is the declination of the lunar reflector, H is
the hour angle of the lunar reflector.

If lunar laser ranging data are available over a large enough span of
hour angle to allow the sinusoidal signature to be well estimated, UTO
can be determined for the observatory. Using polar motion .information
from another source, such as the IPMS or BIH, or observations from two
or more properly located lunar laser ranging observatories, it is
possible to obtain UTI. Just as in the case of artificial satellites,
the lunar ephemeris must not drift, relative to an inertial frame of
reference, if the UTI determinations are to remain accurate over long
periods of time.

A significant number of lunar laser range measurements have to date
been made from only one observatory - the University of Texas McDonald
Observatory. These data have been analyzed by several investigators to
extract Earth rotation information (Stolz et al. 1976; Harris and
Williams 1977; King et al. 1978).

King et al. compared UTI determinations by lunar laser ranging to
smoothed BIH values, to which fortnightly and monthly corrections had
been added to account for tidal effects largely removed by the BIH
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,othing procedure. After removal of the mean differences, the
remaining differences was 2.1 msec. It should be noted that
values derived from the lunar laser ranging data by different

vestigators, differ significantly. For example, the King et al.
Stolz et al. UT1 values have an rms difference of 0.8 msec. The
of these differences are being investigated.

rms of
the
in-

vs.
sources

UT1 Determinations by Radio Interferometry

Elsmore (1973) points out that an equatorial interferometer (Z=0) can
measure UT1 directly - uncorrupted, to first-order, by polar motion.
Equations 2 make this quite apparent. For Z-_O, the terms containing
x and y (the components of the pole position) vanish from the equations
for AX and AY. For this reason, it would be desirable in designing a
UT1 monitoring network to utilize equatorial baselines.

Elsmore (1973) reported the results of UT1 determinations with the 5 km
equatorial CEI at Cambridge between August 1972 and May 1973. The rms
scatter relative to BIH values was approximately 6 msec. The averaging
time for each determination was generally 12 hours.

USNO estimates that it will be able to determine UTO using the NRAO CEI
with an accuracy of i msec on a daily basis during 1979, and hopes to
substantially improve that accuracy over the next few years.

Robertson et al. (1978) reported the results of 14 VLBI experiments con-
ducted between September 1976 and May 1978 using the Haystack-Owens
Valley interferometer, in which UT1 values were determined. The rms
difference with respect to the BIH values (with added fortnightly and
monthly terms) was 1.6 msec, after removal of the mean difference. Com-
parative studies of the VLBI and lunar laser ranging UT1 values are in
progress.

NOS computer simulations for the POLARIS network indicate that it will
be capable of determining UT1 to ±0.1 millisecond in an averaging
period of eight hours or less. The experimental results of the Haystack-
Owens Valley interferometer, reported by Robertson et al. (1978), add
credibility to the simulations.

SUMMARY

The only truly operational usage of any of the modern techniques for the
determination of polar motion or UT1 has been the Doppler satellite de-
terminations of polar motion. Even in this case, the polar motion in-
formation has been a by-product of a program having other primary goals,
and very little effort has been made to optimize the network configura-
tion, observing schedules, or instrumentation for determining polar
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motion. The Doppler satellite method suffers the disadvantages that it
relies on the availability of functional satellites, which have limited
lifetimes and must be replaced from time to time, and that it would not
be an adequate method for the long-term determination of UTI. The
author believes that this limits the Doppler satellite method to a
transitional role that will prove very useful in verifying the initial
results of methods better suited to long-term usage.

Viewed independently, laser ranging to artificial satellites and the
Moon, each have serious deficiencies. Even using very special satel-
lites such as LAGEOS, it appears that satellite methods will only be
able to provide measurements of UTI over periods of a few months before
errors due to rotation of the orbital plane become excessive. Lunar
laser ranging suffers from technological complexities (only one observa-
tory has been made to operate reliably after the first full decade of
experiments) and difficulties in obtaining measurements within a few
days before or after a new Moon. The combined usage of satellite and
lunar laser ranging data, as suggested by Silverberg, certainly offers
some promise but the cost of operating enough stations to ensure re-
liability during periods of poor weather may still disqualify these
methods.

Astronomic radio interferometry has several very desirable attributes:
a three-station network (the minimum number of stations required to
form two baselines) can determine both components of polar motion and
UTI; spatial resolutions of 10 cm can be achieved in averaging periods
of eight hours or less; observations can be made during inclement
weather; the radio sources form the most nearly inertial frame of ref-
erence presently known; the radio sources have unlimited lifetimes,
and are equally available to all users. The choice between CEI and
VLBI techniques depends very heavily on the maximum length of the base-
line that can be operated in the CEI mode. For baselines of less than
several hundred kilometers the task of cleansing the CEI data of purely
local effects appears, in the author's opinion, to be insurmountable.

Of the presently available methods, VLBI observations of extragalactic
radio sources appear to be the best choice for use in the next genera-
tion international polar motion and UTI service.
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uestions and Answers

DR. TOM CLARK, NASA Goddard Space Flight Center:

Do we have any questions or comments? I might make one comment
regarding Bill's last picture. In addition to the three stations he
showed there, the same group is also conducting even earlier proto-
type observations using a Mark III system personally funded by DMA
that will be going into Sweden, and some hardware personally funded
by NASA which will be going into a station in California, so there
will actually be some FY 79 observations going on at those stations.
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TWO-WAY TIME'TRANSFERS BETWEEN NRC/NBS AND NRC/USNO
VIA THE HERMES (CTS) SATELLITE
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Washington, D. C.

ABSTRACT

Two-way time transfers via the Hermes (CTS) satellite between
NRC, Ottawa and NBS, Boulder and between NRC and USNO, Wash-
ington, D.C., began once a week in July 1978. At each sta-
tion the differences were measured between the local UTC
seconds pulse and the remote UTC pulse received by satel-
lite. The difference between the readings, if station
delays are assumed to be symmetrical, is two times the
difference between the clocks at the two ground station
sites. Over a 20-minute period, the precision over the
satellite is better than 1 ns. The time transfer from NRC
to the CRC satellite terminal near Ottawa and from NBS to
the Denver HEW terminal are still subject to larger uncer-
tainties which are being examined. The absolute measure of
UTC differences also depends on the measurement of station
delays, which in present circumstances will be difficult to
carry out.

Two years ago, discussions were started on the possibility of
two-way time transfer between the NRC and LPTF in France using the
Symphonie satellite. A year ago, the possibility of participating in
the third year of experiments on the Canadian-USA Hermes satellite
arose, and the NRC applied to the Canadian Committee for an allocation
of 112 hour a week. This experiment received final approval by the
Minister of the Canadian Department of Communications in April 1978.
The approved schedule, with NBS Boulder as partner, was for 16:00-16:30
ET on Fridays to September 31, and on Thursdays until December 31. The
usage of the satellite alternates daily between Canada and the USA.
Early in the experiment, the USNO was included, and in October an addi-
tional 112 hour in the Canadian schedule was allocated, 12:00-12:30 ET
on Tuesdays, for time transfer between NRC/USNO.
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It is perhaps necessary to state that the very short lead time,
the shortage of manpower and equipment, and the operation through host
terminals, has for all three laboratories placed constraints on the
program.

Figure 1 is a schematic of the mini network. It shows a) the NRC/
NBS link, and b) the NRC/USNO link. It was intended at one time to
operate a USNO/NBS link, but this project was abandoned for technical
reasons which will be evident later.

The Hermes satellite operates in the 12-14 GHz bands, and has two
transmitters, one 200 W and one 20 W. Each channel has a steerable 2°
beam which can be boresighted on a particular station as desired. The
beams cannot normally be changed during an experiment, particularly
since the failing telemetry on Hermes requires a large NASA antenna for
acquisition of telemetry, and telemetry status of the satellite is
rarely available these days.

All satellite terminals use a standard TV channel which requires a
1 volt peak-to-peak video input. The 1 pps and the TV horizontal sync
pulses simulate the TV video and maintain proper video levels. It is
realized that using a 1 pps is not the most efficient way to use the
6 MHz bandwidth, but NRC was already committed to using this format
with France.	 It is also an easy format to put into operation quickly
since all have 1 pps clock pulses available.

Because the NRC uses the master terminal at the Communications
Research Center (CRC) with a 30-foot antenna, the 20 W beam is directed
to Ottawa, and the 200 W to Denver or to Washington.

In Denver, NBS has the use of a terminal owned and operated by the
Department of Health, Education and Welfare (HEW). It has an 8-foot
antenna and 400 W transmitter power. This gives, at CRC in Ottawa, a
received carrier of 40 db S/N with a 300 kHz bandwidth in the television
channel.

In Washington the story is more complicated. In late July, experi-
ments started with USNO using a NASA terminal at Goddard, but unfortu-
nately we had no success. Initially the boresight was directed not to
Ottawa, but halfway between Ottawa and Goddard. The signal to noise,
down about 3 db, seemed adequate, but a later slide will show some of
the difficulties.	 Trials began again some seven weeks later, after
NASA had been off the air to make changes at the site, but the experi-
ments were not successful. The additional time allocation was used,
but NRC and USNO computer failure and interface problems compounded to
frustrate the experiment.

At the Hermes Users Meeting in Wingspread, Wisconsin, September
19-21, 1978, Mr. K. Kaiser suggested that it might be possible to put a
COMSAT Hermes terminal at the USNO. 	 Since this had the enormous
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advantage of avoiding the requirement for a time transfer from the lab-
oratory to the terminal, and saves so much time in travel and equipment
displacement, this was followed up with some enthusiasm by the USNO,
and the COMSAT terminal was placed at the USNO. Successful transfers
for the past three weeks have been achieved.

The time transfer from NBS to the HEW Denver terminal has been
done by carrying two Cs standards to the terminal (Fig. 2), using one
as the station clock, and obtaining closure after the experiment at NBS
(Fig. 3). This has given 1-2 ns accuracy, and has shown that there are
large and variable errors in the new TV Line-10 receivers.

In Ottawa, the NRC has been relying on the TV Line-10 receivers.
CRC is about 32 kilometers (20 miles) from NRC, and both sites have a
clear line of sight to the TV transmitter. The path difference has
been indexed with portable clocks. Often, 1 ns standard deviation for
300 readings is obtained, but variations over 200 ns have been seen.
It is usually possible to tell when the readings are reliable, but
there is no doubt at the moment that the NRC/CRC link gives the largest
source of error in the transfer, and NRC will convert to the NBS type
of operation as soon as possible.

The principle of the measurements is shown in Fig. 4. 	 At each
station, the counter is started with the local UTC pulse and stopped
with the pulse received from the satellite. The transit times are
about 0.255 s for CRC/Denver, and 0.258 s for CRC/USNO. To obtain the
difference between the two station clocks, the readings T 1 and T2 for
each second must be subtracted and divided by two. In fact, it is
preferable to fit a cubic equation to the 1000-odd measurements and
then exchange and subtract the equations.

There are the two other terms in the equation, hopefully small and
constant. The terms t l and r l are the delays in the transmitter and
receiver at station 1 , and t 2 and r2 the delays at station 2. It is
fairly easy to measure the sum of t l and r l , and this is done daily at
some stations as a check on the constancy. To measure one or both
individually is difficult, and this will be discussed later.

Figure 5 is a typical result from an early run in Ottawa. Part of
the plot of the data-equation is given and also a histogram of the dif-
ference between the data and the equation. It is not a gaussian, but
by selecting the gate for the data, it is possible to center the
apparent gaussian at zero offset.

However, this same day NBS reported a standard deviation of 1.4 ns
on all points, and NRC should have an advantage in signal to noise,
with a factor of 25 in antenna gain to offset the factor of 0.10 in
power. At this point, suspicions arose of the off-boresight operation
(with the boresight between Ottawa and Goddard) even though the signal,
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was less than 3 db down. The boresight was returned to Ottawa. The
result is shown in Fig. 6 with a standard deviation of 1.4 ns for 1091
points. Needless to say, the experiment has been run since that time
only with the antennas boresighted on the stations.

The degradation of the pulse off the boresight was puzzling, and
satellite engineers found the effect difficult to believe. However, in
Fig. 7, the worst example shows the reception in Ottawa with the antenna
boresight on Washington, where most of the pulses appear to arrive
150 ns late.

Consequently, a three-hour experiment was set up in Ottawa for a
loop test through the satellite, with various off-boresight settings of
both satellite and ground antenna. No effects were seen except for an
increased standard deviation as the signal to noise decreased, and no
delayed pulses distorted the gaussian.

There was only one change made in the CRC terminal facilities be-
tween the two experiments, and it was significant. The NRC equipment
is housed in the Symphonie terminal at CRC, and for the Hermes experi-
ment, the pulses are sent and received over 2.4 km (1.5 mi) of triax
cables to the Hermes terminal. Before the experiment started, the
cable terminations or equalizers were very carefully adjusted to repro-
duce or reconstruct the 1 pps signal. Unknown to NRC, a severe light-
ning storm burned out those equalizers which were, of course, replaced.
The new equalizers overemphasize the high frequencies; in fact, there
is an overshoot and ringing on both the rise and fall of the pulse.
Because the results are better, we have not requested adjustment of the
equalizers.

It still appears that there was a serious degradation of the
pulse, a loss of high frequencies when off-axis which has now been
over-compensated. But the question must be settled, and it is intended
to carry out an experiment with the full bandwidth of 70 MHz of Hermes,
with 20 ns pulses and a high repetition rate, to see if diffraction and
refraction do cause pulse degradation off-axis of the beam. If this
does occur, and some say it must, it will place a serious limitation on
the bit rate that can be transmitted off the boresight of any beam.

The results of the time transfer between NRC and NBS are given in
Fig. 8. It must be emphasized that no measurements and no corrections
have been made for terminal delays, and therefore all quoted values for
the differences in the UTC(i) obtained by satellite must be corrected
by the portable clock results. The standard deviation of the points
from the two straight lines is 9 ns, a figure that is inclined to in-
spire confidence. It was immediately assumed at NRC that the change of
1.5 x 10- 13 was the result of evaluation of CsV on September 15-16,
even though the change in frequency was three times the expected error.
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However, there is now evidence to show that CsV did not change in
frequency by this amount. There is no evidence of a change in the rate
in the direct UTC(NRC) - UTC(USNO) transfer via Loran-C. Further, a
change of 1.5 x 10- 13 would have resulted in a 0.5 ps error in the USNO
portable clock value on October 31, 1978.

NBS evaluated their NBS-6 primary cesium standard around the end
of October 1978 and obtained a normalized frequency difference in
UTC(NBS) - NBS-6 (sea level) of 0.6 x 10- 13 . Over this period, from
Fig. 8, the normalized frequency difference of the two time scales
UTC(NRC) - UTC(NBS) was 1 x 10- 13 . The frequency of UTC(NRC) is the
frequency of CsV corrected to sea level, and therefore the normalized
frequency difference for the primary standards CsV (sea level) and
NBS-6 (sea level) was 1.6 x 10- 13 . This is the same order as the dif-
ference observed over the past few years, which indicates that there
was not a large change in the CsV frequency on September 15, 1978.

Some uncertainty was introduced by the changes at CRC that were
made necessary by the lightning damage during the week of August 25,
1978. However, the internal consistency of the satellite time transfer
is such that it is concluded that changes in one or probably both time
scales produced the observed 1.5 x 10- 13 change in the normalized
frequency difference.

The NRC/USNO preliminary results for November 14, 21, and 28, are
respectively 4938, 5033, and 5053 ns. These give a frequency difference
similar to the NRC/NBS results for the same period.

The experiment has not yet quite matched the precision achieved by
Chi (1975) and Saburi (1976) in experiments by NASA and the Radio
Research Laboratory of Japan, but the main virtue of this experiment is
the transfer over a long period between very stable time scales. It
has been exciting in the potential that it shows, and instructive in
the weaknesses that have become evident in the present setup. In an
operational mode, the following three steps should yield 1 ns precision
and an accuracy of a few nanoseconds:

1. The acquisition of matched PRN code generators by
all participants. The 1 pps system used in this experiment
is too vulnerable to changes in transmission, trigger levels,
etc, and the advantage of averaging over many pulses is lost.

2. The acquisition by all participants of "private"
terminals to operate at the laboratories. It is essential to
eliminate the errors in the transfer of time from the labora-
tory to the terminal. It is also essential to measure and
monitor the terminal delays, which is very difficult to do
when the "host" terminal is being used for many experiments.
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3. A fully automatic computerized operation will be
necessary to operate in short burst during the night to take
advantage of unused satellite time.

An experiment has been approved for the Anik B satellite which is
expected to be launched in December 1978. This is primarily a VLBI ex-
periment between the NRC radio astronomy stations in Penticton, British
Columbia, Algonquin Park, Ontario, and the Naval Research Laboratory
station in Maryland. It is intended to maintain coherence among the
local oscillators at these stations by exchanging side tones through
the Anik B satellite. Professor Yen of the University of Toronto is
predicting 10 ps precision for this experiment, and the NRC Time Labora-
tory has been invited to join with a fourth station in Ottawa as a time
station only. It is hoped that this will be possible and that a 12 -
14 GHz terminal can be acquired for this purpose as the first stage of
the three requirements given earlier.

There are not many results to report as yet from the NRC/LPTF time
transfer via the Symphonie satellite. This is to run from July 1, 1978
to July 1, 1979 on a daily basis, except for outages of about 6 weeks
during eclipse periods. The data are being processed in France, except
for some 30 readings exchanged daily by the voice channel. They expect
to improve their data handling capacity in the near future. The termi-
nal used in Ottawa, operated by NRC, has a 30-foot antenna. The France
terminal is the main control center at Pleumeur Bodou in Brittany.
There is an uncertainty of about 30 ns in the time transfer via the TV
network to Paris. The preliminary figures give a normalized frequency
difference between UTC(NRC) and UTC(OP) of 1 x 10- 13 ± 0.2 x 10- i3 for
July and August 1978.

In support of the time transfer, several portable clock trips have
been made. In particular, in the last week of October, there were suc-
cessful clock trips to NRC from Observatoire de Paris, USNO and NBS.

We must acknowledge a great deal of assistance in carrying out
this experiment. The NRC has had the use of the CRC terminal and the
fullest support from the Hermes group at CRC and others of the Depart-
ment of Communication, from the experiment controller John Brookfield,
the engineers, programmers and scientists. The NBS is pleased to ac-
knowledge the weekly loan of the Denver terminal of HEW, the assistance
of Mr. Earl Henderson, National Library of Medicine in Bethesda,
Maryland, and of Mr. Bernie Lackey, who operates the Denver terminal so
efficiently. The USNO has had the cooperation of NASA Goddard, and now
of Kim Kaiser and Wes Venstra of COMSAT with their terminal at the USNO.
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uestions and Answers

MR. DAVID ALLAN, National Bureau of Standards:

I would like to make two comments: Number one, I'd like to give Dr.

Barnes credit for having picked out that one nanosecond granularity.

DR. COSTAIN:

Belanger said it was. He couldn't convince me until May.

MR. ALLAN:

Right. The other thing is that it is interesting to note that using

the equations that you wrote down, if you compare your numbers,

assuming you had accuracy, via portable clock, they would differ by

about 60 nanoseconds due to the rotation of the earth.

DR. COSTAIN:

I did not mention that. 	 Certainly, if one moves to higher accuracy,

that goes with the measuring of the terminal. 	 I think you all said

the figure of about eight nanoseconds to Washington and 160 to

France, or something.	 And if we are after accuracy, we would have

to do that.

I hope it is constant, although I remember in Saburi's experi-

ment, the variation of the satellite, in fact, with his precision,

was enough to see that in the variation in path.	 The satellite

moves in our experiment. 	 It is just going to drift a little more

eliptical all the time.	 We get about up to 50 nanoseconds per

second movement now, I think.
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SUBMICROSECOND COMPARISONS
OF TIME STANDARDS VIA

THE NAVIGATION TECHNOLOGY SATELLITES (NTS)

J. Buisson, T. McCaskill, J. Oaks, and D. Lynch
U. S. Naval Research Laboratory, Washington, D. C.
C. Wardrip, NASA Goddard Space Flight Center

G. Whitworth, Applied Physics Laboratory

ABSTRACT

During May through September 1978 a six nation
cooperative experiment was performed to inter-
compare time standards of major laboratories
at the submicrosecond level using NTS satellites.

NTS time transfer receivers, which were developed
for use with the NTS series of satellites were
installed at the Division of National Mapping (DNM),
Australia; National Research Council (NRC), Canada;
Royal Greenwich Observatory (RGO), England; Bureau
International de 1'Heure, France (BIH); Institute
for Applied Geodesy (IFAG), West Germany; and in
the U.S. at the Goddard Space Flight Center (GSFC),
National Bureau of Standards (NBS), Naval Research
Laboratory (NRL) and the Naval Observatory (USNO).

The results of the clock intercomparisons will be
presented.

INTRODUCTION

The major objective was to perform an interim demonstration of the
time transfer capability of the NAVSTAR GPS system using a single
NTS satellite. Measurements of time difference (pseudo-range) are
made from the NTS tracking network and at the participating
observatories. The NTS network measurements are used to compute the
NTS orbit trajectory. The central NTS tracking station has a time
link to the Naval Observatory UTC(USNO,MC1) master clock. Using
measurements taken with the NTS receiver at the remote observatory,
the time transfer value UTC(USNO,MC1)-UTC(REMOTE, VIA NTS) is
calculated. For GPS, a similar procedure could be followed using
simultaneous measurements taken between the user and four GPS
satellites. With the four GPS pseudo-range (time difference)
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measurements taken at an (unknown) location the user may solve for
three position coordinates in addition to time offset with respect
to GPS time. The goal for the NTS effort was to achieve worldwide
time transfer of less than one microsecond accuracy.

A second objective was to compute weekly worldwide intercomparisons
of the observatory clock offsets using predicted values of satellite
clock offset and ephemeris. Each participant enters appropriate
measurements into computer files which are later processed. Other
objectives include co-location at laser sites and the use of the
observatory time scales in evaluating the spacecraft clock
performance.

Time Difference Measurements

Time difference (pseudo-range) measurements are made between the
spacecraft and the user by side tone ranging (1). The NTS-2 space-
craft also has a GPS pseudo-random sequence transmitter. All measure-
ments presented in this paper were made using the side tone ranging
system, which has a resolution of 1.56 nsec (48 cm.). Measurements of
time difference may be converted to pseudo-range by multiplying by
the speed of light in a vacuum. Units of time are used in this paper
to facilitate comparisons with the PTTI community.

The time difference measurement is composed of the difference between
the satellite clock and the user clock, plus satellite transmitter
delays, propagation path delay, ionospheric delay, tropospheric delay,
user antenna delay, cable and receiver delay. All of these factors
must be measured or estimated. In addition to the above factors, the
spacecraft clock is influenced by the relativistic frequency shift,
magnetic fields, energetic particles, and small variations in
temperature and drive level.

Receivers of two designs were employed in making the measurements. One
receiver (2) made measurements at a nominal UHF frequency of 335 MHz.
The second receiver used was capable of making measurements at the L
band frequency of 1580 MHz in addition to the UHF frequency. The two
channel receiver measurements were combined, by software, to correct
for the first order ionospheric refraction.

Spacecraft Frequency Standards

Timing signals transmitted from NTS-2 are derived from a cesium
frequency standard; NTS-1 employs both rubidium and quartz
oscillators. Frequency stability results have been previously
reported (3,4) for one of the NTS-2 cesium standards and for
rubidium and quartz oscillators.
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The NTS-2 cesium standard was used to measure the relativistic
frequency shift (5) at the GPS constellation altitude. The NTS-2
cesium output frequency was adjusted so that the received frequency
is near that of UTC(USNO,MC1). In contrast, the NTS-1 quartz oscil-
lator is periodically adjusted in frequency and time_ 9 The maxim^m
frequency excursions of the quartz varied from +2x10 	 to -4x10
with respect to UTC(USNO,MCI). Noteworthy is the fact that the
ease of operation is superior with cesium, inasmuch as comparatively
large periodic adjustments are required with the quartz frequency
standard.

Time Transfer Technique

The time transfer to a remote location is obtained by four time links
to UTC(USNO,MCl). The four links are (a) from the remote user clock
to the spacecraft clock, (b) the spacecraft frequency time update
for the time difference between observations obtained at the remote
site and the central site, (c) from the central station clock to the
spacecraft clock, and (d) from the central station clock to
UTC(USNO,MC1). Figure (1) depicts the four links used in this
procedure. This procedure incorporates the short to medium term
stability of the spacecraft and control station clock with the long
term stability of the U.S. Naval Observatory multi-clock time scale.

Measurements of [UTC(USNO,MC1)-UTC(REMOTE, VIA NTS)] may be taken with
a variety of frequency sources of varying stability. The major observa-
tories participating in this experiment possess frequency standards
and time scales of proven accuracy, with sufficient difference in
geographic location (figure 2), to check the time transfer at
different positions of the spacecraft orbit.

Time Transfer Results

Figures (3)-(12) present time transfer results as determined from the
NTS spacecraft. The figures are similar in format in as much as each
remote observing station is referenced through the NTS central ground
observing station located at Chesapeake Bay Division (CBD) of NRL.
The CBD site is linked to the USNOMC by a series of portable clock
closures to an accuracy of 10-20 nanoseconds.

Table 1 presents the phase offset and frequency difference of each
remote station clock against the USNOMC for a given epoch time which
is nominally placed in the middle of the observed data span. In
addition, the RMS of a straight line least squares fit to all satellite
passes observed by the remote station is presented as a measure of the
noise in the time transfer values.
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TABLE I

NTS
TIME TRANSFER RESULTS

Remote Site

UTC(USNO,MC)-UTC(REMOTE,

Epoch	 Phase Offset
(day	 (microsec)
1978)

NTS)

Frequency
(pp1011)

RMS
(nanosec)

RGO (JP) 186 -160.734 -.245 369

BIH (OP) 156 1.574 -.006 318

CERGA 130 0.995 -.049 324

IFAG 186 - 10.277 -.017 377

DNM (590) 186 158.902 .329 458

RRL 303 - 18.050 -.010 862

NRLM 304 - 47.829 .003 998

NBS 151 -	 .474 -.014 398

NRC 186 -	 3.716 -.005 152

USNO (MCl) 186 -	 .036 .000 171

From the table it can be seen that the two Japanese remote sites (RRL
and NRLM) exhibit a higher noise level than the other observing
stations. These higher noise level measurements were the result of
using predicted satellite position ephemeris. Further analysis will
be performed using observed orbital trajectory.

Also plotted in figures (3)-(12) are the results of portable clock
closures performed by personnel from the USNO. These portable clock
closures are used as "truth" or absolute accuracy tie-in for the NTS
results.

Figures (13)-(15) present time transfer results from the NTS remote
observing station located at the Panama Canal Zone (CZ) site. Results
in this data span were obtained with both NTS2 and NTS1 spacecrafts.
The NTS2 data included observations available at both 335 MHz and
1580 MHz, allowing for a first order ionospheric delay measurement.
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The NTSI measurements used single frequency measurement at 335 MHz.
Table 2 summarizes the CZ results in a similar fashion to Table 1.

TABLE 2

NTS
TIME TRANSFER RESULTS
UTC(USNO,MC)-UTC(CZ)

Epoch	 Phase	 Frequeyryy	 RMS
(Day, 1978)	 (microsec)	 (pp10 )	 (nanosec)

119	 -23.882	 -.052	 330

177	 -26.293	 -.093	 63

170	 -26.357	 -.094	 9

Figure (13) presents the entire data span consisting of both NTS2
and NTS1 measurements. Figure (14) presents only NTS2 data. The
improvement in noise level was from 330 nanoseconds to 63 nano-
seconds. This improvement was the results of two major advantages
of the NTS2 spacecraft over the NTS1 spacecraft; firstly the use
of a cesium oscillator in space (NTS2) as opposed to a quartz
oscillator (NTSl) and, secondly, the ability to correct for the
ionospheric delay by dual frequency measurement (NTS2).

The additional improvement in noise level between figures (14) and
(15) (from 63 nanosec to 9 nanosec) is the result of a systematic
effect in the orbit determination method which corresponds to the
2 rev/day orbit configuration. Figure (15) uses observations
obtained from the same side of the orbit each day. This noise
level of 9 nanoseconds is considered to be indicative of results
which can be attained in the full operational GPS constellation.

System Closure

Figure (12) presents the time transfer results for a receiver
located at the U. S. Naval Observatory with a direct input from
UTC(USNO,MC1). It can be seen that the noise level is 171 nanosec
with an offset of -36 nanosec at the epoch presented.

Time comparisons for five of the major observatories are presented
in figure (16). The insert in figure (16) presents the offset of
three of the observatories to permit relative frequency comparison.
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Noteworthy is the line for UTC(USNO,MC1) via NTS; a small slope on
the order of a few parts in 10(15) is present which is not statisti-
cally significant.

Table 3 presents the differences for the NTSI time transfers with
respect to the interpolated portable clock measurements. The
average accuracy indicated by the portable clock is -0.06 usec.
This table links the entire experiment to the absolute or "truth"
values as determined by the DOD master clock.

TABLE 3

SUMMARY OF
PORTABLE CLOCK CLOSURES

VS
NTS TIME TRANSFER RESULTS

STATION DAY PORTABLE CLOCK-
(1978) NTS TIME TRANSFER

(US)

BIH 124 -.57

CERGA 117 .70

DNM 282 .09

IFAG 199 .03

NBS 221 .19

NRLM 299 -.53

RGO 115 .44

RRL 303 .13

USNO 186 .04

Conclusions

The following items are summarized as a conclusion for the six
nation time transfer campaign:

o	 Time transfers via NTS satellites of better than 1 microsecond
accuracy have been demonstrated.
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o Simulated single satellite GPS operation has been demonstrated.

o A 9 nanosecond time transfer noise level over a 12 day span
has been demonstrated as a possible best value of results.
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Figure 8 Time Transfer Results from RRL, Japan
(USNO,MC1)-(RRL)
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uestions and Answers

DR. DAVE CURKENDALL, Jet Propulsion Lab:

The data actually looks quite a bit better than the title of "Sub-
microsecond." Would you care to venture just how good you think it
is, really? How good do you think you have achieved time sync?

MR. MCCASKILL:

I would really prefer not to give an answer to that except that we
are very well encouraged with the results. 	 I don't really want to
give an absolute number on it. In terms of what the GPS system
might do, that slide that showed the nine nanoseconds, provided we
can get all the biases out, which are fairly small and fairly well
known right now, then probably in the neighborhood of 10 to 20
nanoseconds with no problem. Yes, sir.

DR. GERNOT M. R. WINKLER, U.S. Naval Observatory:

Since you don't want to say anything I would just like to give you
my impressions on the basis of your data.

It appears that the NTS-1 comparisons have a noise level of
about 150 nanoseconds, just because of the time transfer to the
satellite and down. That is derived from your data of that closed
loop, with the NTS receiver at the observatory.

The reason why the more distant stations show consistently
larger sigmas, the larger the distances, is simply because NTS-1
only has a relatively poor frequency standard, and you depend on
increasingly longer extrapolation times for the greater distances.
So therefore, the data with Australia and with Japan are larger than
one half microsecond, while those which are close by, such as NRC,
have been down to 180, 200 nanoseconds. That is the NTS-1 results.

However, NTS-2 seems to be better by at least an order of
magnitude because you have a cesium standard and therefore are much
less sensitive to long extrapolation times. Also, it appears to me
that you have a much better signal to noise; and I wonder whether
you have any comments to that.

MR. MCCASKILL:

The only comment I would like to add to that is that the measure-
ments with NTS-1 were made using a single frequency at 335 mega-
hertz.

In those measurements we presented, there is no correction for
the ionospheric delay, which is quite considerable. And in the
NTS-2 results, we did have dual-frequency measurements available.

I certainly appreciate the comments concerning the quartz oscilla-
tor, but I think most of it is due to the ionosphere. Even though
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quartz is certainly not as good as cesium, I believe the ionosphere is

the major contribution there.

DR. TOM CLARK, NASA Goddard Space Flight Center:

I will take the prerogative of making a couple of instant analysis
comments also. I notice a great deal of odd-even effect in the data
points taken on the orbits, one side and the other, which to me says
either a satellite ephemeris error and/or station location errors
are contributing considerably to the scatter you are seeing on the
plots.

Second of all, another one which I observed as it went by very
quickly, the comparison of NRC to CBD versus the comparison of USNO
to CBD both. The first half of the plot showed a very systematic
parabola which looked just the same on the two of them, which indi-
cates that the common clock, the CBD clock, was the one which was
setting that part of the curve. And in fact, you might find it more
instructive to subtract out CBD, and do a direct USNO-NRC compari-
son, which could then be tied into the previous paper.	 Do we have
some other comments?

DR. BILL RECKERT, Rockwell:

I would like to know if there is any data that has come in on space-
craft now-- You said something about some intermittent problems.
Is there another frequency that is being transmitted down in regard
to useful data?

MR. MCCASKILL:

The answer to your first question is there is no data being acquired
right now. It was on briefly last week. The last time it was on
was during the eclipse period, which happens every six months; and
it is not fully understood why it is on then not the rest of the
time, but the next one comes up in about February. So we are hoping
to see some more data from it, but there is no way to promise data.

DR. RECKERT:

What frequency is that data being transmitted on?

MR. MCCASKILL:

The NTS-2 results you saw were two frequencies at 335 and 1580 MHz,
which were of course combined to make the ionospheric correction.

DR. VICTOR REINHARDT, NASA Goddard Space Flight Center:

Were both the NTS-1 and the NTS-2 data taken with the same type of
receiver?

MR. MCCASKILL:

Some of the data were taken with the same type of receiver. How-
ever, part of the NTS-2 data were taken with a different type of
receiver. Two different receivers were used.
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DR. REINHARDT:

Is that the nine nanosecond data, two receivers?

MR. MCCASKILL:

Sir? Which--

DR. REINHARDT:

On the nine nanosecond data, two receivers were used?

MR. MCCASKILL:

That is correct; the other type.

DR. REINHARDT:

Thank you.

DR. WILLIAM KLEPCZYNSKI, U.S. Naval Observatory:

I am not sure I understand something which was said earlier in
conjunction with the slide I saw. Earlier, Dr. Costain indicated

that through the Hermes data, he came to the conclusion, or verified

the conclusion, that NBS and USNO are going at the same rate, and
NRC is running at a little bit different rate in the other direc-
tion.	 But your slide indicates that both NBS and NRC are running

off with respect to the Observatory. 	 I am wondering whether we are

comparing the same thing: 	 Are we comparing time scales, or indivi-

dual cesiums, or what--I am not sure I understand.

MR. MCCASKILL:

Let me answer the question in two parts.	 First, we have not had a

chance to cross-check with the Hermes results. The basic measure-

ment is one of a start -minus -stop measurement; that is, as if you

started with USNO Master Clock Number One and stopped with the re-
sult.	 So when you see a slope, it is a slope of the start-minus-

stop measurement.

DR. WINKLER:

I think that both of you have indicated that there is no frequency

difference between NBS and USNO, but that there is a frequency dif-

ference between NRC and both of us. Only that value is different;

it is something like 1.1 in 10 13 for the Hermes results, and only
five parts in 10 14 for your NTS results. This is my recollection.
So they are in the same direction, and I don't think there is this

discrepancy as Dr. Klepczynski seems to have seen.

You can go to the same s  ide, and there was no frequency dif-

ference between NBS, and there shouldn't be.

DR. CLARK:

Since it is ordained that there is no frequency difference between

Boulder and Washington, let's go on.
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ABSTRACT

The intercontinental clock synchronization
capabilities of Very Long Baseline Inter-
ferometry (VLBI) and the Navigation Technology
Satellite (NTS) were compared in May 1978 by
using both methods to synchronize the Cesium
clocks at the NASA Deep Space Net complexes
at Madrid, Spain and Goldstone, California.
The VLBI experiments used the Wideband VLBI
Data Acquisition System developed at the NASA
Jet Propulsion Laboratory. The NTS Satellites
which were designed and built by the Naval
Research Laboratory were used with NTS Timing
Receivers developed by the Goddard Space Flight
Center. The two methods agreed at about the one-
half microsecond level. The VLBI system also
obtained long term stability information on the
HP5061A-004 Cesium standards by measuring L^T/T
over four 3-4 day intervals obtaining stability
estimates of (1 + 1) x 10- 13 for the combined
timing systems.

*This paper presents the results of one phase of research carried out
(in part) at the Jet Propulsion Laboratory, California Institute of
Technology, under Contract No. NAS 7-100, sponsored by the National
Aeronautics and Space Administration.
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I. INTRODUCTION

A series of experiments were conducted in May 1978 to compare
the intercontinental clock synchronization capabilities of the
Navigation Technology Satellite (NTS) time transfer system and a
Very Long Baseline Interferometry (VLBI) system which is in use
in the NASA Deep Space Net. The purpose of the experiments was
to provide independent verification of the accuracy of both
systems. This verification was accomplished at the one-half
microsecond level.

The experiments were conducted between the 64m Deep Space
Stations at Goldstone, California (DSS 14) and Madrid, Spain
(DSS 63). The VLBI experiments used the Wideband Digital VLBI
Data Acquisition System (WBDAS) developed at the NASA Jet
Propulsion Laboratory, which has been in routine use in its
present configuration since January 1978. The satellite time
transfer experiments used the NTS-1 satellite, designed and
built by the Naval Research Laboratory, and the NTS Timing
Receivers developed by the Goddard Space Flight Center. The
NTS receivers were brought to the DSS's specially for these
experiments. Unfortunately the NTS-2 satellite was not
available for the experiments, as use of this satellite might
have improved the accuracy of the intercomparison by an order
of magnitude.

II. Experiment Configuration

The configuration of the VLBI data acquisition system and the
NTS time transfer receiver at each DSS is shown in Figure 1.
Of particular interest is the clock system. The primary
frequency standard at each station was a HP5061A-004 Cesium
oscillator. Various frequencies are derived from the reference
in a Coherent Reference Generator, including 50 MHz which is
used in the VLBI system, and various coherent timing signals are
made available at the output of the Time and Frequency Assembly.
For the purpose of this experiment, the station reference clock
is the 1 pps signal at the output of the TFA, since both the
VLBI and the NTS systems connect to the station timing system
at this point. In comparing the results for the two systems we
accounted for the cable delays according to the specified or
measured physical lengths of the cables, and we measured the
delay from the 1 pps input to the 1 pps output of the NTS
receivers, which is the reference for these receivers. The
delay within the WBDAS units is less than 20 ns and is not
significant.
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III. NTS Time Transfer Results

Time transfer using a NTS satellite is accomplished by using the
stable oscillator on board the satellite as a portable clock,
and reading this clock over a microwave link as the satellite
passes near the various ground stations. The two major fundamen-
tal sources of error in the time transfer are the instability
of the oscillator on the satellite, and propogation delays in
the ionosphere. Both of these error sources affect the time
transfer measurement both directly, and indirectly through
errors in the satellite orbit. Raymond, et al, [Ref. 11
describe the timing receiver used here, and present the results
of some time transfer experiments between Rosman, NC, and the
Naval Research Laboratory, using the NTS-1 satellite which was
also used here. These experiments demonstrated rms errors of
86 ns with respect to a portable clock. Errors over intercon-
tinental distances are somewhat more due to time separation,
orbit errors, and larger ionospheric effects. The ionospheric
effect and its uncertainty is often on the order of 1 us at the
radio frequency of 335 MHz, but this error source tends to can-
cel when the time and space separation are small.

The NTS time transfer measurements reported on here were
more or less adjunct to the six nation cooperative experiment
described by Buisson, et al, [Ref. 2]. The receiver used at the
Madrid station was the same as the one used at Bureau
International de 1'Heure, France, and a spare receiver was used
at Goldstone, California. As indicated in Figure 1, the
receivers were installed in the DSS control rooms, with the NTS
antennas on the roofs. The positions of the antennas were
measured to within a few feet with respect to benchmarks at the
stations, and errors in the antenna coordinates are not expected
to contribute significantly to errors in the results. The data
were processed in the same manner as in the six nation experi-
ment, thereby estimating the offsets in the DSS clocks with
respect to the USNO master clock C8D, at the Naval Observatory.

Figure 2 shows the results of thirteen measurements made at
Goldstone from day 145 (May 25) through day 151 (May 31) of 1978.
The results are corrected for a delay of 0.232 us from the
Goldstone clock reference point to the NTS receiver clock. A
least squares linear fit to the data results in an offset USNO
minus Goldstone of -0.688 us at 0 hours on day 147, with a rate
offset of -0.9 x 10- 12 and an rms residual of 0.341 Us.
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Ten measurements were conducted at Madrid during the same time
frame, with the results shown in Figure 3. These results are
corrected for a delay of 0.279 Vs from the DSS clock reference
point to the NTS receiver output. The least squares fit indicates
an offset USNO minus Madrid of 8.593 us at 0 hrs. on day 147,
with a rate offset of -0.28 x 10' 12 and rms residuals of
0.226 jis.

IV. VLBI System Description

Station clock offset is one of the many parameters which can be
estimated by Very Long Baseline Interferometry. The random
radio signal from an extragalactic radio star is observed at
two antenna stations. Because the antennas are widely separated
and the Earth is rotating, there is a time varying time delay
between the arrival of the signal at the two stations. This
time delay and its derivative can be estimated from the geometry,
and can be measured by cross-correlating the signals received at
the two stations. Because the arrival of the signal is time-
tagged by the clocks at the stations, the difference between
the measured and the predicted time delays forms an estimate of
the offset between the station clocks.

The Wideband VLBI Data Acquisition System (WBDAS) has been
described elsewhere (Ref. 3), together with results of experi-
ments held in 1976, so we present only a brief description here.
A simplified block diagram of the WBDAS is given in Figure 4.
As shown in Figure 1, the system interfaces to the standard DSN
receiving system at the 55 MHz + 18 MHz output of the Block IV
receiver. The receiver output is digitally demodulated to base-
band by sampling at 50 MHz in each of two phase-quadrature
3-bit analog-to-digital converters. The A/D converter outputs
are then low pass filtered, if desired, by summing N consecutive
samples in a digital integrate-and-dump filter. These experi-
ments used both unfiltered sampling, and filtering with N = 3,
for a filter bandwidth of 16 2/3 MHz, which was a reasonably
good match to the receiver system bandwidths.

The digital filter outputs are quantized to 1-bit and stored in a
high speed buffer of 4096 bits. When the buffer is full, which
takes about 120 Us for N = 3, sampling is inhibited and the
buffer is emptied through the control computer onto digital
magnetic tape. The total data rate onto magnetic tape is
57 kb/s, consisting of 14 bursts of 4096 bits. The control
computer utilizes knowledge of the radio source position to
predict the geometric signal delay from the source, and controls
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the hardware buffer so that the same segments of the signal
wavefront are sampled and recorded at both stations.

The utilized receiver bandwidth of 16 2/3 MHz is sufficient to
achieve measurement resolutions of under 10 ns for any radio
source which is strong enough to be detected. Resolution of
about 1 ns is achieved with strong sources, using 1 minute of
data (3 x 10 6 bits).

The accuracy of the system is limited primarily by propogation
uncertainty in the ionosphere, which is often 20 ns at the S-band
receiving frequency of 2290 MHz; by uncertainty in the Earth's
orientation (UT1), which causes errors of about 5 ns; by errors
in the positions of the radio sources; and by receiving system
delays. We currently estimate the total day to day consistency
in results to be about 30 ns; and the constant bias due to
unknown but constant receiving system delays to be another 40 ns,
for an estimated total error of 50 ns. 	 (It is possible that the
error in the receiving system delays is greater than 40 ns,
because the delays have not been measured, but were estimated
from cable length specifications).

V.	 VLBI Results and Comparison to NTS Results

Four VLBI clock sync experiments were conducted on May 15, 20,
24, and 27, 1978. The last three experiments consisted of from
8 to 13 total observations of 7-11 radio sources over total time
spans of 1.5-3 hours. On May 15, due to operational problems,
only two sources were observed, about 10 minutes apart. Despite
the discrepancy in the amount of data, the expected clock sync
errors are about the same on all days, except that the expected
error on May 15 is slightly larger. As shown in Figure 4, the
computer associated with the WBDAS is interfaced to data trans-
mission lines. We used this capability to transmit some of the
data from Madrid to JPL, and we processed this data between
experiments to provide confirmation that the stations were
properly configured.

Figure 5 shows the final clock offset estimates for the four days.
The results are compensated for all known clock and signal delays
and are expressed as Goldstone clock minus Madrid clock. A
linear least squares fit to the data yields an estimated clock
offset of 8.775 us at 0 hrs. on day 147, with a rate offset
of 0.33 x 10 -12 . The rms of the residuals is 20.7 ns, and the
sample standard deviation is 29.3 ns, with the difference due
to estimating two parameters with only four data points. This
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is compatible with our a-priori estimate of day-to-day
consistency of 30 ns.

Also shown in Figure 5 is the NTS time transfer experiment
estimate of the clock and clock rate offset between the two
stations. This estimate is 9.281 Us at 0 hrs. on day 147,
with a rate offset of 0.62 x 10- 12 , which is just the USNO-
Madrid result of Figure 3, minus the USNO-Goldstone result of
Figure 4. The difference between the VLBI and the NTS estimates
is 0.506 Us at 0 hrs. on day 147, with a rate offset of
0.29 x 10- 12 . Day 147 was chosen as the reference epoch because
both experiments were in progress at that time.

The difference of 0.5 ^,s between the two experiments is probably
mainly due to the ionospheric effects on the NTS measurements,
both directly and through errors in orbit determination. There
may also be a larger constant error in the estimated station
delays for the VLBI experiment than the anticipated t40 ns. The
difference between the rate estimate is within the error bounds
of the NTS experiment.

VI. Oscillator Stability Estimate from the VLBI Data

The instabilities of the HP5061A-004 Cesium oscillators at the
two stations can be bounded by using the VLBI results. The four
experiments form three time intervals of 3 to 4.5 days.
Differencing the clock offset estimates for successive experiments
leads to frequency offset estimates of 1.85 x 10-13'
4.26 x 10- 13 , and 3.63 x 10 -13 . Successive absolute differences
between the offsets, divided by root 2, yield Allan variance
6's of 1.70 x 10-13 and 0.44 x 10 -13 . The average of the two
Allan variance pairs yields an average Q of 1.07 x 10- 13 with a
sample sigma of 0.9 x 10-13.

We have estimated the combined instability of the two Cesium
oscillators, the station time distribution systems, and the VLBI
measurements, over 3-4 day intervals, to be approximately one
part in 10 13 , with an uncertainty of one part in 1013 . By

increasing the time interval to about 10 days and by reducing
the ionospheric effect on the VLBI measurements by use of X-band,
long term frequency stability measurements at the 10 -14 level
seem feasible.

VII. Conclusion

By intercomparison of results, we have demonstrated the absolute
accuracy of the NTS time transfer system and the WBDAS VLBI
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system to be 0.5 us or better between Goldstone, California,
and Madrid, Spain. For the VLBI system, we have produced clock
sync residuals which demonstrate day to day consistency at the
20-30 ns level, and the ability to use this system to measure
long term frequency stability at the 10-13 level. Frequency
stability measurements at the 10- 14 level are indicated to be
feasible.
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Questions and Answers

DR. GERNOT M. R. WINKLER, U. S. Naval Observatory:

I think you are absolutely right. That comparison to one part in
10 13 looks as good as you can possibly expect it to considering the
variations of these clocks just on themselves and all your other
circuitry.

But there is one very stupid question for which I hope you will
forgive me, on account of the late state of the conference. I have
heard so much about the absolute delay measurements from the antenna
to the point where you make the timing. Why can't one have, I
wouldn't say a portable clock calibration to the antenna tip, but
why can't one inject at a reference point in the antenna a signal on
a fixed and calibrated length, which is transported to that point,
and then do the same thing at your clocking station? Could you give
me an answer to that, please?

DR. HURD:

Well, Tom Clark is one of the world's experts on this, but from a
JPL point of view, yes--we are implementing such a system. We have
experimental copies of the MIT system, which we hope work, and they
are supposed to be installed in the stations in the next six months
or so, I believe.	 So by this time next year, we should have that
calibration.

DR. CLARK:

Yes.	 At last year's PTTI meeting, I gave a paper which did use just
such a calibrated system, which did calibrate all the cables through
the system, and between Massachusetts and West Virginia. 	 We repor-
ted on two 10-nanosecond clock synchronization experiments in con-
junction with the Naval Observatory.	 So yes; it can be done, and
has.

MR. LAUREN RUEGER, Johns Hopkins University, Applied Physics Lab:

One of the problems in doing what Dr. Winkler has suggested is, you
must take into account the delays that the antenna itself intro-
duces. In some of our instruments we have used, there was as much
as 70 nanoseconds antenna delay.

DR. HURD:

Yes.	 There is an antenna multipath problem involved in here. 	 One
of the arguments for various VLBI systems is that the effect of mul-
ti path might be different on different systems. 	 You have to inject
your test signal as far forward in the system as you can.

One of the most unstable portions of the receiving system for
VLBI is the traveling wave maser, the first amplifier. And we esti-
mate that due to the way it is tuned that day, it may vary day-to-
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day on the order of 10 or 20 nanoseconds, and we hope to be able to
control this. And if this is the cause of errors in our measure-
ments, then we have more motivation to force the stations to control
this tuning, or calibrate it with the phase calibration sytem.

My system is really an attempt to make some useful measurements
in the DSN without the need for the phase calibrator--up until the
time when the phase calibrators are available, and in case they are
not working someday.
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CLOCK SYNCHRONISATION EXPERIMENT IN INDIA USING SYMPHONIE
SATELLITE

Y.V. Somayajulu, B.S. Mathur, P. Banerjee, S.C. Garg, Lakha
Singh, P.C. Sood and Tuhi Ram Tyagi, National Physi-
cal Laboratory, New Delhi-110012 (India)

and
C.L. Jain and K. Kumar
Space Applications Centre, Ahmedabad-38003 (India)

ABSTRACT

A recent clock synchronisation experiment between the
National Physical Laboratory (NPL), New Delhi and
Space Applications Centre (SAC), Ahemedabad, in India
via geostationary satellite symphonie-II, stationed
at 490 E longitude, is reported in this paper. As
only one satellite transponder was available for this
experiment, the two way transmission of the clock
pulses was carried out by switching the transmit-
receiver roles at the two stations at 5 minute inter-
vals to achieve a nearly simultaneous two way trans-
mission. Taking into account all the additional
delays, the results demonstrated a clock-synchronisa-
tion accuracy of better than 0.5 microseconds. A
crystal based portable clock flown aboard an air-
craft confirmed this clock-synchronisation within a
microsecond.

INTRODUCTION

The feasibility of precise clock synchronisation on an in-
ter-continental basis has been demonstrated and looks attrac-
tive for time transfer on a global scale (See Somayajulu,
1977, for a recent review). These experiments carried over
the past decade and a half have increased the precision of
clock synchronisation. Currently a two-way transmission
using a microwave -transponder aboard a geostationary satell-
ite is considered to provide the greatest precision in syn-
chronisation of two remote clocks.

With the availability of the French-German geostationary
satellite Symphonie-II to India for telecommunication exper-
iments under a bilateral agreement an opportunity is provi-
ded for, initiating clock synchronisation experiments in
India. The satellite was parked over the equator above
49° E longitude in June 1977 acid is expected to be located
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there for two years.
been carried out from
1978 between National
Space Applications Cei
dabad earth stations.
these experiments and

Clock synchronisation experiments have
17 to 30 April and 16th to 30 June,
Physical Laboratory, New Delhi and
-itre, Ahmedabad via the Delhi and Ahme-
This report describes the details of
the results obtained.

DETAILS OF THE EXPERIMENTAT, SET-UP

The symphonie satellite has -two C-band transponders aboard
of which one transponder was available for these experiments.
The frequency for uplink transmission is 6347.5 MHz and is
4122.5 MHz for downlink reception. Both the Delhi (DES) and
Ahmedabad (AES) earth stations are equipped with similar
transmitting and receiving equipment. The relevant details
are given in table-1.

Table 1. Details of Delhi andAhmedabad Earth Stations

Delhi Earth Station Ahmedabad Earth St-
ation

Latitude 280	 36'	 30"N 230	 l'	 21.03"N
(Geographic)

Longitude 770	 11'	 0.0"E 720	 33'	 52.48"
(Geographic)

Height of the
Antenna (above 240.7 m 74.2 m
mean sea level)

Antenna Type Parabolic dish Parabolic dish
& size Dia 10.7 metre Dia 14 metre

EIRP dbw (Max) 84.0 87.7

Transmit Freq. 6347.5 MHz 6347.5 MHz

Receive Freq. 4122.5 MHz 4122.5 MHz

IF Bandwidth 10 MHz 10 MHz

Modulation FM FM
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A simplified block diagram of the experimental configuration
at the two ground stations is shown in fig. 1. The C-band
transponder on board the Symphonie satellite receives at a
frequency of 6347.5 MHz and transmits at a frequency of
4122.5 MHz. The satellite transponder acts as a simple fre-
quency translator without any signal processing. The band-
width of the transponder is 90 MHz. The effective isotropic
radiated power (EIRP) of the transponder is 29 dbw.

Each station in turn transmitted a continuous wave (CW) car-
rier that is deviated 240 KHz for a 3QAs period of time. The
rise time of the clock pulse is 50 ns. This deviation is
caused by a 394,As clock pulse generated at a rate of 1 pps.
The pulse shape is checked on an oscilloscope before start-
ing the time measurement. The signal received from the re-
mote station via the satellite is detected by the limiter/
discriminator in the receiving system at the ground station.
The leading edge of the discriminator output pulse stops the
time-interval counter (HP Model 5245 or 5248 L/M) which is
started by the local clock pulse. In effect, the counter
measures the elapsed time between the start pulse of the lo-
cal clock and the stop pulse from the remote clock. The
counter readings are recorded with 10 samples centred on each
minute and averaged. The duration of the experiments each
day was 90 minutes. Each station transmitted for 5 minutes
while the other received; immediately after 5 minutes the
transmit-receive roles are switched for the next 5 minutes.
This was repeated every 1/2 an hr. so that a maximum of 6
sets of samples are obtained each day. The time difference
between the two clocks located at the ground stations is
determined from these readings.

SYNCHRONISATION OF DES ATOMIC CLOCK WITH MASTER CLOCK

The National Physical Laboratory (NPL), New Delhi, maintains
the national time standard through a cesium clock HP Model
5061 A with option 004. NPL also transmits time signals
derived from the standard clock on ATA-transmissions at car-
rier frequencies of 5, 10 and 15 MHz. Another cesium clock
type HP 5061 A with option 004 was located at the Delhi Earth
Station and was kept in synchronization with the master
clock by the following methods:

i ) Via tracking of ATA broadcast

From the ATA-time transmissions received at DES 1 PPs pulses
are generated by zero-crossing detection technique. The de-
lay between these pulses and the 1 pps pulses from the
Cesium Clock located at DES is measured by the time inter-

val counterifrom this delaymeasurement and computing the
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(ground wave) propagation delay between ATA (Greater Kailash,
New Delhi) and DES,the DES cesium clock is adjusted for syn-
chronism with the Master Clock within 50)1s.

(ii) Via Portable Clock

A 1 pps pulse is generated from the 100 KHz output of HP
105B type crystal_ oscillator. This 1 sec pulse is autosyn-
chronised with the Master Cesium Clock. The synchronised
crystal clock is immediately transported to DES where it is
then used to synchronise the DES cesium clock to about
0.1 ps. The history of the crystal is well known before.
At the end of each experimental period, the cesium clock at
DES was transported to ATA for direct comparison with the
master clock. The offset measured was consistent with that
determinted by the portable crystal clock to within 0.1,iz.

Before the start of the experiments the AES atomic clock is
synchronised to the Master Clock to within 1 ms using the
ATA-transmissions received at Ahmedabad.

FACTORS AFFECTING THE PRECISION AND ACCURACY OF CLOCK SYN-
CHRONISATION

(a) Precision of Synchronisation

The precision of clock synchronisation, i.e., the minimum
absolute time difference to which two Clocks could be syn-
chronised, is determined essentially by the signal-to-noise
power -ratio at the receiver output which provides the stop
pulse to the time interval counter and the counter error,
the latter being taken as + 1 digit. The finite signal-to-
noise ratio causes a jitter of the leading edge of the clock
pulse, thus causing an error in the measurement. The r.m.s.
jitter in the arrival time of the clock pulse is given by

Arms jitter

where tr is duration of the clock
nal-to-noise power ratio. In our
stated SIN ratio for both DES and
these values, from equ. (1) we ob
jitter as 67 n s .

tr	 ........(i)
(2 S N ) 1 2

pulse and SIN is the sig-
case tr is 30 1its. The
AEA is 50 db min. Using
tain an estimate of rms
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The combination of the rms jitter and the inherent counter
error will show up as random fluctuations of the counter
output superposed on any systematic drift due to factors to
be described in the next section. Thus the standard devia-
tion of the counter reading is a measure of the precision
of synchronisation.

(b) Accuracy of Clock Synchronisation

The accuracy of the clock offset measurement or synchronisa-
tion depends on the extent to which signal delays intro-
duced in the totalsystem are known or accounted for. The
total signal delay time comprises the time delay introduced
by the intervening electronic equipment, i.e., the transmit-
ting equipment at the earth station, the satellite trans-
ponder, and the receiving equipment at the other ground sta-
tion, the delay in the ionosphere and the troposphere, and
the free space path delay between the ground station and the
satellite. Thus contributing factors for the total signal-
delay error budget are:

(i) Ionospheric and tropospheric delay errors

(ii) Satellite position error

(iii) Equipment delay errors

The signal delay is defined as the time required for an
identifiable point in the signal waveform from entering the
transmitting equipment to its reappearance at the output of
the receiver. In the present case it is the 50% value of
the leading edge of the 1 pps pulse.

i) Ionospheric and tropospheric errors

In the earth's ionosphere and the troposphere the signal
delay is equal to the group delay i.e., the signal energy
propagates with the appropriate group velocity. The group
delay in the ionosphere is essentially proportional to the
total electron content which has a diurnal variation, also
a day-to-day variability and is a function of frequency.
As the additional ionospheric delay is frequency dependent,
an error in a two-way method will be caused by the inequal-
ity of the propagation time for two directiorLs of the path.
In high frequency approximati on , the ionosphere delay I d , is

f 2

	

	 C0PA 
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where

c : Light velocity

f : frequency in Hz

Ne: election density per meter cube

N : total election content along the path

using eqns. (2), the error due to the ionospheric effect,
EZ , for the up-link of 6 GHz and the down-link of 4GHz is
given by

-27
E I = 1 (dDA - d AD ) - 2.33 x 10	 (ND - NA) ...(3)

2

where ND , NA are the total election contents (e 1/m2 ) along
the path from satellite to the DES & AES respectively and
dDA and dDA are the delay from DES to satellite and to AES
and from AES to satellite and DES respectively.

On the other hand the troposphere group delay is practically
independent of frequency and is insignificant for elevation
angles greater than 15° (In the present case the elevation
angle is 45°). At the C-band microwave frequencies, treat-
ing the velocity propagation as essentially the velocity of
light (2.9979 x 10 m/s), from earth station antenna to the
satellite introduces an error of less than 5 ns in the
group delay computation.

In the present experiment a two-way transmission is used.
Although it is not strictly simultaneous, it is nearly
simultaneous in the sense that the transmit-receive roles
of the two stations are alternatevely switched after a 5-
minute interval. During this time the ionospheric and tro-
pospheric conditions are practically unchanged and therefore
the propagation delay drops out in the final computation of
the clock offset. The contribution due to any satellite
motion is discussed in the next section. An explicit assum-
ption involved is that the electromagnetic path between DES
and AES is reciprocal. This assumption is not strictly
valid because the uplink and downlink frequencies differ by
2 GHz. However, the differences in the path reciprocity
are negligible at the C-band frequencies, amounting to less
than lns.
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ii) Satellite Position Errors

Symphonie satellite is not in an absolutely synchronous or-
bit. The motion of the satellite during the period of tests
produces a steady and systematic change of the apparent time
delay that is measured. The DES and AES transmit-receive
roles are switched alternately for 5 minutes. During the
period of measurements the satellite drift error is less th-
an l^s over the one minute interval for which time delay is
measured. In any case, this systematic drift is taken into
account by least square fit on a computer of the piecewise
observations.

The error in the position of the ground stations does not
exceed lm and is hence inconsequential.

iii) Equipment Delay error

The time signals experience additional delay in passing
through the electronic equipment in the transmit-receive chain,
viz., the transmitting and receiving equipment at each
ground station and the satellite transponder. In the present
case the satellite transponder operating in the C-band uses
very wide bandwidths (90 MHz); moreover the satellite trans-
ponder essentially operates in a translational mode and
hence the delay in the satellite transponder is negligible.

The major error contribution comes from the equipment delay
at the ground stations. The various equipment delay contri-
butions may be itemized as follows:

i) The time delay in the modulation circuits and the
transmitter Chain at each station (9^t l , 9t2),

ii) The time delay due to the finite length of trans-
mission line/waveguide to the transmitting anten-
na feedpoint (S"ta l , 9ta2),

iii) The time delay from the receiving antenna feed
point to the parameteric amplifier input and the
delay due to the transmission line/waveguide from
the parametric amplifier output to the main

ground station (b;ra1 , 5'ra2 )

iv) The time delays in the demodulation and output
circuits ( burl , 9r2 ) .
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As mentioned earlier, any uncertainty in the time delay mea-
surement will appear as bias in the clock offset measurement
while any variability in the delays limits the accuracy.

At each earth station before the start of the experiment
each day,the equipment delay was measured as part of the cali-
bration procedure, by internal looping. A sample of the
transmitter output is downconverted to the receiver frequency
using a broadband mixer- which contributed an insignificant
amount of delay. The measured signal delay at DES was
1.28,us and for AES it was 2.814s This AES delay included an
extralength of 57m to the down converter which introduced an
extra time delay of 0.57/us in the loop delay. Thus the time
delay in the electronic equipment in the AES internal loop
is 2.23?s. The variation in the delay was less than 0.1ps.

In the determination of the clock offset, the equipment time
delay that enters the picture is the difference between trans-
mitter time delay at DES plus the receiver time delay at
AES and the transmitter time delay at AES add the receiver
time delay at DES. Since the transmitter and receiver time
delays at each station could not be measured separately, it
was assumed that the total internal loop delay is equally
,divided between the transmitter and the receiver. Thus the
net difference of the delays considered above is taken to be
zero. This assumption introduces an unresolved bias of
+1.0^► .

The time delays introduced due to finite transmission line/
waveguide lengths at DES add AES are:

brtl+b'rl = 1.28^s .	 brtal=0.175µs
	

9'ra1=0.2ps

A2 +b'r 2= 2.8?s .	 9rta2=0. 364^.s	 9'ra2=0.35Ns

RESULTS

Measurements of the total time delay were made on 21 days
during the two test periods in April and June 1978. Each
day a maximum of 6 sets of measurements each consisting of
at least 50 observations-10 centred on each minute during
the 5 minute interval - have been accummulated. These data
are used to determine the AES clock offset with respect to
the DES clock and hence with respect to the NPL Master
clock. Also because the two test periods are separated by
about 6 weeks with the clock running, an opportunity is pro-
vided to determine the systematic or long - term drift rate
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of the AES clock with respect to the master clock.

The clock error or offset is defined as 	 et 4)

Clock offset (E) = Master clock time (NPL) - User Clock Time.
If the user clock lags behind the Master clock E is positive
and is negative if the user clock is ahead or the master
clock.

The clock offset is computed as follows. Referring to fig.2

Let-(, be the apparent time
transmitting.

Y, be the apparent time
transmitting.

7t, , Yt,, be the equipment
and receive chain respecti,

delay measured at AES with DES

delay measured at DES with AES

delays in the DES transmit chain

_16A,Yhx be the equipment delay in AES transmit and receive
chain respectively ( 

ytz = 9E Z + 9ta 2 j YhZ = 9 Z 4 '9hA..)

The clock offset

Clock offset E

_214- -sTi
If the equipment
is the same ;T is
Section4 (iii) an

then is given by	

1

Y2_

delay in each transmit - receive circuits
zero. However for reasons outlined in

unresolved bias of + 1.0,cs exists.

Thus Clock offset =,n 1T + 1.0,^s

As mentioned earlier, during test period each day 6 sets of
observations of 5 minute duration are obtained at each sta-
tion. Each sample consists of 10 observations centred on the
minute. In order to take care of the systematic drift due
to satellite motion, the piece-wise samples are processed
on computer using a least squares fit for both the stations
(Fig. 3,4). From these curves the average clock offset for
each day is measured.

The corresponding standard deviation is also computed. Un-
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TABLE II a

Date	 Time	 Average 6(,&q(/2) Cfor	 Counter Rem-
L^^/2 (11^s )	 fitted curves resolu- arks

DES	 AES	 tion

21.4.78 1300-1430 18.03	 --	 --	 --	 100 n	 AES
Sec.	 clock

reset

22.4.78 -do-	 18.10	 --	 --	 100 n	 --
Sec.

27.4.78 -do-	 7.75	 --	 --	 -- 100 n	 AES
Sec.	 clock

reset

28.4.78 -do-.	 5.72	 .034	 .010 .020 100 n	 T-

29.4.78 -do-	 5.58	 .035	 .016	 .011 100 n	 --
Sec	 --

30.4.78 -do-	 5.35	 .042	 .021 .011 100 n	 --
Sec.

Average AES Clock Drift = .12 ALSec/day

fortunately at DES the time interval counter used has only a
100 ns resolution. However a 10 ns resolution counter was
used on 11 days during the tests and the standard deviat-
ion computed from these observations is taken to be repres-
entative of the capabilities of the experimental system.

The results of the measurements are summarised in table
II a,b. It is concluded that the clock synchronisation is
possible to a precision of .17 ,u.s using a 100 ns resolution
time interval counter and to a precision of .08 1us with lOns
resolution counter. The accuracy of synchronisation, tak-
ing into account all the possible delays, is about 0.5,us,
with a bias of + lius which is probably an overestimate.

In order to determine the drift rate of the AES clock with
respect to DES clock and hence with respect to the NPL mas-
ter clock, the results are plotted in Fig. 5. During the
April tests the AES clock offset was + ve and it was drift-
ing at a rate of .12a per day up to June 16. On June 17th
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TABLE II b

Date	 Time	 Average C( A'II/2 ) dfor	 Counter Rem-
p'1*/2 s	 fitted curves resolu- arks

DES	 AES	 tion
100ns

16.6.78 1430-1600 +11.21

18.6.78 -do- .03

19.6.78 -do- -0.38

20.6.78 -do- -0.95

21.6.78 -do- -1.38

	

23.6.78	 -do- -2.32

	

24.6.78	 -do- -2.64

25.6.78 -do- -3.05

26.6.78 -do- -3.46

27.6.78 -do- -3.92

28.6.78 -do- -4.23

29.6.78 -do- (-5.39)

30.6.78	 -do- (-3.49)

.12 .020 .012 100n Clock
Sec.

- - - lOn Clock
Sec. reset

.076 .077 .014 -do-

.013 .008 .004 :do-

.288 .018 .001 Resolu-
tion
100 n
Sec.

.023 .01 .002 Resolu-
tion
10 n
Sec.

.097 .001 .058 -do-

.010 .005 .001 -do-

.010 .007 .008 -do-

.007 .004 .005 -do-

.076 .006 .002 -do-

- - - -do- Clock
reset

- - - -do- -do-

Average AES Clock Drift = .43µ-Sec./day

the AES clock stopped. After -recommissioning the AES clock,
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and after stabilisation it was synchronised with respect to
DES clock and the offset was + ve. During the rest of the
June test period the apparent drift rate of the AES clock
with respect to the DES clock was 0.5yas per day. This app-
arently different drift rates reconciled as follows. The
DES clock has a drift rate opposite to that of AES with res-
pect to the NPL master clock. When the AES clock offset
(with respect to DES) was + ve, the apparent drift rate is
smaller because the two clocks were drifting in the same
direction. When the offset became - ve, the clocks were
drifting in opposite directions and hence the apparent
drift rate is the sum-of the drift rates of the two clocks and
hence is apparently much larger than during April test.
The drifts of the AES and DES clocks are plotted in the same
figure which establishes a uniform drift rate of the AES
clock with respect to the NPL, Master Clock
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Check of the Consistency of Clock Synchronisation with port-
able clock

The heart of the portable clock is a crystal oscillator mo-
del HP 105B. This oscillator output has been used to derive
second pulses. The arrangement is also there to autosynchro-
nise the epoch of the second pulses within a fraction of mi-
crosecond with respect to that of a cesium clock second pul-
ses. The drift rate of the crystal clock has been studied
very critically for better prediction of the clock epoch.

Before flying the clock, it is auto-synchronised with master
cesium at ATA to within 0.4 microsecond and the time differ-
ence is noted in time interval counter HP 5248L. The clock
is then flown to Ahmedabad by a commercial aeroplane and the
AES cesium clock was directly compared with this portable
clock, after about four hours time of its auto synchronisa-
tion with ATA cesium in Delhi. At Ahmedabad the offset be-
tween ATA and AES clock was _found to be 1.95,u.second with
drift prediction uncertainties of + .25,vsecond (at that time
according to symphonie experiment offset was 1.15 ,us). In
the return flight the portable clock was autosynchronised
with AES cesium and after roughly four hours the portable
clock was again compared with ATA cesium and the offset was
found to be 1.5µ.s (at that time the projected values of
symphonie experiment was 1.32,LA-s).

Thus the flying clock experiment confirms the consistency of
the clock synchronisation experiment via symphonie satellite

to an accuracy of + 0.2 5 µs.

On 28th June the difference between the flying clock experi-
ment and the Symphonie experiment was found to be 0.8,as
which is well within the uncertainty in symphonie experiment.
However, on the second day (29th June) this difference was
0.18 Aks. Though both these values are within the limit of
uncertainty of symphonie experiment but the difference of
o• 6z ,cc s on consecutive two days observations may be due to
some uncertainty in behaviour of crystal due to jerks while
flying.
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PTTI APPLICATIONS TO DEEP SPACE NAVIGATION

David W. Curkendall
Jet Propulsion Laboratory, Pasadena, California

ABSTRACT

Radio metric deep space navigation relies nearly
exclusively upon coherent, i.e. 2-way, doppler and
ranging for all precise applications. These data
types and the navigational accuracies they can pro-
duce are reviewed. The deployment of Hydrogen maser
frequency standards and the development of Very Long
Baseline Interferometry (VLBI) systems within the
Deep Space Network is making possible the development

of non-coherent, 1-way data forms that promise much
greater inherent navigational accuracy. These data,
closely paralleling the observables taken with VLBI
are much more sensitive to clock synchronizations,
both time and frequency, and to instability during
the measurement period itself than are the coherent
data. The underlying structure between each data
class and clock performance is charted. VLBI obser-
vations of the natural radio sources are the planned
instrument for the synchronization task. This method
and a navigational scheme using differential measurements
between the s pacecraft and nearby quasars are described.

I.	 INTRODUCTION AND BACKGROUND

Navigation for deep space probes has always required the acquisition of
long arcs of precise doppler data to determine accurately and reliably
the spacecraft orbit prior to planetary encounter. The Doppler data
used is taken in the so-called coherent, or 2-way, mode. In this 2-way
mode, a ground station within the Deep Space Network transmits a stable
frequency reference to the spacecraft which transponds a coherent ver-
sion of the received signal back to the ground station for Doppler de-
tection (Renzetti, et al l and Melbourne 2 ). At or near planetary
encounter, the gravitational effects of the target body on the motion
of the spacecraft are sufficient to produce a unique velocity profile
in the Doppler that can be the dominant effect in determining where the
spacecraft is. These effects usually arise too late, however, to be of
benefit in the navigation process of determining and adjusting the
planet-relative encounter conditions. The tracking which determines
the planet-relative navigation accuracy is performed long before the
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actual encounter and when the gravity forces on the probe are of little
benefit in supplying the desired location information. Here the dominant
information is supplied by the diurnal motion of the tracking stations
as illustrated in Figure 1. A single pass of doppler tracking data will
yield information about three quantities:

1) The probe's geocentric velocity by calculating the doppler
shift with the diurnal effects removed.

2) The right ascension, by determining the time of the meridian
crossing via observing the null in the diurnal harmonic modu-
lation.

3) The cosine of the declination, by determining the amplitude of
the harmonic modulation.

The complete spacecraft state is determined by taking additional passes
of doppler data on succeeding days and combining the information from
each into a full solution. When available, ranging data greatly aids
this process of determining the 6-dimensional spacecraft state to the
requisite accuracy. In summary:

1) range and doppler data give direct measurements of the line of
sight probe distance and its time derivative,

2) the diurnal modulation of the doppler yields an indirect
measurement of the right ascension, a, and declination, 6,

3) successive passes detect changes in a and 6 permitting indirect
measurements of a, 6 and provide the data volume base for
noise averaging and data consistency.

Several detailed analyses of this 3situation have been perform^d - among
them are: Hamilton and Melbourne , Curkendall and McReynolds - giving
the accuracy of the observable parameters as a function of doppler
measurement accuracy, tracking system calibrations, probe geometry,
length of the tracking pass, tracking station location errors, and ran-
dom non-gravitational forces affecting the motion of the spacecraft.

The accuracy to which the indirectly measured parameters can be estima-
ted determine the overall accuracy of the complete orbit. Shown in
Figure 2 is a plot of the system accuracy at several time points from
the inception of the planetary exploration era to the present time -
although the list is far from complete, the margin contains a tabulation
of some of the technology improvements which enabled the accuracy evolu-
tion as shown. The accuracy achievable from a given doppler and asso-
ciated data calibration and processing system is seen to be a strong
function of the nominal probe declination. This is because the estimate
of declination is determined by observing the amplitude of the diurnal
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harmonic signature, car s cos 6, and this amplitude becomes a stationary
at 6 = 0.

The deterioration of the orbit performance at the lower range of declin-
ation can be a serious inconvenience for inner planet exploration. For
example, the allowable Viking Mars arrival date space was truncated due
to declinations lower than 5 deg for arrival dates past September 1976.
The performance versus declination shown in the figure thus manifests
itself as a mission planning constraint. Fortunately, the tempo of the
geometry evolution within the inner planet system is rapid enough so
that the periods of low declination and resulting loss of navigation
ability are relatively short and can be usually tolerated.

The situation can be much worse for outer planet exploration. For
example, the Voyager I and II Saturn encounters are both such that
neither spacecraft is above 5 deg declination during the 4 months prior
to the critical planetary encounter. To meet this and like situations,
the dual-station planetary ranging system has been developed. Unlike
the doppler system, two tracking stations are involved as is shown in
Figure 3. In order to measure the troublesome declination variable
these stations need to be widely separated in latitude as shown. The
difference of the two range measurements is proportional to B sin 6, an
observable with the right structural relationship with declination; i.e.,
the measurement sensitivity to declination maximizes near zero rather
than becoming stationary. The declination accuracy achievable can thus
approximately be given by

_ 6Ap
06	 Bcos6

where o. is the overall accuracy of the system's ability to
measure the range difference, Ap, and B is the polar projection

of the baseline. Present mechanizations require that the two range
measurements be performed sequentially, rather than simultaneously, with
each station obtaining a measure of the round-trip light-time between
the probe and itself. The measurements can then be referred to a common
epoch by either modeling the probe's motion or accumulating doppler data
during the intervening period. The accuracy of this system is currently
limited to a performance of approximately cl = 4.5 32m as discussed by
Christensen and Siege15 . This measurement acccuracy, working with the
baseline of the tracking stations at Goldstone, CA, and Canberra,
Australia, yields a declination accuracy of approximately 1 urad over
the full normal operating range of declination. It has been an itera-
tive process, but this performance and the current Voyager mission
requirements are commensurate as discussed by Jordan . Figure 4 summar-
izes the current performance of the radio metric tracking systems for
both the doppler and the ranging measurements. As shown, the doppler
system provides a performance at the 0.25 urad level for high declina-
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tions. This degrades slowly until 1 urad is reached; the dual station
ranging system then provides a level 1 urad performance for the remainder
of the declination space.

II. VERY LONG BASELINE INTERFEROMETRY

Since about the beginning of the current decade, Very Long Baseline Inter-
ferometry (VLBI) systems have been developed in parallel with the coher-
ent doppler and ranging systems just described. References 7 - 18
which span this time period, describe the development and provide analyses
necessary for a detailed understanding. In this paper we shall be con-
tent to describe VLBI only in tutorial terms, emphasizing the similari-
ties and contrasts between the VLBI data and the coherent range and
doppler already discussed.

In a typical VLBI system, each of two widely spaced antennas observes a
single (broad band) radio source, e.g., a quasar, simultaneously record-
ing the received signal over a specified frequency interval. The record-
ings are digital in which the received voltage is digitized at the one
bit level; timing information is added so that the recordings may be
cross correlated later when brought to a central site. The (expected)
cross correlation function can easily be shown to be approximately
(Thomasll);

E [R(t, AT)] « sinWQTWAT cos ^l(t)

Where

AT = T - T
g	 m

T 9 (t) = geometric delay as shown in Figure 5

T = a priori delay estimate inserted to bring the
m correlation function to near its maximum during data

processing

W = bandwidth of recorded signal

^1-w1 AT

W1 = frequency at the center of the bandpass

Using typical values of 2300 MHz and 2 MHz as the rf and recorded band-
width respectively, this correlation function goes through one complete
cycle for every change in AT equal to the period of the rf frequency
(<0.5 nsec). In addition it also manifests a sin x/x characteristic
envelope reaching its first null at 0.5 usec delay. These two compo-
nents are called respectively "fast fringes" and the "delay function"
(see Figure 6). For these same typical values, T (or equivalently Ap/c,
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Figure 5) can be measured directly, by adjusting T so as to maximize the
delay unction to on the order of 10 nsec	

m
y	 precision (3m in light-sec).

More powerful measurements can be obtained, however, in each of two con-
ceptually different ways:

1) Observation of the source continuously over the common
visibility period of the two stations (approximately 4 hours on
the baselines afforded by the DSN for sources near the ecliptic),
produces a continuous record of the phase of the fast fringes
versus time. The record thus obtained will contain a diurnal
sinusoidal modulation term due to the Earth's rotation whose
phase and amplitude are parametric in the source location and
baseline parameters. This is exactly analogous to the single
station coherent doppler tracking except that the equatorial
baseline projection and longitude play the roles of the distance
off the spin axis, r , and station longitude, 0, respectively.
The differential frequency of the two clocks replaces the
geocentric velocity term observed by the coherent data.

2) Observation of the source at a second center frequency, w2,
produces a second measurement of the fast fringe phase, ^ V at
a single instant of time. Then because

^2 - ^1
aw	 g w2 - w1

a direct measurement of T can be obtained in the short time
required to achieve a higfi S/N for the ^ measurements (typi-
cally 10 min.).	 This is the "bandwidth synthesis" technique,
so called because large effective bandwidths can be obtained
without the need for commensurate high recording rates, and is
widely used throughout the VLBI community (Rogers 9). "tie
geometry is exactly as for the differenced range measurement
already discussed (cf. Figures 3 and 4); the T measurement
obtained can be used directly to estimate eith9r the baseline
projection or the source location. With spanned bandwidths,
w2 - wl , on the order of 40 MHz, the precision of the measure-
ment can easily be brought to the cm level; its accuracy is
dominated by other effects such as clock performance and
systematic calibration errors.

When estimating source locations with method two, a second
baseline is usually employed for the second component of
position. An effective combination for the two baselines is
to have a large polar component associated with the first and a
large equatorial projection associated with the second so that
they can produce largely uncorrelated estimates of a and 6.
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Thus these two methods, often referred to as narrow-and wide- band VLBI
respectively, have a one-to-one correspondence with the two coherent-
modes, doppler and differenced ranging, normally used for spacecraft
tracking. Their normal applications are duals of each other in that
VLBI is usually employed to estimate the station baselines; precise
source coordinates are needed to enable this. Coherent tracking is
normally used to estimate the spacecraft coordinates; precise station
locations are needed for this task.

Although the VLBI and the coherent tracking modes each produce observ-
ables with identical information content as just discussed, natural-
source VLBI enjoys several inherent accuracy advantages over its coher-
ent counterpart. These were discussed in some detail in a previous
paper (Curkendall 19 ), but briefly they include: 1) wider bandwidth,
2) more complete calibration of charged particles, 3) a ready means for
calibrating electrical path delay variations in the station electronics,
4) lack of significant proper motion in the natural sources themselves,
and 5) freedom from needing to model the line-of-sight motion as is
required in single station doppler tracking.

There is a single major exception to the general advantages of the non-
coherent data types - they suffer from a greater sensitivity to instabi-
lity of the station master oscillator. This sensitivity and the compar-
ison of it with that of the coherent data forms is treated in detail in
the following section.

III. MEASUREMENT ACCURACY VS. FREQUENCY STANDARD PERFORMANCE

The two measurement classes just discussed, coherent measurements and
non-coherent VLBI measurements differ markedly by the manner in which
the station's master frequency standard departures from ideal enter and
corrupt the measurements.

In this section the four data types:

Data Two-Way One-Way
Class

Data Coherent Non-Coherent

Type Measurements Measurements

Narrowband
Narrowband Doppler

(1) VLBI
(2)

Wideband Differenced Wideband
Ranging VLBI

3 (4)

will each be analyzed and their sensitivity to clock performance charted.
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Case 1 - Coherent Narrowband (Doppler) Data

Consider the (highly) schematic diagram of a typical coherent doppler
and ranging system implementation as shown in Figure 7. Counted, or
integrated, doppler is obtained by broadcasting a stable reference to
the spacecraft which coherently transponds the received carrier back to
the same station for comparison with the original transmitted frequency;
the difference or doppler frequency is integrated by means of a counter
as shown. Assume for the purposes of illustration, that a unit step in
frequency error occurs for a short period of time as shown in Figure 8.
This will enter the doppler extractor and be integrated to yield immed-
iately a buildup of range error, Ap . It will also be transmitted to
the spacecraft and return a round-trip light time, T, later and re-enter
the doppler extractor, this time in the opposite sense - Ap will return
to zero. If the doppler system has been tracking the spacecraft for T
seconds, the accumulated effect of the time history of Af(t) is readily
seen to be

c f
c 	

Af (t) - Af ( t-T) dt =

Ap	 0p	

00

	 (T	 T)	 (1)

= c fT
 Af(t)dt -	 Af(t)dt
T-T	 fT

where c is the speed of light.

That is, in a data point measured at T, frequency standard performance
during the first and last T seconds counts, everything else cancels out.
The factor of 2 appears so that Ap is the error in the one-way range
as measured by the two-way instrument. It is useful to design expres-
sions which permit calculating Ape assuming Af is
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i) a white noise process

ii) linear with time

i) White Frequency Noise

With the white noise assumption, the two integrals in (1) are clearly
independent, the variance of Ap 6 is then

T T

6Ap 
= 2 2 rj ho 6(u-v)dudv = 2 2 ho T	 (2)

J 0

where ho is the spectral density of the white frequency Af/f process.

ii) Linear Freq uencv Drift

Assume of
f
 t> = kt	

(3)

Then from (1), a	 = 2 k T T
APC

where k is re-interpreted to be the standard deviation of the drift.
Thus for frequency variations rapid relative to T, the error builds with

3T and is independent of the tracking time; for frequency variations
slow relative to T, the error builds as the product, TT.

Case 2 - Non-Coherent, Narrowband (VLBI) Data

The non-coherent case is even more straightforward. Here the error in
the measurement is easily seen to be proportional to the difference in
the oscillators' frequencies at the two Earth-based stations integrated
over the observational interval:

T
App = f r f 1 - f 2 dt	 (4)

J0

where f  = instantaneous frequency at the ith station.

The Of notation used in (1) is dropped here to emphasize that the mea-
surement is sensitive to more than just the change in frequency over T
or even T, it is sensitive to the "knowability" of the frequency diff-
erence. The initial frequency offset is large enough so that in any
VLSI experiment it must be considered an unknown and solved for -
indeed, the determination of f 1 (0) - f 2 (0) is often the reason for the
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VLBI experiment. It becomes convenient, then, to re-define the problem
and focus on a modified error term as

T
App = ff Af l - Af t dt

 0

where Af i is understood to be the departure in the frequency from fi(0).
Then

QAp^ 	
2 c (Af) T T

where 
(^f) 

is the familiar two-sample
T

Allan Variance over smoothing time, T. Equation (4) is already in what
is usually the most convenient form. For comparative purposes, however,
it is interesting to recompute the effects arising from the white noise
and linear drift models used earlier.

i) White frequency noise

GAp	
V2=c j j ho 0(u-v)dudv = cV2h0 T	 (c.t.Z)

E	 0	 v

ii) Linear Frequency Drift

Af l - Af2

2	 =^2_kt

QAp, 	
-,/L k 

T2	 (c.f.3)

E

Case 3 - Differenced Coherent (Ranging Data)

A coherent range measurement is essentially a measurement of the round-
trip light time itself. The clock error introduced in such a measure-
ment is thus the absolute frequency error integrated over the light
time. A differenced ranging measurement is sensitive to the integrated
frequency differences, i.e.,

T

Ap E 	 2f fo fl - f2 dt	 (9)

For precision differenced ranging measurements, this frequency differ-
ence (or more precisely, the error in the knowledge of the difference)

(5)

(6)

(7)

(8)
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must be held to within strict limits. For example, at the distance of
Saturn, T % 10 4 sec., Ifl-f2I must be < 3 x 10-13 for a AP of less than
.5 M. The implied frequency synchronization must be accomplished with
traveling clocks or, as in more frequently the case, with a VLBI obser-
vation session whose object is the determinations of fl-f 2.

The error, then, in applying the synchronization to a differenced range
measurement can be roughly predicted as

CY	 = c 
(Af )AtT	 (10)

where At is the time between synchronization and application. This
expression assumes that the synchronization operation has an associated
error much less than (Af/f)This is not always the case and the VLBI
method for synchronization Atbrings up an interesting interplay between
clock performance and its measurement. In an ideal experiment where all
parameters influencing the interferometer phase (geometry, media trans-
mission effects, etc.) are known save the clock offset, f 11 - f 2 , itself,
the clock performance during the experiment of duration, T, will contri-
bute an error

Q	

= GAp^

	 ^2 Af	 (11)
f l - f 2 	c T	 ( f )T

where aAp	 is given by (6).

Case 4 - Non-Coherent Wideband (VLBI) Data

Here the measurement error is proportional to the clock time offset at
the time of the measurement. Once again, this parameter must be mea-
sured periodically in order that the knowledge of it can be held to
within reasonable limits. The expression for the error using the same
nomenclature as the first three cases would be

T
Ap£	

ff
fl - f 2 dt

.Il

where "—" is understood to be the time of the last clock epoch synchro-
nization operation. As before, if the synchronization operation is
assumed accurate, the predicted standard deviation of (12) is readily
seen to be

CY= c( 
Af 

At
AP	 f
C 	 At

where At = T - "-0".

(12)

(13)
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Evaluation of (13) for even Hydrogen maser stabilities (Af/f p^, 10-14)
discloses that At cannot exceed 1/3 day if decimeter level measurements
are sought. Because of this high sensitivity, it is common practice to
include provision for both clock epoch and clock frequency synchroniza-
tion integral to any natural source VLBI experiment. Equation (13) has
relevance strictly only when envisioning a series of natural source
measurements for clock synchronization whose results are applied to sub-
sequent (or earlier) spacecraft tracking.

Table I summarizes the four cases just discussed and repeats the four
basic sensitivity equations. Table II is an attempt to tabulate the
expected metric errors arising in the same four cases in terms of the
two-sample Allan Variance. There are several approximations used in
writing the expressions shown and this table should be viewed more as an
ordered collection of the principles discussed here rather than a set of
rigorous relationships.

The non-coherent VLBI measurements are thus much more demanding of
clock performance than their coherent counterparts. Indeed, the
relative immunity of coherent doppler and range to clock variations en-
abled reasonable performance at small light-time distances (< lunar
distance) even with the crystal oscillators that were employed in the
early 60's. With current rubidium standards (Af/f < 10 - 12 /day) good
performance can be achieved throughout the terrestrial planet space. In
contrast, VLBI errors are dominated by clock effects when rubidium and
even cesium (Af/f < 10 13 /day) standards are _used. The introduction of
the Hydrogen maser with drifts better than 10 14 /day has in large part
prompted the current interest in VLBI systems. At this clock performance
level, the VLBI accuracy estimates given in the next section can be
achieved and the non-coherent measurement class can successfully compete
with its coherent counterpart.

IV. VLBI AS A NAVIGATION TOOL

The maturing VLBI technology can be applied to the spacecraft navigation
problem in each of two conceptual ways: 1) calibration of the DSN for
use as an otherwise conventional radiometric network, and 2) direct
spacecraft signal tracking with the VLBI data acquisition and processing
systems.

VLBI for DSN Calibrations

In July of '79, the first operational VLBI system (as contrasted with the
R&D systems which have produced the results discussed above) will begin
taking routine measurements on the California-Spain and California-
Australia baselines. Initially this system, operating in conjunction
with a developed precision source catalog, will have the capability of
operating with an overall accuracy at the 0.05 urad level. This capa-
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bility will be exploited to calibrate the UT and PM variations, refine
the knowledge of baseline vectors, and determine the relative station
clock frequency offsets. The UT/PM calibration improves the knowledge
of the effective station location coordinates for both range and doppler;
the baseline solutions directly improve the differenced range data.
Both of these error sources will be controlled to the 50 cm level as
compared to their current 1-2 m effective levels. The interstation_
clock frequency calibration will be accurate to better than 1 x 10 13,

bringing the clock's contribution to the differenced range error
(Eq. (10)) to well under 50 cm even at 10 AU.

Direct VLBI Navigation

The spacecraft can be treated as another VLBI radio source, albeit one
with proper motion. Present spacecraft do not emit signals with band-
widths wide enough to really be considered wideband sources, however.
Instead, the power is centered within a few MHz of the carrier, effec-
tively enabling tracking at only the carrier center frequency so that
the fast fringes may be observed but bandwidth synthesis at beneficial
accuracies cannot be performed. Thus, only narrowband VLBI can be made
available for already launched spacecraft. Save the one feature of the
wide bandwidth, all of the inherent advantages of the non-coherent
data class can be capitalized on, however.

The favored operational procedure in narrowband spacecraft VLBI is to
track the spacecraft in close conjunction with the tracking of a nearby
quasar (% <5 deg away in angular measure) whose source location has
already carefully been determined. In this procedure, known as AVLBI,
the two antennas track the spacecraft for a few minutes and then quickly
align on the quasar. This is repeated for the entire duration of the
4 hour tracking pass and the fringe phase history differential between
the spacecraft and the source is constructed. The differences in a and
6 between the two sources are then estimated. This procedure has the
advantage that most of the systematic error sources, being nearly common
to both the spacecraft and quasar phase histories - baseline coordinates,
instrumentation calibration, neutral and charged particle media effects,
and clock imperfections - are diminished by the differencing operation.
The precise natural source location estimate is quickly transferred to
the spacecraft by this technique.

It is relatively simple to alter the broadcast spacecraft waveform to
make it suitable for wideband VLBI tracking. Modulating a high fre-
quency subcarrier with a signal generated from a noise diode could
produce noise channels suitable for bandwidth synthesis with character-
istics nearly identical to that being received from the quasar. A far
better technique is to transmit a specific ranging code generated on-
board the spacecraft and correlate the received spacecraft signal at
each station against a locally generated model of that same code in a
manner similar to that used in a conventional 2-way ranging machine.
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In contrast to the current ranging technique, the signal would not be
demodulated and tracked via the closed loop receiver, however. Rather,
the spacecraft signal would follow the same rf chain as the quasar
signal, phase calibration signals would be introduced, and detection
would take place after digitization so as to preserve the near perfect
commonality with the natural radio source tracking essential for careful
system calibration. Each station executes this procedure, a one-way
range is calculated, and the difference taken. This difference contains
the differential station clock epoch error which must be carefully cali-
brated with conventional VLBI. This calibration, along with UT/PM
calibration, can be performed via either an earlier multiple-source VLBI
run and applied to the Differential One-Way Ranging (DOR) data or the
DOR data can be obtained in conjunction with the track of a single very
nearby quasar in a manner similar to the narrowband AVLBI method already
described. Which method is employed operationally would be determined
by the availability and strength of a nearby quasar, the number of
spacecraft that need to be tracked, the availability of transmission
lines for the VLBI data, the time criticality of the spacecraft
results, and the ability of the clocks to hold an epoch synchronization.

An extensive error analysis and discussion of the wide-band VLBI, or
DOR, technique was presented by Melbourne and Curkendall in an earlier
paper Z0 . As a result of that and subsequent analysis, it is felt that
a confident prediction of the performance of such a system can be made
at the 0.05 Arad level. The narrowband AVLBI can perform at similar
levels for spacecraft at high declination, but would degrade with the
1/tan d characteristic inherent for all narrowband tracking.

These accuracies, along with the accuracy of the coherent tracking
earlier discussed, is summarized in Figure 4 . In contrasting the wide
and narrowband approaches, the constant performance of the wide-band
method with declination is of the utmost importance. In addition, the
tracking time required for a complete observation is much smaller for
the wide-band system since no diurnal signature need be observed. Ob-
servations from two baselines are required however. The narrowband
approach suffers from a greater sensitivity to systematic error sources
so only the AVLBI mode should be used to meet a precision requirement.
The wideband is more immune and offers greater tracking strategy flex-
ibility. It is thus less dependent on the existence of a nearby quasar.
This could be important for some applications since at the present
time,,few suitable sources have been found in the portion of the
celestial sphere where the galaxy partially obscures extragalactic
observations (Preston et al l ). This results in two bands along the
ecliptic plane, each measuring about 30 deg in extent, nearly devoid of
suitable sources. Finally, the post correlation data processing is
more difficult for the narrowband AVLBI data. The key to the accuracy
is the accurate construction of the accumulated phase delay change over
the 4 hour period for both the spacecraft and the quasar. Care must be
taken to ensure that the phase is extrapolated properly to within one
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rf cycle (13 cm at S; 3.5 cm at X-band) during the time periods when the
antennas are moving or are on the opposite source.

On a more positive note, narrowband AVLBI can be very useful for track-
ing existing spacecraft and offers a greater sensitivity for the detec-
tion of proper motion over short time periods (< 4 h).

Sensitivity of Differential VLBI to Clock Performance

Differential-, or A-VLBI, is intermediate in clock sensitivity between
the coherent or non-coherent data forms discussed in Section III and
for that reason deserves special treatment in this concluding sub-sec-
tion.

This sensitivity is generally proportional to the angular separation
between the natural source and the spacecraft. For example, in narrow-
band AVLBI, when the sources are both within a single beamwidth of the
antennas, the normal switching between the two as described above is not
necessary, both sources are tracked all the time and the effect of
clock variations cancels out. All that is needed in this case are
clocks with coherence times long enough to detect the signals (' ti a few

minutes). Beyond a single beamwidth separation, antenna switching is
necessary and the individual spacecraft and quasar records will have
complimentary data outages as shown in Figure 9. For separations just
greater than the single beamwidth limitation the data differencing oper-
ation would difference the two data streams as close together in time
as possible or one full cycle time, denoted as At in the diagram.
Consider for the moment, that the clock instability is the sole error
source, the measured Ap for the quasar would be:

T
Apmq (T) = Apq (T) + 

ffo
f  - f 2 dt	 (14)

An identical expression for the spacecraft measurement, Ap 	 (T) can
also be written. Their difference with the time shift, Atmis/c

AApm(T, At) = Apmq (T + At) - 
AP  s/c(T)
t+At	

(15)

= Ap -Ap
s/c + f JT

f1-f2dt
q 

It is useful to calculate the expected rms value of the clock induced
error for the white frequency noise and linear drift examples used
earlier.
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i) White Frequency Noise

QAAp = c Vf2h
0
 At	 (c.f.2&7)	 (16)

E

ii) Linear Frequency Drift

6AAp = Z (At 2 + 2TAt)	 (c.f.3&6)	 (17)
E

In comparing these expressions with those derived earlier, note that if
the switching time is shorter than the spacecraft round trip light time
(At can be on the order of 10 minutes, T is often several hours), the
AVLBI data is actually less sensitive to the white frequency noise than
is two-way counted doppler. The expression for the linear drift model
is a good illustration that the sensitivity to more systematic clock
errors is intermediate to that of the coherent and non-coherent forms
discussed in Section III.

For larger source separations, the situation is somewhat more complex.
As the angle increases, it soon becomes apparent that if both sources
are tracked over the same time periods (e.g. t = 0 to T) except for the
alternating outages, the cancellation of other error sources will not be
nearly so complete as if better strategies had been employed. For
example, suppose that the sources have equal declinations but differ in
their right ascensions and that the dominant error source is the tropo-
spheric scale height. It should be clear that in this circumstance, the
best strategy would be to track each source over the same range of hour
angles and stagger the time intervals as shown in Figure 10.
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In this circumstance, the effective At would grow to a much larger value
than is strictly needed for the switching time operation as is illustra-
ted in the figure. More generally, the global tracking scenario and the
effective At must be chosen to minimize the sum of all the error sources,
a problem beyond the scope of this short discussion. Once chosen how-
ever, the clock's contribution to the accumulated error can be written
directly in terms of the Allan Variance as

QAAP = ^2 c(Af) Ot	 (18)
E 	 At

In wideband AVLBI, the tracking strategy is simplified to a single obser-
vation of each source. The clock's contribution to the error in the
difference of the two resulting time delay measurements are 1) the error
suffered internal to the measurement itself, and 2) the clock offset
drift in between the two measurements, spaced At apart. The determina-
tion of the first of these is beyond the scope of this discussion (but
should be small), the second is given by (18) just as in the narrowband
case. The real difference between the narrow and wideband cases is that
the narrowband transformation to right ascension and declination esti-
mates is itself more sensitive to a time delay error change (by about a
factor of 5 at high declination, growing gradually worse as declination
is reduced) than is the wideband transformation sensitivity to time
delay error.

A single numerical example should serve to put these relationships in
perspective. During the 1979 Voyager encounters with Jupiter, a narrow-
band AVLBI demonstration is planned whose accuracy goal is set at the
.05 Arad level. A single quasar, OJ287, is being used as the reference
natural source throughout the several month experimentation period; the
appropriate At is as large as 45 min. The error control needed to
achieve this accuracy is approximately 7 cm of range change error during
the 4 hour integration period. If 1 cm is the clock's allocation,
the two-sample Allan Variance clock performance required is (from (18):

If	 aAAp = .Olm

At = 45 min.

6AAp
Af =	

2 c C
At = 8.8 x 10-15

If wideband AVLBI were possible, the same accuracy level could be
achieved with a total error budget of about 40cm. If 1/7 of this were
allocated to the clock, the Of/f specification could be relaxed to

Alternately, and probably of more practical importance, a
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clock operating at 8.8 x 10-15 could be used to lengthen the time
between epoch calibration and spacecraft use; i.e., the 45 min.
could be stretched to several hours.
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TABLE I: Comparison of Data Type Sensitivity to Station Master Clock Errors 

~
ata 

Class 
Data 
Type 

Narrowband 

Wideband 

Two-Way 

Coherent Measurements 

Doppler 

Clock Frequency Drift During Pass 
Integrated Over Round Trip Light Time 
to sic 

~p£~ 2Cf[lT+'rfCtJ dt -l'f(tJdt] 

Differenced Ranging 

Interstation Clock Frequency 
Difference Integration Over 
Light Time 

~p£~ 2Cf~'tl -f2 dj 

fi instantaneous frequency of ith station clock 

T Tracking Pass Duration 

T = Round Trip Light Time to sic 

One-Way 

Non Coherent Measurements 

Narrowband VLBI 

Interstation Frequency Difference 
Integrated Over Tracking Pass 
Duration 

Wideband VLBI 

Interstation Clock Epoch Error 
at Measurement Time 

6P = £. /T f - f dt 
E f I 2 

'_00" 

NOTE: All errors are given in range difference or integrated range-rate (m). 

- - ---- - - --~~---- ---- - ----------



Table II.

Approximate Evaluation of Expected Metric Error, 6 A , In

Terms of the Two Sample Allan Variance t
Af \' .	 pE

f t

aA
P 

Two-Way	 One-Way
Coherent Measurements 	 Non-Coherent Measurements

Data
Class

Data
Type

Narrowband

Wideband

ere

^
c (Af 1`	 T

T

is
only strictly true for

white phase and frequency
noise processes

c Af C s + Aft 
T

2	 f	 f )At

t
an approximate inter-

pretation of Allan
Variance

c AfES O
 (̂ fff )

+Or2 f T

f AAt \ f ^T

Af

c AT

E s

^+

F_s

At
+^Af

"^ f

At

)At f

c = speed of light

r
/flt = two sample Allen Variance evaluated at t smoothing time

T = round trip light-time to coherent transponder

T = time from beginning of Ap integration

AfC = error from frequency synchronization operation
s

AT 	 = error from clock epoch synchronization operation
s

At = time from clock synchronization to T

p+ , an operator impling addition of errors in the rms sense

677



CIO 	
-
-
-

0

N

3

A
il:

)
O

I
I
A

I
V

I
C

P
V

d
 iJ

V
d
 D

I
D

V
d
S

/
	

on

VZ
Q

Z
VO

Ow
 w
	

-
 
-
	

w
0

>
:E

V

a^
.arOwmNU)^4
6GO.Hto

•
CIO

roz^4(1)
41GOL)GwN 

G
^
4
 
O

a
 
H

^
4
 ro

O
 
4
-
J

L4-4 Un

v
 
^
n

U
 
G

^
4
 •^

^3O 
u

^
 

ro

G
 H

Or
o
 
^

^
4
 
w

O
 
O

wG
 
G

H
 
o.H

^
4
 
O

ro ^

^
 

ro
a 

G

u
 
^

H
 
Q

X
^
O

u
Q

 Z
^4

^
D

t
o

w Q
.

> w



G0roGUvA4
4ro}4UUC
d

aGrovs~

NU)COe!PvuGroI
r

^
4

04AQ
II3vJ-:cnvaa0ANvZ
I

w

Za
f

wCl-

01,

QQp0Z_YVQcz	
N

	Q
	

}
	

^

	

Q
	

O:f	
Q

	

^
	

Q
	

pZ

	

Q	
Z
	

Q	
Q

Z
Q
	

p
	

N

D
O
	

Z 	
UZw

N	
0
	

p
 
Z
 

U
	

Z
0
	

O

	

w
	

O

Q
	

Q
	

z 	
Z
 
o
	

a
 
W

O
	

Z
	

^
^
 
0
 
0
	

co
K

 W
 :2 of^	

J

Z
 
N
	

N
	

W
	

w
 
Z

 
N
	

U
 W

	

W
	

w
	

J
 
U

0
	

p	
°
 
0
 

p
	

O
U

 w
	

z 	
Z C

7 	
Z

 U
Q	

Z
 p
	

Z
 O

 w
	

—

	

O
	

0
N

 J
	

0
	

w
	

Q
K
	

J
 

p
}
 

V
	

w
	

Q
	

Q
 Z

 z
	

a
>
 
0
	

a
^
	

Q
V
	

U
 
g
 
w
 
-
 

W
 p

 m
O
	

=
 
O
	

0
	

>
 Q

 c
j

Z
 p

 N
 Q

 _
	

N
 p
	

Z
 ^

O
 
>

 
O

 
Z

 
a
	

z
=

>
m

 Q
 

Q
	

m
 O

 m
~
	°
 
'
-
 

U
 
Q

 Z
	

O
C

3
 V

 
O

K
 

H
 N

 N
	

V
~

1
 C

L
	

d
	

tw
 N

 `ON
 
mNwZ0QZJVwQ

o
 
VZU0

L
O

w

0
	

0
	

0
o

0
P

°JT
^
 '.Q

t/2
n

D
D

I/ 3
1
O

N
V

 D
IN

IN
ID

0
1
0

6
7
9



TO s/c

s

P i - P 2 = D P = B sin8

^A P0-8 =

B cos 8

Figure 3. The Difference of Two Ranging Measurements
from Stations Widely Separated in Latitude
can Accurately Measure Declination of Probe
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uestions and Answers

DR. TOM CLARK, NASA Goddard Space Flight Center:

I might update a couple of comments that were made in that one. I
believe there has been one successful spacecraft-to-quasar delta
VLBI experiment which was done by Shapiro et al. at MIT, and Newhall
et al. in your shop, on the differential position of the Viking
Orbiter, and the OJ-287 quasar. That was done about a year ago, and
the data is still being processed, but it appears that it was
successful.

I just wanted to stress one thing in terms of the angular mea-
sures that were mentioned here. The units, milliseconds of arc and
so forth, were stressed a few times, and I just wanted to remind you
what a millisecond of arc was.

If I took this quarter and gave it to Dave, and told him to
take it back to Pasadena and tried to look at it from here, that is
about a millisecond of arc. That is half a nanoradian.

I would point out that there is at least one pair of quasars
which have been done to a few tens of picoradians in terms of
differential positions by a delta VLBI type technique. They are
only a degree apart on the sky, but it is the size, roughly, of
George's eyeball on this thing, in the same analogy as before.

MR. CURKENDALL:

Yes. Not only has there been one experiment with the Viking space-
craft, there are something like 20, an unknown number of which are
successful, sitting in our data hoppers.

By my remark, I meant I don't think anybody has been ever able
to run an experiment where the accuracy had to be seven centimeters,
and then be able to prove that it was. And I think that is accu-
rate; it has probably never been done. And I think this is the same
thing whether you can really wring that kind of performance out of
the system or not.

DR. CARROLL ALLEY, University of Maryland:

Unfortunately, I arrived late for your talk. You may have mentioned
this at the beginning. But it is worth pointing out, I think, that
with this coherent tracking, and with a good transponder on these
deep spacecraft, that there is a potential of measuring low fre-
quency gravitational waves that may well be occurring in the uni-
verse. That is, the part in 10 14 that you are striving for is about
three orders of magnitude too insensitive, according to the current
estimates of my friend Kip Thorne and other people.

Nevertheless, I would like to submit, as in an earlier discus-
sion today, that we do not know everthing about the universe, and
that there may well be gravitational radiation of higher amplitudes
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than is predicted,
ful watch, even at
delta L over L in
is the same as the

and I hope that you will be keeping a very care-
the part in 10 14 level. The strain induced, the
the distance between the spacecraft and the earth,
strength of the graviational radiation.

MR. CURKENDALL:

I understand.

DR. ALLEY:

And so there may just be some relic radiation of this amplitude
around that would show up in such measurements.

MR. CURKENDALL:

Yes.	 I think your word "relic" is the key here. The thing I don't
like about the Kip Thorne calculations is it goes something like
this: If you assume the collapse of something like 10 8 solar
masses, you will get a differential movement between the spacecraft
and the earth.

And maybe this occurs something like once every 30 years. You
will get a differential change in length between the earth and the
spacecraft of about one and a half millimeters; and the problem of
sitting around for 20 years waiting for that to happen is immense.

What seems more feasible to me is to look at what you have just
said: Sit there and look for the background radiation. If you can
put an X-band uplink on the spacecraft, and get masers down to a few
parts in 10 15 , the numbers already work out that you should be able
to see enough gravitational energy that would close the universe.
And that is much better than waiting around.

And the advantage of that experiment is if you go out and you
look and you don't see anything, you can go home. And that is
really important.

DR. VICTOR REINHARDT, NASA Goddard Space Flight Center:

Just one question and it is a partial comment: Is there any possi-
bility of using telemetry information to increase the bandwidth and
narrowband VLBI to give you an effective wideband?

MR. CURKENDALL:

The telemetry, right now, runs about 360 kilohertz subcarriers and
at around 100 kilobits a second. You see, relative to the earth's
satellites, where the signal and the noise are so much better, the
telemetry rate coming back is not that high. 	 And that is not very
much bandwidth spreading.

We are doing that as part of this demonstration program. In
fact, we have a mode where we leave the subcarrier on, but turn off
the modulation so you get the nice pure sine waves, and you look at
the harmonics of those sine waves.
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It is just like the Goddard side-tone ranging system, in terms
of being able to detect that.

But we detect it through the open loop RF chain, and calibrate
with the quasar signals. And so, yes; you can do it as a restricted

bandwidth sort of thing.

What we hope to put on Galileo is tones of plus -minus 20 mega-

hertz on down, and that ought to do it.

MR. DAVID W. ALLAN, National Bureau of Standards:

I would think that this level of sensitivity, you would be sensitive
to lunar crustal tidal movements of the mantle of the earth.	 This

was not mentioned.	 I was just wondering if this is a problem. 	 Is

this not of the order of a meter or two? I am not sure.

MR. CURKENDALL:

Yes, they are; and I think our Chairman can give better words on

that. I think the bottom line is that you have to model it; but it

is thought to be modelable.

DR. TOM CLARK, NASA Goddard Space Flight Center:

Yes, there are a number of these little subtle, insidious effects
that affect the stations on the earth. The particular one with

tides is not as bad as many of the others because the tides have a

semi-diurnal signature, and it is very easy to pull semi-diurnal

signatures out, because all of the things that Dave was talking

about were diurnal signatures. It is those diurnal ones that are

much more insidious and give you a lot more trouble; things like

diurnal polar motion, for example.

MR. CURKENDALL:

Do you know what you are most sensitive to?	 I once did a spectrum
analysis, and for reasons I have never quite understood, you are

really most sensitive to twice diurnal rates. 	 With a given amount

of power, you are more sensitive to something with a 12-hour period
than a 24-hour period.	 I have never quite understood that, physi-
cally.
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TEMPUS

A PROPOSAL FOR AN INTERNATIONAL TIME TRANSFER
AND PRECISION TRACKING SATELLITE

David C. Holmes

Since W. G. Cady carried his piezo resonator to seven laboratories
in England, France, Italy and the United States in 1923, the
primary method of coordinating time between international stations
has involved the use of traveling clocks. These were first trans-
ported by ship and train, more recently by aircraft. Project TEMPUS
also requires traveling clocks but these will revolve thousands of
kilometers above the earth in artificial satellites.

Several methods of international time transfer are now available
and a comparison of various concepts derived from data published
by the European Satellite Agency is shown below.

Method	 Accuracy	 Remarks

VLBI (pulsars)	 1 nsec	 Slow, expensive
ground
stations.

TV relay via satellite	 10 nsec	 Requires wide-band
satellite trans-
ponder with
satellite visible
from all stations.

Portable clocks	 30 nsec	 Slow, spasmodic,
expensive.

NTS	 200 nsec	 Better clocks and
orbits are needed.

Loran-C	 200 nsec	 Limited by propa-
gation phenomena.

In addition to these systems, ESA is scheduled to launch the SIR10
1 in 1979 and the LASSO/SIR10 2 experiment in 1981. SIR10 1 will
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employ microwave transponder time synchronization and LASSO/SIR10
2 will combine both microwave and optical tracking capabilities
since it will carry laser retroreflectors. Basically, the system
will allow for the comparison of a ground station timing signal
with that of a satellite time reference clock. It will be an
excellent demonstration of satellite capability to synchronize
time and at the same time furnish a source of data for the study
of atmospheric path time delay errors in the electromagnetic
frequency spectrum. The SIR10 satellites are scheduled to be placed
in geostationary orbits.

Satellite experiments to provide time synchronization began with
the launch of Timation II in 1969 by the U.S. Naval Research
Laboratory. The Timation series were the forerunners of the present
Navigation Technology Satellites (NTS) which NRL is providing to
support the NAVSTAR Global Positioning System Program. Figure (1)
illustrates the method used. The satellite clock is updated by time
from the U.S. Naval Observatory and is used to correct the time
of remote clocks. The accuracy of time closure is sensitive to
errors caused by unknowns in the clock drift and satellite position
(ephemeris) as well as refractive errors in the atomospheric trans-
mission path.

By the summer of 1978 there was considerable world-wide interest
in time transfer by means of satellites, and stations in England,
France, Germany, Spain, Japan, Australia and Canada as well as
those in the U.S. were working with the NTS spacecrafts. Figure
(2) shows the extensive network involved.

During 1978 an experiment was conducted to compare the results of
time transfer via portable clock with that achieved by the use of
NTS time receivers. As can be seen from figure (3), the agreement
in all cases was within a microsecond.

In 1973, the NAVSTAR Global Positioning System (GPS) program was
established by the U.S. Department of Defense, and it combined
NRL's Timation with the U.S. Air Forces' 621B Satellite navigation
project. This action had a considerable impact not only on the
development of navigation satellites, but also on the future of
satellite time transfer.

Solution of the navigation equation by the use of satellites is
inextricably tied to satellite time transfer since both require
the same fundamental elements; excellent clocks with highly pre-
dictable drift and accurate knowledge of the satellite ephemeris.
In addition, if reliable continuously available world-wide time
transfer is to be accomplished from space, a multiple satellite
system will be required for it is only by the use of a number of
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orbiting satellites, each having excellent clocks and well defined
orbits, that a dependable on-demand time transfer system can be
developed.

Similar characteristics are required for a satellite which can be
used in conjunction with either lasers or electromagnetic receivers
for precision tracking purposes such as the determination of earth
plate movements and the refinement of our knowledge of the rela-
tivity and gravitational constants.

Perhaps the most obvious and practical satellite candidates for
such a system are a selected and modified version of a number of
the NAVSTAR GPS spacecraft which are now in development. These
will become operational within the next decade. It is not
necessary that all of these spacecraft be configured as TEMPUS
satellites. The full NAVSTAR system will contain 24 birds
arranged in three planes, each at an inclination of 45 degrees.
They will be spaced in such a manner that at least four satellites
will be in view anywhere on the globe at all times. Each will
carry an updated ephemeris and four or more will provide users
with the elements of a three dimensional navigation fix plus a
time update. The full NAVSTAR constellation is shown in figure
(4). The system will orbit the earth at 17,300 kilometers, easily
within laser range if adequate retroreflectors are carried.

The three dimensional navigation accuracy available from the
NAVSTAR satellites will be extremely high by today's standards.
Initial tests at Yuma, Arizona, conducted under controlled con-
ditions, have reported position fixing to better than 10 meters.
However, this accuracy is probably not good enough for many
precise scientific research projects in geodynamics and relativity
theory. For these and similar purposes accuracies in the centimeter
range are necessary.

For this reason it has been interesting to design a TEMPUS package
which, when added to a satellite similar to NAVSTAR would provide
a precision scientific tool capable of meeting the stringent
requirement of the scientific community, while at the same time
not interfering with the basic GPS operational mission. This
package should be designed to have minimum impact upon the basic
NAVSTAR configuration and should be able to function normally in
the GPS operational constellation. An initial estimate of the
number required to provide worldwide time synchronization as well
as a precise tool for research experiments needing such a
capability is two TEMPUS satellites in each plane for a total of
six. Properly spaced, this number should provide a constellation
of four in view for almost all parts of the world on a periodic
basis. Properly configured the TEMPUS package will define position

695



accuracies in the centimeter range for stationary locations
on the earth's surface in addition to international time
synchronization to about one nanosecond.

In order to provide the frequency stability necessary for such
accuracies, the TEMPUS satellite must take advantage of a navi-
gation package similar to that already avilable in the NAVSTAR
system. Using the NAVSTAR principle, the clock in the satellite
is synchronized with that of the user. The satellites signal is
time coded thus allowing accurate measurement of the distance
from satellite to observer. In the case of a station whose position
is known, the signal from one satellite only is required to effect
time transfer.

It can be readily seen that the heart of such a system is an
accurate and very stable clock. The first clocks flown in Timations
I and II were quartz and had stabilities of about 10 -11 parts per
day. NTS1 contained a rubidium atomic clock whose stability was
about 10	 parts per day while NTS-2, launched in June - 1376, had
a cesium standard whose stability is on the order of 10 	 NTS-3
which is scheduled for flight in 1982 and the operational NAVSTAR
system are designed to contain advanced ceT4um or hydrogen maser
clocks whose stability should approach 10 	 per day. Accuracy of
this order is required to provide international nanosecond time
synchronization and positioning in the centimeter range. Figure
(5) is a diagram of NTS-1 and figure (6) shows NTS-2. The
configuration of NTS-3 will be quite similar.

To provide the capabilities desired for the TF.MPUS satellites,
more than the NAVSTAR navigation package and an accurate clock is
needed. For additional precise tracking, laser retro-reflectors
are desirable. These were carried on NTS-1 and again on NTS-2
which has 44 corner reflectors on the bottom of the satellite.
These were successfully tracked with the Smithsonian Astrophysical
Observatory's laser on Mt. Hopkins, Arizona. Figure (7) shows a
picture of the laser corner reflectors and figure (8) indicates
the results of the Mt. Hopkins laser tracking experiment which
produced errors whose sigma was less than two meters in this first
attempt.

In addition to laser retroreflectors, the TF.MPUS package should
contain accelerometers to measure external forces on the satellite
such as solar pressure since this is probably the largest single
source of ephemeris error. An event timer should also be added to
record significant happenings aboard the spacecraft. Because of
the development of very long baseline interferometry receiver
capability, and the measurement precision available with this tool,
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the TEMPUS package should also provide a signal for VLBI reception.

Since the navigation package will already be aboard the NAVSTAR
satellites, the modified TEMPUS spacecrafts should contain at least
the following extra units:

o Hydrogen maser/advanced cesium clock,

o Laser retroreflectors,

o Accelerometers,

o Event timer,

o VLBI transmitter.

A relatively simple TEMPUS parkage can be designed to provide all
these components at relatively small cost in weight, space and
power. In addition to providing much greater accuracy this package
will also allow improved resolution of the ephemeris error budget
components and thus a better ephemeris prediction model. The NTS-3
satellite can provide all these capabilities. Since this satellite
is scheduled for launch in 1982, it will be an excellent prototype
TEMPUS satellite, particularly since it is to act as a replenish-
ment spacecraft in the NAVSTAR constellation.

Cost and timescale information for TEMPUS will depend upon require-
ments and future world economic conditions, however the basic
technology is currently available and will be tested in NTS-3. By
the 1982 timeframe the space shuttle should greatly reduce launch
costs.

It should be emphasized that the development of a time synchro-
nization and precision tracking satellite package such as TEMPUS
for installation aboard selected NAVSTAR satellites or some other
system with similar characteristics should be a truly international
program with the participation of many countries if we are to
derive maximum scientific research benefits from its use.

If the need for such a capability in space is visualized for the
period beginning in 1983, now is the time to begin the planning.
It is suggested that those scientific groups who foresee a require-
ment for such a precise time synchronization and tracking system
take the lead in establishing the system parameters.
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SUMMARY OF
PORTABLE CLOCK CLOSURES

VS
NTS TIME TRANSFER RESULTS

STATION	 DAY	 PORTABLE CLOCK
(1978)	 NTS TIME TRANSFER

(US)

BIH 124 -.57

CERGA 117 .70

DNM 282 .09

IFAG 199 .03

NBS 221 .19

NRLM 299 -.53

RGO 115 .44

RRL 303 .13

USNO 186 .04

Figure 3
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FULL CAPABILITY
24 SATELLITES (MID 1980's)

Figure 4
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QUESTIONS AND ANSWERS

DR. GERNOT M. R. WINKLER, U.S. Naval Observatory:

I think I am very much in agreement with the overall concept. How-
ever, I think that your timing estimate is conservative at least by
a factor of 10.

Laser ranging, two-way ranging, if it is executed from two sta-
tions within short intervals, does not really require a great sta-
bility of the clock; and the experiments at the University of
Maryland and of the lunar laser ranging and others, the NASA experi-
ments with the geodetic satellites, have indicated that nanosecond
and fractional nanosecond time precisions can be expected.

So I think you probably are talking about a capability which
will be as far-reaching and of as high precision as we can envision
can possibly be used by anyone, and will be available during the
foreseeable future. And this makes, of course, such a proposal very
interesting.

I do not feel that the constellation may be necessary, but cer-
tainly more than one, because we have seen from past experience the
fallacy of designing expensive experiments around a single satel-
lite. I think that is a very fallacious approach.

However, the one which you have recommended is, of course, go-
ing around that. I think the whole thing makes very much sense, and
I would like to express my hope that such a thing can be promoted.
Thank you.

DR. HELMUT HELLWIG, National Bureau of Standards:

I would like to add a question. As most of you know, there is also
a European Space Agency proposal on a related package called the
LASSO experiment. Is there international coordination between that
and TEMPUS?

MR. HOLMES:

I think there are probably other people who probably know more about
that experiment than I do. My understanding is that it is a single
shot which is piggyback, I believe, aboard an Italian satellite. It
has a useful lifetime of on the order of five months; is that right,
Dr. Winkler?

DR. WINKLER:

No. The useful life is much longer. However, the availability for
the Western Hemisphere is only five months because it will be re-
scheduled to go somewhere around longitude zero, or even +15°, and
it will not be available to us any more. And in addition, it is a
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very expensive one to instrument and it is a single one. And the
objections and questions I have indicated before apply here very
much.

DR. HELLWIG:

It is on a synchronous satellite. But as I understand the European
people, although what you say is true, they plan for the future to
put the package on other vehicles which are not necessarily just for
the European sphere. It remains to be seen.
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