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1. MIDDLE ATMOSPHERE (MA) ELECTRODYNAMICAL PARAMETERS

<table>
<thead>
<tr>
<th>Ionospheric (Upper) Boundary Conditions</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>What</td>
<td>Means*</td>
</tr>
<tr>
<td>Magnetostronic</td>
<td>DE,UARS,CRM</td>
</tr>
<tr>
<td>electric field</td>
<td>DE,S</td>
</tr>
<tr>
<td>energetic charged particles</td>
<td>UARS,S,B</td>
</tr>
<tr>
<td>solar radiation</td>
<td>S,B</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Electrodynamics within the MA</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>What</td>
<td>Means*</td>
</tr>
<tr>
<td>electric field*</td>
<td>R</td>
</tr>
<tr>
<td>pos. and neg. ion comp.*</td>
<td>R,B</td>
</tr>
<tr>
<td>neutral dynamics</td>
<td>R,G</td>
</tr>
<tr>
<td>aerosols*</td>
<td>R,UARS</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tropospheric (Lower) Boundary Conditions</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>What</td>
<td>Means*</td>
</tr>
<tr>
<td>fair weather electric field</td>
<td>B,G,A</td>
</tr>
<tr>
<td>electric field</td>
<td></td>
</tr>
<tr>
<td>currents</td>
<td></td>
</tr>
<tr>
<td>conductivity</td>
<td></td>
</tr>
<tr>
<td>thunderstorm dynamics</td>
<td>B,G,A</td>
</tr>
<tr>
<td>electric field</td>
<td></td>
</tr>
<tr>
<td>ions and particulates</td>
<td></td>
</tr>
<tr>
<td>currents</td>
<td></td>
</tr>
<tr>
<td>conductivity</td>
<td></td>
</tr>
</tbody>
</table>

2. MODELS AND SUPPORTIVE LABORATORY MEASUREMENTS

<table>
<thead>
<tr>
<th>What</th>
<th>Scope</th>
<th>Rec #</th>
</tr>
</thead>
<tbody>
<tr>
<td>electrical models</td>
<td>global</td>
<td>2.1</td>
</tr>
<tr>
<td>ion composition models</td>
<td>global</td>
<td>2.2</td>
</tr>
<tr>
<td>lab verification of ion chemistry</td>
<td>local chem.</td>
<td>2.2</td>
</tr>
</tbody>
</table>

3. PROBLEM ORIENTED RESEARCH IN MAE
(coordinated research into the coupling between MAE and external influences).

<table>
<thead>
<tr>
<th>Subset of Problems</th>
<th>Rec #</th>
</tr>
</thead>
<tbody>
<tr>
<td>electric field coupling during geomagnetic activity</td>
<td>3.1</td>
</tr>
<tr>
<td>solar effects on MAE</td>
<td>3.2</td>
</tr>
<tr>
<td>thunderstorm effects on MAE</td>
<td>3.3</td>
</tr>
<tr>
<td>global scale behavior on MAE</td>
<td>3.4</td>
</tr>
</tbody>
</table>

*new measurement techniques or significant improvements in techniques required
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Summary

Significant deficiencies exist in our present understanding of the basic physical processes taking place within the middle atmosphere (the region between the tropopause and the mesopause), and in our knowledge of the variability of many of the primary parameters that regulate Middle Atmosphere Electrodynamics (MAE). Knowledge of the electrical properties, i.e., electric fields, plasma characteristics, conductivity and currents, and the physical processes that govern them is of fundamental importance to the physics of the region. Middle atmosphere electrodynamics may play a critical role in the electrodynamic aspects of solar-terrestrial relations. The time is ripe to initiate a coordinated assault on these problems with fresh approaches and renewed vigor. As a first step, the Workshop on the Role of the Electrodynamics of the Middle Atmosphere on Solar-Terrestrial Coupling was held in Reston, Virginia, on January 17-19, 1979, to review the present status and define recommendations for future MAE research.

The interest in this research discipline is rapidly broadening as is evidenced by the participation of more than 80 scientists in the three-day Workshop. A comprehensive and feasible direction is presented in the consensus recommendations. The fact that the middle atmosphere can have significant impact on our environment is exemplified by the recent attention to the ozone balance. The electrodynamics of the middle atmosphere needs to be investigated systematically making best use of the parallel programs.

The summary chart on the opposite page outlines the recommendations. The recommendation numbers (abbreviated as Rec #) refer to sections in Chapter III and the "Means" are the Workshop's choice of the best platforms from which to perform the measurements.

As is indicated in the summary chart, the recommended investigations are grouped into three major parts, all interrelated. Part 1 on middle atmosphere electrodynamical parameters emphasizes measurements that will fill gaps in our basic knowledge. Instrument development is needed in several of these areas. In parallel with the new measurement efforts, models need to be developed and evolved (Part 2). Part 3 requires simultaneous coordinated measurements performed in several different regions to explore coupling phenomena. Only a representative subset of the problems is given in the chart. As the measurement capabilities are developed, more coupling investigations will become practical and scientifically valuable. Implementation of each part will be an iterative process as new information in one area generally places new requirements on other areas.

The next five to seven year period is an auspicious time for augmentation of research in this area. During this period MAP (Middle Atmosphere Program) will extensively study the properties and dynamics of the neutral middle atmosphere, DE (Dynamics Explorer) will investigate magnetosphere-ionosphere-atmosphere coupling, and UARS (Upper Atmosphere Research Satellite) will sense remotely on a global basis middle atmosphere parameters affecting the chemistry, energetics
and dynamics of the region. MAE complements each of these efforts. The present program can be merged with those efforts according to the following schedule:

a. Develop new techniques and improve existing techniques to measure middle atmosphere electrodynamical parameters (1980-1982).

b. Develop models of the coupled electrical system and of the ion composition and chemistry on local event scales and global scales. (1980-1986).

c. Investigate the coupling of middle atmosphere electrodynamics to external influences emphasizing electrical fields. Many of these investigations will be coordinated with DE which will be launched in the summer of 1981. (1981-1983).

d. Examine the role of current carriers in the electrodynamic coupling of the middle atmosphere to external influences, emphasizing ion composition and chemistry in the investigation. Coordination with MAP (1983-1985) and with UARS (planned launches in 1983 and 1984) will be important. (1983-1986).
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Report of The Workshop on the Role of the Electrodynamics of the Middle Atmosphere on Solar Terrestrial Coupling

I. INTRODUCTION

The middle atmosphere, which is defined as the region bounded below by the tropopause near 10 km and above by the mesopause near 90 to 100 km, has long been regarded as a passive medium through which electric fields and currents are transmitted from sources above and below. However, there are insufficiencies in our knowledge of the physical processes and parameters which govern the electrodynamics of this region. Recent attempts to measure electric fields within this region even bring into question the assumption of passivity. These attempts, in conjunction with renewed interest in electrical mechanisms for solar-terrestrial coupling, have created an impetus to understand middle atmosphere electrodynamics (MAE).

The electrodynamics of the middle atmosphere are known to be affected from above and below by solar protons, cosmic rays and other ionization sources, by thunderstorms and the fair-weather electric field, and by magnetospherically and ionospherically generated electric fields. The nature of these effects has to some degree been modeled; however, measurements to verify and improve models are sparse since the bulk of this region is above balloon altitudes and below satellite altitudes and the measurement techniques are difficult. The deficiencies in our understanding of middle atmosphere electrodynamics and its interaction with neighboring regions now limit the scope of solar-terrestrial coupling processes that can be studied. We ought to understand these relationships well enough to determine if they are important in solar-weather relations.

The diversity of inputs across the boundaries to the middle atmosphere that affect middle atmosphere electrodynamics requires the amalgamation of many disciplines in a coordinated effort in order to examine the problems comprehensively. This in turn makes the next five to seven year period a propitious time to attack these questions. During this period under the aegis of MAP (Middle Atmosphere Program), research will be conducted to (1) determine the structure and composition of the atmosphere with special attention being paid to minor species, (2) determine the interaction of radiation from the Sun, the Earth and the atmosphere with the middle atmosphere and (3) investigate motions on all scales within the middle atmosphere and monitor them on a continuing basis (see MAP Planning Document). The DE (Dynamics Explorer) satellites will be launched to study the coupling between the magnetosphere, the ionosphere and the upper atmosphere. In addition under the planned UARS (Upper Atmosphere Research Satellite) program, parameters (especially neutral) in the middle atmosphere and above will be remotely sensed on a global basis from a
series of satellites to study the chemistry, energetics and dynamics of those regions. A study of the electrodynamics of the middle atmosphere complements each of these efforts.

With the above rationale as a foundation, a workshop was convened at Reston, Virginia, on January 17-19, 1979, to establish a consensus on what problems are most important in the area of middle atmosphere electrodynamics and what approaches might best be adopted to solve them.

It was hoped that the MAE workshop would also:

- Determine outstanding research needs in the area of middle atmosphere electrodynamics related to the solar-terrestrial coupling.
- Assess the importance of middle atmosphere electric fields and currents in solar-terrestrial relations.
- Improve communication among researchers knowledgeable about individual aspects of middle atmosphere electrodynamics and associated physics.

The meeting program, program committee, review panel, and attendees are given in Appendix B. The Workshop was sponsored by the National Aeronautics and Space Administration’s Space Plasma Physics Programs Office. Participation was open to anyone.

In parallel with this Workshop the Workshop on the need for Lightning Observations from Space was held February 13-15, 1979, under the sponsorship of NASA’s Office of Space and Terrestrial Applications (NASA CP-2083). Investigations of lightning are useful to middle atmosphere electrodynamics in that they address the problems of understanding the electric field source at the lower boundary of the middle atmosphere. At the MAE Workshop the topic of lightning observations was therefore referred to their expertise.

Recommendations relative to outstanding research needs in middle atmosphere electrodynamics were discussed, drafted and agreed upon in principle at the MAE Workshop. A select panel was convened at the Workshop to review the recommendations relative to worth, appropriateness, balance and completeness. The recommendations presented in Chapter III of this report are an edited version of the drafts reflecting the meeting consensus. The editing of the recommendations was done with the concurrence and assistance of the select panel and the session chairmen.

In order to acquaint scientists from diverse backgrounds with the manifold scope of middle atmosphere electrodynamics a series of tutorial lectures was presented. Each of these papers is presented in Appendix A as a review of the present status of knowledge. A synopsis of background information most pertinent to the Workshop recommendations is given in Chapter II. For more information and references on any particular topic in Chapter II, the reader is referred to the appropriate review paper in Appendix A.
II. SCIENTIFIC BACKGROUND

1.0 SOURCES OF MIDDLE ATMOSPHERE ELECTRIC FIELDS

The major generators in the Earth’s atmosphere are found in the troposphere and in the ionosphere/magnetosphere. In the troposphere, the most important generator is thunderstorm activity, although some contributions are also made by volcanoes, dust storms, blowing snow, etc. An average of about 2000 thunderstorms that are active over the globe at any given time drive electric currents upward into the middle atmosphere and maintain it at an average potential of some 300 kV with respect to the Earth. The current path is closed by downward flow in fair-weather regions and lateral flow along the Earth’s surface to the origin. The fair-weather atmospheric electric field associated with the downward current flow is inversely related to the atmospheric conductivity and is typically a few hundred volts per meter near the Earth’s surface. In the typical description of the “global circuit”, it has been general practice to regard the upper atmosphere above ~60 km altitude as a perfect conductor, since the conductivity there is about 4 orders of magnitude greater than the conductivity at cloud altitudes. In this picture tropospheric electric fields do not penetrate this “perfect” conductor, which has been referred to as the electrosphere or the potential equalizing layer. However, this picture is now known to be incorrect.

For example, recent model calculations using more realistic upper boundary conditions show that horizontal fields up to ~1 mV/m can be expected in the ionosphere over large thunderstorms, as a result of these storms, and also in the conjugate ionosphere. (Above ~90 km, geomagnetic field lines may be regarded as equipotentials transmitting large scale electric fields from hemisphere to hemisphere with little attenuation.) These fields are comparable in magnitude to the fields generated within the ionosphere by dynamo action from neutral winds in the lower thermosphere dragging ions across magnetic field lines and would be important in troposphere/ionosphere coupling. Calculated field strengths, however, are subject to large uncertainties due to uncertainties in the modeling of middle atmosphere parameters.

In the ionosphere, the above dynamo generates electric fields of the order of 1 mV/m, which, when integrated over the characteristic distance, yields a horizontal potential drop of the order of 30 kV. A stronger and more variable source of electric field is the solar wind interaction with the magnetosphere. Horizontal electric fields of 10 to 100 mV/m exist in the polar cap and auroral ionosphere, and the total potential drop across the polar cap ionosphere may vary from 20 to 200 kV. These fields of magnetospheric origin are strongest in the high latitude regions and diminish to 1-10 mV/m in the middle latitudes.

It has long been accepted that the ionosphere and the magnetosphere were closely coupled and that a complete electrical circuit must include generators and loads in both regions. However, coupling of these regions to the middle and lower atmospheres has not been considered important until recently.
It is now recognized theoretically that large scale horizontal electric fields originating in the ionosphere and magnetosphere can map down to \( \sim 10 \) km altitude with little attenuation and that the accompanying variations in the ionospheric potential are directly reflected in the vertical atmospheric electric field all the way down to the Earth's surface. At high latitudes, magnetospheric modulation of fair-weather-atmospheric electric fields may be as large as 50 percent or more. Thus, solar activity induced disturbances can produce large electrical signals down to the ground. These effects need to be investigated carefully for herein may lie the elusive mechanism of coupling between solar activity induced processes and the tropospheric weather.

Although there has been increasing evidence for solar activity-weather correlations, skepticism remains because it is extremely difficult to explain such correlations. Two of the more serious difficulties lie in the facts that (1) the energy in solar activity induced processes is much smaller than the energy in weather processes, and (2) it is difficult for these disturbances to propagate down to the troposphere. The second difficulty can be circumvented by invoking electrical coupling as mentioned previously. The first difficulty, however, still remains in spite of recent attempts to invoke "trigger" mechanisms. For example, it has been suggested that the modulation of the atmospheric electric field by solar activity induced processes might control the initiation of thunderclouds. However, at present there is not even general agreement on the fundamental question of how thunderclouds become electrified.

Observational programs during the past decade have yielded a first-order description of spatial and temporal variations of ionospheric electric fields. There have been no systematic observations of the propagation of these electric fields into and through the middle atmosphere. Knowledge about middle atmosphere conductivity variations during solar activity induced events that are thought to affect electric field and current distributions on a global scale is meager.

In the past and in the above discussion, the middle atmosphere has been regarded as a passive medium through which electric fields and currents are transmitted from the sources above and below. However, there may be important electrodynamic effects within the middle atmosphere that have thus far been ignored. For example, exceptionally energetic thunderclouds are known to penetrate the tropopause. Strong electric fields around the tops of such clouds may have important effects on charged stratospheric aerosols. Recent measurements suggest that during geomagnetically quiet times large vertical electric fields may exist in the lower mesosphere. In addition, strong ionospheric electric fields that reach 100 mV/m during geomagnetic disturbances may produce significant Joule heating not only in the thermosphere as has been observed, but also in the upper mesosphere. These effects have not received much attention because of observational difficulties. A program dedicated to middle atmosphere electrodynamics should provide opportunities to explore these areas.

2.0 MIDDLE ATMOSPHERE PLASMA CHARACTERISTICS

Any understanding of the electrodynamics of the middle atmosphere requires a knowledge of the plasma and its behavior. The plasma is best defined through direct measurements of the positive and negative ion composition, charged particle densities, ionization sources and critical neutral
species. The in situ studies are conducted simultaneously with laboratory measurements of chemical rate constants, each effort driving the other until a self-consistent model is developed which can predict the observed time-dependent plasma behavior as a function of various sources of ionization.

2.1 ELECTRON CONCENTRATION

Electrons are the primary current carriers and constitute the majority of the negatively charged particles in the upper part of the middle atmosphere. The daytime electron concentration profile has a plateau near 500 electrons per cm$^3$ in the D region between 70 and 82 km and falls off rapidly below 70 km where negative ions start to become dominant. D-region electron densities vary significantly with changes in season, solar elevation, and sunspot activity. Variability in the sources of ionization (Section 2.5) can create up to two orders of magnitude change in the electron density at high latitudes. Those variations are of interest in radio propagation where reflection heights change with changing conditions.

Electron concentrations have been measured by a variety of techniques from both rocket and ground-based instrumentation. The most accurate measurements in the upper middle atmosphere have been derived from a combination of Faraday rotation, differential absorption, and Langmuir probe measurements on rockets. Ground-based radar measurements using partial reflection and incoherent scatter techniques have also been used. Below about 70 km densities are well below 100 electrons per cm$^3$ and comparison of reflection coefficients of several VLF waves provides the best method of measurement.

2.2 POSITIVE ION COMPOSITION

2.21 MEASUREMENTS

There exists now a body of rocket measurements of positive ion composition in and above the mesosphere between about 60 and 120 km made with pumped ion mass spectrometers. Rocket programs have been conducted to study diurnal variations, latitude effects and a number of disturbances, including solar proton events, aurora, relativistic electron precipitation, winter anomaly, solar eclipses, sporadic E, meteor showers and noctilucent clouds. The measurements have generally shown that the D region consists primarily of water cluster ions, $H_3O^+$ $(H_2O)_n$, which decrease rapidly above about 83 km in daytime and about 86 km in twilight or nighttime. Above these altitudes NO$^+$ and O$_2^+$ are dominant and meteoric ions, mainly Fe$^+$ and Mg$^+$, are present in a broad layer near 93 km and in more variable layers at greater heights. During highly disturbed conditions, NO$^+$ and O$_2^+$ ions predominate to much lower altitudes. The complexity of the D region may be appreciated by examining Tables I and II which list the species measured in the D region and possible identifications.

There are a number of difficulties associated with the measurements requiring improved instrumentation and techniques in the future. The measured relative abundances of the cluster ions are uncertain because fragmentation of these complex weakly bound ions occurs through thermodynamic breakup in the shock-heated layer or by energetic collisions from large ion draw-in potentials. To overcome these problems, subsonic measurements or the use of the conical sampling probes which
Table I
D-Region Positive Ion Species

<table>
<thead>
<tr>
<th>AMU</th>
<th>SPECIES</th>
<th>AMU</th>
<th>SPECIES</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>$H_3^{16}O^+$</td>
<td>88+1</td>
<td>FeO$_2^+$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>*90</td>
<td>FeO$_2^+$ (H$_2$O)</td>
</tr>
<tr>
<td>21</td>
<td>$H_3^{18}O^+$</td>
<td>91</td>
<td>$H_3^{18}O_5^-$</td>
</tr>
<tr>
<td>30</td>
<td>NO$^+$</td>
<td>92</td>
<td>Fe$^+$ (H$_2$O)$_2$, NO$^+$ (H$_2$O)CO$_2$</td>
</tr>
<tr>
<td>32</td>
<td>O$_2^+$</td>
<td>94</td>
<td>Ni$^+$ (H$_2$O)$_2$</td>
</tr>
<tr>
<td>34</td>
<td>$H_3^{18}O_2^+$</td>
<td>96</td>
<td>Ni$^+$ (H$_2$O)$_2$</td>
</tr>
<tr>
<td>39</td>
<td>$H_5^{16}O^{18}O^+$</td>
<td>99</td>
<td>$H_7^{13}O_3$ (CO$_2$)</td>
</tr>
<tr>
<td>46</td>
<td>NO$_2^+$</td>
<td>100</td>
<td>Fe$^+$ CO$_2$</td>
</tr>
<tr>
<td>48</td>
<td>NO$_2^+$ (H$_2$O)</td>
<td>106</td>
<td>FeO$_2^+$ (H$_2$O)</td>
</tr>
<tr>
<td>50</td>
<td>O$_2^+$ (H$_2$O)</td>
<td>108</td>
<td>FeO$_2^+$ (H$_2$O)$_2$</td>
</tr>
<tr>
<td>55</td>
<td>H$_2$O$_3^+$</td>
<td>109</td>
<td>H$_{13}^{13}O_6^+$</td>
</tr>
<tr>
<td>58</td>
<td>NO$^+$ (N$_2$)</td>
<td>110</td>
<td>Fe$^+$ (H$_2$O)$_3$</td>
</tr>
<tr>
<td>60+1</td>
<td>?</td>
<td>112</td>
<td>$?$</td>
</tr>
<tr>
<td>63+1</td>
<td>$H_2O^+$(CO$_2$)$_2$, NO$_2^+$(H$_2$O)$_2$, O$_4^+$</td>
<td>118</td>
<td>Fe$^+$ (H$_2$O)CO$_2$</td>
</tr>
<tr>
<td>66+1</td>
<td>NO$^+$ (H$_2$O)$_2$</td>
<td>124</td>
<td>FeO$_2^+$ (H$_2$O)$_2$</td>
</tr>
<tr>
<td>68</td>
<td>O$_2^+$ (H$_2$O)$_2$</td>
<td>126</td>
<td>FeO$_2^+$ (H$_2$O)$_3$</td>
</tr>
<tr>
<td>72</td>
<td>FeO$_2^+$</td>
<td>127</td>
<td>H$_{15}^{15}O_7^+$</td>
</tr>
<tr>
<td>73</td>
<td>HgO$_4^+$</td>
<td>128</td>
<td>Fe$^+$ (H$_2$O)$_4$</td>
</tr>
<tr>
<td>74</td>
<td>NO CO$_2$</td>
<td>137</td>
<td>Fe$^+$ (H$_2$O)$_2$CO$_2$</td>
</tr>
<tr>
<td>80+2</td>
<td>H$_2$O$_2^+$(CO$_2$)$_2$, NO$^+$(H$_2$O) (O$_2$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>84+1</td>
<td>NO$^+$(H$_2$O)$_3$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Masses above 90 amu uncertain by ± 1 or 2 amu.

Table II
Meteoric Atomic Ions

<table>
<thead>
<tr>
<th>AMU</th>
<th>SPECIES</th>
<th>AMU</th>
<th>SPECIES</th>
</tr>
</thead>
<tbody>
<tr>
<td>23</td>
<td>Na$^+$</td>
<td>52</td>
<td>Cr$^+$</td>
</tr>
<tr>
<td>24</td>
<td></td>
<td>54</td>
<td>Fe$^+$</td>
</tr>
<tr>
<td>25</td>
<td>Mg$^+$</td>
<td>56</td>
<td>Mn$^+$</td>
</tr>
<tr>
<td>26</td>
<td></td>
<td>55</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>Al$^+$</td>
<td>58</td>
<td>Ni$^+$</td>
</tr>
<tr>
<td>28</td>
<td>Si$^+$</td>
<td>60</td>
<td>Co$^+$</td>
</tr>
<tr>
<td>39</td>
<td>K$^+$</td>
<td>59</td>
<td>Cu$^+$</td>
</tr>
<tr>
<td>41</td>
<td>K$^+$, Na$^+$(H$_2$O)</td>
<td>63</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>65</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>Ca$^+$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>42</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>Ti$^+$, SO$^+$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>Va$^+$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
attach the shockwave as well as lowered draw-in potentials have been attempted more recently with some success. However, it is still not certain that the problem has been totally solved since the larger cluster ions are so weakly bound. For this reason the upper ion mass limit is currently unknown. The measurements also suffer from inaccurate mass numbers due to insufficient sensitivity and mass resolution so that the ion identities are in doubt. This is seen to some extent in Table I, for masses greater than about 80 amu there is considerable uncertainty in the ion identities. The development of ion chemical models has been further hampered by inaccurate absolute ion concentrations, unknown temperature profiles and critical neutral species distributions.

In the upper stratosphere some preliminary measurements of the positive ion composition have recently been made with cryopumped balloon-borne ion mass spectrometers. In addition to the expected water cluster ions $H_3O^+ (H_2O)_n$, $n = 1, 2, 3, 4$, species identified as $H^+(NaOH)_x (H_2O)_y$ where $x = 1, 2,$ or $3$ and $y = 0, 1, 2, 3,$ or $4$ yielding ten ion clusters from 41 to 139 amu were detected. The mass numbers were uncertain by plus or minus one to two amu and are clearly critical for proper ion identification. More stratospheric measurements are required with higher mass range and resolution and should be extended to include the lower stratosphere.

2.22 POSITIVE ION CHEMISTRY

The current status of D region theory is peculiar in that the highly disturbed D region can be modeled much more accurately (especially for nighttime) than the quiescent normal situation. This is simply because the chemistry of the disturbed case where $O_2^+$ is the precursor ion is well established and a reasonable model agreement with measurements has been accomplished. In quiet periods when presumably $NO^+$ is the primary ion it has long been a problem to find a fast reaction path to convert $NO^+$ to the observed water cluster ions. A scheme of clustering and switching reactions has been proposed (Appendix A: Figure 1, Ferguson) whereby $NO^+ \cdot N_2$ or $NO^+ \cdot CO_2$ is formed leading to $NO^+ (H_2O)$ and through fast switching reactions to $NO^+ (H_2O)_3$ which finally reacts exothermically with water to yield $H_7O_3^+ + HNO_2$. Some evidence for the "intermediate" ions in this reaction path exists from the rocket measurements. However, the identities of these ions are still open to question. Further a number of the chemical rate constants remain to be measured. Thus although this reaction scheme appears attractive, it should be placed on much firmer ground.

In the stratosphere the ion chemistry to explain the observed water cluster ions, $H_3O^+ (H_2O)_n$, is well established (Appendix A: Figure 3, Ferguson). The chemistry to produce the $H^+ (NaOH)_x \cdot (H_2O)_y$ clusters is summarized in Ferguson's paper (Appendix A). There remains to determine whether there is enough neutral sodium in the stratosphere for these species to be generated and indeed if these are the actual species. In general, more stratospheric measurements and laboratory chemistry studies of the meteoric species are required to clarify their ultimate fate in both the mesosphere and stratosphere.
2.3 NEGATIVE ION COMPOSITION

2.31 MEASUREMENTS

Negative ion composition measurements are more difficult to perform and are much fewer in number than positive ion measurements. The electrodynamic problems of sampling from a negatively charged payload and low signal strengths are the major difficulties. Rocket measurements have been made to examine diurnal variations and such disturbances as a solar proton event, aurora, relativistic electron precipitation and solar eclipse. Generally the measurements of one group (e.g., Appendix A: Figure 5, Ferguson) show large cluster ions below 92 km consisting of species tentatively identified as NO$_3^-$ (H$_2$O)$_n$, $n = 0$-$8$, CO$_4^-$ and some possible admixtures of CO$_3^-$(H$_2$O)$_n$. Other ions at 55 $\pm$ 1 amu and 121 $\pm$ 2 amu are unidentified. The upper mass limit is unknown but the high pass transmission mode of the quadrupole mass spectrometers indicates sizable quantities of even more massive ions. The large ion clusters are typically observed in a broad layer peaking at altitudes near 84 km (day) and 88 km (night). During disturbed periods O$^-$ and O$_2^-$ ions predominate in the D region; however, most of the O$^-$ is made in the sampling process when the electron density is enhanced by the reaction e + O$_2$ $\rightarrow$ O$^-$ + O. Some of the O$_2^-$ may also be made by the energetic charge transfer reaction O$^-$ + O$_2$ $\rightarrow$ O + O$_2^-$, however, this does not appear to account for the large amounts of O$_2^-$ observed. Ions of Cl$^-$ and NO$_2^-$ are detected in the E region but are believed to be due to contaminants.

The single measurement of another group during a weak nighttime auroral event is different in character, showing CO$_3^-$, Cl$^-$ and NO$_3^-$ below 80 km along with ions tentatively identified as HCO$_3^-$, CO$_4^-$(H$_2$O) or NO$_3^-$(HNO$_3$). The heavier clusters of CO$_4^-$(H$_2$O)$_2$ and NO$_3^-$(HNO$_3$) as well as O$_2^-$ were present above 80 km.

All the measurement difficulties associated with positive ions apply identically for the negative ion measurements. There is clearly a need for better instrumentation and rocket measurements. Special stress should be placed upon improving the mass number accuracy, extending the mass range, obtaining accurate ion concentrations and performing simultaneous measurements of critical neutral species.

Initial measurements of stratospheric negative ions have been reported recently. Nine species with masses from 125 to 295 amu were observed between 33 and 37 km, including cluster ions identified as NO$_3^-$(HNO$_3$)$_x$(HC1)$_y$. With errors of plus and minus 2 to 3 amu the ion species cannot be identified unequivocally. Many more stratospheric measurements are required to establish the negative ion composition and its variations.

2.32 NEGATIVE ION CHEMISTRY

Negative ions are initially formed in the D region primarily by three-body electron attachment to molecular oxygen creating O$_2^-$. This ion, through the complex scheme depicted in Figure 4 of Ferguson’s paper (Appendix A), is converted to the “terminal” ions of NO$_3^-$ or HCO$_3^-$. The terminal ions are then assumed to undergo further hydration reactions. According to this chemistry
fast associative detachment reactions between atomic oxygen and $O_2^-$ or $O^-$ prohibit negative ion production above 80 km. This is inconsistent with most of the observations which show relatively large concentrations above 80 km. Although the chemistry predicts the $NO_3^-$ ($H_2O)_n$ ions, it cannot explain their excessive hydration as well as their presence at such high altitudes. Similarly the relatively large amounts of $O_2^-$ observed above 80 km cannot be explained. The conflicts between the measurements and the chemistry remain to be resolved.

As is true in the D region, the stratospheric negative ion chemistry is strongly affected by trace species. The core ion predicted is the highly stable $NO_3^-$ ion and this can cluster with trace species forming such complex ions as $NO_3^- \cdot \ell H_2O \cdot m SO_2 \cdot n HNO_3$. The initial stratospheric measurements have also suggested $HSO_4$ cores and $H_2SO_4$ neutrals as part of the cluster ion. Stratospheric negative ion chemistry is in an early state of development and will very likely improve as more in situ measurements are available.

2.4 AEROSOLS

Various observations in the middle atmosphere indicate aerosols are present at all levels from the tropopause to about 85 km at certain times and geographical locations. Aerosols are arbitrarily defined to cover the size range $10^{-7}$ to $10^{-2}$ cm diameter. They are further classified as Aitken particles (of major importance to atmospheric electricity) $\approx 10^{-7}$ to $10^{-5}$ cm diameter, large particles, $10^{-5}$ to $10^{-4}$ cm, and giant particles, $>10^{-4}$ cm. Two distinct "layers" are known: the Junge layer having a rather broad maximum around 20 km and noctilucent clouds which appear at high latitudes within the cold summer mesopause between 80 and 85 km. It can be generally stated that the mechanisms for the formation of the aerosols are not well established. Observations of the Junge layer show concentrations of 0.6 to 5 cm$^{-3}$ for particles larger than $3 \times 10^{-5}$ cm diameter and $SO_4^{2-}$ as the major constituent. Noctilucent clouds appear in 1-km-thick layers and are thought to be comprised of ice particles in estimated concentrations of between 1 and 50 cm$^{-3}$ and radii of about $1.4 \times 10^{-5}$ cm. Measurements of the more numerous Aitken particles have been severely restricted because of a lack of adequate instruments.

The role of aerosols in electrical processes in the middle atmosphere is complex. Ions can act as nucleation centers to form aerosols suggesting that a direct link between ionizing radiation and aerosols may exist. The aerosols, in turn, can affect the ionization through heterogeneous chemistry and ion annihilation processes. Although it is unknown, the aerosols may also have a charge distribution. Massive ions, by their large cross sections, influence the conductivity as well as electric fields in the middle atmosphere. Not only are these massive ions present below the mesosphere where expected but there also exists evidence from two areas indicating both their presence and dominance in the mesosphere. Positive ion measurements with Gerdien condensers have shown heavy ion current carriers with mobilities one-tenth that of the light ion carriers. The heavy ion concentrations exceeded those of the light ions by factors of two to ten between 55 and 75 km. Also, several measurements of very heavy negative ion clusters have been made near the mesopause with ion mass spectrometers. This perhaps suggests production by heterogeneous chemistry since these ions cannot be accounted for by current gas-phase chemistry. In fact, one suggested mechanism for noctilucent cloud formation is nucleation of water vapor on ions.
Aerosols present very difficult and challenging problems for the future. Laboratory and theoretical efforts must continue; new in-situ and remote instruments must be developed to determine the size and charge distributions, mobilities, composition and chemistry.

2.5 SOURCES OF IONIZATION

All of the important ionization sources for the middle atmosphere are galactic, solar or magnetospheric in origin. These sources are tabulated in Table I of Rosenberg and Lanzerotti (Appendix A) along with estimates of the incident energy flux from each. These energy fluexes range over 10 orders of magnitude. However, the relative importance of each cannot be judged by merely comparing incident energy fluexes, as many sources are limited to specific height or latitude ranges.

The major quiet time mesospheric ionization source is solar Lyman-alpha radiation at 121.6 nm which ionizes the NO molecule. Lyman-alpha is only weakly absorbed by O₂ and penetrates most of the mesosphere, reaching unit optical depth at about 75 km for an overhead Sun. The chief source of O₂⁺ is the ionization of O₂(‘A) from solar radiation in the 102.7 to 111.8 nm range. Solar x-rays are also a significant source of O₂⁺ and NO⁺. These are the primary ions in the positive ion chemistry chains described in Section 2.22.

In the auroral zones, one routinely encounters high fluxes of precipitated energetic electrons, which will dominate as an ionization source in the upper portions of the middle atmosphere a large fraction of the time (see Appendix A: Figure 14, Rosenberg and Lanzerotti). Even at midlatitudes during highly disturbed periods the ionization produced by precipitated energetic electrons and the associated bremsstrahlung exceeds daytime sources above ~55 km.

In the lower half of the middle atmosphere the particle component of galactic cosmic rays is the dominant ionization source under normal conditions. The existence of the Earth’s magnetic field results in a pronounced magnetic-latitude effect on the incoming flux such that the full cosmic ray spectrum reaches the Earth only at latitudes greater than 60° magnetic. This hardening of the spectrum as the latitude decreases results in a lowering of the height of maximum production from 13 km at high latitudes to 10 km near the Equator. The solar wind tends to exclude cosmic ray particles from the Earth, which explains why the cosmic ray flux is lower on the average during solar maximum and more intense during solar minimum.

The various sources of middle atmosphere ionization all display variations on a wide variety of time scales. In addition, anomalously large electron concentrations are known to exist in the mesosphere on certain groups of days each winter at mid-latitudes (known as the D-region winter anomaly). The cause of the enhanced ionization may well be the transport of polar air that is rich in such minor constituents as NO to lower latitudes where it becomes subject to photoionization (see Appendix A: Reid). Changes like this in the neutral composition can greatly affect the resulting ionization levels.
3.0 MIDDLE ATMOSPHERE CONDUCTIVITY AND CURRENTS

Conductivity is dependent upon all the factors discussed in Section 2. In the lower mesosphere conductivity is dominated by the ions. Both the ion densities and ion mobilities (positive and negative) are linearly related to conductivity (see Appendix A: Reid). The mobilities are in turn related to both the ion and neutral masses. For ion masses that are much larger than neutral masses (a condition satisfied by many of the hydrated ions in the middle atmosphere) the mobility should be nearly independent of ion mass.

In the upper mesosphere the principal ions become comparable in mass with the neutrals; however most of the current at these higher levels is carried by the electrons. In this region the geomagnetic field begins to have an important effect on the electron conductivity. Electrons which are constrained to spiral around magnetic field lines can only move transverse to those field lines through collisions creating the directionally dependent conductivity tensor applicable in the ionosphere. Conductivity along magnetic field lines is much greater than that in the directions perpendicular to the magnetic field.

Throughout the whole middle atmosphere the ions are collision-dominated and are not constrained by the magnetic field. Figure 6 of Reid's paper (Appendix A) depicts the ion and electron (both $\sigma_e$ along $B$ and $\sigma_{pe}$ perpendicular to $B$) conductivities in the middle atmosphere. There is a substantial increase in the gradient of the total conductivity between 60 and 70 km where the electron conductivity begins to exceed the ion conductivity. The effect of aerosols on middle atmosphere conductivity is still unknown.

Because the conductivity of the atmosphere increases nearly exponentially with altitude, the bulk of the total columnar resistance occurs below 10 km. Only 10 percent of this total resistance occurs above 10 km. Thus it has generally been assumed that large variations in upper atmospheric conductivity due to solar-activity-induced influences on the middle atmosphere plasma may occur without affecting the global resistance. Recently efforts are being made to model comprehensively the whole global electrical system without the restriction of an equipotential layer in the middle atmosphere (see Appendix A: Roble and Hays). As the scope of the modeling of the Earth's electrical environment necessarily increases, middle atmosphere conductivity and currents must be realistically included into any comprehensive study of the coupled electrodynamical systems.

Current systems in the middle atmosphere, the product of conductivity and electric fields, are presently understood only in terms of model calculations. Vertical currents upward over thunderstorms and downward in fair weather regions in the troposphere must close in the middle atmosphere regions or above. Details of this closure are not known, nor has the question of existence of localized current systems been investigated.
III. RECOMMENDATIONS FOR RESEARCH IN MIDDLE ATMOSPHERIC ELECTRODYNAMICS

1.0 MIDDLE ATMOSPHERE ELECTRODYNAMICAL PARAMETERS

Important deficiencies exist in our present understanding of the basic physical processes and of the variability of many of the primary physical parameters that govern the electrodynamics of the middle atmosphere. This is largely the result of the difficulty of measurement techniques and of the limited in-situ access to the region (sounding rockets being the primary vehicle). Middle atmosphere electrodynamics affects both the ionized and neutral constituents of that region and is an integral part of many mechanisms for coupling the troposphere with the regions above. During the early and mid 1980's ionosphere-magnetosphere coupling will be investigated in the Dynamics Explorer Program (DE) and the neutral properties of the middle atmosphere will be studied by the Middle Atmosphere Program (MAP) and are planned to be remotely sensed by the Upper Atmosphere Research Satellite Program (UARS). A coordinated program to investigate middle atmosphere electrodynamics during this period complements these other efforts and is necessary to understand and evaluate many solar-terrestrial coupling processes.

Recommendations in Section 1 address themselves to basic gaps in our knowledge of parameters related to the electrodynamics. Each recommendation is concerned with an important element of in-situ measurement needs and could be addressed either separately or as part of the coordinated measurements discussed in Section 3. Laboratory and modeling needs will be discussed in Section 2; these discussions include areas requiring theoretical attention.

1.1 Basic Electrodynamics within the Middle Atmosphere

Because of the difficulty of access and of the difficulty of many measurement techniques basic information is lacking on the electric fields, conductivity and neutral motions in the middle atmosphere. All Workshop discussions stressed the need of a coordinated approach to treat the coupled system (to be discussed specifically in Section 3); however, certain individual problem areas need attention as building blocks for a basic understanding of the coupled systems.

1.11 Electric Fields

It is generally believed that electric fields in the middle atmosphere are caused by processes that take place in the troposphere (e.g., thunderstorms) and in the ionosphere-magnetosphere system (e.g., ionospheric dynamo, magnetospheric convection). In theory, the determination of the electrostatic field in the middle atmosphere can be viewed as a boundary value problem that can be solved in a straightforward way if the conductivity distribution throughout the middle atmosphere as well as the upper and lower boundary conditions are known. Several techniques have been developed in recent years to model the electrical structure from the ground up to ionospheric heights and beyond. These models predict strong electrical coupling between the upper, middle and lower regions of the atmosphere that may be an important factor in understanding some of the outstanding problems in solar-terrestrial relations, such as reported sun-weather-climate correlations. However, quantitative predictions from these models are subject to large uncertainties due to our imprecise
knowledge of model input parameters and due to the lack of observational data to compare with model outputs.

Electric field measurements between balloon altitudes and 100 km (above which radar and satellites are useful) are almost non-existent. Those that do exist suggest that the electric field structure is more complex than would be expected from a passive coupling of the fields from magnetospheric and ionospheric sources to those from the tropospheric source. The problems separate into: (i) Are there unexpected sources of electric fields in the middle atmosphere? (ii) To what extent do electric field variations correspond to spatial and temporal variations in conductivity? and (iii) What is the role of temporal and spatial variations in the ionospheric, magnetospheric, and tropospheric sources? The last two will be further treated in Section 3.

**RECOMMENDATION:** Determine in-situ the structure of the vector electric field in the middle atmosphere, probing the existence of middle atmosphere sources.

**Scope and Technique:**

Measurements below 100 km will require an extension of present techniques. Double probe measurements appear feasible with special care. Measurements of the vertical electric field have also been attempted with a field-mill. Rockets have to be the principal vehicle. It may also be desirable to utilize parachute-borne payloads ejected from rockets. Measurements should initially be attempted at high latitudes where the electric fields from the magnetospheric source are strong. Measurements should also be made at mid and low latitudes and at different local times and magnetic conditions. Coordination of these measurements with those of other parameters will maximize their usefulness (see Section 3).

1.12 Parameters Affecting Conductivity

Conductivity in the middle atmosphere is dependent predominantly on electron concentrations in the upper middle atmosphere and ion concentrations below. Other influences are ionizing agents (as discussed in 1.3.2), mobility of ions, and factors that affect the ion composition (i.e., ion chemistry, neutral composition effects on ion chemistry, the role of aerosols, etc.). Our knowledge of these parameters has been limited by the means of access and the measuring techniques. Development of or improvement in measurement techniques is needed.

1.121 Ion Composition

Information on the positive and negative ion compositions below 120 km is sketchy. Conductivity in the middle atmosphere is dependent on the ion composition. Also the production of neutral species such as odd hydrogen and odd nitrogen during charged particle precipitation and solar x-ray events is affected by ion-neutral reactions. Models which describe the relationship of ion composition to middle atmosphere electrodynamics are dependent on knowledge of the photochemistry and general circulation of the middle atmosphere.
RECOMMENDATION: Develop a systematic program of ion composition measurements in the mesosphere and stratosphere and coordinate these measurements with other programs for the measurement of neutral composition and temperature.

Scope and Technique:

Ion mass spectrometers have been used for composition measurements from both balloons and rockets. Information, however, is still sparse, especially for negative ions. Current instrumentation needs to be refined to minimize uncertainties and extend the mass range. Experiments need to be developed to identify the core in cluster ions. The data set should be expanded to cover locational, seasonal and solar activity. The feasibility of detecting and identifying ion species using remote sensing techniques such as radar should be explored.

1.122 Neutral Dynamics

It is difficult to formulate a picture of the global electrical circuit without knowing the velocity distribution and spatial distribution of ions. Except near the upper boundary, and in specialized environments such as clouds, the velocity distribution of ions in the middle atmosphere largely mirrors the velocity distribution of the neutrals. Moreover, neutral motions redistribute the ion composition, which further affects the electrical properties in the region of interest, between 10 and 100 km altitudes. Gaps in our knowledge of neutral atmosphere motions can be found on all scales, including tides, planetary waves, gravity waves, and regions of shear.

RECOMMENDATION: Investigate the electrical conductivity response to neutral winds and wave structures in the middle atmosphere.

Scope and Technique:

There is some evidence that temperature and atmospheric neutral waves affect the vertical structure of electrical conductivity profiles. It is important to establish whether or not these variations are a normal occurrence, what classes of atmospheric waves modulate conductivity, and what the physical connections are. Measurements of neutral motions can be made by such techniques as ground based radars and in-situ chemical releases. They need to be made in conjunction with conductivity-related measurements to explore the detailed connections. The theory of neutral wave propagation also needs further development, especially through the use of large-scale numerical modeling to study such specific topics as stratospheric warmings, D-region winter anomalies, and the reflection of planetary waves.

1.123 The Role of Aerosols

The effects of charged aerosols on atmospheric electrical parameters such as mobility and conductivity are very important. There have been some suggestions from rocket measurements with Gerdien condensers and ion mass spectrometers that very massive ions may exist in significant concentrations within the middle atmosphere, some perhaps multiply charged. The processes responsible for these large and heavy ions, which have radii in the range $10$ to $10^4 \text{Å}$, are unknown.
RECOMMENDATION: Develop and apply new techniques to measure in-situ and/or remotely the concentration, size and distribution of aerosols in the 10 to $10^4$ Å radius range and conduct laboratory and theoretical studies to establish the physical-chemical characteristics of these aerosols including charge distribution, ion-induced formation, heterogeneous chemistry and ion annihilation processes in order to determine the effect of these aerosols on conductivity.

Scope and Technique:

While no techniques presently exist for in-situ measurements of aerosols in this range two approaches have possible application. One approach is to extend LIDAR techniques for both in-situ and remote sensing of particulates in the specified size range. A time-of-flight drift-tube mass spectrometer can be developed to determine in-situ both the mobilities and composition of the charged aerosol population. These measurements need to be made in unperturbed (or background) conditions and during such disturbances as solar proton events, noctilucent cloud events and the winter anomaly. Simultaneous correlative measurement of ion composition and density, temperature and water vapor content are recommended. It is desirable to include these measurements as part of the coupled system studies in Section 3. Laboratory studies will be similar to those recommended in Section 2.3.

1.13 Intercalibration of Techniques

A number of the above measurements involve advances in present measurement techniques. Also there are questions as to the best and most reliable method. It is necessary to conduct simultaneous comparisons of various techniques for measurement of atmospheric electrical parameters in order to establish the reliability and repeatability of measurements and to provide intercalibrations.

RECOMMENDATION: Establish the reliability, repeatability and accuracy of measurement techniques for middle atmosphere electrical parameters through one or more of:

a. coordinated rocket and balloon flights to intercalibrate instruments making similar measurements on different vehicles,

b. simultaneous soundings with identical payloads, and

c. laboratory determinations of absolute accuracy.

Scope and Technique:

These studies are necessary to help reduce the uncertainty and controversy concerning many of the present measurements and measurement techniques. While useful in all measurements, such studies have particular value in the measurement of the basic middle atmosphere parameters recommended in the previous sections.
1.2 Definition of the Lower Boundary

Recognizing that the tropospheric fair-weather electric field, which is generated by thunderstorm activity, is a source of electric fields in the middle atmosphere and that a large body of data exists for this source, our recommendations in this area are specifically directed toward the development of quantitative information about its variability with solar activity and solar induced activity and its penetration into the middle atmosphere.

1.21 Fair-Weather Electric Fields

**RECOMMENDATION:** Perform synoptic studies of the temporal variations of the tropospheric fair-weather electric field by:

a. measuring in-stu the "Earth-stratosphere potential" daily or more often.

b. monitoring short term changes in the Earth-stratosphere potential and large scale horizontal potential gradients using reliable ground measurements.

Scope and Technique:

The Earth-stratosphere potential at mid to low latitudes is thought to be a measure of the Earth’s overall atmospheric electrification from thunderstorms. The temporal variation of Earth-stratosphere potential can be measured by simple radiosonde class instrumentation and/or a tethered balloon to establish a geoelectric index. The time resolution of the index would be determined by the frequency of balloon soundings. Such instrumentation could also be used to measure horizontal potential differences between judicious locations in the troposphere and stratosphere. The instrumentation should be developed and a minimal program of routine (at least 1 per day, more frequent at times of solar flares, etc.) measurements should be conducted from a suitable launch site for an extended period of time such as one year.

Although such balloon soundings have been made in the past, the results are not suitable for correlation studies of solar-terrestrial effects (solar flares, sector boundary crossings geomagnetic storms), because measurements were made at irregularly spaced times with many days or weeks between soundings. A minimum time span of one year is required even for small sample statistics. Higher time resolution over selected periods can be obtained by continuous monitoring from a tethered balloon.

A long history of ground based measurements of electric fields, air currents, and conductivity exists. It is not suggested to reproduce these measurements. Note that some previous measurements have suffered from excessive weather-related and man-made noise and are not well suited for studies of middle atmosphere and global problems. Thus, judicious choice and use of ground instrumentation in conjunction with middle atmosphere campaign operations and statistical studies should be made.
1.22 Storm-Time Electric Fields

RECOMMENDATION: Study the penetration of electrically active storm systems into the lower stratosphere and obtain quantitative measurements of the electrodynamical effects of these storms.

Scope and Technique:

The mechanism of electrification in electrically active storm systems has not yet been identified. While detailed cloud microphysics is not considered to lie within the scope of middle atmosphere electrodynamics, it is important to relate electrical parameters to the type of cloud, storm intensity, cloud altitude, etc. and thus to develop more quantitative information concerning the lower boundary condition of the middle atmosphere.

There are several coordinated research programs within the United States such as TRIP (Thunderstorm Research International Project) that are directed to studies of severe electrified storms and their local environment. Measurements of storm parameters that are necessary inputs for middle atmosphere studies should be made. Such a program can be implemented more easily as an add-on to existing efforts than by establishing a new independently organized program and will also benefit greatly from having a wealth of supporting meteorological data available. Specifically, high latitude aircraft and/or balloons should fly over and through storms that are selected for intensive study and measure vector electric fields, currents and conductivity as well as ion and particulate concentrations.

1.3 Definition of the Upper Boundary

The second most significant source of electric fields in the middle atmosphere is the magnetospheric electric field as it maps down below the ionosphere. Of smaller total magnitude is the ionospherically generated dynamo electric field. While only limited measurements of the electric fields from these sources presently exist, a detailed study of them is planned in the Dynamics Explorer program (involving two satellites to be launched in 1981). The variability of these sources with solar induced activity is important to the understanding of middle atmosphere electric fields.

Energy is deposited directly into the middle atmosphere across the upper boundary. Galactic cosmic rays, ultraviolet and x-radiation from the Sun including Lyman α, energetic electrons of magnetospheric and solar origin and their bremsstrahlung x-rays, and solar flare particle and x-ray fluxes are principal sources of ionization in the middle atmosphere and thus influence the conductivity. The knowledge of sources of ionization is rarely as precise as desired, even for quiet-Sun conditions. The situation during solar flares and magnetic storms is even less satisfactory and is a focus for particular emphasis. Ionization levels are interrelated to recombination rates and, along with other electrodynamic properties of the middle atmosphere, determine conductivity; hence, they should not be studied in isolation. The overall objective of the ionization measurements is to determine sources of ionization to about 20 percent precision.

Recommendations in this area largely involve satellite monitoring of these parameters. It may not be necessary to generate new satellite programs for this purpose, if these needs are considered along
with the primary mission goals of approved and future programs. Coordinated measurements in the middle atmosphere should be planned to take advantage of available satellite measurements.

1.31 Magnetospheric Electric Fields

**RECOMMENDATION:** Perform a synoptic study of the spatial extent and the integrated potential of the magnetospheric electric field source, by systematically recording variations in these parameters with solar activity over a solar cycle.

Scope and Technique:

The above measurements can be made using the double probe technique from a polar orbiting satellite at ionospheric altitudes. A minimum of two passes per day are desired over as much of the time period as possible. The study can be started with the approved Dynamics Explorer mission during solar maximum conditions and should be continued on a future polar orbiting mission through solar minimum.

1.32 Energetic Charged Particles

**RECOMMENDATION:** Measure, using orbiting satellites that can monitor the auroral and polar regions, the energetic electron and ion distribution functions (spectra and pitch angle) supplemented by imaging of the back-scattered x-ray spectrum to determine the variability of these energy sources with solar and solar induced activity.

Scope and Technique:

Particles that deposit significant energy in the mesosphere and below have energies above 50 keV for electrons and 1 MeV for protons. Detection techniques for these particles are well known. Recently techniques for imaging the associated bremsstrahlung x-ray fluxes have also been proposed. The spatial extent, temporal variability, energy spectra and the incident angular distribution of energetic electrons and associated bremsstrahlung are the essential inputs to energy deposition calculations to derive ionization-rate profiles in the middle atmosphere. This ionization source can be significant, and at times the dominant source term, in the upper regions of the middle atmosphere at high and mid latitudes. Both short- and long-term compositional changes in the neutral and ionized constituents of the atmosphere result from these inputs. These measurements will be of primary importance to middle atmosphere electrodynamics when combined with remote and in-situ measurements of the middle atmosphere neutral and ion constituents.

1.33 Solar Radiation

**RECOMMENDATION:** Utilize data from current and planned solar monitoring spacecraft to define with improved precision the range of variability of non-flare and flare-associated solar x-ray and ultraviolet fluxes (including Lymanα).
Scope and Technique:

Current estimates suggest that the relative importance of x-ray (∼100Å) versus UV (including Lyman α) sources can change appreciably with changes in solar activity. This is a particularly important consideration for ionization levels at altitudes above 60 km. Detection techniques are well known. The study should be limited in scope and should concentrate on events where cause and effect can be investigated.

1.34 Galactic Cosmic Rays

RECOMMENDATION: Encourage continuation of the programs investigating solar modulation of galactic cosmic rays.

Scope and Technique:

Galactic cosmic rays are the principal source of ionization in the region between the tropopause and 40 km altitude. Measurement sets spanning about 2 solar cycles are available. Correlations of changes in cosmic ray flux with solar flare indices are not perfect, although the existence of solar modulation is evident. Continuation of measurements is desirable to establish cyclic solar modulation effects, primarily for long term solar-middle atmosphere response studies.

2.0 MODELS AND SUPPORTIVE LABORATORY MEASUREMENTS

Modeling plays a vitally important role in all atmospheric research. In the specific case of middle atmosphere electrodynamics modeling on a global scale of the coupled electrical system provides predictions of the large scale interactions between electric fields and conductivity that are testable with the measurements recommended here, which in turn provide new inputs to the models. On a local scale, modeling of ion chemistry forms the connecting link between laboratory measurements of ion reactions and predictions of ion composition, and thus of atmospheric electrical parameters. Models and hypotheses of the coupled system behavior under solar-induced perturbation will be the foundation of any solar-terrestrial coupling connection that may exist. It is within this context that recommendations are made in Section 2, which relate to models and laboratory measurements, and in Section 3, which are oriented toward coordinated measurements that will verify or disprove present hypotheses.

2.1 Electrical Models

Through models, the coupled electrical system concept can be developed, tying electric fields, conductivity and currents together with realistic boundary conditions. As this interrelation is understood and proven through measurements, the iterated versions can be applied to study coupling processes through the middle atmosphere.

RECOMMENDATION: Develop models of the middle atmosphere electrical systems, coupling tropospheric and magnetospheric electric field sources on a global scale and on a limited area and/or event scale in order to identify and understand electrical coupling mechanisms through the middle atmosphere.
Scope and Technique:

Global scale models are being developed which attempt to tie together the total electrostatic environment below the ionosphere. Verification and refinement of these models will be possible as we obtain more data on the distribution of thunderstorms and current sources, middle atmosphere electric fields and conductivity, and magnetospheric electric field sources. Activities recommended in Sections 1 and 3 will provide important data for use in this task. More detailed models on a local scale are necessary to understand perturbations to the system. These models should include, as they are identified, the effects of localized middle atmosphere conductivity perturbations and possible middle atmosphere electric field sources.

Related to these models and the interpretation of measurements, we recognize the importance of solar and geophysical activity indices (e.g., Zurich sunspot number, 10.7 cm solar flux and geomagnetic indices Kp, AE, Dst, etc.) and recommend that continued production of these indices be supported.

2.2 Modeling of Ion Composition

Modeling of ion composition is an essential step in increasing our understanding of the important physical mechanisms, and in the development of a predictive capability, in the field of middle atmosphere electrodynamics.

**RECOMMENDATION:** Develop comprehensive models if ion composition with input from the general circulation models to understand the interaction between ion composition and neutral composition and temperature.

Scope and Technique:

Most ion composition models have utilized a separate model of the minor neutral constituent composition, derived from one-dimensional photochemical models or from direct measurement, and have also used some standard atmospheric temperature profile. Ideally, the ion composition and other chemical parameters should be modeled in conjunction with the neutral composition as an integral part of a photochemical model. Since temperature is a vitally important factor in cluster ion growth, it is essential that the temperature profile used in electrodynamic models be consistent with the minor constituent composition. Thus a better model of the radiative balance of the middle atmosphere is possible. Atmospheric motions are also important, since they lead to changes in both neutral composition and temperature.

2.3 Middle Atmosphere Ion Chemistry

The problem of middle atmosphere ion chemistry has three aspects: (a) observations of ion composition, (b) laboratory determination of ion molecular processes involved in controlling the ion composition and (c) theoretical modeling to rationalize observed ion composition with laboratory measurements and atmospheric parameters. Item (a) has been covered in Section 1.1, and item (c) was discussed in Section 2.2. Laboratory measurements (b), form an important link in this iterative process.
The current approach is to improve and correct D-region positive and negative ion schemes and extend them into the stratosphere. These schemes are discussed in the background section of the report. Problem areas that remain to be solved in order to quantitatively validate these models include:

a. Mesospheric positive ions: Laboratory measurements are needed of the formation and breakup reactions of weak cluster ions, in the chain from NO$^+$ to the terminal distribution of H$^+\cdot(H_2O)_n$ ions, (e.g., the reaction NO$^+\cdot H_2O + CO_2 \rightarrow NO^+\cdot H_2O\cdot CO_2$). The measurements are extremely temperature dependent and must be made in the appropriate atmospheric temperature range. In addition, processes such as

$$H^+\cdot(H_2O)_n + N_2 \rightarrow H^+\cdot(H_2O)_n\cdot N_2$$

have not been investigated and may be important. Thermodynamic data are important as well as kinetic (reaction rate) data.

b. Stratospheric positive ions: Uncertainties in this chemistry relate primarily to possible ion reactions with trace neutral species which can be important down to the 10$^5$/cm$^3$ concentration level, i.e., chemistry which has not yet been identified. The recent suggestion of the possible importance of metallic compounds arising from meteorites is a case in point, e.g., the role of MgO, FeO, NaOH and KOH in stratospheric positive ion chemistry. A large number of necessary measurements of reaction processes are not currently available.

c. Mesospheric negative ions. The principal concern at present involves reactions that have yet to be included in the present scheme.

d. Stratosphere negative ions: Certain possible reactions of negative ions with trace atmospheric constituents (and aerosols) have not yet been investigated. For example, recent first observations of stratospheric negative ions suggest that H$_2$SO$_4$ becomes involved in the ion chemistry as HSO$_4$ core ions. This is not encompassed in the present scheme. Species known to be present in significant concentration (e.g., ClONO$_3$, HO$_2$, NO$_3$) should be considered for their potential role in the ion chemistry.

**RECOMMENDATION:** Perform laboratory measurements of ion-molecule reactions potentially important to the ion chemistry responsible for the observed ion species in the middle atmosphere.

Scope and Technique:

The following are representative of measurement needs as seen at this time:

a. Additional laboratory measurements of association reactions of both positive and negative ions with the major species N$_2$, O$_2$, and CO$_2$ at atmospheric temperatures are needed in order to understand the time evolution and steady state distribution of ion composition. Present techniques are available for this.
b. Reactions of the known atmospheric ions (H\(^+\) (H\(_2\)O)\(_n\), NO\(_3^-\) (H\(_2\)O)\(_n\), etc.) with neutral species of concentrations greater than 10\(^5\)/cm\(^3\) in the middle atmosphere are required as these neutrals become known either from atmospheric measurement or theoretical models. Present experimental technology must generally be extended before such measurements can be carried out.

c. Laboratory studies of the interactions of ions with aerosols are needed. Reasonable experiments of this nature remain to be developed.

d. Laboratory measurements of photodissociation (and photo-detachment) processes of both positive and negative ions are needed.

In addition it will be important to use the in-situ ion composition and correlative data gathered from the coordinated investigations in Sections 1 and 3 to complete the loop in this iterative process of understanding ion composition.

3.0 INVESTIGATION OF SPECIFIC PROBLEMS IN THE COUPLED SYSTEM

The subject of the electrodynamics of the middle atmosphere is a study of a complex, interrelated set of parameters, many of which are driven from outside sources. Coordinated measurements that address specific physical hypotheses are the best attack on the problems involved. In this section we have attempted to define specific problem areas within the overall topic that can be addressed by campaigns of coordinated measurements. Recognizing that this subset is by no means complete, the recommended approach for choice of problem areas is to focus on specific issues and hypotheses rather than employing a shotgun approach. It should be noted that a particular campaign may advantageously attack more than one problem area.

3.1 Electric Field Coupling During Disturbed Geomagnetic Conditions

Large electric fields in the high latitude ionosphere during geomagnetic disturbances and PCA events are expected to spread to lower altitudes and significantly modify the electric field distribution down to the ground. Enhanced horizontal fields can cause significant Joule heating in the upper mesosphere. In the troposphere, the main effect is expected to be in the vertical field. These high latitude disturbances can have global effects through horizontal spreading of electric fields to lower latitudes and through modification of the global current path due to greatly enhanced conductivities down to \(\sim 30\) km altitude in the polar region. Electric fields may provide an effective mechanism by which high-latitude solar-terrestrial disturbances can affect the middle and lower atmosphere on a global scale.

RECOMMENDATION: Perform on a campaign basis coordinated electric field and conductivity measurements aimed at understanding how high latitude ionospheric/magnetospheric electric fields spread to lower altitudes and to lower latitudes. These measurements should be made under geomagnetic quiet conditions, during substorms, and during PCA events.
Scope and Technique:

Instruments mounted on balloons and rockets would be used to measure vector electric fields and conductivity over a wide range of altitude extending up to the ionosphere in the auroral zone and/or in the polar cap. Existing techniques can be used at balloon altitudes, but further development is needed to insure reliable measurements in the mesosphere. Simultaneous measurements of overhead ionospheric electric fields can be made by a ground-based incoherent scatter radar, a low-altitude satellite, or chemical release experiments. Balloons at sub-auroral latitudes can be used to determine the latitudinal extent of the electric field perturbation. Ground-based measurements of vertical electric field and air-Earth current would also provide important supporting data.

3.2 The Response of the Electrical Conductivity to Solar UV and Geomagnetically Induced Energetic Radiations

Atmospheric electrical conductivity is a function of both ion mobility and concentration. In addition, the mobility can be affected by the presence of charged aerosols and particulates. The changes in conductivity in response to variations in the different types of penetrating radiations must be studied in order to establish whether such changes are induced by mobility or ionization changes.

During periods of sunrise, the conductivity exhibits a rapid increase at altitudes too low for penetration by solar ionizing radiations (<60 km). The assumption has been that conductivity changes must be incurred by non-ionizing solar radiation, causing dissociation of the ions to smaller size. Soundings with Gerdien probes (which give simultaneous measurements of mobility and concentration) have indicated that the change is related to mobility. The details of these processes are essential for us to comprehend the nature and role of ions and charged aerosols within the stratosphere, and to estimate its response to, sensitivity to, and modulation by normal changes in the solar UV radiation reaching the stratosphere. This knowledge can be adapted to studies concerned with the various coupling processes proposed, including photochemical and transport considerations.

In order to evaluate ionic changes it is also necessary to measure variations in \( \text{O}_3 \) and other trace species. Such measurements should be coordinated with electric field studies, to evaluate the impact of conductivity changes on the electric field.

RECOMMENDATION: Develop integrated rocket and balloon payloads using available instrumentation to permit simultaneous measurements of sources (energetic electrons and protons, x-rays, \( \text{UV} \)) and responses (electron and ion densities, temperatures, electric fields, neutral dynamics) to evaluate the middle atmosphere conductivity perturbations associated with transient geophysical phenomena and rapid changes in solar UV illumination.

Scope and Technique:

The coordinated measurements stated above are necessary to understand the causes of conductivity changes, separating out changes in ion mobility from ion density changes. This requires the source and response to be measured in the same spatial and temporal frame. Campaigns should be conducted to take maximum advantage of available data from satellite passes and ground based radar for the purpose of obtaining information on the boundary conditions.
The minimum effort to study changes at sunrise should include simultaneous measurements of conductivity and mobility, using Gerdian probes from a rocket. The payload should also monitor the penetrating solar radiation as a function of altitude. A simultaneous flight of a balloon near 40 km could be useful in providing the time structure for these parameters near the lower boundary of the effect. Early campaigns should concentrate on Equatorial sites, where modulations induced by energetic particles, cosmic rays, and galactic x-rays are small. For middle and high latitudes (and also low latitudes if possible) x-ray and cosmic rays can be monitored on the balloon flight, and particle detectors should be included on the rocket payloads to evaluate supplemental energy sources.

3.3 Middle Atmosphere Electrical Coupling Above Tropospheric Thunderstorms

Thunderstorms are generally thought to be the major generators that maintain the global fair-weather electric field. Large storms extend vertically into the stratosphere. It is important to know how much current flows upward and how it spreads out horizontally at higher altitudes. Strong electric fields above thunderclouds may have important local effects on charged aerosols in the middle atmosphere. Furthermore, theory predicts that thundercloud electric fields may have significant effects even in the ionosphere and magnetosphere. However, since calculated field intensities depend critically on conductivity profiles that are not well known at present, it is important to verify theoretical predictions by making direct measurements over active thunderstorms.

Several theories in global electric field coupling and in sun-weather coupling involve severe modification of currents and atmospheric conductivity above thunderstorms. Measurements are needed to evaluate these hypotheses. At the same time the study of neutrals NO\textsubscript{x} and O\textsubscript{3} would permit the evaluation of recent proposals concerning stratospheric ozone depletion induced by lightning in thunderstorms.

RECOMMENDATION: Investigate the upward penetration of electrostatic and electromagnetic fields above thunderstorms into the stratosphere, mesosphere and ionosphere with coordinated measurements of electric fields, currents and conductivity. In addition, verify the predicted depletion of the stratospheric ozone layers by thunderstorm electrodynamics.

Scope and Technique:

Instruments on aircraft, balloons and rockets would be used in campaigns to make simultaneous measurements above thunderstorms at suitable locations at middle or low latitudes. Ionospheric measurements can be made with an incoherent scatter radar, a low-altitude satellite, or high-altitude rockets. Measurement of conductivity, electric fields, and neutral parameters in the stratosphere and of electric fields and conductivity in the mesosphere are necessary. Measurements of horizontal gradients in these parameters with respect to the center of the storm should be made.

3.4 Long Duration Monitoring of the Electrodynamics of the Stratosphere on a Quasi-Global Scale

Existing data on parameters relating to middle atmosphere electrodynamics are sparse and often contradictory. As our knowledge in this area is increased it will be important, relative to testing and improving global electrodynamical models, to measure parameters from several platforms at varying...
locations simultaneously and over long periods of time spanning changes in troposphere and solar-terrestrial coupled activity. Superpressure balloons have been demonstrated to provide a long-duration platform for making in-situ measurements in the stratosphere. Specific problems include temporal and spatial variations of the conductivity in the middle atmosphere, spatial structure of the middle atmosphere electric fields as they relate to the penetration of continental electrical “plumes” into the middle atmosphere, and the large scale spatial structures created by solar induced geomagnetic activity and meteorological disturbances.

**RECOMMENDATION:** Measure using long-duration superpressure balloons the large scale spatial structure in the middle atmosphere vector electric field, conductivity (and mobility), ionization rates and aerosols in order to test global electrification models and their response to perturbations.

**Scope and Technique:**

Under favorable conditions, a single superpressure balloon can cover large portions of the southern hemisphere in the course of a few months. Three simultaneous flights would provide continuous data coverage as well as information on large scale spatial variations of the measurements of the above-mentioned parameters. Balloon tracking and data telemetry can be handled by an available satellite system such as the Tiros-Argos system. These measurements should be made in conjunction with an operational polar orbiting ionospheric satellite that monitors the vector electric field and the incoming energetic particle and x-ray fluxes in order that knowledge of the upper boundary conditions and their variations can be available to aid in the interpretation of the balloon data. Correlative lower boundary information including meteorological conditions is also available.
1. INTRODUCTION

The term 'middle atmosphere' is a fairly recent one, coined to describe the region lying approximately between the tropopause and the mesopause, with possibly a slight extension into the lowest part of the thermosphere, i.e., the region of the atmosphere lying between about 10 and 100 km altitude. As such, it includes the stratosphere and the mesosphere, both of which are regions about which we know comparatively little, although our knowledge has increased greatly as a result of recent concerns with potential damage to the ozone layer. Planning is now underway for a coordinated international attack on the unsolved problems of this region to take place in the early 1980s under the name of the Middle Atmosphere Program (MAP), which makes the present Workshop particularly useful at this time.

There are three major sources of electric fields in the atmosphere: tropospheric thunderstorms, wind action in the dynamo region of the lower thermosphere, and the interaction between the solar wind and the outer magnetosphere. Although the middle atmosphere is not the source of any of these fields, its electrical parameters are bound to play an important role in determining the extent to which the fields can penetrate through in either direction, or can affect the middle atmosphere itself. The main objective of this paper, then, is to provide a quick introduction to some of the important electrical properties, and to the factors that influence them and their variability.

The chemical composition of the middle atmosphere is an important factor, and several of the minor constituents, of which typical profiles are shown in Figure 1, play prominent roles. The temperature structure and the wind systems of the middle atmosphere are determined by a balance between the rates of heating and cooling. The heating is due to the absorption of solar radiation by ozone, and the cooling by infrared radiation, mainly by carbon dioxide, so that these two minor constituents are chiefly responsible for the structure of the middle atmosphere. The other constituents shown in Figure 1 are the recognized chief participants in the production of ionization, or in the ion chemistry that determines the steady-state ion concentration and composition, but our knowledge is not so complete that we can afford to ignore other potential contributors.

During the winter, there is a pronounced equatorward-directed temperature gradient in the middle atmosphere, and the resultant geostrophic winds are westerly, just as in the troposphere. Wind speeds reach their maximum near the stratopause, forming the so-called polar-night jet, surrounding a strong polar vortex. During the summer the situation tends to be reversed, with a poleward-directed temperature gradient caused by the combination of a high-latitude ozone maximum and essentially continuous insolation, giving rise to prevailing easterlies throughout most of the middle
atmosphere. The spring and fall transitions between these two average conditions are periods of particular interest in the middle atmosphere, as are such transient phenomena as the major stratospheric warming events of the late winter.

Vertical transport in the middle atmosphere is usually parameterized through the use of an eddy-diffusion coefficient whose profile is based on observed vertical diffusion rates. Characteristic vertical mixing times are long, varying from years in the lower stratosphere to months in the upper stratosphere and lower mesosphere and to weeks in the upper mesosphere. Since these are much longer than the characteristic lifetimes of ions, the ions are not themselves directly affected by vertical transport. Many of the minor species that determine the ion composition, however, are dominated by transport effects rather than by photochemistry in much of the middle atmosphere.

2. PRODUCTION OF IONIZATION

Ionization is produced in the middle atmosphere by a variety of sources. The extreme ultraviolet and soft x-radiation from the sun that produces the overlying ionospheric layers is almost entirely absorbed before reaching the mesosphere, but there is a small contribution from harder x-rays, particularly during solar flares, when the flux of hard x-radiation can increase by two or three orders of magnitude over its normal value. The metastable O₂ (⁴Δ) molecule provides a source of O₂⁺ in the upper mesosphere, but its importance remains somewhat uncertain. These excited molecules are produced by photodissociation of ozone, and their long lifetime and excess electronic energy (amounting to 1 ev) make them susceptible to ionization by solar radiation in the wavelength range from 102.7 to 111.8 nm that cannot ionize ground-state O₂. The concentration of O₂ (⁴Δ) is large enough that this would provide a major source of ionization were it not for the fact that the wavelength range needed is strongly absorbed by CO₂, reducing the role of O₂ (⁴Δ) ionization to a relatively minor one. It remains, however, the chief source of O₂⁺ in the mesosphere under undisturbed conditions.

The major source of mesospheric ionization is the NO molecule, which can be ionized by solar Lyman-alpha radiation at 121.6 nm. By chance, the Lyman-alpha line coincides with a window in the O₂ absorption spectrum, and penetrates most of the mesosphere, reaching unit optical depth at about 75 km for an overhead sun. The primary ion species produced by this source is, of course, NO⁺. Figure 2 shows the rates of production of both O₂⁺ (from the O₂ (⁴Δ) source as well as from x-rays during average solar conditions) and NO⁺ for a solar zenith angle of 45° and for currently accepted profiles for NO and O₂ (⁴Δ).

In the lower mesosphere and throughout the stratosphere the chief source of ionization is provided by galactic cosmic rays under normal conditions. The rate of ion production by cosmic rays is shown in Figure 3 for different geomagnetic latitudes during the solar minimum year of 1965, based on the balloon measurements reported by Neher [1967]. The existence of the geomagnetic field gives rise to a pronounced magnetic-latitude effect in the incoming cosmic-ray flux, in such a sense that the full cosmic-ray energy spectrum reaches the earth only at latitudes higher than about 60°. As we move to lower latitudes, successively more and more of the lower-energy particles are excluded, and only particles with energies greater than about 15 Bev have access to the magnetic...
equator. The successive hardening of the cosmic-ray spectrum with decrease in latitude is evident in Figure 3 from the lowering in height of the maximum production rate from about 13 km at high latitudes to about 10 km near the equator. The short barred segments indicate the average tropopause level at the different latitudes, and show clearly that the bulk of cosmic-ray ionization lies in the troposphere at low and middle latitudes, and in the stratosphere at high latitudes. Even at high latitudes, however, the tropospheric ion production rate is considerably larger than at low latitudes.

The solar wind tends to exclude cosmic-ray particles from the inner solar system, and thus from the earth, through mechanisms that are not fully understood, but that probably involve the scattering effects of magnetic-field irregularities. The chief result is that the cosmic-ray flux at the earth is lower during solar maximum, when the solar wind is more intense on the average, than during solar minimum. This is illustrated by the broken curve in Figure 3, which shows the high-latitude ion production rate in 1958, again based on measurements by Neher [1961]. There is a considerable reduction in the peak ionization rate, coupled with a slight decrease in the height of the peak caused by the fact that the solar wind preferentially excludes the particles with lower energy. This produces a regular solar-cycle variation in the electrical properties of the middle atmosphere that may have some significant effects.

3. ION CONCENTRATION MOBILITY AND CONDUCTIVITY

The steady-state ion concentration profile of the middle atmosphere is illustrated in Figure 4, which shows the results of a recent model calculation of positive-ion concentrations for a solar-maximum year at geomagnetic latitude 40°, and for a solar zenith angle of 45°. Also shown are the results of direct measurements of small-ion concentrations reported by Widdel et al. [1976] for a similar geomagnetic latitude, but for different phases of the solar cycle. Obviously there is a general agreement in the shape of the profiles, but the sharp enhancements in ion concentration that appeared at 65 km in 1968 and at 45 km in 1975 have no counterpart in the theoretical results. The model results also appear to be higher by about a factor of 3 than the actual observations over most of the range. Since our knowledge of the ion production rate is unlikely to be seriously in error, at least below 60 km, the discrepancies must reflect our lack of knowledge of the full details of the ion chemistry of the stratosphere.

Figure 5 shows the results of a similar model calculation of the concentrations of the negatively charged species—negative ions and electrons—for the same conditions of solar illumination, but for polar and equatorial latitudes. The very sharp transition between the overlying electron-dominated region and the underlying negative-ion-dominated region is the most obvious feature, and there is a certain amount of observational confirmation that the transition occurs at about 70 km during quiet daytime conditions, as predicted by the model.

The ion concentration is related to the conductivity through the mobility. The current density, \( j \), is given by

\[
j = n_i e (V^+ - V^-)
\]
where \( n_i \) is the concentration of ions of either sign, \( e \) is the electronic charge, and \( V^+ \) and \( V^- \) are the velocities of positive and negative ions respectively. Expressing the velocities as \( V = kE \), where \( k \) is the mobility, and using the Ohm's Law relationship \( j = \sigma E \) between current density and electric field, where \( \sigma \) is the conductivity, we have

\[
\sigma = n_i e(k^+ + k^-)
\]

The simplified Langevin theory of ionic mobility predicts that

\[
k = B (1 + m_n/m_i)^{1/2}
\]

where \( m_n \) and \( m_i \) are the masses of the gas molecules and of the ions respectively, and \( B \) is a constant of the gas. This relationship is borne out reasonably well in practice for small molecular ions, and indicates that if the dominant ions are much lighter than the parent gas the mobility should be proportional to \( m_i^{-1/2} \). If the ions are much heavier than the gas molecules, on the other hand, the mobility should be nearly independent of the ion mass. In the middle atmosphere, as we shall see, the latter is generally true, since most ions will be hydrated, i.e., will be surrounded by several water molecules, leading to characteristic masses several times greater than those of the air molecules. Toward the lower thermosphere, the principal ions become comparable in mass with the air molecules, but most of the current at these higher levels will be carried by electrons rather than by ions.

Figures 6a and 6b show theoretical profiles of conductivity for equatorial and polar latitudes, again for solar maximum conditions and for a solar zenith angle of 45°. The solid lines represent the ionic component and the broken lines the electronic component of the conductivity, with the crossing points marking a sudden increase in the gradient of total conductivity. Below this altitude, substantial horizontal potential differences can be maintained, but the conductivity at greater heights is large enough to allow only relatively small potential variations on a global scale. The 'fair-weather' electric field exists between this conducting layer and the surface of the earth, each of which can be regarded as one plate of a spherical-shell capacitor whose charge is determined by a balance between the charging effect of global thunderstorm activity and the discharging effect of vertical leakage currents.

In the upper mesosphere the geomagnetic field begins to have an important effect on the electron conductivity. The electrons are forced to spiral around the direction of the magnetic field, and if the collision frequency is low enough they can no longer move freely along the direction of an applied electric field that has a component perpendicular to the magnetic field. Collisions with gas molecules, however, break up this organized spiralling motion, and allow some movement along the electric field direction, thereby preventing the electron conductivity along the direction of the electric field from vanishing entirely. The residual electron conductivity perpendicular to the magnetic field is known in ionospheric terminology as the Pedersen conductivity, and is shown in Figures 6a and 6b by the broken line labeled \( \sigma_{Pe} \). The conductivity along the direction of the magnetic field is unaffected by the spiralling motion of the electrons, and is identical to the uniform conductivity that would exist if there were no magnetic field. It is shown by the broken line.
labeled $\sigma$. Since the electrons drift along a direction perpendicular to both the magnetic and electric fields between collisions, there is a third component of the conductivity, known as the Hall conductivity, but it differs in character from the other components by virtue of its vanishing power dissipation (since $J_B \cdot E = 0$).

Throughout the middle atmosphere the ions remain collision-dominated, and are just as free to move perpendicular to the magnetic field as they would be in the absence of a magnetic field. The total current is thus carried to an increasing extent by the ions in the upper mesosphere and lower thermosphere, and the total Pedersen conductivity reaches its peak value in the upper E region of the ionosphere.

4. ION COMPOSITION

The nature of the ions is a matter of some interest since it has a direct bearing on the electrical properties of the middle atmosphere. The paper by Ferguson will provide an overview of the ion chemistry that determines the steady-state ion composition, but I shall show some examples taken from a series of calculations based on our present understanding of the ion chemistry. I shall discuss only the 'small ions', i.e., ions of molecular dimensions. The role of large aerosol-size ions in the middle atmosphere is still an open question that will probably be aired at some stage in this Workshop.

Throughout most of the middle atmosphere, hydrated protons were until recently thought to be the dominant positive ions. Figure 7 shows a typical set of profiles of the hydrated protons of the chemical form $H^+(H_2O)_n$ (often written, perhaps more properly, as $H_3O^+(H_2O)_{n+1}$), with each of the curves labeled with $n$, the number of clustered water molecules. Since the clustering bonds are relatively weak for the higher members of the series, they are subject to collisional breakup, and the ambient temperature is a very important factor in determining the detailed height distributions. In the lower stratosphere temperatures are low, and the heavier clusters can survive, but as we go upward the characteristic mass becomes smaller, reaching a minimum near the stratopause, where the temperature is highest. At greater heights, the heavier clusters again try to form as the temperature drops, but the decreasing pressure leads to slower formation rates, and eventually the reactions leading to formation of the heavier clusters cannot compete with loss of the ions by recombination. Above this point the hydrated protons lose their dominance, and are replaced by other species.

The few existing measurements of positive-ion composition in the stratosphere have shown that the hydrated protons are indeed dominant above about 40 km, but that they tend to be replaced at lower heights by other species, many of which can be explained as hydrates of a core ion of mass 41 [Arnold et al., 1978; Arijs et al., 1978]. Ferguson [1978] has recently proposed that this core ion is $H^+(NaOH)$, and it appears that this explanation is consistent with estimates of the sodium content of the middle atmosphere arising from meteors and with the known proton affinity of NaOH. This development is too recent to have been included in the model calculations shown, and implies a significant revision at heights below 40 km. At greater heights, the dominance of the hydrated protons has been shown by a large number of rocket mass-spectrometer flights, beginning with that of Narcisi and Bailey [1965] carried out in 1963.
The primary positive ions formed in the middle atmosphere are NO+, O2+, and N2+, with traces of other minor species. N2+ is very rapidly converted by charge exchange into O2+, so that the only important primary species are NO+ and O2+. These are both converted into the proton hydrates by a series of chemical reactions, the details of which remain somewhat obscure, at least in the case of NO+. Figure 8 shows height profiles for some of the intermediate species involved in one model of NO+ chemistry [Reid, 1977]. Appreciable concentrations are reached only at heights above those at which the proton-hydrate spectrum is fully developed, but they become of major importance in the 70-85 km height range, and only above the mesopause does NO+ itself become the dominant species. Figure 9 shows the height profiles for the O2+ intermediates, which never become major constituents in the middle atmosphere under normal conditions. During intense particle ionization events such as major solar-proton events, however, O2+ becomes the principal primary ion species, and the O2+-series intermediates assume more importance.

The negative-ion composition of the middle atmosphere is much less certain, since the number of direct in-situ measurements is very small. Figure 10 shows the results of a model calculation based on the presently accepted ion chemistry, and using the same conditions as the positive-ion model. The most notable feature is the overwhelming dominance of the nitrate ion, NO−3, at all heights at which negative ions have significant concentrations. Hydration processes for these ions have been omitted from the model, but they will in fact be hydrated. Narcisi et al., [1971] report observations of the appropriate ion masses for NO−3(H2O)n with n = 1 to 5.

Above about 70 km in daytime conditions negative-ion formation, which takes place through three-body attachment to O2, can no longer compete with dissociative recombination as a sink for free electrons, and the negative-ion concentration rapidly drops to quite small values. At night, when positive-ion concentrations are greatly reduced, dissociative recombination is much slower, and the negative-ion region extends to greater altitudes.

The rates of most of the important atmospheric negative-ion reactions have been measured in the laboratory, and they will be described in outline in Ferguson’s paper in these proceedings. One important negative-ion process about which we still know very little, however, is photodetachment of the principal terminal species, NO−3. The reason for the predominance of NO−3 is its large electron affinity, which prevents it from undergoing any further exothermic reactions with atmospheric species. The electron affinity has recently been measured as 3.91 ± 0.24 ev [Davidson et al., 1977], so that photodetachment requires light in the 299 to 339 nm wavelength range, i.e., in the near ultraviolet. Each successive hydration of the ion will add to the energy needed for detachment, since the binding energy of the water molecule will also have to be supplied. Since the flux of protons with energies above these limits is much less than the flux of visible-light photons required for photodetachment of such ions as O−2 and O−, whose rates are known, the photodetachment rate of NO−3 will be much smaller than those of the simpler atmospheric ions.

In order to estimate the possible importance of photodetachment, calculations were carried out with a photodetachment rate (reciprocal lifetime) of 0.002 s⁻¹, following Turco and Sechrist [1972], who based this value on a uniform cross section of 10¹⁸ cm² for all wavelengths shorter than the threshold given by the electron affinity. The computed profiles of electron and negative-ion concentrations are shown in Figure 11, and indicate that the major effect of photodetachment
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on the negative-ion concentration is confined to a small range of heights near the top of the distribution. At lower heights, the electrons released by photodetachment quickly become attached again, and the reduction in negative-ion concentration is negligible. Photodetachment also enhances the electron concentration, but only in regions where they are very few free electrons.

The influence of photodetachment is thus likely to be fairly insignificant, at least during undisturbed conditions. Sunlight will have a more serious effect in an indirect way, however, through the production of atomic oxygen in the middle atmosphere. Atomic oxygen takes part in associative detachment reactions such as

\[ \text{O}_2^- + \text{O} \rightarrow \text{O}_3 + e \]

which effectively reduce the rate of formation of negative ions.

5. VARIABILITY

The various sources of middle-atmosphere ionization all display variability on a wide variety of time scales, and a corresponding variability in the electrical parameters must exist. In the mesosphere, the solar x-ray flux varies with the 27-day solar rotation period, with the 11-year solar cycle, and most dramatically of all with individual flares, when its intensity can increase by at least three orders of magnitude above the normal value in the case of the more energetic x-rays. Except during intense solar flares, however, x-rays remain a fairly negligible ionization source.

The major mesospheric ionization source, Lyman-alpha ionization of NO, must certainly have a variability that reflects the known variability of the solar Lyman-alpha flux. The latter increases by nearly a factor of two in going from solar minimum to solar maximum [Weeks, 1967], and by about 30% in the course of a solar rotation [Hall and Hinteregger, 1970]. The concentration of NO itself in the mesosphere may also be variable, reflecting a variability in the production of NO in the lower thermosphere by energetic particles. Auroral ionization is known to be accompanied by the production of large quantities of NO near 100 km altitude, but the extent to which this NO survives to diffuse down into the mesosphere is still unknown.

Anomally large electron concentrations are known to exist in the mesosphere on certain groups of days each winter at mid-latitudes. This phenomenon has long been known as the D-region winter anomaly, and is closely associated with stratospheric warming events, marking a major breakdown in the winter polar circulation. The cause of the enhanced ionization may well be the transport of polar air that is rich in such minor constituents as NO to lower latitudes, where it becomes subject to photoionization.

In the stratosphere, cosmic-ray ionization undergoes a regular solar-cycle variation, as noted above, and this should produce a corresponding variation in conductivity by 30% or so. The most dramatic changes in middle-atmosphere electrical properties, however, are undoubtedly those that occur as a result of intense solar-proton events. As an illustration, Figure 12 shows the calculated rate of production of O_2^+ (and N_2^+) at the peak of the major solar-proton event of September 1966, together with the rate of production by the normal sources. Obviously there is an increase in ion production
by several order of magnitude, and there must be a corresponding increase in conductivity at all heights. A simple calculation shows that during this particular event the height of the transition between negative ions and electrons as the principal current carriers dropped by about 20 km, from 60 km to 40 km.

Intense solar-proton events represent very major disturbances in all aspects of middle-atmosphere electrical properties, and they can also produce significant changes in neutral composition through the molecular dissociation that accompanies the intense ionization. Direct effects on global atmospheric electric fields have now been reported for the case of the August 1972 event [Holzworth and Mozer, 1977], but much remains to be learned.

In conclusion, we have seen that the electrical properties of the middle atmosphere are both complex and variable. The middle atmosphere responds to driving forces from above and from below, and is subject to electric fields of both tropospheric and magnetospheric origin. It is likely that any mechanism for solar-terrestrial coupling that reaches down into the lower atmosphere must intimately involve the middle atmosphere in some way, and possible mechanisms involving atmospheric electricity have been suggested in the past. If we are ever to be in a position to evaluate such proposals, we need to acquire a more detailed and less superficial knowledge of the electrical parameters of the middle atmosphere than we presently possess. One of the chief purposes of the present Workshop is to plan activities that will lay the foundation for moving forward in this somewhat neglected area of atmospheric physics.
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Figure 1. Typical daytime concentration profiles of some minor constituents of the middle atmosphere.

Figure 2. Rate of ion production for a solar zenith angle of 45° and undisturbed conditions.
Figure 3. Rate of production of ions by cosmic rays for solar minimum (1965) and solar maximum (1958) conditions at the indicated geomagnetic latitudes. Heavy barred lines indicate tropopause height.

Figure 4. Positive-ion concentration profile from model calculation (solid line) and observed (from Widdel et al., [1976]).
Figure 5. Negative-ion and electron concentration profiles at the pole and equator from model calculation.
Figure 6a. Calculated profiles of electron and ion conductivity at the equator.

Figure 6b. Calculated profiles of electron and ion conductivity at the poles.
Figure 7. Altitude profiles of hydrated protons in the middle atmosphere from model calculation.

Figure 8. Intermediate clusters in the NO+ sequence.
Figure 9. Intermediate clusters in the $O_2^+$ sequence.

Figure 10. Negative-ion concentration profiles from model calculation (note: labels for $CO_3^-$ and $O_2^-$ (NO) are interchanged).
Figure 11. Effects of including NO$_3^-$ photodetachment on negative-ion and electron profiles.

Figure 12. Ion production rate at the peak of the solar-proton event of September 1966 compared with undisturbed rates.
1. INTRODUCTION

The purpose of this review is to examine direct energy inputs to the middle atmosphere. As a working definition of the extent of the middle atmosphere we have adopted the height range from 30 to 100 km, a more restricted range than that used by Dr. Reid in his introductory lecture. The neutral and ionic composition and the dynamics within this height range are, for the most part, poorly understood. This is because of the sparsity of in situ measurements by rocket or balloon techniques. We assess, from available information, the importance of various particle and photon energy sources, including their variability, for ionization of the neutral atmosphere in this height range.

Knowledge of middle atmosphere ionization sources is important for a variety of reasons. For example, large variations in the ionizing input may play a role in aerosol formation (Mohnen and Kiang, 1978) and a role in altering the concentrations of minor neutral species (Crutzen et al., 1975; Thorne, 1977; Reagan et al., 1978). Variations in the ionization input can also modulate atmospheric electricity via the influence of conductivity variations on the mapping of electric fields and current flow (Markson, 1978). Thus, for the middle atmosphere at all geomagnetic latitudes, it is important to determine the relative importance of the ionization rates from the various background (quiet-time) energy sources; it is also important to evaluate the atmospheric response to transient solar-geophysical phenomena.

2. PENETRATION OF THE MIDDLE ATMOSPHERE BY PARTICLE AND ELECTROMAGNETIC ENERGY

Figure 1 pictorially presents the atmospheric penetration depth for various particle and electromagnetic energy sources. Of particular interest for ionization of the middle atmosphere is the wavelength range from the ultraviolet (UV) through x-rays, electrons > 0.01 MeV and protons > 0.3 MeV. Higher energy heavy nuclei (not illustrated here) can also penetrate to the middle atmosphere. Although it is not accurately depicted here, portions of the solar UV spectrum are absorbed above 100 km and, in the extreme ultraviolet (EUV), some solar line emissions (e.g., hydrogen Ly $\alpha$) can penetrate below 100 km and can be the dominant source of ionization at altitudes above $\sim$ 60-70 km.
A more conventional view of particle and x-ray penetration of the atmosphere is shown in Figure 2. This figure defines more precisely the energy and wavelength limits of interest for this review. The curve for x-rays gives the 50% transmission height for a given energy. Thus, x-rays with wavelength \( \lambda < 10 \text{ Å} \) (energy \( E > 1 \text{ keV} \)) would deposit more than half of their energy below 100 km. However, x-rays of longer wavelengths may contribute significantly to the ionization of the middle atmosphere if, as in the case of solar x-rays, the incident flux is sufficiently large. Note that only relativistic electrons can affect directly the lower half of the middle atmosphere (below \( \sim 60 \text{ km} \)). The high proton energies required for penetration below 100 km, and particularly below \( \sim 60 \text{ km} \), effectively precludes a significant contribution from precipitating magnetospheric protons. At high latitudes, of course, solar proton events become important, as will be discussed below.

3. IONIZATION SOURCES FOR THE MIDDLE ATMOSPHERE

All of the important ionization sources for the middle atmosphere are galactic, solar, or magnetospheric in origin. Previous reviews of ionization sources for the lower ionosphere (e.g., see Potemra and Zmuda, 1970; Potemra, 1973, 1974; Reagan, 1977) have emphasized different aspects of the subject (for example, application to VLF propagation, maintenance of the midlatitude nighttime ionosphere).

Table I lists the energy sources that contribute to the ionization of the middle atmosphere, together with estimates of the incident energy fluxes. In the table the various sources have been separated according to whether they contribute to the background (quiet-time) ionization levels, or are associated with specific events. Event sources can have durations ranging from a few minutes, as in the case of solar flare x-rays, to several days as in the case of solar cosmic ray events or for the midlatitude precipitation of energetic electrons following a geomagnetic storm (Spjeldvik and Thorne, 1975).

The contributions of auroral or ring current protons are not shown in the table because penetration to middle altitudes does not occur. In addition, two of the penetrating sources listed in the table have been shown to be of negligible importance. These include the 1-10 Å cosmic x-rays from both the diffuse background and from discrete sources including SCO X-1 (Potemra, 1973). These sources will not be discussed further here.

Direct energy deposition by auroral electrons is not a major factor for most of the middle atmosphere, in spite of the high fluxes indicated in the table. This is because the dominant fluxes of auroral electrons have energies \( < 10 \text{ keV} \). However, the lower fluxes of higher energy electrons which often accompany auroras, and which can precipitate on the dayside of the Earth as well as considerably equatorward of the nominal auroral regions, may at times be dominant ionization sources.

The x-ray bremsstrahlung produced by precipitating electrons will be deposited much deeper in the atmosphere than the primary electrons themselves. Since the bremsstrahlung production efficiency is of order 0.01% to 1% at the energies of interest, (Evans, 1955), the flux values listed in the table for magnetospheric electrons should be reduced by \( 10^{-4} - 10^{-2} \) to obtain associated x-ray energy fluxes.
The energy fluxes of the various sources listed in Table I range over 10 orders of magnitude. Because the energy deposited in the atmosphere by many of the sources is specific to some limited height or latitude range, the relative importance of different sources as ionizing agents cannot be judged merely by comparing the magnitudes of the incident fluxes. Consequently, as a quantitative measure for comparison, we have used the height profiles of the ionization rates of the sources. The computations of the energy deposition or ionization rates require the use of appropriate atmospheric density models, absorption coefficients, and range-energy relationships for each specific source. The details of these calculations are not considered here.

4. GALACTIC COSMIC RAYS

The charged particle component of the galactic cosmic rays is the dominant ionization source for the lower half of the middle atmosphere. Figure 3 shows the integral incident particle energy spectra of galactic cosmic rays before encountering the Earth's magnetic field, as a function of particle energy/nucleon. The minimum particle energy in this plot corresponds to 100 MeV protons, which can reach ~30 km altitude in the absence of geomagnetic cutoff effects.

The data for protons and alpha particles are plotted for both solar maximum and solar minimum and the total intensity (\(\sim 10^2\) ergs cm\(^{-2}\) sec\(^{-1}\) > 0.1 GeV/nucleon) is given for solar minimum conditions. In this representation the effect of solar modulation over a solar cycle is seen to be < 10%. This is due mainly to the fact that galactic cosmic ray spectra at the orbit of Earth have broad peaks at proton and alpha particle energies of about 200-300 MeV/nucleon. Thus, although the solar cycle modulation for particles of energies \(\leq 200\) MeV/nucleon may reach a factor of 5 or more, the relative contribution of these energy particles to the total incident energy flux is small (Lanzerotti, 1977). In spite of the fact that protons and alphas dominate the composition of the primary cosmic rays (\(\sim 98.5\%\)), they contribute only \(\sim 50\%\) to the rate of production of ionization (Velinov, 1968).

Two factors, the latitudinal (i.e., geomagnetic cutoff) effect and the solar cycle modulation, as just mentioned, substantially affect the cosmic ray flux incident on the atmosphere. The latitudinal effect enters through the dependence of the particle's cutoff rigidity on the magnitude of the Earth's magnetic field. The effect is illustrated in Figure 4 which plots the relative intensity of cosmic rays at ~10 km altitude as a function of geomagnetic latitude. At this height the variation is almost a factor 2 between the equator and the auroral zone. Beyond \(\lambda_m \approx 70^\circ\), essentially all cosmic rays have access to the top of the atmosphere and the effective cutoff is only atmospheric.

The solar cycle dependence of the ionization rate is illustrated in Figure 5. This figure shows the ionization rate at 20 g cm\(^{-2}\) altitude (~20 km, or near the base of the middle atmosphere) over 4 solar cycles, corrected to polar latitudes. Also plotted are the annual sunspot numbers. The atmosphere cutoff corresponds to protons of ~500 MeV. The ionization rate at this altitude is seen to vary by about a factor 2 within one solar cycle and from one cycle to another (Pomerantz and Duggal, 1974; Lanzerotti, 1977).
Summarizing, we show in Figure 6 the altitude profile of the ionization rate for 3 geomagnetic latitudes and for solar maximum and minimum conditions at the higher latitudes, adopting values determined by Velinov (1968) and Webber (1962). The solar cycle dependence at the equator is very small and is not differentiated here. The ionization rate varies by 5 orders of magnitude over the middle atmosphere. Above ~ 60-70 km, and depending on day/night conditions, the rate falls below the rates contributed by other background sources, most notably the photoionization of nitric oxide (NO) by solar H Ly α.

5. SOLAR H Ly α, OTHER EUV, AND X-RAYS

As was illustrated above in Figure 6, in the upper portion of the middle atmosphere the ionization from solar H Ly α overwhelms the galactic cosmic ray ionization. The energy flux of solar H Ly α incident directly on the atmosphere, and the time variability of this source, has been a topic of some debate. For example, Smith and Gottlieb (1974) adopted the incident energy value 8.5 ergs cm⁻² sec⁻¹ for moderate solar activity. They attributed to this line a variability of < 20% over a solar cycle, including solar flare activity. More recently, Vidal-Madjar (1977) concluded that the Lyman α irradiance of the quiet sun increases by nearly a factor of 2 in going from solar minimum to solar maximum conditions. Typical values range from approximately 4.5 to 6 ergs cm⁻² sec⁻¹ (as listed in Table I). The absolute accuracy of these determinations is now believed known to better than ± 30%. Enhancements associated with solar flares are negligible (< 20%) except for very unusual flares (Vidal-Madjar, 1977; Smith and Gottlieb, 1974).

The flux of scattered solar H Ly α on the nightside is more uncertain. Measurements tend to show it to range from 10⁻³ to 10⁻² that of the direct flux (Donahue, 1966; Tohmatsu, 1970). The higher figure has generally been adopted by most researchers.

The photoionization of nitric oxide by solar H Ly α in the height range 70-100 km is usually computed using the nitric oxide densities obtained by Meira (1971) from daytime midlatitude rocket measurements of the resonance fluorescence of NO. However, Strobel (1972) has argued that lower NO densities below ~ 80 km are also consistent with the data. The ionization rates for both the Meira (1971) data and the Strobel (1972) interpretation are shown in Figure 6. These two density estimates illustrate the critical dependence of the rates on the NO concentration and, in turn, on the altitude at which cosmic ray ionization becomes dominant.

Smith and Gottlieb (1974) reviewed the solar photon flux and its variations at all wavelengths. The measurements are summarized in Figure 7 according to the level of solar activity. For solar photon wavelengths λ < 100 Å there are order of magnitude variations, even in the absence of pronounced flare activity. For λ > 100 Å there is little variation, except during major flares.

The solar x-ray fluxes in several wavelength ranges are further summarized in Table II (from data in Smith and Gottlieb, 1974), for different solar activity levels. Quiet sun refers to sunspot numbers R ~ 10-40 and the absence of large plage regions (a solar minimum condition). Active refers to R ~ 100 with no flares present (a solar maximum condition - essentially the present (1979) situation). Slowly - varying refers to the growth and decay of large active regions and their appearance and disappearance as the sun rotates. The photon energy flux increase is a factor of 20 for λ < 10 Å, 3 for 10-30 Å, and ~ 1.5 for 30-100 Å for a change from quiet to active conditions.
Although the x-ray flux increase during solar flares can be spectacular, the energy deposition in the atmosphere from an x-ray flare occurs within a time interval of only $\sim 15$ min. Thus x-ray flares are less likely to be important in the long term than the general non-flare background. However, whether or not solar x-ray flare ionization can serve as a "trigger" source for some geophysical process under some conditions remains a matter of pure speculation.

The ionization rates from solar x-rays, compared to UV and H Ly $\alpha$, are shown in Figure 8. The heavy solid curves labeled MIN and MAX refer to calculations performed by Thrane (1972) for a solar zenith angle of 50° and are based on pre-1970 measurements of the non-flare solar x-ray flux. His results for solar minimum conditions seem reasonable still in view of the Smith and Gottlieb (1974) estimates. However, Thrane's (1972) results for solar maximum seem to be based upon a considerable overestimate of the solar cycle flux increase. The thin solid line (labeled MAX) in the figure is our estimate based upon the average values suggested in the tabulation of Smith and Gottlieb (1974). Figure 8 suggests that ionization by non-flare solar x-rays may dominate over the H Ly $\alpha$ contribution above $\sim 85$ km on the dayside during the active years of the solar cycle. The ionization rates for solar UV (other than H Ly $\alpha$), taken from a previous review (Potemra, 1973), are seen to be of secondary importance compared to the x-rays, except near the very top of the middle atmosphere during solar minimum.

6. MAGNETOSPHERIC ELECTRONS AND BREMSSTRAHLUNG X-RAYS

A picture of the geographical distribution of observations of trapped 100 keV electrons at altitudes of 250-400 km from measurements obtained on a polar-orbiting satellite during a several-day interval in 1961 is shown in Figure 9 (Seward, 1973; Paulikas, 1975). This figure graphically illustrates the presence and approximate extent of the auroral zones as well as the regions of trapped fluxes extending to quite low latitudes, including the magnetic anomaly region in the South Atlantic.

These measurements, although of trapped electrons, were among the first to suggest that energetic electrons probably also precipitate into the atmosphere over a similarly extensive region. Later satellite, rocket, and balloon measurements have, of course, largely supported this view. Most of the precipitation occurring over this vast area is believed to be driven by wave-particle interactions occurring in the magnetosphere. The particle energy spectra are complex, as are the pitch angle distributions, and the precipitating flux levels are dependent on latitude, longitude, and the level of geomagnetic activity.

Interest in the precipitation of energetic electrons at low and middle latitudes arose because of their possible importance in the maintenance of the undisturbed nighttime D region and for their possible production of magnetic storm after-effects which are observed on VLF communication signals. Potemra and Zmuda (1970) reviewed the available midlatitude satellite and rocket data on precipitated $\geq 40$ keV electron fluxes. They parameterized the ranges of flux levels with power law energy spectra and computed the ionization rates assuming isotropic pitch angle distributions. Their results, compared with some measurements and other ionization rates already discussed, are shown in Figure 10 (Potemra, 1973). Curves A, B, and C refer to energy fluxes and power law exponents of $\sim 5 \times 10^{-3}$ (-3), $2 \times 10^{-4}$ (-3), and $1.5 \times 10^{-3}$ (-5), respectively. Spectra B and C correspond to relatively undisturbed conditions, whereas spectrum A corresponds to a more active period. The
quiet time ionization rates by the electrons exceed the scattered H Ly α contribution between \( \sim 70 \) and 90 km, depending upon the spectrum chosen. The A spectrum is also comparable to or exceeds the direct H Ly α contribution on the dayside (compare with Figure 8, for example). Thus, energetic electron precipitation at middle latitudes can be a significant ionization source for the lower ionosphere for both nighttime and daytime conditions.

The importance of midlatitude electron precipitation to the ionization of the middle atmosphere has also been discussed by Gough and Collin (1973), Larsen et al., (1976), and Spjeldvik and Thorne (1975).

Gough and Collin (1973) compared 13 rocket measurements of \( > 40 \) keV electron precipitation from the \( L = 3.6 \) site of South Uist, Scotland, with the \( K_p \) sum for the 24-hr interval centered at the launch times. They found the relationship illustrated in Figure 11. Clearly, larger fluxes were encountered with increased magnetic activity. Electron fluxes sufficient to produce ionization equivalent to the nighttime and daytime levels from other sources (the "threshold" level) were estimated as \( 10^2 \) and \( 10^4 \) cm\(^{-2}\) sec\(^{-1}\) ster\(^{-1}\), respectively, on the basis of the measured energy spectra. The lower horizontal axis scale in Figure 11 show the percentage of days at solar maximum and solar minimum when the magnetic activity exceeds the corresponding \( K_p \) sum. Gough and Collin (1973) concluded that the nighttime threshold was reached on \( 35 \pm 20\% \) of the nights at solar maximum and \( 15 \pm 11\% \) of the nights at solar minimum. Corresponding percentages for reaching the daytime threshold were estimated at \( 1\%-5\% \) at solar maximum and \( \sim 0.1\% \) at solar minimum.

Most estimates of the electron-produced ionization at low and middle latitudes have been based on rather imprecise knowledge of the actual energy and pitch angle distributions of the precipitated electrons. More recently, Larsen et al., (1976) used detailed energy spectra obtained by satellite to evaluate the ionization produced at \( L = 3.6 \) during moderately disturbed periods. A sample spectrum from their work is shown in Figure 12. Electron energy information was available from 10-40 keV and \( > 130 \) keV. Using the spectral form given by the dashed/solid curve, and an isotropic pitch angle distribution, Larsen et al., derived the ion pair production rates shown in Figure 13 for both the direct electron impact ionization and the ionization produced by the associated electron bremsstrahlung x-rays.

Figure 13 indicates that direct electron production rates far exceed other daytime sources at altitudes above \( \sim 55 \) km. In contrast, the production rates from bremsstrahlung were negligible at all altitudes. Energy spectra measured for a number of other events also gave rates that exceeded those from non-precipitation sources in the 60-70 km altitude range and were competitive with these sources at higher altitudes.

Finally, Spjeldvik and Thorne (1975) have shown that electron precipitation fluxes sufficient to produce ionization rates similar to those shown in Figure 13 can be derived from midlatitude observations, during magnetic storms, of trapped electron energy and pitch angle distributions. Their model is based on resonant pitch angle scattering of trapped electrons with extremely low frequency (\( < 1 \) kHz) electromagnetic waves within the plasmasphere.
Considerably higher fluxes of precipitated energetic electrons are routinely encountered in the auroral zones than in middle latitudes. There seems little question that ionization produced by substorm electrons will dominate the upper reaches of the middle atmosphere a large fraction of the time, in the narrow latitude strip ($\leq 10^\circ$) defining the auroral zone. According to estimates by Davis et al., (1978), the Earth experiences substorm conditions (as defined by auroral electrojet index (AE) values exceeding 100γ) from $\sim 24\%$ to $\sim 36\%$ of the time, depending on the phase of the solar cycle.

The spectrum of precipitated electrons in the auroral zone is characterized by the relatively low energy ($< 10$ keV) electrons that produce the visible aurora at night and the higher energy electrons ($\geq 40$ keV) that are principally responsible for the radiowave absorption recorded on the dayside by riometers. Rees (1969), Boyd (1975), and Bailey (1968) have reviewed the characteristics of auroral zone electron precipitation and the related ionospheric effects. Calculations of the energy deposition by electrons have been performed by Rees (1963), Berger et al., (1974), and Banks et al., (1974). Rees (1964), Berger and Seltzer (1972), and Newkirk et al., (1974) have also calculated the bremsstrahlung energy deposition from precipitated electrons. We show here, in Figure 14, two representative examples of the electron and bremsstrahlung ionization rates for exponential electron energy spectra and isotropic pitch angle distributions, using the calculations of Berger et al., (1974), and Berger and Seltzer (1972).

For the nightside spectrum (ionization rate curve 1) a flux and spectrum was chosen sufficient to produce $\sim 10$ kR of auroral luminosity and $\sim 1$ dB of auroral 30 MHz radio absorption. For this spectrum, 60% of the total energy flux is in electrons with energies $< 10$ keV. For the daytime precipitation, a flux and spectrum was chosen sufficient to produce a 4 dB 30 MHz radio absorption event (corresponding to the average peak absorption on the dayside found by Berkey et al., (1974) in a study of 60 substorms). For each spectrum, the electron-induced ionization rates dominate over the nonprecipitation sources, above an altitude of $\sim 85$ km for spectrum 1, and above $\sim 60$ km for spectrum 2. It is interesting to note that, in the absence of high energy precipitation at night, the bremsstrahlung x-ray contribution from the low-energy spectrum could dominate the ionization rate to altitudes as low as 50 km.

Electron precipitation with energies sufficiently high ($\geq 200$ keV) to perturb daytime HF forward scatter radar or VLF propagation circuits is known to occur during some geomagnetic storms and substorms (Bailey, 1968; Bailey et al., 1970; Rosenberg et al., 1972; Larsen and Thomas, 1974; and Thorne and Larsen, 1976). Such events have been called relativistic electron precipitation (rep) events. However, it is not clear that this precipitation differs from the more typical substorm precipitation in any way other than being somewhat more intense (but not necessarily more energetic). The frequency of occurrence, spatial extent, and intensity levels of truly relativistic electron precipitation have yet to be thoroughly investigated.

Energy deposition by electrons or bremsstrahlung x-rays has been speculated as possibly influencing the mechanisms for cirrus cloud formation (Roberts and Olson, 1973 a,b) and for thunderstorm generation (Markson, 1978). However, these energy sources have been rejected as an important agent for solar-weather coupling on the basis of energy flux considerations (Johnson and Imhof, 1975; Willis, 1976).
7. SOLAR COSMIC RAYS

Although the Sun seems to be a more or less continuous emitter of low fluxes of MeV particles, these fluxes have relatively little impact on the ionization of the middle atmosphere. In contrast, the discrete solar flare events that produce large fluxes of > 10 MeV particles can dominate the ionization levels of the polar caps over the entire range of the middle atmosphere for several days at a time.

As for auroral electron precipitation, a measure of the extent and effect of solar particle bombardment of the atmosphere can be obtained by observing the absorption of galactic radio noise. The normal geographical distribution of polar cap radiowave absorption effects (pca) is illustrated for both hemispheres in Figure 15. Inside the inner curve, which corresponds approximately to a geomagnetic cutoff energy of 1 MeV, pca effects are observed at their maximum intensity. On the other hand, regions outside the outer curve, which corresponds to a cutoff of ∼ 100 MeV, are normally not affected. The locations in invariant latitude of these energy limits correspond to about 65° and 60°. These latitudes change with geomagnetic disturbances, decreasing by a few degrees with increased magnetic storm intensity.

In addition to protons, the composition of solar flare particle events includes alpha particles and other heavy nuclei as well as electrons. With certain few exceptions, these other components are of secondary importance as regards their contribution to the ionization of the middle atmosphere. One important exception can occur at the onset of a solar event, when, for the first hour or so, electron bombardment of the atmosphere will be predominant. At these times, the cosmic noise absorption can be attributed solely to high energy electrons arriving promptly from a flare (e.g., Lanzerotti and Maclennan, 1972).

Solar proton fluxes incident on the atmosphere have been measured indirectly over the last two solar cycles by the use of riometers to record the cosmic radio noise absorption in the ionosphere. Figure 16 (top) presents the number of pca events per year from 1965 through 1973 for which the equivalent 30 MHz peak absorption was greater than 2.5 dB (Pomerantz and Duggal, 1974; Lanzerotti, 1977). Also shown is the yearly sunspot number. The number of pca events is seen to roughly track the sunspot cycle. Figure 16 (bottom) shows the average peak absorption for the pca events in each year. The righthand scale gives an estimate of the incident flux of > 7 MeV protons based upon an empirical relationship derived by Potemra (1972), J(E > 7 MeV) = (0.083)^2 A^2, which relates the particle flux J(cm^-2 sec^-1) to the radiowave absorption A (dB).

Except for the two periods of extreme absorption (1959, 1972), both of which occurred during the declining phase of each solar cycle, the average absorption does not show a pronounced dependence on either the phase of the cycle or the relative magnitude of the cycle as given by the maximum sunspot numbers. However, the yearly incidence of solar protons as measured by the total absorption does roughly follow the sunspot cycle (Pomerantz and Duggal, 1974; Lanzerotti, 1977).

Direct measurements of solar proton fluxes by satellites outside the magnetosphere became routinely available after 1965 (i.e., during solar cycle 20). Figure 17 illustrates the event-integrated solar proton fluxes (> 10 MeV and > 30 MeV) measured by satellite after 1965 and estimates of
the > 30 MeV fluxes from indirect measures available during the previous cycle (King, 1974; Lanzerotti, 1977). Included in this figure are all events (intervals of time of about a week) for which the time-integrated flux of protons above 30 MeV exceeded $10^6 \text{cm}^{-2}$·sec$^{-1}$. For protons > 10 MeV the event of 4 August 1972 had a total integrated intensity about 20 times that of any of the other events in solar cycle 20.

On occasion the sun produces cosmic rays with energies as high as several GeV, which can be recorded at ground level by detectors such as neutron monitors and (for the most energetic events) meson telescopes. The peak intensities of the individual ground level events since their discovery in 1942 are shown in Figure 18 (Pomerantz and Duggal, 1974). For an hour or so for each event, the events can exceed, by several tens to several hundreds of percent, the galactic cosmic ray intensity levels. Most (but not all) ground level events are followed by the regular, long (several days) pca events produced by the lower energy proton fluxes.

The importance of ground level events for middle atmosphere processes and dynamics, other than for producing intense, short-lived atmospheric ionization, may lie in any “triggering” process they may initiate. Such considerations are purely speculative at this time.

Solar flare $\gamma$-rays were observed for the first (and only) time in the solar flare events of August 4 and 7, 1972 (Chupp et al., 1973). Gamma rays probably accompany all flares that produce large, ground-level events. The $\gamma$-ray fluxes probably last no longer than, or shorter than, the normal x-ray bursts from a flare ($\lesssim 15$ minutes). Their ionization effects and possible significance must be considered in the light of these short time scales.

Zmuda and Potemra (1972) computed, from the proton fluxes and energy spectra measured by several satellites, the ionization rates for a number of solar proton events that occurred between 1965 and 1969. These rates, corresponding to the peak proton fluxes observed during each event, are shown in Figure 19. Also included are the ionization rates for the peak of the August 4, 1972 event, the largest on record. The incident energy fluxes for all but the August 1972 event lie in the range $10^{-2} - 10^0 \text{ergs cm}^{-2}\cdot\text{sec}^{-1}$. For the August 1972 event, the energy flux reached $50 \text{ergs cm}^{-2}\cdot\text{sec}^{-1}$.

The ionization rates during “average” pca events far exceed those from any other source at altitudes below $\sim 80$-90 km and above $\sim 20$-30 km. However, as the curves in Figure 19 show, it is obviously difficult to “typify” the ionization situation during solar particle events. For example, the rates maximize at altitudes varying from 40 to 80 km, depending on the event, indicating that the spectra of individual events can vary widely.

8. SUMMARY

Ionization of the middle atmosphere is controlled, to a degree strongly dependent on altitude and latitude, by direct energy inputs in the form of galactic and solar cosmic rays, solar H Ly $\alpha$ (and solar UV and EUV radiation), non-flare and flare-associated solar x-rays, and magnetospheric electron precipitation with its associated x-ray bremsstrahlung. Of these sources, only galactic and solar cosmic rays and high energy solar x-rays and x-ray bremsstrahlung can contribute to the ionization
at altitudes below \(50\) km; the x-ray sources appear to be non-competitive at altitudes below \(30-40\) km.

Computational methods are available for evaluating rates of energy deposition (and ionization) to sufficiently high accuracies for most purposes if particle source characteristics (flux, energy spectrum, pitch angle distributions, and time dependencies) can be specified. Ionization rates represent a starting point for the calculations of ultimate interest for middle atmosphere electrodynamics, namely equilibrium ion and electron densities and conductivities, and their time rates of change. These quantities depend on other factors, such as details of the atmospheric chemistry, which have not been considered here.
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### Table I
Ionization Sources for the Middle Atmosphere

#### BACKGROUND ENERGY SOURCES

<table>
<thead>
<tr>
<th>SOURCE</th>
<th>FLUX, ERGS cm$^{-2}$sec$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Galactic Cosmic Rays</td>
<td>$10^{-3} - 10^{-2}$</td>
</tr>
<tr>
<td>Cosmic x-rays: Diffuse, 1-10 Å</td>
<td>$4 \times 10^{-9}$</td>
</tr>
<tr>
<td>Solar x-rays: Nonflare, &lt; 10 Å</td>
<td>$10^{-3} - 10^{-1}$</td>
</tr>
<tr>
<td>10-100 Å</td>
<td>$10^{-1} - 10^{0}$</td>
</tr>
<tr>
<td>Solar H Ly α: Direct</td>
<td></td>
</tr>
<tr>
<td>Scattered (Nightside)</td>
<td></td>
</tr>
<tr>
<td>Magnetosphere Electrons: Auroral Zone</td>
<td></td>
</tr>
<tr>
<td>Midlatitude</td>
<td></td>
</tr>
</tbody>
</table>

#### EVENT SOURCES

<table>
<thead>
<tr>
<th>SOURCE</th>
<th>FLUX, ERGS cm$^{-2}$sec$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solar Cosmic Rays</td>
<td>$10^{-3} - 10^{0}$, 50 (8/2/72)</td>
</tr>
<tr>
<td>Solar x-rays: Flare, &lt;,10 Å</td>
<td>&lt; 3</td>
</tr>
<tr>
<td>10-100 Å</td>
<td>&lt; 35</td>
</tr>
<tr>
<td>Cosmic x-rays: SCO x-1, 1-10 Å</td>
<td>$4 \times 10^{-7}$</td>
</tr>
<tr>
<td>Magnetosphere Electrons: Auroral Zone</td>
<td></td>
</tr>
<tr>
<td>Midlatitude</td>
<td>$10^{0} - 10^{3}$</td>
</tr>
<tr>
<td></td>
<td>$10^{-3} - 10^{-2}$</td>
</tr>
<tr>
<td>Table II</td>
<td>Solar Irradiance $E_g$ cm$^{-2}$ sec$^{-1}$</td>
</tr>
<tr>
<td>----------</td>
<td>------------------------------------------</td>
</tr>
<tr>
<td></td>
<td>3B FLARE</td>
</tr>
<tr>
<td></td>
<td>3.10</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SLOWLY VARYING SUN</td>
</tr>
<tr>
<td></td>
<td>6.16 (-2)</td>
</tr>
<tr>
<td></td>
<td>1.37</td>
</tr>
<tr>
<td></td>
<td>4.50 (-1)</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>WAVELENGTH RANGE, $\delta$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2-1.0</td>
</tr>
<tr>
<td></td>
<td>1.24 (-3) *(</td>
</tr>
<tr>
<td></td>
<td>1.02 (-1)</td>
</tr>
<tr>
<td></td>
<td>2.31 (-1)</td>
</tr>
<tr>
<td></td>
<td>10-30</td>
</tr>
<tr>
<td></td>
<td>3.04 (-1)</td>
</tr>
<tr>
<td></td>
<td>3.15 (-1)</td>
</tr>
<tr>
<td></td>
<td>30-100</td>
</tr>
<tr>
<td></td>
<td>3.10</td>
</tr>
<tr>
<td></td>
<td>3.10</td>
</tr>
<tr>
<td></td>
<td>3.10</td>
</tr>
<tr>
<td></td>
<td>3.10</td>
</tr>
</tbody>
</table>
1. INTRODUCTION

The ion chemistry of the middle atmosphere is a more difficult subject than that of the upper atmosphere; i.e., the ionosphere. It is more difficult to make in situ ion composition measurements because of the relatively high pressure which necessitates vacuum pumps associated with mass spectrometers. The measurement platforms are less satisfactory in the middle atmosphere as well; there are no middle atmosphere platforms of comparable utility to the AE satellites for example which have been used for comprehensive and precise E and F-region ion chemistry studies.

Laboratory studies of the relevant ion chemistry are also much more difficult for middle atmosphere ion chemistry, the relatively high pressure and low temperature leads to the importance of weakly bound cluster ions which are difficult to measure in the laboratory (as well as to sample in the atmosphere). The high pressure also leads to electron attachment which initiates a complex negative ion chemistry.

Our approach to middle atmosphere ion chemistry is to start with the positive ions of the D-region, which have been extensively studied, and extend this down to stratospheric altitudes where the first ion composition measurements have only recently been obtained. Then we do the same for the negative ion chemistry, starting with the D-region, which has been much less extensively measured for negative ions that for positive ions, and extend down to the stratosphere where the first ion composition measurements are only now being carried out. In each case the theoretical and laboratory extension of the ion chemistry from the D-region to the higher pressure stratosphere is primarily a matter of enquiring into the role of the minor constituents whose absolute concentrations become large enough to allow them to become involved in the ion chemistry.

The ion chemistry of the ionosphere and middle atmosphere have recently been reviewed in some detail (Ferguson, 1979; Ferguson et al., 1979).

2. D-REGION POSITIVE ION CHEMISTRY

Middle atmosphere ion chemistry was initiated with the rocket-borne mass spectrometer positive ion flights of Narcisi and Bailey (1965). Subsequently there have been numerous in situ measurements of the D-region positive ions (for examples, Goldberg and Aikin, 1971; Narcisi et al., 1972; Arnold and Krankowsky, 1974; and Zbinden et al., 1975). Although there is considerable variation among the various flights, corresponding almost certainly to large atmospheric ion composition variations, these measurements conclusively show that the dominant ions of the lower E-region, $O_2^+$ and $NO^+$, are replaced by the water cluster ions, $H_3O^+\cdot nH_2O$, in the D-region. Considerable
laboratory, theoretical, and in situ efforts have been directed toward identifying the D-region reaction paths that convert the primary O$_2^+$ and NO$^+$ ions into the observed H$_3$O$^{+}\cdot$nH$_2$O ions. The reaction scheme that has emerged is given in Figure 1. Laboratory data are available for the rate constants and/or equilibrium constants for the reactions represented by solid lines and are currently unavailable for those represented by dashed lines. The details of this chemistry have been reviewed recently by Reid (1976). In addition, the hydration of H$_3$O$^+$ (H$_2$O)$_n$ ions via intermediate H$_3$O$^+$ (H$_2$O)N$_2$ and H$_3$O$^+$ (H$_2$O)CO$_2$ clusters undoubtedly occurs (Chakrabarty, et al., 1978).

There has been no problem in explaining the conversion of the primary O$_2^+$ ions into the water cluster ions via the laboratory-verified paths shown in Figure 1 (Fehsenfeld and Ferguson, 1969). However, the major source of ionization in the undisturbed daytime D-region is photoionization of NO by solar Lyman-$\alpha$ radiation. The understanding of the conversion of the NO$^+$ ions into the water cluster ions has proven to be a more difficult problem. Because of the low mixing ratio of water in the D-region and the relatively low D-region pressures, it is necessary to invoke reactions of the type,

\[
\text{NO}^+\cdot n\text{H}_2\text{O} + X + M \rightarrow \text{NO}^+\cdot n\text{H}_2\text{O}\cdot X + M, \tag{1}
\]

where \( n = 0, 1, 2 \) and \( X = \text{N}_2, \text{CO}_2 \) for the conversion process (Ferguson, 1971). The weakly bound association complexes thus formed would then undergo a series of fast switching reactions,

\[
\text{NO}^+\cdot n\text{H}_2\text{O}\cdot \text{N}_2 + \text{CO}_2 \rightarrow \text{NO}^+\cdot n\text{H}_2\text{O}\cdot \text{CO}_2 + \text{N}_2 \tag{2}
\]

\[
\text{NO}^+\cdot n\text{H}_2\text{O}\cdot \text{CO}_2 + \text{H}_2\text{O} \rightarrow \text{NO}^+\cdot(n+1)\text{H}_2\text{O} + \text{CO}_2 \tag{3}
\]

that would greatly accelerate such hydration steps and hence the eventual production of the water cluster ions. These reaction paths are shown in the lower part of Figure 1. However, measurements of these reactions in the laboratory, or the detection of the key ions in the atmosphere, have presented a formidable experimental problem, since the intermediate NO$^+\cdot n$H$_2$O$\cdot X$ ions are extremely fragile.

Arnold and Krankowsky (1974, 1977) have had considerable success in solving the problem of sampling such weakly bound cluster ions in rocket-borne mass spectrometers. As a result, some key ions in this reaction scheme now have been observed in situ, for example NO$^+\cdot \text{N}_2$, NO$^+\cdot \text{CO}_2$, and NO$^+\cdot \text{H}_2\text{O}\cdot \text{CO}_2$. A sample of these results is shown in Figure 2. Progress has also been made in the laboratory. The rate constant and thermodynamic data for the clustering of N$_2$ to NO$^+$ (Reaction 1 with X = N$_2$, n = 0) are now available.

Although very few of these switching reactions have been measured in the laboratory, such reactions are known to be fast, \( k \sim 10^{-9} \text{cm}^3\text{s}^{-1} \). Thus, this sequence of reactions seems to offer an efficient mechanism for the formation of NO$^+\cdot \text{H}_2\text{O}$ ions, particularly around 80 km where the D-region temperatures are the lowest. Reid (1977) has devised a reasonable extension of this cycle that can account for most of the observed D-region positive ion features. The nonpolar neutrals that are clustered to NO$^+$ are so weakly bound that these neutrals are collisionally dissociated to
some extent even at D-region temperatures. This is the case for NO⁺·N₂, which has a bond dissociation energy of 5 kcal/mole. Accordingly, when the temperature is above about 215 K, the collisional decomposition of NO⁺·N₂ will be larger than the switching reaction with CO₂.

For this reason, the conversion of NO⁺ ion to the observed water cluster ions is extremely sensitive to temperature, and the D-region positive ion composition will, therefore, manifest strong seasonal, latitudinal, and even irregular variations as a result of variations in the atmospheric temperature. Moreover, electron-ion recombination coefficients for these weakly bound cluster ions may be considerably larger than those for the unclustered NO⁺ and O₂⁺ ions, which may explain, at least in part, the strong variations in the electron density that are observed at about 80 km. While many of the details still await quantitative verification, the reaction scheme shown in Figure 1 has been shown (Reid, 1977) to qualitatively solve the long-standing D-region problem of the conversion of the primary NO⁺ ions into the observed water cluster ions.

3. STRATOSPHERIC POSITIVE ION CHEMISTRY

A positive ion reaction scheme for the stratosphere and troposphere is given in Figure 3 (Ferguson, et al., 1979). It is essentially the O₂⁺ reaction sequence of the D-region positive ion chemistry (Figure 1), augmented by reactions that involve some of the minor constituents of the lower atmosphere.

Galactic cosmic rays are the primary source of ionization in the stratosphere and upper troposphere. Radioactive decay is the primary source of ionization near the Earth's surface. Cole and Pierce (1965) have given a typical ionization production-rate altitude profile. Values of less than 1 to more than 20 ion pairs cm⁻³ s⁻¹ occur in the stratosphere. The ambient concentration of positive ions is determined by the recombination rate with negative ions. Measurements of the ion concentration have been typically about 5 X 10⁹ cm⁻³ in the lower stratosphere (Cole and Pierce, 1965; Paltridge, 1965, 1966). Positive ion lifetimes are on the order of a few thousand seconds.

As shown in Figure 3 the initial products of the ionization below 60 km are predominantly N₂⁺ and O₂⁺, with lesser amounts of O⁺ and N⁺. These ions are rapidly converted to O₂⁺, as well as an inconsequential amount of NO⁺, by well-established reactions. Once formed, the O₂⁺ ions associate with O₂:

\[
O₂^+ + O₂ + M \rightarrow O₂ O₂^+ + M, \tag{4}
\]

The formation of O₂⁺·O₂ begins a series of fast switching reactions (Figure 1) that involve H₂O and leads to the formation of the water cluster ions, H₃O⁺·nH₂O.

In the troposphere, where the H₂O mixing ratio is about 10⁻², the conversion of O₂⁺·O₂ to O₂⁺·H₂O proceeds so rapidly that there is no conceivable alternative to the path described above that leads to the water cluster ions. However, in the stratosphere, where the H₂O mixing ratio is only on the order of 10⁻⁶, other neutral constituents have comparable abundances. CO₂ has a much larger concentration and O₃ and CH₄ comparable with that of H₂O. If O₂⁺·O₂ reacts with any of these neutrals, then the ion chemistry outlined in Figure 3 might be significantly altered.
These $O_2^+\cdot O_2$ reactions have been examined recently (Dotan et al., 1978) and the results are given in Table I. The first entry is the fast reaction against which the alternative paths must compete. In contrast to it, the reaction of $O_2^+\cdot O_2$ with $CH_4$ is very slow. The reactions of $O_2^+\cdot O_2$ with $CO_2$ and $O_3$ were studied in equilibrium and the thermochemical constants are given. For $CO_2$, the equilibrium constant is about unity. The ratio of $O_2$ to $CO_2$ in the atmosphere is about 600; thus, the equilibrium will always strongly favor $O_2^+\cdot O_2$ rather than $O_2^+\cdot CO_2$. However, the exothermicity for the reaction involving $O_3$ is much larger; hence, the $O_2^+\cdot CO_2$ and $O_2^+\cdot O_3$ ion concentrations will be more comparable. The $O_2^+\cdot O_3$ ion concentrations are estimated to never drop below one-tenth of the $O_2^+\cdot O_2$ concentration and even equal it at 30 km. This means that the $O_2^+\cdot O_3$ chemistry must also be considered. The mass 80 ion in Figure 2, incidentally, almost certainly represents $O_5^+$ rather than $NO^+\cdot H_2O\cdot O_2$.

The reaction of $O_2^+\cdot O_3$ with $CH_4$ was found to be slow, $k < 5 \times 10^{-13}$ cm$^3$ s$^{-1}$ (Dotan et al., 1978). In contrast, the reaction

$$O_2^+\cdot O_3 + H_2O \rightarrow O_2^+\cdot H_2O + O_2 \quad (5)$$

is fast, $k_5 = 1.2 \times 10^{-9}$ cm$^3$ s$^{-1}$. However, the product of this reaction is $O_2^+\cdot H_2O$, which is the same ion produced by the reaction of $O_2^+\cdot O_2$ with $H_2O$, the reaction for which competitors were being sought. Therefore, as Figure 3 shows, the $O_2^+\cdot O_3$ chemistry simply represents a side excursion that loops the stratospheric positive ion chemistry back on the path involving $O_2^+\cdot H_2O$.

Lastly, it was observed that $O_2^+\cdot H_2O$ does not react with $CH_4$, $k < 5 \times 10^{-13}$ cm$^3$ s$^{-1}$. Thus, the neutrals $CO_2$, $O_3$, and $CH_4$ do not appear to disrupt the ion chemistry that leads to the water cluster ions and we assume that $H_3O^+(H_2O)_n$ ions are formed in the stratosphere as well as in the D-region. With regard to possible reactions of neutrals with $H_3O^+(H_2O)_n$ ions, we must now concern ourselves with much lower concentration species, since the lifetimes of $H_3O^+(H_2O)_n$ ions greatly exceed the time it takes for $O_2^+$ to lead to $H_3O^+(H_2O)_n$ ions, ($\sim 10^3$ sec compared to $\sim 10^{-3}$ sec). Rather than ppm concentrations we must be concerned with ppt concentrations. $HNO_3$ is one such species of interest, it is known to exist in both the stratosphere and troposphere. Its mixing ratio at 25 km is expected to be greater than $10^{-9}$ (Crutzen et al., 1978). Furthermore, the reaction

$$H_3O^+ + HNO_3 \rightarrow H_2NO_3^+ + H_2O \quad (6)$$

is fast, $k_6 = 1.6 \times 10^{-9}$ cm$^3$ s$^{-1}$ (Feisenfeld et al., 1975). However, $HNO_3$ does not create a new reaction path that leads away from the ultimate formation of the water cluster ions. A rather remarkable situation exists in that protonated nitric acid, $H_2NO_3^+$, is chemically equivalent to hydrated $NO_2^+$, i.e., $NO_2^+\cdot H_2O$ as has been established by chemical reactivities (Feisenfeld et al., 1975). When this ion is further hydrated in the atmosphere

$$NO_2^+\cdot H_2O + H_2O + M \rightarrow NO_2^+\cdot 2H_2O + M, \quad (7)$$

the product ion does not undergo additional hydration, but instead reacts via a fast binary reaction with $H_2O$,

$$NO_2^+\cdot 2H_2O + H_2O \rightarrow H_3O^+\cdot H_2O + HNO_3 \quad (8)$$
Thus, the NO$_2^+$•H$_2$O chemistry only leads back to the water cluster ions. As is shown in Figure 3, the same is also true for the possible path involving the trace constituent N$_2$O$_5$ (Davidson et al., 1978).

As indicated in Figure 3, both NH$_3$ and CH$_3$OH would destroy H$_3$O$^+$ (H$_2$O)$_n$ ions if present in sufficient concentrations. CH$_2$O on the other hand would not (Fehsenfeld, et al., 1978).

Recently the first stratospheric ion composition measurements have been made in rocket-borne mass-spectrometer flights (Arnold et al., 1977). Three high-latitude studies sampled the positive ions during descent through the altitudes 55 to 35 km, the lower of which is well into the stratosphere. Above 45 km, the substantial signal levels permitted high-resolution identification of the water cluster ions H$_3$O$^+$•nH$_2$O, with n = 0, 1, 2, and 3, as the dominant species in this region. Arnold and coworkers reported a rather sharp transition at about 45 km from the water cluster ions to ions with e/m ratios of 29 ± 2, 42 ± 2, 60 ± 2, and 80 ± 2. In the region below this altitude the non-water-cluster ions become the dominant species. More recently, balloon flights by Arijs et al., (1978) indicate that the water cluster ions are major species at 35 km. Other ions were observed in appreciable concentration, in particular, an ion with an e/m ratio of 96 ± 2.

The observation of the water cluster ions as the dominant species down to altitudes of 45 km or below, having been formed undoubtedly under the chemistry described in Figure 3, places useful upper limits on neutral molecules that react rapidly with H$_3$O$^+$•nH$_2$O ions. For example, laboratory studies (Fehsenfeld et al., 1978) find that these water cluster ions proton transfer rapidly with methanol with rate constants that are independent of temperature in the stratospheric range. Since Arnold et al. found no masses that could be associated with protonated methanol ions or their hydrates, an upper limit of 10$^{-11}$ on the CH$_3$OH mixing ratio could be deduced for this region of the atmosphere. This upper limit is several orders of magnitude less than might be inferred from the methane-oxidation chemistry with its present uncertainties.

The situation with ammonia appears to be quite similar. The reactions

$$H_3O^+•nH_2O + NH_3 \rightarrow NH_4^+•mH_2O + (n + 1 - m) H_2O$$

(9)

(where m = 0, 1, . . . , n) have been found (Fehsenfeld and Ferguson, 1973) to be very fast for n = 0, 1, and 2. No detailed atmospheric profiles of NH$_3$ have been obtained. The concentration in the lower troposphere is believed to be significant, but is expected to fall off rapidly with altitude because of the large solubility of ammonia and its consequent rain-out of the atmosphere. Presumably NH$_4^+•nH_2$O ions do exist in the lower part of the troposphere and indeed may even be the dominant ions, but no ion composition measurements exist yet in this region.

Arnold et al., (1977) have tentatively identified the non-water-cluster ions that were observed in their flights as arising from reactions of the H$_3$O$^+$•nH$_2$O ions with formaldehyde and used their observations to deduce a CH$_2$O altitude profile. The reasonable choice of CH$_2$O as the trace neutral with which the water cluster ions were reacting was based on the fact that the proton affinity of CH$_2$O is greater than that of H$_2$O and that CH$_2$O is expected to be present in the atmosphere from the oxidation of methane. However, recent laboratory studies (Fehsenfeld et al., 1978) of the
CH$_2$O-H$_2$O ion chemistry do not support this interpretation. Unclustered H$_3$O$^+$ ions do indeed proton transfer with CH$_2$O but the reactions of the higher-order water cluster ions with CH$_2$O become endothermic. Even if the protonated formaldehyde ions were produced in some way in the stratosphere, they would be rapidly converted to H$_2$O$^+$·nH$_2$O ions by reaction with H$_2$O.

The nonproton hydrates reported below about 40 km by Arnold et al. (1978) have recently been interpreted (Ferguson, 1978) as being due to the presence of protonated sodium hydroxide ions. The interpretation is given in Table II. It has been well known for over seventy years that a layer of atomic sodium exists in the atmosphere from its resonant scattering of sunlight which has been detected spectroscopically. This sodium exists in a layer near 90 km and is due to the ablation of meteorites in the atmosphere upon entry. It is argued that the sodium will be in the form of NaOH below about 40 km in the atmosphere. The proton affinity of NaOH is exceedingly high, \( \sim 248 \) kcal mol$^{-1}$ (Kebarle, 1977). It is presumed therefore that reactions

\[
\text{H}_3\text{O}^+(\text{H}_2\text{O})_n + \text{NaOH} \rightarrow \text{NaOH}_2^+(\text{H}_2\text{O})_m + (n - m + 1) \text{H}_2\text{O} \tag{10}
\]

would occur at the collision rate, \( k_{10} \sim 2 \times 10^{-9} \text{ cm}^3 \text{s}^{-1} \). A concentration of NaOH \( \sim 10^5 \text{ cm}^3 \) at 40 km is required for (10) to compete with positive ion - negative ion recombination and this agrees well with calculations of Liu and Reid (1979) on the total expected sodium concentration in this altitude range. It is also predicted that at somewhat lower altitudes KOH$_2^+$ clusters will become dominant since the proton affinity of KOH \( \sim 263 \) kcal mol$^{-1}$ (Kebarle, 1977) exceeds that of NaOH. The atmospheric abundance of K is an order of magnitude or more less than that of Na so that at 40 km the K concentration is too low to be involved in the ion chemistry. MgO has a large proton affinity, \( \sim 212 \) kcal mol$^{-1}$ and it may well be that MgOH$^+$ clusters are formed by

\[
\text{H}_3\text{O}^+(\text{H}_2\text{O})_n + \text{MgO} \rightarrow \text{MgOH}^+(\text{H}_2\text{O})_m + (n - m + 1)\text{H}_2\text{O} \tag{11}
\]

since Mg is an order of magnitude more abundant than Na in meteorites. However, the MgOH$^+$ hydrates would presumable proton transfer to NaOH,

\[
\text{MgOH}^+ + \text{NaOH} \rightarrow \text{NaOH}_2^+ + \text{MgO} \tag{12}
\]

so that Mg, while relatively abundant, probably does not contribute to the ion composition. Mixed clusters involving both NaOH and KOH will also occur at some concentration level.

There is a clear need for more detailed measurements of stratospheric positive ions, including measurements at higher mass resolution. There is also a need for measurements of the critical neutral constituents for the ion chemistry, such as NaOH.

4. D-REGION NEGATIVE ION CHEMISTRY

In contrast to the D-region positive ion chemistry, where in situ measurements discovered the unexpected water cluster ions, the negative ion chemistry of the D-region has been derived predominantly from laboratory studies. This chemistry is shown schematically in Figure 4. The arrows represent reactions whose rate constants have been measured in the laboratory. Many of the details of D-region negative ion chemistry have been reviewed recently by Reid (1976).
The primary negative ion of the D-region is largely $O_2^-$, which is formed by the termolecular attachment of electrons to $O_2$. To a much less extent, $O^-$ is formed by dissociative attachment to $O_3$. The relatively unstable $O_2^-$ ions undergo a series of ion-molecule reactions with the D-region minor molecular neutral constituents to form progressively the more stable ions shown in Figure 4. In competition with this progression at each intermediate step are reactions with the minor D-region atomic neutral constituents that lead back eventually to the release of the electrons. The terminal ions $NO_3^-$ and $HCO_3^-$ are sufficiently stable to resist attack by the atomic species. For example, the electron affinity of $NO_3$ is 4.0 eV, one of the largest known for simple molecules.

The first few steps in the reaction sequence of Figure 4 are fast in comparison to the conversion of $CO_3^-$ to $NO_2^-$ by reaction with NO. The relatively small rate constant for this reaction and the low NO concentration implies that this is the limiting step in the $NO_3^-$ production sequence in Figure 4. However, this $CO_3^-$ bottleneck does not mean that there will be a large $CO_3^-$ concentration in the D-region, but rather it implies an overall low negative ion concentration. The rapid conversion of $CO_3^-$ back to $O_2^-$ via reaction with O and thence detachment of the electron by reaction with O holds the $CO_3^-$ concentration in check. The rate constants and densities involved in this loop are such that it will occur many times before a $CO_3^-$ ion is converted to an $NO_3^-$ ion. The step from $NO_2^-$ to $NO_3^-$ is fast compared to the preceding one, thus the steady-state $NO_3^-$ concentration is determined largely by the ratio of the $NO_2^-$ production rate, and the $NO_3^-$ loss by ion-ion recombination. Hence, this model predicts a rather large $[NO_3^-]/[CO_3^-]$ ratio in the D-region.

Thus, to a large extent the negative ion chemistry of the D-region is controlled by the neutral composition, and its variability is linked directly with the large variations in the minor species $O$, $O_3$, NO, and H. It is clear from Figure 4 that high pressure, hence lower altitude, favors the attachment of electrons to $O_2$, thereby initiating the negative ion chemistry, and the termolecular reactions that lead toward more-stable negative ions. Furthermore, the increasing concentrations of $O_3$ and NO and the decreasing concentration of O at the lower altitudes all imply a rather sharp upper boundary for the D-region negative ions at 75 to 80 km, with the free electrons showing a complementary variation with altitude. Diurnal effects are expected to be large, since the O atom concentration, for example, increases throughout the D-region during the day. At the same time, the less-stable negative ions are subject to photodestruction (Huber et al., 1977).

The temperature of the D-region and lower atmosphere is less than 300 K and varies with time, place, and altitude and particularly with season and latitude. It is therefore also necessary to have temperature dependences for the reaction rate constants in order to understand the negative ion chemistry in detail.

Figure 4 does not include the effects of neutral molecules clustering to the negative ions. The rate constants of such termolecular association reactions typically increase with decreasing temperature and the breakup rates of weakly bound cluster ions decrease. Thus, at the relatively low D-region temperatures, all of the negative ions are subject to clustering, which is not very chemically specific. The terminal, i.e., long-lived, ions like $NO_3^-$ are certainly expected to be hydrated, hence $NO_3^-\cdot nH_2O$ ions are predicted to be the dominant ions in the D-region. If the intermediate ions cluster in their shorter lifetimes, the question arises as to whether this would significantly alter their subsequent chemistry. A limited study carried out a few years ago (Fehsenfeld and Ferguson, 1974)
indicated that water clusters would not significantly effect the reaction scheme of Figure 4. For example, one and two water molecules do not significantly alter the rate of $O_2^-$ charge transfer with $O_3^-$. One water molecule does not significantly effect the rate of $O_3^-$ reaction with $CO_2$ but two water molecules quenches this reaction, probably by making the reaction effectively endothermic. However, because of the large abundance of $CO_2$, the $O_3^-$ ions will not have time to cluster twice, so that this should have little effect. Clustering to $CO_3^-$ may somewhat alleviate the $CO_3^-$ bottleneck if it inhibits the reaction of $CO_3^-$ with O relative to that with NO. At D-region temperatures, there could be important negative-ion association reactions with $O_2$, $N_2$, $CO_2$, and $H_2O$, followed by switching, exactly analogous to the D-region NO$^+$ association sequence proposed in the lower part of Figure 1. Only one such D-region negative-ion reaction path has been studied in the laboratory, namely, the one involving $CO_3^-\cdot H_2O$ shown in Figure 4. With the improved ability to study individual cluster ions that now exists, more extensive studies of the effects of clustering on chemical reactivity are being undertaken.

The first in situ measurements of the D-region negative ion composition were made by Narcisi et al., (1971) and Arnold et al., (1971). Figure 5 shows the ion concentration recorded in a later flight by Narcisi and coworkers. The dominant ions below 90 km are those with e/m ratios of $62 + n18$ ($n = 1-5$). An interpretation of these ions as $NO_3^-\cdot nH_2O$ is consistent with the model shown in Figure 4. However, the persistence of e/m ratios of 16 and 32, which are presumably O$^-$ and $O_2^-$, at the higher altitudes is not in accord with the chemistry of Figure 4 which predicts an upper boundary for the negative ions at lower altitudes. The flights of Arnold and coworkers found somewhat different results. Namely, they report a rather sharp upper boundary to the D-region negative ions, in accord with the predictions based on laboratory measurements, but the $NO_3^-\cdot nH_2O$ sequence was not observed. The major ion species in these flights were identified as $CO_3^-$, $Cl^-$, and $HCO_3^-$.

In view of the sparcity and differences between the atmospheric negative ion measurements, the substantial uncertainties in the concentrations of certain critical minor neutral species, and the need for more laboratory reaction studies, a quantitative understanding of D-region negative ion chemistry cannot be claimed at the present.

5. STRATOSPHERIC NEGATIVE ION CHEMISTRY

The negative ion chemistry of the stratosphere and troposphere are even more speculative than the positive ion chemistry of these regions. In addition to there being few measurements of the trace neutrals involved, only one negative ion composition measurement has so far been reported (Arnold and Henschen, 1978). Furthermore, the D-region measurements, from which one could draw guidance, are relatively sparse and somewhat ambiguous at present, as pointed out above. Thus, our present understanding of the negative ion processes in the stratosphere stems largely from laboratory studies.

The approach here has been to start with the D-region negative ion chemistry given in Figure 4 and modify it to be in accord with the expected differences in neutral composition of the two regions. These considerations fall into two classes. First, to look for possible changes in the chemistry that leads to the $NO_3^-$ ions and secondly to consider whether these ions would react with trace neutral species that are suspected in the lower atmosphere to form even more stable ions.
The first necessary modification of the D-region scheme is to disregard the reactions of atomic oxygen, whose concentration below 50 km is negligible in comparison to that of O₃. In addition, NO will no longer play a role. Furthermore, the rapid formation of cluster ions can strongly alter the evolution of ion chemistry. For example, the reaction of O₃⁻ with CO₂ is known to decrease rapidly with O₃⁻ hydration (Feisenfeld and Ferguson, 1974). Because H₂O bonds more strongly to O₃⁻ than to CO₃⁻, this reaction may become endothermic when O₃⁻ becomes heavily hydrated (Dotan et al., 1977). In the lower atmosphere, O₃⁻ hydration is likely to occur before the reaction of O₃⁻ with CO₂.

The reaction scheme based on these considerations is shown in Figure 6. The dashed lines represent places of considerable uncertainty. For example, it is not clear whether O₂⁻⁻nH₂O ions will react with O₃, as do the unclustered O₂⁻ ions. The situation with O₃⁻⁻nH₂O, O₃⁻, and CO₂ is the same; namely, the hydrated ions may not follow the same reaction paths as the unhydrated ions.

However, even if the paths that lead to NO₃⁻ are somewhat uncertain, its eventual formation does not appear to be in doubt. Both HNO₃ and N₂O₅ provide effective NO₃⁻ production routes. Some of these reactions are listed in Table III. Furthermore, it has been shown that HNO₃ exothermically displaces H₂O in hydrated negative ions (Feisenfeld et al., 1975); therefore, the agent for NO₃⁻ formation can always enter the cluster.

The high stability of NO₃⁻ seems to insure its role in the terminal negative ions of the lower atmosphere. At the present, no neutral species expected to have a significant atmospheric concentration has been found to react with NO₃⁻. The ion will, of course, hydrate and it is known that there are several molecules that can displace H₂O from a hydrated NO₃⁻ cluster. The molecules SO₂ (Feisenfeld and Ferguson, 1973) and HNO₃ (Feisenfeld et al., 1975; Davidson et al., 1978) are examples. Thus, it is likely that the terminal negative ions of the lower atmosphere are complex cluster ions, like NO₃⁻⁻nH₂O⁻⁻nHNO₃, with NO₃⁻ as the core ion. Recently, Arnold and Henschen (1978) have reported the first stratospheric negative ion observations. They report ions which are tentatively identified as NO₃⁻⁻(HNO₃)ₙ and NO₃⁻⁻(HCl)(HNO₃)ₙ with n = 1, 2, 3 in each case, as well as some ions which may possibly involve HSO₄⁻ cores and H₂SO₄ neutrals. The negative ion chemistry of the Middle Atmosphere is clearly in a rather elementary state of understanding. This can only be improved by more extensive in situ ion composition measurements.
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Figure 1. D-region positive ion chemistry.

Figure 2. Altitude profiles of NO$^+$ cluster ions (from Arnold and Krankowsky, 1974). The identification of mass 80 ± 1 and 88 ± 1 amu are less certain.
Figure 3. Stratospheric positive ion chemistry.

Figure 4. Reaction scheme for D-region negative ion chemistry.
Figure 5. D-region negative ion composition measurements during total eclipse (from Narcisi et al., 1972).

Figure 6. Stratospheric and tropospheric negative ion chemistry.
## Table I

$O_2^+ \cdot O_2$ Reactions with $H_2O, CH_4, CO_2,$ and $O_3$ (300 K)

<table>
<thead>
<tr>
<th>Reactions</th>
<th>Resulta</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. $O_2^+ \cdot O_2 + H_2O \rightarrow O_2^+ \cdot H_2O + O_2$</td>
<td>$k = 1.5(-9)$ cm$^3$ s$^{-1}$</td>
<td>Howard et al. (1972)</td>
</tr>
<tr>
<td>2. $O_2^+ \cdot O_2 + CH_4 \rightarrow$ products</td>
<td>$k &lt; 3(-12)$ cm$^3$ s$^{-1}$</td>
<td>Dotan et al. (1978)</td>
</tr>
<tr>
<td>3. $O_2^+ \cdot O_2 + CO_2 \rightarrow O_2^+ \cdot CO_2 + O_2$</td>
<td>$\Delta H = 0.3 \pm 1.0$ kcal mole$^{-1}$</td>
<td>Dotan et al. (1978)</td>
</tr>
<tr>
<td></td>
<td>$\Delta S = 4.3 \pm 2.6$ cal mole$^{-1}$K$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>4. $O_2^+ \cdot O_2 + O_3 \rightarrow O_2^+ \cdot O_3 + O_2$</td>
<td>$\Delta H = -3.7 \pm 1.0$ kcal mole$^{-1}$</td>
<td>Dotan et al. (1978)</td>
</tr>
<tr>
<td></td>
<td>$\Delta S = 4.5 \pm 2.6$ cal mole$^{-1}$K$^{-1}$</td>
<td></td>
</tr>
</tbody>
</table>

*a 1.5(-9) implies $1.5 \times 10^{-9}$.
Table II
Mass Spectra of Stratospheric Positive Ions

<table>
<thead>
<tr>
<th>Observed</th>
<th>Proposed NaOH Ion Clusters</th>
<th>Proposed KOH Ion Clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>29±2</td>
<td>NaOH$_2^+$</td>
<td>KOH$_2^+$</td>
</tr>
<tr>
<td>42±2</td>
<td>NaOH$_2^+$·H$_2$O</td>
<td>KOH$_2^+$·H$_2$O</td>
</tr>
<tr>
<td>60±2</td>
<td>NaOH$_2^+$·2H$_2$O</td>
<td>KOH$_2^+$·2H$_2$O</td>
</tr>
<tr>
<td>80±2</td>
<td>NaOH$_2^+$·NaOH</td>
<td>KOH$_2^+$·2H$_2$O</td>
</tr>
<tr>
<td>96±2</td>
<td>NaOH$_2^+$·3H$_2$O</td>
<td>KOH$_2^+$·2H$_2$O</td>
</tr>
<tr>
<td>99±2</td>
<td>NaOH$_2^+$·NaOH·H$_2$O</td>
<td>KOH$_2^+$·2H$_2$O</td>
</tr>
<tr>
<td>114±2</td>
<td>NaOH$_2^+$·4H$_2$O</td>
<td>KOH$_2^+$·3H$_2$O</td>
</tr>
<tr>
<td>118±1</td>
<td>NaOH$_2^+$·NaOH·2H$_2$O</td>
<td>KOH$_2^+$·3H$_2$O</td>
</tr>
<tr>
<td>136±1</td>
<td>NaOH$_2^+$·NaOH·3H$_2$O</td>
<td>KOH$_2^+$·KOH·H$_2$O</td>
</tr>
<tr>
<td>140±1</td>
<td>NaOH$_2^+$·2NaOH·H$_2$O</td>
<td>KOH$_2^+$·KOH·H$_2$O</td>
</tr>
</tbody>
</table>

Arijs, private communication
Table III
Negative Ion Reactions with HNO$_3$ and N$_2$O$_5$ (300 K)

<table>
<thead>
<tr>
<th>Reactions</th>
<th>Rate Constant$^a$ (cm$^3$ s$^{-1}$)</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. CO$_3^-$ + HNO$_3$ + NO$_3^-$ + HCO$_3$(?)</td>
<td>8.0(-10)</td>
<td>Fehsenfeld et al. (1975)</td>
</tr>
<tr>
<td>2. NO$_2^-$ + HNO$_3$ + NO$_3^-$ + HNO$_2$</td>
<td>1.6(-9)</td>
<td>Fehsenfeld et al. (1975)</td>
</tr>
<tr>
<td>3. Cl$^-$ + HNO$_3$ + NO$_3^-$ + HCl</td>
<td>1.6(-9)</td>
<td>Fehsenfeld et al. (1975)</td>
</tr>
<tr>
<td>4. CO$_3^-$ + N$_2$O$_5$ + NO$_3^-$ + NO$_3$ + CO$_2$</td>
<td>2.8(-10)</td>
<td>Davidson et al. (1978)</td>
</tr>
<tr>
<td>5. NO$_2^-$ + N$_2$O$_5$ + NO$_3^-$ + 2NO$_2$</td>
<td>7.0(-10)</td>
<td>Davidson et al. (1978)</td>
</tr>
<tr>
<td>6. Cl$^-$ + N$_2$O$_5$ + NO$_3^-$ + ClNO$_2$</td>
<td>9.4(-10)</td>
<td>Davidson et al. (1978)</td>
</tr>
</tbody>
</table>

$^a$ 8.0(-10) implies 8.0 x 10$^{-10}$. 
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1. INTRODUCTION

Since the earliest atmospheric electricity studies, there have been many attempts to establish a solar-terrestrial relationship in the correlation of ground currents, electric fields, and thunderstorm frequency with the aurora and variations in solar activity. Ground-based and balloon-borne instruments have detected certain atmospheric electrical responses to solar flares, solar cycle variations, solar magnetic sector boundary crossings, geomagnetic activity, and even visual auroral displays. Often these solar- and upper-atmosphere-induced variations of the global atmospheric electrical circuit are difficult to identify because they are superimposed upon complex electrical variations associated with meteorological and anthropogenic processes in the lower atmosphere.

Recently, atmospheric electricity has received renewed interest as a solar-terrestrial coupling mechanism, because it may bypass many of the theoretical difficulties associated with dynamic coupling mechanisms between the upper and lower atmosphere (Markson, 1971). For example, atmospheric heating due to solar flares and auroral activity produces very large global dynamic responses in the neutral thermosphere, as discussed by Roble (1977) in the National Academy of Sciences Study, *The Upper Atmosphere and Magnetosphere*; however, a few scale heights below the thermosphere, the heating is believed to be too small to produce any dynamic perturbations. Upper atmospheric electrical effects, on the other hand – such as the generation of large horizontal scale potential differences by the magnetosphere, particularly at high latitudes, and changes in electrical conductivity by enhanced ionization – may perturb both the electric current and the field patterns of the global circuit that is mainly established by thunderstorms. If these perturbations in lower atmospheric electrical properties could affect cloud microphysical processes, thunderstorm charging mechanisms, or thunderstorm current output, then there may exist a way in which solar-terrestrial variations could modulate the internal energy of thunderstorms (Sartor, 1965; Markson, 1971, 1978a; Herman and Goldberg, 1978). Furthermore, a modulation of large-scale convective systems could drive the tropospheric circulation changes that are required to produce changes in the

*The National Center for Atmospheric Research is sponsored by the National Science Foundation.*
vorticity area index. The entire chain from solar-terrestrial electrical effects to changes in tropospheric forcing is very complex and difficult to establish. This report considers the evidence of a solar-terrestrial effect through changes in atmospheric electrical currents and fields, but not the connection to cloud microphysics or possible changes in tropospheric forcing.

2. GLOBAL ELECTRICAL CIRCUIT

According to the “classical picture” of atmospheric electricity (Dolezalek, 1972), the totality of thunderstorms acting together at any given time charges the ionosphere to a potential of several hundred-thousand volts with respect to the earth’s surface. This potential difference drives a vertical electric current downward from the ionosphere to the ground in all nonthunderous or fair weather regions. The fair weather electric current varies according to the ionospheric potential and the total columnar resistance between the ionosphere and the ground. A schematic of the global electrical circuit is shown in Fig. 1. Dolezalek (1972) indicated that the vagueness in the words “classical picture” is deliberate because, as yet, there is no experimental proof for the concept. The fundamental problem of atmospheric electricity is determining the origin of the electric current flowing in the atmosphere. The consensus of most atmospheric scientists is that the worldwide network of thunderstorms does act so as to maintain the global fair weather electric current; however, this concept has not been proven and there are still many difficulties associated with it, as described by Dolezalek (1972).

In the “classical picture” the thunderstorm acts as a generator in the global circuit and provides a net positive current which in the average flows upward from a cloud top toward the ionosphere and upward from the ground into a cloud base. The positive current flowing upward from the top of a thundercloud is all conduction current because ionization due to cosmic rays maintains a relatively high conductivity in the upper atmosphere.

Our knowledge of the magnitude of these upward-directed conduction currents is not too reliable. Estimates based on aircraft measurements over thunderstorms indicate that currents of 0.1 A up to 6 A per thunderstorm, with an average value of 0.5 to 1 A per thunderstorm, are flowing upward toward the ionosphere.

The number of thunderstorms acting simultaneously at any given time is also uncertain but recent estimates are between 1500 and 3000. From the number of thunderstorms and a mean value of current from a thunderstorm cell, 0.5-1 A, an estimate of the global current is 750-3000 A. There may be secondary local and regional current generators also acting at any given time, such as showers, continuous rain, sandstorms and snowstorms. These secondary generators produce local effects and are not believed to be coupled to the upper atmosphere.

The estimates of currents flowing from the ground into the bases of thunderstorms are even more uncertain on a global scale. The electric charge released from the ground by point or corona discharge (e.g., from trees, bushes, grass, buildings, etc.) underneath a thunderstorm plays a dominant role in the transfer of charge between the earth and thunderstorms. In addition, lightning and precipitation currents, which can be either in the same direction or in opposite directions, are important charge transfer mechanisms. One recent estimate by Mühliesen (1977) is that global corona currents carry about 700 A and the total lightning current at any time is about 400 A.
These upward-directed currents are counteracted by a downward-directed precipitation current of about 200 A, leaving a net upward current of about 900 A due to all sources. The total currents into thunderstorms should balance the currents flowing back to the earth in fair weather regions. Mühleisen (1977) emphasizes that all of these values are questionable and should be updated continuously as new information becomes available as well as subdivided for moderate, tropical and subtropical climates. He also emphasizes the need to determine the number of lightning flashes on a global scale. Beyond this, do lightning-intensive tropical thunderstorms have more or less current output than thunderstorms in moderate latitudes? Is there a greater current output for mountain thunderstorms compared to, say, oceanic thunderstorms? These are only two of the many questions associated with the current output of thunderstorms, which is one of the most important parameters in the global atmospheric circuit.

It is easier to estimate the local power of the global circuit outside of the generator area. The current density over land varies greatly with local terrain; however, measurements indicate a current density of $10^{-12}$ A m$^{-2}$ over inhabited and industrialized areas and $2-4 \times 10^{-12}$ A m$^{-2}$ over vegetated grounds and deserts. The values over the oceans have been estimated to be $2.5 \times 10^{-12}$ A m$^{-2}$ for the Pacific Ocean and $1.6 \times 10^{-12}$ A m$^{-2}$ for the Atlantic Ocean, with the difference attributed to an increase of air pollution over the Atlantic. The current density into high mountain peaks should be much greater than that at sea level. The columnar resistance over mountainous areas is much smaller than over flat land and as much as 20% of the global current may stream toward high mountain peaks.

An important element in the global atmospheric electrical circuit, especially with respect to possible solar-terrestrial effects, is the columnar resistance. The conductivity of the atmosphere is primarily maintained by the ionization of atmospheric gases by galactic and solar cosmic radiation. Near the earth’s surface over land, there is an additional component due to ionization associated with the radioactive decay of certain crustal materials. The columnar resistance is the vertical integral of the specific resistivity at any given location between the ground and ionosphere. Because the conductivity of the atmosphere increases nearly exponentially with altitude, the bulk of the total columnar resistance occurs in the lower atmosphere, with 90% of the total resistance below 10 km. Fig. 2a shows the percentage of columnar resistance in different atmospheric layers, and Fig. 2b shows the percent of variation of ionospheric potential with altitude (Markson, 1976). Only 10% of the total columnar resistance and ionospheric potential occur above 10 km, where large variations in ion production may result from known solar-terrestrial influences, such as polar cap absorption (PCA) events and auroral ionization. Because the stratospheric and mesospheric conductivity affects less than 10% of the total columnar resistance it is generally believed that large variations in upper atmospheric conductivity due to solar-terrestrial influences may occur without greatly affecting the global resistance. A typical value for the global resistance is 270 $\Omega$ when mountains are considered. The resistance of the earth without mountains would be 70 $\Omega$ greater.

On the basis of these estimates of the global current and total global resistance, the ionospheric potential would vary between 70 kV and 800 kV. The average of the measurements reported by Markson (1976) and Mühleisen (1977) is 240 kV. Markson’s measurements show considerable variation from day to day and even hour to hour, indicating the workings of very complex generators and loads in the global electrical circuit.
All of the atmospheric elements of the global circuit have some type of diurnal variation. The global ionospheric potential, air-earth current, and potential gradient in the free atmosphere above the exchange layer all have a diurnal variation in universal time (GMT) (e.g., Anderson, 1969; Markson, 1976). A universal time variation of atmospheric electrical parameters was first defined by measurements aboard the Carnegie Magnetic Survey Ship expedition in 1928/29. Statistically, the minimum values occur near 0400 UT, whereas the maximum values occur near 1900 UT. This diurnal variation is difficult to measure from the ground because of temporal variations in space charge and conductivity in the air near the Earth's surface. Whipple and Scarse (1936) have shown that the global diurnal variation of the number of thunderstorms in universal time has a similar shape to the Carnegie measurements, as shown in Fig. 3. The peak in "thunderstorm area" occurs near 1900 UT, when the combined effect of thunderstorms on the American and African continents maximize during the local afternoon hours. The corresponding minimum occurs when maximum heating occurs over the Pacific Ocean, where the effects of intense continental heating are absent. The correspondence between the universal diurnal variation of measured electrical parameters and "thunderstorm area" has been considered the strongest argument for the theory that thunderstorms act as generators in the "classical picture" of atmospheric electricity.

A common measurement in atmospheric electricity is the potential gradient or electric field at the earth's surface. This parameter is highly variable and is dependent upon such factors as meteorological influences, air pollution, clouds and orography. Under thunderstorms, the electric potential decreases with altitude, suggesting a current flow into the storm. In fair weather regions away from local influences, the electric potential increases with altitude, indicating a current flow to the ground. Near the equator at sea level the Carnegie Ship in 1928/29 measured a potential gradient of 120 V m$^{-1}$ which increased in latitude to values near 155 V m$^{-1}$ at 60° north and south latitude. This variation in latitude is consistent with what one expects from variations in conductivity due to the magnetic latitude shielding effect of cosmic ray production (Israeil, 1973). The potential gradient also decreases with altitude, so that at the South Pole station (2800 m) the potential gradient reported by Cobb (1977) has a mean value of 71 V m$^{-1}$.

Another important parameter of the global electric circuit is the relaxation time at various altitudes; this is the "switch-on" time for the establishment of a final steady state from an arbitrary initial state. In the upper atmosphere near 70 km, it is 10$^{-8}$ s, at 18 km about 4 s, and near the Earth's surface ~20 m. The relaxation time of the Earth is about 10$^{-5}$ s so that atmosphere is considered a spherical capacitor with the atmosphere as a dielectric between two highly conducting plates, the ionosphere and the Earth's surface. If all thunderstorms suddenly ceased operating the global circuit would discharge to 1/e in 20 min. Since this has never been observed to happen and variations are only about 20% of the mean, thunderstorms must be operating continuously over the Earth's surface.

These and other properties of the global circuit are summarized in Table 1.
3. MEASUREMENTS OF SOLAR-TERRESTRIAL INFLUENCES ON ATMOSPHERIC ELECTRICITY

The possibility that the aurora may affect the earth's atmospheric electrical circuit has been considered since the early days of atmospheric electricity studies. Wijkander (1874) at Spitzbergen indicated that the onset of the northern lights caused the air to become negatively charged, and Andrée (1890) reported that the fair weather electric field first was reduced during active auroral periods and then recovered to initial values a few hours later. Israël (1973) reviewed the evidence for solar-terrestrial influences in measurements of the ground electric field. The results show that "terrestrial periods", which include diurnal and annual periods, are strongly evident but "cosmic periods", such as the 27-day and 11-year periods, are evident only weakly if at all. Many of the statistical studies correlating thunderstorm frequency with solar flares, solar magnetic sector boundary crossings, etc., have been reviewed recently by Markson (1971, 1978a).

There are a number of measurements of electrical variations that suggest a solar-terrestrial influence on the global atmospheric electrical circuit. The measurements show variations associated with (a) solar flares, (b) solar magnetic sector boundary crossings, (c) geomagnetic activity, (d) aurorae, (e) differences between ground current and potential gradients at high and low latitudes, and (f) solar cycle variations. The evidence for each variation is examined separately below.

3.1 Solar Flares

One of the earliest investigations of effects of solar activity on atmospheric electricity was that of Bauer (1924), who found that the electric field at the ground increased during periods of increased "sun-spottedness." Reiter (1969) reported that the daily means of the ground potential gradient, $E$, and air-earth current, $i$, increased from the day a solar flare first appeared until the fourth day later, when they attained maxima. Reiter's measurements were made from a mountain station at Zugspitze, Switzerland (2964 m), where 70-80% of the columnar resistance between the ionosphere and the earth's mean sea level surface is below the station. Therefore, measurements of $E$ and $i$ are not greatly influenced by variations in columnar resistance, and influences due to solar events can be studied. Measurements made over the past 20 years have consistently shown a significant increase (about 50-60% on the average in both the air-earth current and the potential gradient at the station following solar flares. Fig. 4 shows a superposed epoch analysis of the potential gradient, $E$, and air-earth current, $i$, following Hα solar flares occurring near the central meridian of the sun (between 20° west and 20° east) from February 1967 to May 1969. They clearly show an increase in both quantities. Also, from individual case studies, Reiter (1977) shows that following solar flares and solar wind velocity, the product $E \times i$ measured at Zugspitze, the solar proton density, x-ray intensity, and geomagnetic index, $C_p$, all increase. The beryllium 7 concentration measured at the mountain station also increases, which Reiter attributes to an injection of stratospheric air into the troposphere following solar flare events.

Cobb (1967) making measurements from the low-latitude station on Mauna Loa, Hawaii (4170 m), also found evidence of solar influence on the atmospheric electric elements. During a one-year measurement period beginning in September 1960, there were times of considerable solar activity, with 28 solar flares of Class 3 or greater and 42 magnetic storms. Following a solar flare eruption,
the air-earth current increased from its established normal values. Fig. 5 shows an increase in the measured air-earth current following solar flare events, averaging 11.7% above normal. In approximately 80% of the cases, this increase occurred in the first 24 hours after a flare.

These measurements suggest a solar influence on the parameters of the global electrical circuit. Through the years there have also been many reports relating increased thunderstorm frequency to solar flares (e.g., see Markson, 1978a, 1978b for a review).

Recent balloon measurements in the high-latitude stratosphere have also shown electrical responses to solar activity. Holzworth and Mozer (1979) have shown that solar controlled ionizing radiation can have large effects on the electrical conductivity down to at least 15 km at mid-geomagnetic latitudes. The large measured increase in electrical conductivity corresponded with a decrease in the vertical electric field measured during the August 1972 PCA event. Cobb (1978) has made balloon measurements of the air-earth current density at the South Pole before and after a solar flare. Balloon borne sensors were released at approximately 0300 UT each day for five consecutive days during the period 22-27 November 1977. The measured air-earth current density profiles are shown in Fig. 6. The first balloon was released at 0255 UT, 22 November 1977, 7 h before a solar flare occurred, and the measured air-earth current density was typical of other balloon flights made by Cobb (1977). The second balloon was released about 17 h after the solar flare, and through the first 25 km the current was nearly identical with the first flight. However, above 25 km the measured air-earth current was much higher. It is not clear whether the abrupt increase is due to a space charge encountered or a temporal effect, since the balloon takes time to rise through the layer. The following day the entire air-earth current density profile was enhanced by 70% from pre-flare conditions. Two days later the measured air-earth current density profile returned to pre-flare conditions. Mühleisen (1971) has also shown that the ionospheric potential difference inferred from measurements made at widely separated mid- and low-latitude stations is generally small. However, during one strong solar event he found a 60 kV ionospheric potential difference between two stations.

3.2 Solar Magnetic Sector Boundary Crossings

Markson (1971) first called attention to solar magnetic sector boundary crossing effects on atmospheric electric parameters and possible increases in thunderstorm frequencies. Since then Park (1976a) and Reiter (1977) have both reported variations in the measured air-earth current and potential gradient at the ground during solar magnetic sector boundary crossings. Park's measurements of the atmospheric electric field were made during the period March-November 1974 at Vostok, Antarctica (78°S, 107°E, which is at the south geomagnetic pole. Although he had only 17 measurements during solar magnetic sector boundary crossings, his results show that the electric field is depressed by ~15% one to three days following the passage of solar magnetic sector boundaries, and the effect is more pronounced in the austral winter, when Vostok is in continuous darkness (Fig. 7). The figure also shows a large seasonal variation, with the field being much stronger in winter than during equinoxes. No significant difference was found between the away-to-toward sector boundaries and the toward-to-away sector boundaries.

Reiter's measurements were made from the high mountain observatory at Zugspitze, Switzerland over a period of one solar cycle. The results show that in cases when the magnetic field polarity
changes from toward the sun to away from the sun, the ionospheric potential significantly decreases on the day before and on the day of the sector boundary passage. However, on the first and second day after the passage it increases by about 20%. If the magnetic polarity changes from away from to toward the sun the ionospheric potential is again observed to change: on the first and second days prior to the passage it is clearly decreased whereas on the day of the passage it is already back to normal. The amplitude of the variation for this case is 10%. Fig. 8 summarizes the E and i variations during a sector boundary passage along with various parameter variations determined from other studies such as the beryllium 7 concentration at Zugspitze, the vorticity area index, and the $K_p$ variations inferred during passage of magnetic sector boundaries.

3.3 Geomagnetic Activity

Cobb (1967) has shown that the monthly variation of the air-earth current from mean values at Mauna Lao, Hawaii, is well correlated with Bartel's magnetic character index, $C_p$. This correlation from September 1960 to September 1961 is shown in Fig. 9. There is good correlation between the most "magnetically disturbed" months of October and July and the least disturbed months of January and August. Cobb also compares the daily variation of $C_p$ and measured air-earth current density; although the overall correlation is not as good as for the monthly variations, there appear to be interesting upper atmospheric effects.

Márcz (1976) also has reported a measured increase of the ground electric field for several days following high ionospheric absorption events associated with geomagnetic activity. Measurements made from observatories near Nagycenk, Hungary, and Swider, Poland, showed an increase of 12-46% (depending upon the time of day) in the potential for several days following high absorption events.

Tanaka et al. (1977), making stratospheric balloon measurements of electric fields and currents at Syowa station, Antarctica (69°S, 39°E geographic), found that the electric field and current both increased by 30% of their normal values during the initial stage of a magnetic substorm. Simultaneous electric field measurements at the ground also showed an increase of 30% of the normal value at the same time that the electric field and current measurements increased at balloon altitudes (~30 km). To account for these increases they required an increase of 80 kV in the ionospheric potential over the station during the magnetic substorm. Although this effect is somewhat confused by the size of the substorm and the onset of the katabatic wind near the observing site, it is suggestive, and the experiment should be repeated to establish whether magnetic substorms cause a perturbation in the atmospheric electrical circuit either at high latitudes or globally.

3.4 Aurorae Effects

As a whole, the available data on the influence of aurorae upon ground potential gradient and air-earth current are inadequate and contradictory. During the International Polar Year, 1932/1933, certain studies (Israël, 1973) found that the potential gradient and air-earth current both experience a fluctuating variation with an aurora: a peak of approximately 155% of the mean value 6-8 min. before the aurora, and a minimum value of some 65% occurs 10 min. after onset. More recently, Freier (1961), Olson (1971), and Lobodin and Paramonov (1972) have reported auroral effects on
vertical electric fields measured on the ground. In general, they report a decrease in the electric field which later recovers to pre-auroral conditions. Fig. 10 shows the results of Lobodin and Paramonov (1972), who examined electric field data from eight high-latitude stations. Seven of the stations were in the Northern Hemisphere between 41°41'N and 80°37'N and 30°18'E and 158°E. The results from the Northern hemisphere stations show that appreciable variations of electric field begin 3 to 4 h before the onset of an aurora and last up to 3 h after its appearance. The mean decrease of E during the aurora is 23-32% for continental stations and 8% for the eastern Siberia sea. In the Southern Hemisphere the potential gradient increased by 36% of the mean. In the Northern Hemisphere the decrease averaged 4% for weak, 6% for medium, 14% for strong, and 20% for very strong aurorae.

Shaw and Hunsucker (1977), on the other hand, analyzed measurements of the ground electric field and found no auroral effects at College, Alaska (65°N), even when the ionosphere is disturbed and there is violent visual auroral activity.

3.5 Differences at High and Low Latitudes

Kasemir (1972) examined the atmospheric electric field, current, and conductivity data recorded during the IGY in 1958 at Thule, Greenland (78°N), which is near the north magnetic pole. He also examined atmospheric electric field measurements made during IQSY in 1964 at the Amundsen-Scott station at the South Pole. The diurnal UT variation averaged over the year of the normalized current at Thule and the normalized field at the South Pole show surprisingly good agreement. Compared with the oceanic diurnal UT variation at low and midlatitudes measured during the Carnegie Ship cruises, the polar curve shows a very similar shape but a much reduced amplitude, as shown in Fig. 11. The maximum and minimum in the polar regions are 1.07 and 0.92 of the mean, whereas the corresponding values on the oceans are 1.20 and 0.85. The cause of the approximately 30% reduction in the diurnal amplitude is not known; however, Kasemir suggests that there is a strong possibility that another agent besides worldwide thunderstorm activity may modulate the global circuit.

Cobb (1977) also has reported on potential gradient and air-earth current density measurements at the South Pole station during the period November, 1972, through March, 1974. The average potential gradient during this period was 71 V m⁻¹ and the air-earth current density was 2.5 x 10⁻¹² A m⁻¹. The percent of variation of the air-earth current density measured at the South Pole followed very closely the diurnal UT percent of variation measured earlier at the Mauna Loa low-latitude station, although the mean values at the two stations are different. The diurnal UT variation of the potential gradient at the South Pole, however, is displaced by several hours compared to the Mauna Loa measurements.

Cobb also made balloon measurements to as high as 35 km at the South Pole station. Two aspects of the soundings have emerged. First, the current is usually not constant with altitude even in the stratosphere, and second, the average current in the stratosphere may vary by an order of magnitude from day to day.
3.6 Solar Cycle Variations

There is a long-period variation in cosmic ray radiation that is inversely correlated with sunspot activity (Forbush, 1966; Neher, 1971). At 15 km the ionization rate may vary by 51% (conductivity by 23%) while at 20 km the ionization rate varies by about 76% (conductivity by 33%) at high latitudes. At 20 km, the average conductivity variation through a solar cycle is about 18% at midlatitudes and about 10% near the equator. There are probably significant variations of conductivity day by day.

Mühlheisen (1977) has derived the ionospheric potential variation of the global circuit over an 11-year solar cycle by balloon radiosonde ascents. His results suggest a solar cycle variation of ionospheric potential opposite to solar activity as characterized by the relative sunspot number. Olson (1977) has shown the solar cycle variation of air-earth conduction current density depicted in Fig. 12. The maximum current density occurs near solar cycle minimum, as determined by the sunspot number, and minimum current density occurs near solar cycle maximum. The data were divided into two sets: one for the hours near the maximum in the UT diurnal variation and one for the minimum (Markson, 1978b). The scatter plots in the lower portion of Fig. 12 show a negative correlation between air-earth current density and sunspot number for both data sets.

4. UPPER ATMOSPHERE ELECTRICAL COUPLING

In the earth’s atmosphere, where electrical conductivity increases exponentially with altitude above the exchange or atmospheric boundary layer, downward field mapping is much more effective than upward field mapping (Park 1976b). Several studies have shown that large horizontal scale electrical fields of ionospheric origin map effectively downward with little attenuation to 20 km and perturbations can occur even at the earth’s surface. Because of the high conductivity of the earth’s surface, the horizontal electric field cannot be maintained and it produces vertical perturbations in the potential gradient at the ground.

There are at least two ionospheric electrical generators that can produce large horizontal scale potential differences within the ionosphere that effectively couple into the global electrical circuit. These are (a) the ionospheric dynamo and (b) the magnetospheric generator associated with plasma convection at high latitudes.

4.1 The Ionospheric Dynamo

Above about 70 km solar EUV radiation ionizes certain atmospheric constituents more efficiently with increasing altitude; this produces the ionosphere. Below about 80 km, the mobility of solar-produced electrons and ions is dominated by collisions with neutral gas. Above 80 km, however, collisions become less frequent so that electrons gyrate around the geomagnetic field line several times before successive collisions with neutrals, and the electrons are essentially bound to the geomagnetic field line. For ions this process happens above 140 km. This difference in behavior between the electrons and ions makes the electrical conductivity anisotropic. Three conductivities exist: a parallel conductivity along the geomagnetic field line, a Pedersen conductivity that is perpendicular to the geomagnetic field line but in the direction of an applied electric field, and a Hall conductivity which is also perpendicular to the geomagnetic field line but at right angles to
the applied field. The dynamo region is defined as that region in the Earth's atmosphere where most of the Pederson and Hall currents flow; it lies between 100 and 200 km. Outside of this region, the Pedersen and Hall conductivities decrease to 10% of their maximum values. All of the electrical conductivities in the dynamo region are subject to large diurnal, seasonal, and geographic variations due to the varying electron number density which is maintained primarily by solar ionizing radiation. At nighttime, these conductivities drop to very small values. Solar flares and auroral particle precipitation can greatly increase the electron density, thus increasing conductivity and also temporarily shifting the boundary of the dynamo region to lower altitudes.

Global atmospheric tides are generated in the upper atmosphere by the diurnal variations of solar heat input and gravitational forces of the sun and moon. The winds in the dynamo region force plasma across the geomagnetic field line and produces a $\mathbf{v} \times \mathbf{B}$ Lorentz force. Due to ambipolar diffusion of electrons and ions, charge separation occurs, which produces an electric polarization field. Electric currents in the dynamo region flow under the combined influence of the polarization field and the Lorentz force. The magnetic effects of these electric currents, as observed on the ground, are known as $S_q$ (solar quiet) and $L$ (lunar gravitational) geomagnetic variation. Volland (1972, 1977) has shown that the large horizontal scale potential differences generated in the ionospheric dynamo region ($\sim 10$ kV) map into the lower atmosphere. The ionospheric dynamo perturbs the low-latitude potential and electric field at the ground by about 6% of the tropospheric fair weather potential and electric field established by thunderstorm charging. An empirical model of the ionospheric dynamo potential determined by Richmond (1976) from incoherent scatter radar data is shown in Fig. 13. The values are valid between 0 and 60° in latitude. At higher latitudes potentials due to the magnetospheric generators must be considered. During geomagnetic storms the dynamo potential differences may be enhanced somewhat, but in general the perturbations to the atmospheric potential and fair weather field in the lower atmosphere should be small (< 10%).

4.2 MAGNETOSPHERIC DYNAMO

The interaction of the solar wind with the earth's geomagnetic field and the magnetospheric effects of this interaction have been described by Hill and Wolf (1977) and Burch (1977), respectively, in the National Academy of Sciences study The Upper Atmosphere and Magnetosphere. This interaction gives rise to a large-scale flow of plasma across both magnetically conjugate polar caps; this flow is associated with a dawn-to-dusk potential drop across both caps. Heppner (1977), primarily using satellite data, has constructed empirical models of potential distribution around the polar magnetic cap. Fig. 14 shows the potential pattern for both a geomagnetically quiet and a disturbed period. During quiet times the potential drop is typically 50-70 kV and the pattern is generally confined to magnetic latitudes greater than 60°. During geomagnetic storms and substorms, and possibly during solar flare activity, this pattern expands equatorward and the potential drop increases to 150-250 kV. This potential pattern is maintained by pairs of field-aligned current systems, each carrying approximately a million amperes, with current densities of $10^{-6}$ A m⁻², it is also dependent upon the ionospheric conductivity. There are variations of this potential pattern with the direction of the interplanetary magnetic field and it appears that the negative perturbation of the ionospheric potential on the dusk side is greater than the positive perturbation on the dawn side of the polar cap. There is still much uncertainty associated with the time-dependent behavior of the potential pattern; however, it is anticipated to be highly variable. Park (1976b) has discussed mapping this
potential pattern to the ground and has shown perturbations of ±20% in the ground electric field under the pattern during geomagnetic quiet times.

5. NUMERICAL MODEL OF THE GLOBAL ELECTRICAL CIRCUIT

Another method of determining possible solar-terrestrial effects on the global atmospheric electrical circuit is numerical modeling. By imposing variations of electrical conductivity known to occur during solar flares or variations in potential generated by the upper atmospheric generators it is possible to calculate the effects on the global circuit parameters, such as changes of current density or potential gradient, and compare the calculated variations to measurements. A schematic diagram of a global quasi-static model formulated by Hays and Roble (1979) is shown in Fig. 1. Within the model it is assumed that thunderstorms act as dipole current generators, each with a positive center at the top of the cloud and a negative center a few kilometers lower than the positive center. In fair weather regions far away from the storm centers, the distribution of the electrostatic potential above the earth is determined by the current return from the sources to the earth's surface. The geometry of the model is based upon an atmosphere broken into four coupled regions. Region 0 represents the lower troposphere, which has a variable conductivity in the horizontal and vertical; it also includes the earth's orography. Region 1 represents the upper troposphere below the negative current source region within the thunderstorm, and Region 2 represents the stratosphere and mesosphere above the positive current source region of the thunderstorm. For regions 0, 1, and 2 the electrical conductivity is assumed to be isotropic. Region 3 represents the ionosphere and magnetosphere above the dynamo region, where the electrical conductivity is anisotropic and where magnetic conjugate regions are connected along geomagnetic field lines through the magnetosphere. The mathematical details of the model, the boundary conditions, and the matching between various regions are described by Hays and Roble (1979).

The height and latitudinal distribution of electrical conductivity used for model calculations are shown in Fig. 15. The electrical conductivity above the exchange layer in the lower atmosphere is maintained by cosmic ray activity, which in the troposphere varies by about a factor of two between the equator and the poles. Since the conductivity is maintained primarily by small mobile ions, it varies as the square root of the cosmic ray ion production rate. Also shown in Fig. 15 are the variations of electrical conductivity assumed to occur with a sudden increase in cosmic ray ionization resulting from a solar flare and a subsequent Forbush decrease.

On a global scale there is no net current source within the model and the thunderstorms act as pumps, recirculating current from the lower to the upper atmosphere. Two thousand individual thunderstorms occurring at 1900 UT are distributed randomly in latitude and longitude in accordance with the hourly probability of thunderstorm occurrence defined by Crichlow et al. (1971). These thunderstorm regions are similar to the observed pattern of lightning flashes during the period 10 September - 11 October, 1977, as determined by the DSMP satellite in a dawn-dusk polar orbit, shown in Fig. 16 (Edgar, 1979). Each dot indicates an observed lightning flash for either the dawn or the dusk pass. The maximum thunderstorm occurrence observed by the satellite is primarily over the continental land masses. For the model calculations, Northern Hemisphere summer months are assumed; therefore at the 1900 UT maximum in ionospheric potential, thunderstorm activity occurs over Central America, Florida, and the Rocky Mountains, in addition to the Amazon basin and parts of Central Africa. It is assumed that at 1900 UT, 600, 100, 1000, 280, and 20
thunderstorms are randomly distributed in latitude and longitude in the vicinity of Africa, Asia, Central America, Argentina, and the Alps, respectively. The actual regions of thunderstorm distribution have been given in Fig. 4 of Hays and Roble (1979). The storm centers are also randomly distributed in the vertical. The model also includes the effects of orography, which is shown as a perspective illustration in Fig. 17. The height of the land above sea level is averaged over a 5° grid in latitude and longitude. The solutions presented in the next sections are obtained on an effective 5° grid in latitude and longitude; therefore it is not possible to resolve the detailed potential distribution around individual mountains or thunderstorms that have a much smaller spatial scale. The model primarily describes global variations, and smaller features can be resolved by coupling a fine-mesh numerical model with the global model through appropriate boundary conditions.

6. MODEL SOLUTION FOR THE LOWER ATMOSPHERE

The calculated electric potential along the \( \sigma = 7.3 \times 10^{-12} \text{ mho m}^{-1} \) constant conductivity surface, which occurs at approximately 25 km at the equator and slopes downward to 23 km in both polar regions, is shown in Fig. 18c. The calculated fair weather ionospheric potential is \( \Phi_\infty = 291,000 \text{ V} \) and the quantity \((\Phi - \Phi_\infty)\) is plotted along the constant conductivity surface. Over the thunderstorm regions of Central America, Africa, and Argentina, the value of \((\Phi - \Phi_\infty)\) is positive and electric current flows upward from the thunderstorm region to ionospheric heights; the maximum value of \((\Phi - \Phi_\infty)\) is 16,000 V. Minimum values occur over the mountainous fair weather regions, with -5700 V over Tibet and Antarctica. The calculated value of \((\Phi - \Phi_\infty)\) along the \( \sigma = 4.74 \times 10^{-10} \text{ mho m}^{-1} \) surface near 50 km in the equatorial region is shown in Fig. 18b. The potential distribution has spread considerably from the concentrated regions over the thunderstorms at 25 km to a more uniform distribution at 50 km. The calculated value of \((\Phi - \Phi_\infty)\) along the \( \sigma = 4.54 \times 10^{-6} \text{ mho m}^{-1} \) conductivity surface, which is the base of the magnetosphere in Region 3 of the model at roughly 105 km, is shown in Fig. 18a. \( \Phi_\infty \) is the global mean average along this surface. The maximum value of \((\Phi - \Phi_\infty)\), which occurs over the thunderstorms in Africa, is 975 V and the minimum value is -600 V over the central Pacific.

For these model calculations the geomagnetic and geographic poles are assumed to be coincident. At the geomagnetic equator the field lines are horizontal and the vertically directed electric current is restricted from spreading laterally. The maximum potential develops in this region. In Central America, the thunderstorm region is displaced from the geomagnetic equator and therefore currents flow from the storm region along the geomagnetic field line into the conjugate hemisphere. The potential perturbation then attenuates as it penetrates to lower altitudes in the conjugate hemisphere.

The calculated potential, \( \Phi \), along the constant conductivity surface \( \sigma_1 = 4.3 \times 10^{-13} \text{ mho m}^{-1} \), which is approximately 8 km in the equatorial regions, is shown in Fig. 18d. Under each thunderstorm region the potential is strongly negative. The minimum value of several million volts occurs under the Central America thunderstorm region. In the fair weather region away from the thunderstorms the calculated potential is positive with respect to the ground, indicating a current returning to ground. The calculated potentials at 4 km and 2 km are shown in Figs. 18e and 18f, respectively. They are similar to the potential calculated on the 8 km surface, but at these lower altitudes the distortion by the earth's orographic features becomes evident. The potential becomes zero when a surface intersects a high mountain that protrudes above the altitude, and the potential becomes
greatly distorted when the surface is near an orographic feature such as Antarctica, Greenland, or the Himalayas. On the 2 km surface the outline of continental features begins to appear. The subgrid-scale potential distribution around each thunderstorm is on the order of 10 km (Holzer and Saxon, 1952), negative under the thunderstorm and positive in the fair weather regions away from the storm. We cannot resolve the subgrid-scale potential distribution with our global model and thus the solutions are 5° grid area averages of the subgrid-scale distributions.

The calculated electric field and the ground current along the earth’s orographic surface are shown as perspective illustrations in Figs. 19a and 19b, respectively. The highest fair weather electric field and electric current flow occur in Antarctica and other high mountainous regions, because there is high conductivity at mountaintop level and because orography distorts the electric potential and amplifies the electric field. The current into the ground in the fair weather regions is balanced by a current from the ground into the thunderstorm regions, leaving no net current flow on a global scale. The electric field at sea level is 134 V m⁻¹ at the equator and 173 V m⁻¹ in the polar regions, which compares well with the Carnegie expedition’s measurements of 120 V m⁻¹ near the equator and 155 V m⁻¹ at 60° latitude. Table 2 compares the parameters of the model with the estimate of global circuit parameters made by Mühleisen (1977). There are considerable uncertainties in these global estimates, yet the similarity of the parameters is encouraging.

7. COUPLING OF IONOSPHERIC POTENTIALS WITH THE GLOBAL CIRCUIT

At high geomagnetic latitudes, the interaction of the solar wind with the earth’s geomagnetic field establishes a dawn-to-dusk electric potential drop across the polar cap. During geomagnetic quiet periods this potential drop is typically 50-70 kV, whereas during disturbed periods it may increase from 150-250 kV.

The empirical model of Heppner (1977), Fig. 14, gives the ionospheric potential distribution in the high-latitude ionosphere for both geomagnetic quiet and disturbed periods. This potential distribution is used as an upper boundary condition above the dynamo region and is incorporated in the global model of atmospheric electricity described by Roble and Hays (1979). Their calculations consider the effects of the earth’s orography and the tilted geomagnetic and geographic poles.

The variations in the ground electric potential gradient at sea level calculated using Heppner’s magnetically averaged period model are shown in Fig. 20 for various high-magnetic-latitude circles. They are plotted as functions of magnetic local time. For early magnetic local times the ionospheric potential perturbations to the earth’s potential gradient are positive. For later magnetic local times the perturbations are negative. The Carnegie expedition showed that at low and middle latitudes there is a universal time variation of potential gradient at the earth’s surface due to the diurnal variation of thunderstorm frequency. The maximum electric potential gradient occurs at 1900 UT, and the minimum occurs near 0400 UT.

In Fig. 20, this potential pattern is plotted in magnetic local time for the Atlantic and Pacific sectors; different diurnal variations in magnetic local time are obtained for the two sectors. The total ground potential gradient variation for a station in the Pacific sector is determined by the difference between the variation of the upper curve for the latitude and the lower solid curve, as indicated
by the vertical line with arrows giving $\delta \Phi/\delta z$. The same variation for an Atlantic sector station is obtained from the difference between the appropriate upper curve and the lower dashed curve. The results show that the diurnal variation of potential gradient is small for an Atlantic sector station, but much larger for a Pacific sector station. Thus, measurements at high latitudes should be interpreted in terms of variations of inospheric potential as well as in terms of thunderstorm frequency variations. Kasemir (1972) has reported that the diurnal UT variation of potential gradient at both the Thule, Greenland, and South Pole stations is about 30% less than the global low-latitude UT variation attributed to variations in thunderstorm frequency, which may indicate the influence of the ionospheric generators. For Heppner’s magnetically disturbed model the dawn-to-dusk ionospheric potential drop across the polar cap is 140 kV. A similar calculation using the disturbed model gives a larger magnitude to the potential perturbations and also the effects of the generator extend to lower latitudes, indicating a greater upper atmospheric influence during magnetically disturbed periods.

The calculated potential gradient and air-earth current along the earth’s orographic surface, due to coupling Heppner’s (1977) geomagnetic quiet model into the global electrical model, are shown as perspective illustrations in Figs. 21a and 21b respectively. These 1900 UT patterns must be added to the patterns in Figs. 19a and 19b to obtain the total potential gradient and air-earth current due to the combined effect of worldwide thunderstorm activity and the coupling of the ionospheric potential pattern into the global electrical circuit. The maximum positive ionospheric potential perturbation of +32 kV maps downward and produces a +20 V m$^{-1}$ perturbation in the earth’s fair weather electric field. The maximum negative ionospheric potential perturbation produces about -20 V m$^{-1}$ at the earth’s surface. Similarly, the positive ionospheric potential perturbation causes a current to flow downward from the ionosphere into the earth surfaces and similarly the negative ionospheric potential perturbations cause a current to flow upwards from the ground toward the ionosphere. As seen in Figs. 21a and 21b, the magnitude of the potential gradient and air-earth current are influenced by the earth’s orography.

The magnetospheric potential pattern remains sun-aligned in geomagnetic coordinates. Therefore, as the earth rotates around its geographic pole, the ionospheric potential which maps directly downward moves over the earth’s surface in a complex but systematic fashion during the day. The pattern shown in Figs. 21a and 21b is constantly moving.

The positive and negative potential perturbations of the ionospheric potential on the dawn and dusk sides of the polar cap, respectively, cause a downward and upward current to flow from the ionosphere to the ground. The model requires that the divergence of the current must be zero; therefore, any imbalance in the downward and upward current system must be compensated for by the global circuit, which changes the global ionospheric potential between the ground and ionosphere. Such an imbalance may occur when the positive/negative current is aligned over Antarctica, where the surface conductivity on the high mountain plateau is large, and when the negative/positive current is aligned over a cloud-covered ocean, where the surface conductivity is low. For certain large geomagnetic substorms with the upper boundary potential pattern properly aligned over the continent and ocean the current imbalance may require as much as a 5-10% change in the potential between the ground and ionosphere that is maintained primarily by thunderstorms. This dependency upon substorm intensity may help explain the dependence of ground potential gradient and air-earth current on geomagnetic activity observed by Márck (1976) and Cobb (1967), respectively, as well as the balloon measurements of Cobb (1977).
and Tanaka et al. (1977). Fig. 22 shows the potential fields at various altitudes due to the combined action of thunderstorms and ionospheric geomagnetic quiet dawn-dusk potential distribution across the polar cap at a given time at 1900 UT.

In Fig. 22a, the potential difference ($\Phi - \Phi_\infty$) along the $\sigma = 4.54 \times 10^{-6}$ mho$^{-1}$ surface shows the positive and negative perturbations due to the dawn-dusk potential drop across the polar cap. The maximum positive perturbation is 32 kV and the minimum negative perturbation is -40 kV. This pattern maps downward almost unattenuated to the constant conductivity surface at approximately 50 km, Fig. 22b, and even to the 25 km constant conductivity surface, Fig. 22c. The potential perturbations due to thunderstorms are evident along this surface. The calculated potential, $\Phi$, along the 8, 4, and 2 km constant height surfaces are shown in Figs. 22d, 22e, and 22f, respectively. Although the perturbation of the potential field is still present at high latitudes, it is small compared to the very large perturbations near the thunderstorm regions; therefore, the approximately 20% variation from fair weather regions is not easily visible on these perspective illustrations.

8. VARIATIONS DURING SOLAR FLARES AND SECTOR BOUNDARY CROSSINGS

During solar flares the intensity of the cosmic ray flux bombarding the earth changes near the earth's surface in the two-phase manner that has been discussed by Forbush (1966). During the solar flare there is a sudden increase in the cosmic ray intensity which generally lasts from one-half to one hour. The intensity increase at the ground is generally small (< 5%) during this period, depending upon the flux magnitude and energy spectrum of the particle distribution. This increase near the ground is also latitudinally dependent, being largest in the polar regions and smallest near the equator. Following the sudden increase in conductivity, the Forbush effect sets in and worldwide cosmic ray intensity decreases by 5-10% of normal values; this can last from one to several days.

At higher altitudes, the increases in ionization during solar flares are much greater. Also, while the ground-level cosmic ray intensity decreases by the Forbush effect, the ionization at stratospheric altitudes may increase by one or two orders of magnitude. Most solar flares have an energy spectrum so steep that even though large increases in the ionization rate occur at balloon altitudes ($\sim 30$ km) they are not detected by sea-level cosmic ray monitors (Winckler, 1960). In sum, the solar-controlled changes in ion production in the 20 to 30 km height range are larger than, more frequent than, and generally in the opposite sense (increases) of those near the earth. The magnetic field imposes a cutoff latitude on the equatorward side of which solar protons cannot reach the lower atmosphere. The cutoff is sharp, within a degree or two of latitude in a typical event, but the cutoff latitude moves equatorward as the event intensifies. In large events the cutoff may move to as low as 50° geomagnetic latitude. With certain flares, the solar proton flux enhancement may begin within an hour or two after a solar flare eruption and it gradually intensifies to a maximum several hours later. There is then a gradual decay to normal. The duration is variable from flare to flare but can be from about an hour to four or five days, and the proton flux maximum intensity can vary widely from one event to another. These events are frequently associated with polar cap absorption (PCA) events because the relativistic solar protons impinging on the ionospheric D-region produce intense ionization that causes radio blackouts at high latitudes. The ion production rates calculated for several solar flares and their variation with altitude are shown in Fig. 23. These events are geographically confined to regions within the polar cap as illustrated in Fig. 24.
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During solar magnetic sector boundary crossings there are also changes in certain geomagnetic properties. In general, the solar wind velocity and geomagnetic activity increase to maximum values a few days after a sector boundary crossing, whereas the solar wind density may decrease. The cosmic ray activity near the ground first increases a day before the sector boundary crossing and then decreases for several days following the crossing, with minimum values near three days. The variations near the ground, however, are generally small (< a few percent).

The effect of high-latitude conductivity changes on the global circuit can be examined with the numerical model. It is assumed that the conductivity above 8 km at geomagnetic latitudes greater than ±60° first increases from the normal factor of 1.4 times to 1.6 times the unperturbed equatorial value shown in Fig. 15b. This increase in conductivity crudely simulates the solar flare increase in ionization rate at high latitudes. To simulate a high-latitude Forbush decrease above 60° geomagnetic latitude the latitudinal conductivity factor in Fig. 15c decreases from 1.4 times to 1.2 times the unperturbed equatorial values above 60° geomagnetic latitude. In both of these cases the increases in conductivity were deliberately confined to high latitudes away from the assumed thunderstorm region so as not to affect the thunderstorm current output. These numerical experiments are designed to investigate the response to conductivity changes alone. In the next section, the effect of conductivity changes over thunderstorms is examined. The results of the calculation are summarized in Table 3.

The major calculated global electrical parameters for the solar flare increase and the Forbush decrease, as well as the base 1900 UT case, are given in Table 3 for comparison. The calculated global electrical resistance decreases from 310 to 298 Ω during the solar flare (cosmic ray intensity increase) and increases to 321 Ω during the Forbush decrease. The calculated ionospheric potential decreases from 410,900 V to 394,900 V during the cosmic ray increase but then increases to 425,000 V during the subsequent Forbush decrease. The total global electric current remains constant at 1325 A during this sequence because the thunderstorm current output remains the same and only its redistribution due to global scale changes in conductivity occurs. The ground electric field at both the equator and the pole is also modulated. At low latitudes the electric field first decreases from 192 V m⁻¹ to 186 V m⁻¹ and then increases to 198 V m⁻¹. At high latitudes the field increases from 238 V m⁻¹ to 260 V m⁻¹ and then decreases to 217 V m⁻¹ giving an effect opposite that at low latitudes. These results may explain why Reiter (1977) and Park (1976) detect different variations during the passage of a sector boundary. The calculations indicate that changes in electrical conductivity due to solar flares and perhaps to magnetic sector boundary crossings are capable of altering the electric circuit on a global scale. There is much uncertainty in the actual global representation of conductivity during these events and we stress that these calculations were made to illustrate a possible solar-terrestrial influence on the electrical structure of the atmosphere. This study is not a critical evaluation of a specific event.

9. SOLAR-TERRESTRIAL MODULATION OF THUNDERSTORM CURRENT OUTPUT

Markson (1975, 1978a) proposed a mechanism to explain the observed solar modulation of currents and fields in the global atmospheric electric circuit. The results presented in the previous sections give model calculations of electric current and electric field adjustment to conductivity variations in the global circuit without considering the possible effects of modifying the generator output. Markson's model of the global electrical circuit is shown in Fig. 25. The load portion of the circuit
deals with the ionospheric return current in the fair weather regions and the global resistance is typically 100-200 $\Omega$. He assumes that there are about 1500 thunderstorms operating over the earth's surface at any given time. The current output of a thunderstorm is typically 1 A, giving a total global current on the order of 1500 A. The tops of thunderclouds are at potentials of $10^8-10^9$ V, giving a charging or generator resistance of $10^5-10^6$ $\Omega$ over the thunderstorm generator considering all thunderstorms are acting in parallel. The high generator resistance makes the thunderstorm act as a current generator in the global electrical circuit. Ordinarily, the resistance between the thunderstorm generator and the earth would be greater than the resistance between the cloud top and ionosphere except for the effect of point discharge ions. Because of the strong electric fields under thunderstorms, pointed objects beneath the storms go into corona discharge. While it has been estimated that the conductivity under thunderstorms may increase by several orders of magnitude due to this effect, Markson makes a conservative estimate of a factor of 20. Thus, the resistance under thunderclouds is of the order of $10^4-10^5$ $\Omega$. Because of the effect of corona discharge decreasing the resistance beneath thunderstorms, the controlling resistance in the global electrical circuit is the resistance between the top of the cloud and the ionosphere. This is important for solar-terrestrial effects because an appreciable portion of the total global circuit resistance is accessible to solar-controlled ionizing radiation. Thus, a solar modulation of the earth's fair weather electric field and current can be effected without changing the thunderstorm generator itself. Markson (1978a) points out that it may seem strange that the resistance over most of the earth's surface is much lower than that of the air mass over thunderstorms. But he shows that it is essentially a function of area. The atmosphere can be considered as an array of vertical parallel columnar resistances. In fair weather regions all of the resistances in parallel result in a small total resistance; dividing a columnar resistance by a large cross-sectional area gives a small resistance. Over thunderstorms, the charging current flows through a resistor of relatively small cross-sectional area and the resistance is large. With most of the global circuit resistance in this element, Markson argues that it in effect is a valve regulating the current flow in the entire circuit. The ionospheric potential and fair weather electric field over most of the world would adjust in proportion to the variation in charging current flowing upward from the thunderstorms. Thus, any increase in stratospheric ionization over thunderstorms due to solar flares could cause a global increase in electric field intensity which would account for observations of enhanced electric fields following solar flares.

Model calculations of the type performed in the previous section and of a regional numerical model that is coupled to the global model support Markson's mechanism for causing global-scale readjustments in electric field and current. Without affecting the thunderstorm generator itself, decreasing the columnar resistance over the thunderstorm allows more current to flow to the ionosphere, increasing the ionospheric potential, the global current, and the ground electric field and air-earth current on a global basis. This response differs from the variation calculated where conductivity changes occurred only at high latitudes and not over any thunderstorm region as discussed in the previous section. For those calculations a different air-current density and electric field variation would occur between high and low latitudes.

Markson also suggests that these solar-induced variations of the global circuit may affect cloud microphysics, precipitation processes, and thunderstorms electrification and development; however, the precise mechanisms are unknown. He furthermore suggests that if these processes were influenced, atmospheric dynamics could be affected.
10. DISCUSSION

Both the experimental evidence and the calculations made with a global model of atmospheric electricity indicate that there is solar-terrestrial coupling through atmospheric electricity which operates by altering the global electric current and field distribution. A global redistribution of currents and fields can be caused by large-scale changes in electrical conductivity, by alteration of the columnar resistance between thunderstorm cloud tops and the ionosphere, or by both. If the columnar resistance is altered above thunderstorms, more current will flow in the global circuit, changing the ionospheric potential and basic circuit variables such as current density and electric fields. The observed variations of currents and fields during solar-induced disturbances are generally less than 50% of mean values near the earth’s surface.

The model calculations suggest that it is necessary to consider the entire electrical circuit from the magnetopause to the ground when analyzing ground-based and satellite data. One segment of the “classical picture” of atmospheric electricity suggests that there is an equalizing layer at 60 km, where upper atmospheric electrical effects are shielded from lower atmospheric electrical effects; this needs to be modified to account for the observed coupling.

The observational evidence presented in the previous sections suggests solar-terrestrial coupling, but a well-coordinated observational program is necessary to establish the nature and characteristics of the global response. Such a program should include coordinated measurements from satellites, rockets, aircraft, balloons, and ground-based stations. Perhaps such a program could be established as part of the international Middle Atmosphere Program (MAP) that is planned for the 1980’s or as part of the 10-year plan for atmospheric electricity (Dolezalek, 1972).

Whether atmospheric electricity represents a link between the sun and weather is not clear. Several mechanisms by which thunderstorm cloud development and electrification might be affected by changes in the properties of the global circuit have been proposed, but geophysical data to support them are lacking. Global satellite measurements of lightning frequency and optical power output may be a key in identifying a global thunderstorm response to solar activity. If satellite measurements of lightning activity can establish a statistically significant increase or decrease in thunderstorm frequency correlated with solar flares, solar magnetic sector boundary crossings, geomagnetic activity, aurorae, or the solar cycle, then atmospheric electricity is an intriguing possibility for the physical mechanism in a sun-weather relationship. There are many uncertainties in the chain of physical processes leading to a change in weather systems but the evidence appears to warrant further consideration.

Finally, it should be emphasized that progress in understanding solar-terrestrial coupling requires a collaborative effort between observation and theoretical modeling. For example, by requiring agreement between theory and observations, it may be possible to derive information from a numerical model, such as the global distribution of electrical conductivity variations during a solar flare, that would be very difficult and expensive to obtain experimentally. Likewise, numerical experiments with a global theoretical model of atmospheric electricity may suggest certain experimental efforts to examine solar-terrestrial coupling mechanisms. The search for solar-terrestrial coupling mechanisms through atmospheric electricity should give us a better understanding of the earth’s natural electrical environment (Fig. 26).
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Figure 1. Schematic diagram of global electrostatic model of atmospheric electricity. The vector $B$ illustrates the Earth's geomagnetic field line.
Figure 2. (a) Percentage of the total columnar resistance, $R_c$, in various altitude intervals (Mühleisen, 1977). (b) Percent of variation of ionospheric potential with altitude (Markson, 1976).
Figure 3. Diurnal UT variation of normalized electric field intensity over oceans, percent variation (upper figure) and diurnal UT variation of land thunder area ($X10^4$ km$^2$) (lower figure). (Chalmers, 1967.)
Figure 4. Grouping of hourly means of (a) electric field (%) and (b) air-Earth current (%) around flare days during three years of generally low solar activity levels (1964-1967) as measured at the Zugspitze stations (Reiter, 1969).
Figure 5. Average daily departure from normal of the fair weather air-Earth current before and after solar flares (Cobb, 1967).
Figure 6. Air-Earth current densities measured during balloon flights from the South Pole, 22-26 November, 1977. A solar flare occurred at 0945 UT, 22 November (Cobb, 1978).
Figure 7. Average behavior of the Vostok electric field about the times of solar magnetic sector boundary crossings for winter and equinox data. The numbers in parentheses indicate the number of cases (Park, 1976a).
Figure 8. Comparison of several superposed epoch analyses against each other: (a) concentration of beryllium 7 in air at 3 km above sea level, key day -/+ period 1973-1974; (b) electric field, E, and air-Earth current density, I, at 3 km above sea level, key day -/+ period 1967-1971 with maximum solar activity; (c) northern hemispheric vorticity area index, V, key day -/+ period 1964-1970, (d) planetary magnetic field index, Kp, sector boundary passage, irrespective of polarity, period 1967-1969 (Reiter, 1977).
Figure 9. Monthly variation of air-Earth current departure from mean at Mauna Loa, Hawaii, and the Bartels magnetic character-figure from September 1960 to September 1961 (Cobb, 1967).
Figure 10. Potential gradient variation during aurorae: 1-Mirny Observatory (66°33'S, 93°00'E), 2-Kheis Island (80°37'N, 58°03'E), 3-Cheluskin Cape (77°43'N, 104°17'E), 4-Yakutsk (62°05'N, 125°45'E) 5-Leningrad (59°48'N, 30°18'E), 6-Vysokaya Dubrava (56°44'N, 61°04'E) and 7-Tbilisi (41°41'N, 44°57'E) (Lobodin and Paramonov, 1972).
Figure 11. Normalized diurnal variation of the air-Earth current density and electric field in the Arctic and Antarctic, 1958 and 1964 (solid line). Normalized diurnal variation of the atmospheric electric field on the oceans (dashed line) (Kasemir, 1972).
Figure 12. The variation of air-Earth conduction current density through the period of a solar cycle, as determined from balloon measurements of D. E. Olson (1977). The data are divided into two sets, one corresponding to the hours of maximum electric field and the other to the hours of minimum electric field of the "unitary" diurnal variation. Scatter diagrams showing the inverse correlation between current density and sunspot number have been made for each data set (Markson, 1978b).
Figure 13. Quiet-day F region electrostatic potential pattern (kV) in apex latitude-local time coordinates. Values above 65° in latitude have no significance (Richmond, 1976).
Figure 14. A sun-aligned empirical model of the potential distribution across the magnetic polar cap. Upper figure, is the Geomagnetic quiet model with a 72 kV dawn-to-dusk potential drop, and the lower figure is geomagnetic disturbed model with a 140 kV dawn-to-dusk potential drop (Heppner, 1977).
Figure 15. Model electrical conductivity variations with altitude (upper figures) and latitude (lower figure). The assumed variation of electrical conductivity with altitude and latitude for a solar flare ionization increase and subsequent Forbush decrease are also shown.
Figure 16. Scatter diagram of satellite lightning observations for the period 2 August-10 September, 1977 at dawn, and dusk. The lower figures give the Occurrence rate for dawn and dusk. (Edgar, 1978).
Figure 17. Perspective illustration of the Earth's orographic surface used in the model. The model gives height averages over a 5° grid in latitude and longitude. The highest point is 5 km over the Tibetan plateau.
Figure 18. Perspective illustrations of the calculated potential along various constant conductivity surfaces. (a), (b) and (c) illustrate the calculated potential differences ($\Phi - \phi_\infty$) volts along, respectively, the $\sigma = 4.54 \times 10^{-6}$ mho m$^{-1}$ (approximately 105 km at the Equator), $\sigma = 4.74 \times 10^{-10}$ mho m$^{-1}$ (approximately 50 km at the Equator), and $\sigma = 7.3 \times 10^{-12}$ mho m$^{-1}$ (approximately 25 km at the Equator); $\phi_\infty$ is the ionospheric potential. (d) is the potential $\Phi(\sigma_1)$ volts along the $\sigma_1 = 4.3 \times 10^{-13}$ mho m$^{-1}$ (approximately 8 km at the Equator). (e) is the potential $\Phi(4 \text{ km})$ at a constant 4 km height, and (f) is the potential $\Phi(2 \text{ km})$ at a constant height of 2 km (Hays and Roble, 1979).
Figure 19. Perspective illustrations of calculated (a) ground potential gradient (V m\(^{-1}\)) and (b) ground current (A m\(^{-2}\)) along the Earth's orographic surface (Hays and Roble, 1979).
Figure 20. Calculated diurnal variation of ground electric field ($V \, m^{-1}$) as a function of magnetic local time. The upper curves are diurnal variations in the effect of the ionospheric potential perturbation, upon the ground electric field at various magnetic latitudes, calculated using Heppner’s (1977) model for a magnetically average period. The lower curves are the diurnal (UT) variation of the ground electric field measured during the Carnegie expedition in magnetic local time for stations in the Atlantic and Pacific sectors. The total potential gradient variation is determined by the difference between the upper and lower curves as indicated by the vector $\delta \Phi/\delta z$. 
Figure 21. Perspective illustrations of the calculated (a) potential gradient, $V \text{ m}^{-1}$ and (b) air-Earth current ($A \text{ m}^2$) at 1900 UT along the Earth's orographic surface due to the downward mapping of Heppner's (1977) geomagnetic quiet potential pattern over the magnetic polar caps. The plots are in geomagnetic latitude and geomagnetic longitude.
Figure 22. Same as Figure 18, except with the magnetically average period magnetospheric potential pattern over the polar cap superimposed. The plots are also in geomagnetic latitude and longitude at 1900 UT.
Figure 23. Ion pair production rates due to solar protons: 1-polar cap absorption (PCA), 11/2/69; 2-PCA, 8/4/72, 1500-1600 UT, 3-PCA, 8/4/72, 1508 UT; 4-PCA, 8/4/72, 2200 UT; 5-PCA 9/29/61; 6-SSMIN (sunspot minimum) galactic cosmic rays; 7-SSMAX (sunspot maximum) galactic cosmic rays; 8-precipitating electrons in a hard aurora (Herman and Goldberg, 1978).
Figure 24. Maps showing the normal distribution of PCA effects. The regions inside the inner curves experience the full intensity, while regions outside of the outer curves are normally unaffected, except during geomagnetic disturbances (Reid, 1974).
Figure 25. The atmospheric electrical global circuit. Large arrows indicate flow of positive charge. Estimated resistances of circuit elements are given. The thunderstorm depicted represents the global electrical generator, that is, the totality of all global thunderstorms (Markson, 1978a).
Figure 26. Thunderstorm near Boulder, Colorado (NCAR photo).
<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of thunderstorms acting at one time</td>
<td>1500-2000</td>
</tr>
<tr>
<td><strong>Currents above thunderstorms</strong></td>
<td></td>
</tr>
<tr>
<td>A) Range</td>
<td>0.1 to 6 A</td>
</tr>
<tr>
<td>B) Average</td>
<td>0.5 to 1 A</td>
</tr>
<tr>
<td><strong>Currents below thunderstorms (Mühleisen, 1977)</strong></td>
<td></td>
</tr>
<tr>
<td>A) Coronal currents (trees, etc.)</td>
<td>700 A</td>
</tr>
<tr>
<td>B) Lightning currents</td>
<td>400 A</td>
</tr>
<tr>
<td>C) Precipitation currents</td>
<td>-200 A</td>
</tr>
<tr>
<td><strong>Net current</strong></td>
<td>900 A</td>
</tr>
<tr>
<td><strong>Global current</strong></td>
<td>750-2000 A</td>
</tr>
<tr>
<td><strong>Ionospheric potential</strong></td>
<td></td>
</tr>
<tr>
<td>A) Range</td>
<td>180-400 kV</td>
</tr>
<tr>
<td>B) Mean</td>
<td>240 kV</td>
</tr>
<tr>
<td><strong>Columnar resistance at sea level</strong></td>
<td>1.3 x 10^{17} , \Omega , m^2</td>
</tr>
<tr>
<td><strong>Total resistance</strong></td>
<td>270 , \Omega</td>
</tr>
<tr>
<td>(including resistance decrease by mountains)</td>
<td></td>
</tr>
<tr>
<td><strong>Current density</strong></td>
<td></td>
</tr>
<tr>
<td>A) Inhabited and industrialized areas</td>
<td>1 x 10^{-12} , A , m^{-2}</td>
</tr>
<tr>
<td>B) Vegetated ground and deserts</td>
<td>2-4 x 10^{-12} , A , m^{-2}</td>
</tr>
<tr>
<td>C) South Pole station</td>
<td>2.5 x 10^{-12} , A , m^{-2}</td>
</tr>
<tr>
<td><strong>Potential gradient</strong></td>
<td></td>
</tr>
<tr>
<td>A) Equator</td>
<td>120 , \text{V} , \text{m}^{-1}</td>
</tr>
<tr>
<td>B) 60° latitude</td>
<td>155 , \text{V} , \text{m}^{-1}</td>
</tr>
<tr>
<td>C) South Pole</td>
<td>71 , \text{V} , \text{m}^{-1}</td>
</tr>
<tr>
<td><strong>Average charge transfer over the entire world</strong></td>
<td>+ 90 , \text{C} , \text{km}^{-2} , \text{yr}^{-1}</td>
</tr>
<tr>
<td><strong>Relaxation times</strong></td>
<td></td>
</tr>
<tr>
<td>A) 70 km</td>
<td>10^{-3} , s</td>
</tr>
<tr>
<td>B) 18 km</td>
<td>4 , s</td>
</tr>
<tr>
<td>C) 0.01 km</td>
<td>5-40 , \text{min}</td>
</tr>
<tr>
<td>D) Earth’s surface</td>
<td>10^{-5} , s</td>
</tr>
</tbody>
</table>
**TABLE 2**


<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mühleisen (1977)</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of thunderstorms</td>
<td>1500-1800</td>
<td>2000 (specified)</td>
</tr>
<tr>
<td>Mean value of current intensity over one thunderstorm cell</td>
<td>0.5-1.0 A</td>
<td>0.51 A</td>
</tr>
<tr>
<td>Global current</td>
<td>800-1800 A</td>
<td>1065 A</td>
</tr>
<tr>
<td>Ionospheric potential</td>
<td>180-400 kV (range)</td>
<td>291 kV</td>
</tr>
<tr>
<td>Columnar resistance</td>
<td>1.3 x 10¹⁷ Ω m²</td>
<td>1.39 x 10¹⁷ Ω m²</td>
</tr>
<tr>
<td>Total resistance</td>
<td>230 Ω</td>
<td>273</td>
</tr>
<tr>
<td>Currents below thundercloud</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A) Corona currents (trees, etc.)</td>
<td>640 A</td>
<td></td>
</tr>
<tr>
<td>B) Lightning currents</td>
<td>400 A</td>
<td></td>
</tr>
<tr>
<td>C) Precipiation currents</td>
<td>- 200 A</td>
<td></td>
</tr>
<tr>
<td>total</td>
<td>840 A</td>
<td>1065 A</td>
</tr>
<tr>
<td>Current density</td>
<td>1 x 10⁻¹² A m⁻²</td>
<td>1.52 x 10⁻¹² A m⁻²</td>
</tr>
<tr>
<td>(inhabited and industrialized areas)</td>
<td></td>
<td>@ sea level</td>
</tr>
<tr>
<td>2-4 x 10⁻¹² A m⁻² (vegetated ground and deserts)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
TABLE 3

Electrical Response to High-latitude (> 60°) Variations of Conductivity

<table>
<thead>
<tr>
<th>Case</th>
<th>( \Phi_\infty (V) )</th>
<th>( R(\Omega) )</th>
<th>I(A)</th>
<th>( \partial \Phi / \partial z (V \text{ m}^{-1}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Base</td>
<td>410,900</td>
<td>310</td>
<td>1325</td>
<td>Low 192</td>
</tr>
<tr>
<td>2. Increase</td>
<td>394,900</td>
<td>298</td>
<td>1325</td>
<td>High 238</td>
</tr>
<tr>
<td>3. Decrease</td>
<td>425,000</td>
<td>321</td>
<td>1325</td>
<td>Low 186</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>High 260</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Low 198</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>High 217</td>
</tr>
</tbody>
</table>
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1. INTRODUCTION

One of the purposes of this paper is to discuss the mechanisms by which phenomena occurring in
the troposphere can affect the middle atmosphere, which is defined here as being that atmospheric
region lying above the tropopause and below the mesopause. Another purpose, however, is to dis-
cuss mechanisms by which middle atmospheric phenomena can affect the tropospheric circulation.
A third purpose will be to discuss how the middle atmosphere may act as a medium by which extraterrestrial effects may give rise to changes in tropospheric circulation.

2. CONSIDERATIONS OF ENERGETICS

As a prelude to these discussions, however, I shall first briefly review some aspects of the energetics
of the troposphere and the middle atmosphere as well as the energetics of extraterrestrial inputs.

2.1 Tropospheric Energetics

The ultimate energy source for the atmosphere is that portion of the Sun’s energy output that is in-
tercepted by the Earth (excepting negligibly small tidal and geothermal effects). This flux of energy
is on a yearly averaged basis 1.95 cal cm⁻² min⁻¹ (1.35 × 10³ Wm⁻²), the “solar constant.” The net
radiation flux at the top of the atmosphere (FTA) is given by this incoming solar radiation minus
the sum of the reflected solar and emitted terrestrial radiation. This can be measured directly from
satellite and is shown in Figure 1 (taken from Oort and Vonder Haar, 1976) as a function of lati-
tude and season. Spatial differentials in this net heating is what provides the basic drive for atmos-
pheric motions. Since the atmosphere is rather transparent to solar radiation, most of the solar
radiation either heats the Earth’s surface or leads to evaporation. Given that the atmosphere is
relatively opaque to infrared radiation and that almost all of the water vapor is condensed in clouds
and rained out we see that most solar energy leads to heating of the troposphere.

The conversion of this energy into motions can be most easily discussed by referring to the energy
cycle for the annually averaged troposphere. This is shown in Figure 2 which is taken from Oort
(1964). The latitudinal differential in the zonally-averaged heating of the troposphere gives rise to
an energy generation of 3.1 Wm⁻² which provides the energy source to maintain the available poten-
tial energy of the zonally-averaged atmosphere at 40 × 10⁶ Jm⁻². Energy is converted from Aₑ to
Aₑ, the eddy available potential energy, by asymmetric heat transport processes at a rate of 3.0
Wm⁻². There is a 0.8 Wm⁻² rate of energy loss from Aₑ and a rate of energy conversion of
2.2 Wm$^{-2}$ to $K_E$, the eddy kinetic energy, by the asymmetric rising of warm air and falling of cool air that maintains the eddy available potential energy at $15 \times 10^5$ Jm$^{-2}$. The eddy kinetic energy is maintained at $7 \times 10^5$ Jm$^{-2}$ by a frictional loss of 1.8 Wm$^{-2}$ and a conversion to zonally-averaged kinetic energy by momentum flux convergence of 0.4 Wm$^{-2}$. Finally, the kinetic energy of the zonally-averaged motions is maintained at $8 \times 10^5$ Jm$^{-2}$ by a frictional loss rate of 0.5 Wm$^{-2}$ and a small energy conversion from the zonally-averaged available potential energy by zonally symmetric rising of warm air and falling of cool air.

Before proceeding to the subject of middle atmosphere energetics, a few more remarks should be made on the subject of tropospheric energetics. The calculations of the annually-averaged atmospheric energy cycle that is shown in Figure 2 were made from Northern Hemisphere data polewards of 20°N for altitudes below about 100 mb. The energy conversion processes may be thought of as being due to zonally symmetric processes and asymmetric processes. Thus, a positive energy conversion from $A_z$ to $K_z$ is due to a zonally-averaged rising of warm air and falling of cool air. A positive conversion from $A_z$ to $A_E$ is due to the asymmetric motions transporting heat down the gradient of the zonally-averaged temperature field. It should be mentioned here that these asymmetric motions may arise from two sources. They may be due to the traveling cyclones and anticyclones that arise from hydrodynamic instabilities, and they may be due to the asymmetric flow that is due to asymmetries in both the elevation and thermal properties of the Earth’s surface. A positive conversion from $A_E$ to $K_E$ is due to a systematic rising of warm air and falling of cool air within the asymmetric motions. A positive conversion from $K_E$ to $K_z$ is due to a transport of angular momentum by the asymmetric motions so as to maintain the zonally-averaged flow against dissipation.

Given the value of the solar constant as $1.35 \times 10^3$ Wm$^{-2}$ and the albedo of the Earth-atmosphere system as 0.30 (see Vonder Haar and Suomi, 1971), we see that the average solar flux absorbed by one hemisphere is about 120 Wm$^{-2}$. Of the absorbed energy, we see from Figure 2 that only about 2.2 Wm$^{-2}$, or about 2% of the absorbed radiation is used to generate tropospheric motions.

2.2 Middle Atmosphere Energetics

The data from which the information on tropospheric energetics was obtained came from meteorological balloon soundings which have an altitude limit of about 30 km or 10 mb. Recently, high altitude satellite radiance data have begun to be used to study middle atmosphere energetics. For instance, Figure 3 shows the energy budget for three middle atmosphere layers 10 - 100 mb (about 15 - 30 km) 1 - 10 mb (about 30 - 50 km), and 0.2 - 1 mb (about 50 - 60 km). This figure is taken from Hartmann (1976) and includes data from the Southern Hemisphere winter polewards of 15°S obtained using the Selective Chopper Radiometer on Nimbus 5.

One very great difference that we see in the middle atmospheric energetics from that in the troposphere is that in the troposphere there is an external sink for $K_E$ due to frictional dissipation whereas in the middle atmosphere we see an external energy source for $K_E$ due to the convergence of the vertical flux of geopotential energy due to the planetary-scale waves. For instance, Hartmann (1976) found a flux of 0.167 Wm$^{-2}$ through 100 mb, 0.143 Wm$^{-2}$ through 10 mb, 0.027 Wm$^{-2}$ through 1 mb, and 0.004 Wm$^{-2}$ through 0.2 mb. Thus the 10 - 100 mb layer is relatively transparent to this planetary wave energy flux with a convergence of 0.024 Wm$^{-2}$, or 14% of the incoming flux. There is a convergence of 0.116 Wm$^{-2}$ in the 1 - 10 mb layer which is 81% of the incoming flux.
flux, and there is a convergence of 0.023 Wm\(^{-2}\) in the 0.2 - 1 mb layer which is 85% of the incoming flux. In the troposphere, the eddy kinetic energy was supplied by conversion from eddy potential energy whereas above 10 mb the convergence of the vertical flux of geopotential energy is an order of magnitude greater than this conversion.

It should be pointed out that the picture of middle atmosphere energetics that is presented here should rigorously taken to be representative only for the two month period in question for the Southern Hemisphere whereas the tropospheric energetics is representative of the annually-averaged state of the Northern Hemisphere. This point is discussed in Hartmann (1976).

2.3 External Energy Sources

Table 1, which shows the magnitudes of several sources of energy that are external to the atmosphere, is taken from the paper by Willis (1976), and the arguments that he uses in arriving at these values of the energy fluxes can be found there. The solar constant is observed to remain constant to about ±1%, but there have been speculations that it may vary within this range. Of course, within some spectral regions the solar irradiance has been observed to show much larger variations. For instance, there appears to be a solar-cycle change in irradiance by a factor of about 2.5 at some wavelengths in the far ultraviolet according to Heath (1973). The energy at wavelengths which are either known or are thought to vary are deposited in the middle atmosphere and above and in any event comprise a very small fraction of the solar flux. Thus, if temporal changes in the solar flux are to affect the troposphere in a significant fashion they must do so indirectly, possibly operating through changing middle atmosphere parameters that can affect the troposphere. The same is true of the magnetospheric fluxes that are shown in Table 1. They are too small to affect the troposphere directly.

3. MODES OF VERTICAL COUPLING

In a previous section we have seen that the middle atmosphere is strongly coupled to the troposphere by dynamical processes. In this section, we will discuss these dynamical coupling processes as well as those of radiational coupling, chemical coupling, and electrical coupling.

3.1 Upward Dynamical Coupling

The data that were used to make up the pictures of tropospheric and middle atmospheric energetics that were presented used daily nontropical data. This means that only the dynamic effects of extratropical large-scale motions with periods of several days or longer were included. For instance, no effects due to tides and gravity waves are included.

Let us first consider the stationary middle latitude planetary waves as agents for vertical coupling. Extratropical stationary planetary waves are large-scale undulations in the circumpolar flow that are forced by the surface winds blowing over the planetary-scale variations in surface elevation and by the planetary-scale distribution in diabatic heating. Charney and Drazin (1961) showed that such waves cannot propagate energy vertically in the presence of easterly flow in the middle atmosphere such as is present during summer. Dickinson (1969) later showed that as the westerly flow becomes
weaker, such as during the equinox seasons, the dissipative effect of infrared radiation to space becomes greater. Thus, theory is consistent with the observation that the vertical coupling effect of extratropical planetary waves is greatest during the winter season. For instance, Table 2 (from Miller, 1970) shows that the vertical energy flux associated with planetary waves is a maximum in winter. It also shows that there is little vertical coupling from the shorter wavelength planetary waves. Thus, the middle atmosphere acts as a short-wavelength filter for vertical energy propagation (e.g., Charney and Drazin, 1961, and Charney and Pedlosky, 1963).

Matsuno (1971) has shown that increases in the vertical flux of energy associated with tropospheric planetary waves initiate the course of events leading to sudden stratospheric warmings. The studies by Quieroz (1969), Labitske (1972), and Scott (1972) have shown that mesospheric cooling episodes accompany stratospheric warmings. D-region manifestations of planetary waves have been found by Deland and Friedman (1972) and Cavalieri, et al. (1974). Manifestations of planetary waves in the E-region have also been noted by Brown and Williams (1971), Brown (1975) and Cavalieri (1976).

Mean meridional motions also provide a dynamical coupling mechanism between the troposphere and the middle atmosphere. For instance, the numerically modelled mean meridional motions of Cunnold et al., (1975) that are shown in Figure 4 show mean meridional circulation cells that extend from the troposphere to the middle atmosphere.

Finally, shorter period motions such as tides and gravity waves provide a dynamical mechanism for transporting energy and momentum upward from the troposphere. While tidal and gravity waves are no doubt important in influencing the thermosphere (e.g., Lindzen and Blake, 1970, and Hines, 1965), their main influence on the stratosphere and mesosphere is probably to give rise to turbulent mixing through instabilities (e.g., Lindzen, 1968; Hodges, 1967; and Geller et al., 1975).

3.2 Downward Dynamical Coupling

By far the most likely candidate for the middle atmosphere exerting any kind of significant influence on the troposphere through dynamical coupling is through the modulation of the vertical energy flux associated with planetary waves. As Hines (1974) pointed out, since the transmission-reflection properties of planetary waves are strongly influenced by the mean zonal flow in the middle atmosphere, changes in the middle atmospheric flow affects the vertical energy flux out of the troposphere. Given a steady forcing of those waves from below, these changed fluxes would lead to a different equilibrium tropospheric planetary wave structure. Calculations of the type of planetary wave changes to be anticipated have been made by Avery and Geller (1978). Tung and Lindzen (1978) have suggested that changes in the middle atmosphere flow can produce conditions for resonant growth of tropospheric planetary waves which ultimately produce a stratospheric warming.

3.3 Radiational Coupling

The stratosphere is closely coupled to the troposphere by infrared absorption and emission processes. The extent of this coupling can best be appreciated by referring to Table 3 which is taken from the radiation calculations of Ramanathan and Dickinson (1978). Note first that the stratosphere absorbs twice as much longwave radiation from the troposphere as it does solar radiation.
Also, note that the net effect of the stratosphere is to warm the troposphere by about 10 Wm\(^{-2}\) and that 2.3 Wm\(^{-2}\) of this is a result of ozone in the stratosphere. With these results, we are able to physically interpret the result of Ramanathan et al., (1976) that a percentage depletion of ozone that is uniform in altitude will lead to a lowering of surface temperature such that a depletion of tens of percent leads to a temperature decrease of tenths of a degree Kelvin. Similar changes in surface temperature were also noted by Ramanathan et al., (1976) when the total ozone amount was unchanged but the height distribution is changed. This is due to the dependence of ozone infrared absorption on altitude through pressure broadening.

Ramanathan (1977) has pointed out that the warm polar stratosphere in existence during a sudden warming can play an important role in radiatively warming the polar troposphere. Figure 5, from Ramanathan (1977), indicates that the low latitude troposphere transports heat to high latitudes by mean meridional motions acting together with stationary and transient eddies (see Oort, 1971). It also illustrates another mode of heat transport that occurs when stratospheric warmings take place when there is an enhanced upward flux of eddy geopotential that results in a heating of the polar stratosphere. These higher than normal stratospheric temperatures cause enhanced downward infrared radiation into the troposphere. Ramanathan's (1977) calculations indicate that very strong sudden warmings can give rise to decreases in tropospheric available potential energy of up to 10\% and increases in the average winter polar surface temperature of 2\°K by this means.

Dickinson (1975), in the course of speculating about possible mechanisms for Sun-weather relationships, raised the possibility that changes in ionization in the vicinity of the tropopause resulting from varying cosmic ray fluxes could modulate the sulfate aerosol layer and that this could affect the energetics of the troposphere through affecting the incoming solar and outgoing infrared radiative fluxes.

Since ozone is the key constituent in the stratosphere, careful consideration of how external factors may change ozone concentrations, as well as the accompanying observational efforts, are needed. For instance, calculations by Ruderman and Chamberlain (1975) have shown that the observed 11-year variation in cosmic ray intensity can possibly give rise to a significant ozone variation, and Chamberlain (1977) has speculated that secular changes in both the Sun's and Earth's magnetic field could have produced secular ozone changes that produced past changes in climate. Also, satellite measurements of an ozone depletion during energetic proton events by Heath et al., (1977) verify the theoretical predictions of Crutzen et al., (1975) that MEV protons from the Sun produce odd-nitrogen in the upper stratosphere, which catalyzes ozone destruction. Such ozone depletions should have both a direct radiative effect on the troposphere as well as an effect on the dynamics in the middle atmosphere (see Schoeberl and Strobel, 1978, for example) in such a manner that might affect planetary wave structure (Geller and Avery, 1977).

3.4 Chemical Coupling

The origin of many of the atmospheric trace constituents lies at the surface of the Earth. Natural biological and anthropogenic processes at the Earth's surface produce, among other constituents, CH\(_4\), N\(_2\)O, CO, H\(_2\), CH\(_3\)Cl, CFC\(_1\)\(_2\), and CCl\(_4\). These gases have various loss mechanisms in the troposphere, but they all are transported to the stratosphere where destruction by ultraviolet
radiation, O('D) atoms, OH radicals and other processes provide a copious source of free-radical species. Processes that transport these constituents from the ground to the stratosphere thus provide an important link between the troposphere and the middle atmosphere.

3.5 Electrical Coupling

In the last few years, Markson (1975) and Herman and Goldberg (1978) have suggested ways in which solar activity induced changes in the atmospheric electric field may produce modulations in thunderstorm activity. Also, Hays and Roble (1978) and Roble and Hays (1978) have performed calculations of the global electric field that include solar effects on the ionosphere as well as thunderstorm effects. Markson (1975) and Herman and Golberg (1978) both start with the fact that lower atmosphere ionization, and hence conductivity, vary as a consequence of the Forbush decrease in galactic cosmic rays as well as changes in corpuscular radiation. Both, albeit by different mechanisms, then present a sequence of effects which leads to a changed fair weather field on the order of 10 Vm$^{-1}$. The weakest part of their sequence is coming up with a mechanism by which this relatively small change in the fair weather field can affect the weather. For instance, the electric field in a thunderstorm which results from the active convection dynamics interacting with cloud microphysics is on the order of $10^5$ Vm$^{-1}$ (Mason, 1971). Both Markson (1975) and Herman and Goldberg (1978) suggest that these small electric field changes that result from solar activity affect the cloud microphysics in a way that helps to initiate or at least enhance thunderstorms. We will hear more about this in the paper by Dr. Vonnegut. Much remains to be done to show that electrical coupling effects on the troposphere are meteorologically significant, however. Even if the observed lightning frequency is verified to vary with changing fair weather electric field and ion concentrations, as suggested by the results of Stringfellow (1974), it still would remain to be shown that other features of convective storms were influenced, and even if this were demonstrated, it still would remain to be shown how this could significantly affect the large scale distribution of meteorological parameters (Dickinson, 1975).
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Figure 1. Net incoming radiation flux at the top of the atmosphere \( (F_{TA}) \) based on satellite data as a function of latitude and month of the year. Annual mean 95% confidence limits are shown on the right hand side of the diagram.

Figure 2. The energy cycle of the atmosphere as estimated by Oort (1964). Values of energy are in units of \( 10^8 \) joules m\(^{-2} \), and values of generation, conversion, and dissipation are in watts m\(^{-2} \). The estimated value of conversion from \( \Delta z \) to \( K_z \) is smaller than the probable error of the estimate.
Figure 3. Energy box diagrams for three stratospheric layers: units (amounts, $10^5$ J m$^{-2}$; rates, Wm$^{-2}$). The values in parentheses are the tendencies. 1 July-6 September.

flux from below 100mb = 0.167 Watts m$^{-2}$
Figure 4. The mean meridional circulation patterns for seasons 10 (solstice) and 11 (equinox).
Figure 5. Schematic diagram of the direct and indirect poleward transport of heat by the global circulation. Arrow 1 indicates the direct transport and the events leading from arrow 2 to 4 indicate the indirect transports.
### Table 1
Electromagnetic and Magnetospheric Energy Fluxes

<table>
<thead>
<tr>
<th>Physical Process</th>
<th>Energy Flux (W m(^{-2}))</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Electromagnetic radiation:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Solar constant</td>
<td>(1.35 \times 10^3)</td>
<td>Labs and Neckel (1971), Kondratyev (1972), Allen (1973), Thekaekara (1973), Smith and Gottlieb (1974)</td>
</tr>
<tr>
<td>Soft X-rays (0.2 &lt; \lambda &lt; 50) nm</td>
<td>(8.8 \times 10^{-4})</td>
<td>Smith and Gottlieb (1974)</td>
</tr>
<tr>
<td>Extreme ultraviolet (50 &lt; \lambda &lt; 140) nm</td>
<td>(1.0 \times 10^{-2})</td>
<td>Thekaekara (1973)</td>
</tr>
<tr>
<td>Far ultraviolet (140 &lt; \lambda &lt; 210) nm</td>
<td>(2.7 \times 10^{-1})</td>
<td>Dessler (1975)</td>
</tr>
<tr>
<td>Near ultraviolet (210 &lt; \lambda &lt; 330) nm</td>
<td>(3.9 \times 10^{-1})</td>
<td></td>
</tr>
<tr>
<td>Visible region (330 &lt; \lambda &lt; 1,000) nm</td>
<td>(9.0 \times 10^{-2})</td>
<td></td>
</tr>
<tr>
<td>Near infrared (1,000 &lt; \lambda &lt; 2,400) nm</td>
<td>(3.6 \times 10^{-2})</td>
<td></td>
</tr>
<tr>
<td>Solar wind</td>
<td>(2.7 \times 10^{-4})</td>
<td></td>
</tr>
<tr>
<td><strong>Visual aurorae:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>International brightness coefficient I</td>
<td>(6.0 \times 10^{-4})</td>
<td>Dalgarno, Latimer and McConkey (1965)</td>
</tr>
<tr>
<td>II</td>
<td>(6.0 \times 10^{-3})</td>
<td></td>
</tr>
<tr>
<td>III</td>
<td>(6.0 \times 10^{-1})</td>
<td></td>
</tr>
<tr>
<td>IV</td>
<td>(6.0 \times 10^{-1})</td>
<td></td>
</tr>
<tr>
<td><strong>Auroral particles:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Glow (diffuse) aurora (\text{Nike-Apache rocket)}) (\text{DAPP satellite})</td>
<td>(5.8 \times 10^{-3})</td>
<td>Bryant et al. (1970), Williams et al. (1975)</td>
</tr>
<tr>
<td>Inverted-V precipitation</td>
<td>(&lt;1.0 \times 10^{-2})</td>
<td>Frank and Ackerson (1971)</td>
</tr>
<tr>
<td>Bright auroral arc</td>
<td>(&lt;1.0 \times 10^{-2})</td>
<td>McIlwain (1960)</td>
</tr>
<tr>
<td>Proton aurora - quiet conditions</td>
<td>(&lt;1.0 \times 10^{-3})</td>
<td>Clark and Metzger (1969), Metzger and Clark (1971)</td>
</tr>
<tr>
<td>- very disturbed conditions</td>
<td>(3.6 \times 10^{-2})</td>
<td>Rees and Roble (1975)</td>
</tr>
<tr>
<td>Stable auroral red arcs</td>
<td>(&lt;2.0 \times 10^{-4})</td>
<td>Heikkila and Winningham (1971), Paulikas (1971)</td>
</tr>
<tr>
<td>Polar cusp electrons</td>
<td>(&lt;1.0 \times 10^{-3})</td>
<td></td>
</tr>
<tr>
<td>Polar cusp protons</td>
<td>(&lt;1.0 \times 10^{-3})</td>
<td></td>
</tr>
<tr>
<td><strong>Joule heating of the thermosphere:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(E = 1) mV/m</td>
<td>(1.4 \times 10^{-5})</td>
<td>Cole (1975)</td>
</tr>
<tr>
<td>(E = 10) mV/m</td>
<td>(1.4 \times 10^{-3})</td>
<td>Williams et al. (1975)</td>
</tr>
<tr>
<td>(E = 100) mV/m</td>
<td>(1.4 \times 10^{-1})</td>
<td>Puppi (1956)</td>
</tr>
<tr>
<td>Solar protons</td>
<td>(&lt;2.0 \times 10^{-3})</td>
<td>Sanatani and Hanson (1970)</td>
</tr>
<tr>
<td>Galactic cosmic rays</td>
<td>(&lt;7.0 \times 10^{-6})</td>
<td>Cole (1975)</td>
</tr>
<tr>
<td>Downward conduction of heat from the</td>
<td>(3.2 \times 10^{-5})</td>
<td></td>
</tr>
<tr>
<td>magnetosphere</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2
Monthly mean values of \([\omega^* z^*]_{100mb}\) by wavenumber based on the period January 1964-December 1968: units, ergs cm\(^{-2}\) sec\(^{-1}\). (Negative values indicate an upward flux of kinetic energy.)

<table>
<thead>
<tr>
<th>Wavenumber n</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>-102</td>
<td>-67</td>
<td>-21</td>
<td>-4</td>
</tr>
<tr>
<td>February</td>
<td>-63</td>
<td>-73</td>
<td>-7</td>
<td>-7</td>
</tr>
<tr>
<td>March</td>
<td>-54</td>
<td>-39</td>
<td>-25</td>
<td>-9</td>
</tr>
<tr>
<td>April</td>
<td>-25</td>
<td>-29</td>
<td>-16</td>
<td>-9</td>
</tr>
<tr>
<td>May</td>
<td>-8</td>
<td>-9</td>
<td>-5</td>
<td>-7</td>
</tr>
<tr>
<td>June</td>
<td>-0</td>
<td>-5</td>
<td>10</td>
<td>-1</td>
</tr>
<tr>
<td>July</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>-2</td>
</tr>
<tr>
<td>August</td>
<td>-4</td>
<td>-2</td>
<td>-1</td>
<td>-4</td>
</tr>
<tr>
<td>September</td>
<td>-4</td>
<td>-5</td>
<td>-4</td>
<td>-9</td>
</tr>
<tr>
<td>October</td>
<td>-27</td>
<td>-13</td>
<td>-5</td>
<td>-10</td>
</tr>
<tr>
<td>November</td>
<td>-78</td>
<td>-48</td>
<td>-26</td>
<td>-8</td>
</tr>
<tr>
<td>December</td>
<td>-97</td>
<td>-56</td>
<td>-25</td>
<td>-12</td>
</tr>
<tr>
<td>Yearly Mean</td>
<td>-39</td>
<td>-29</td>
<td>-11</td>
<td>-7</td>
</tr>
</tbody>
</table>
Table 3
Global Mean Stratospheric Radiative Energy Balance
Net = Absorption-emission. Units Wm\(^{-2}\)

Relative Effects of \(O_3\) and \(CO_2+H_2O\) in the Stratosphere
\[O_3 = (11.95+7.6-4.06) = 15.49\]
\[CO_2+H_2O = (19-34.94) = -15.94\]

Stratospheric Effect on the Tropospheric Energy Balance

<table>
<thead>
<tr>
<th></th>
<th>(a) Total</th>
<th>(b) (O_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solar</td>
<td>(-10.5\times.69) = (-7.2)</td>
<td>Solar = (-7.2)</td>
</tr>
<tr>
<td>IR</td>
<td>(17.4)</td>
<td>Longwave, (O_3) = (1.7)</td>
</tr>
<tr>
<td>Net</td>
<td>(10.2)</td>
<td>Longwave, ((CO_2+H_2O)) = (7.8) (15.7/2)</td>
</tr>
<tr>
<td></td>
<td>(2.3)</td>
<td>Net</td>
</tr>
</tbody>
</table>

Diagram:
- Absorption: 38.56
- Emission: 39.0
- Net: \(-.44\)

Subcategories:
- Solar: 11.95
- Longwave: 26.61
- \(O_3\): 4.06
- \(CO_2+H_2O\): 34.94

Subcategories within:
- Diffuse: 1.45
- Direct: 10.5
- \(O_3\): 7.6
- \(CO_2+H_2O\): 19.01
- Up: 2.36
- Down: 1.7
- Up: 19.24
- Down: 15.7
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TROPOSPHERIC ELECTRIFICATION

Bernard Vonnegut
Atmospheric Sciences Research Center
State University of New York at Albany
Albany, New York 12222

1. INTRODUCTION

The solid Earth carries a negative charge of approximately $10^6$ C and the lower atmosphere an equal, opposite charge. While a number of charging processes in the lower atmosphere are involved, such as erupting volcanoes, snow, sand and dust storms, and the bubbles bursting from the oceans, the primary cause of the Earth's electrification is activity of the approximately 1,000 thunderstorms that are taking place at any time (Chalmers, 1967). Though we know that the electrification of these clouds is caused by the accumulation of regions of charged water particles, there is no general agreement concerning which of the various processes that have been proposed to account for this is primarily responsible. Not only do we lack a satisfactory explanation of the cause of the electrification within the cloud, but we are also unclear what role this electrification plays in the meteorological processes that take place in the lower atmosphere.

It should be noted that while thunderstorms are undoubtedly the principal source of atmospheric electrification under most conditions, it is possible that extraordinary volcanic eruptions may sometimes play an important role. These have on occasion been observed to cause lightning displays rivaling or surpassing those of the most intense thunderstorms. While measurements are lacking, it is conceivable that because of their great violence and because they rise tens of kilometers higher than thunderstorms and penetrate well into the stratosphere, large volcanic events may produce significant transient perturbations of the global atmospheric electrical circuit.

2. THUNDERCLOUD DEVELOPMENT

The first stage of the development of the thundercloud begins when warm, moist air, because of its lower density, converges and forms an updraft. As a result of adiabatic expansion, the air cools as it rises. Because of this cooling, the relative humidity increases. When the air has risen to the level where its relative humidity is a few percent in excess of saturation, the moisture begins condensing as small water droplets tens of micrometers in diameter. When this happens, the updraft becomes visible as a cloud, the flat base marking the condensation level.

The condensation of water vapor is an important factor in the development of the cloud, for it releases heat into the updraft that increases its buoyancy, and the condensation thus provides much of the energy needed for cumulus development.
During the early stages of convection, large numbers of "fair weather cumulus clouds" develop. Even though they may rise to altitudes of 5 km or more, they exhibit little or no observable electrification. The electrification process is observed to begin when one of the fair weather clouds suddenly grows and becomes larger and taller than its neighbors. For reasons that are not understood, regions of space charge begin to accumulate within the cloud, and the electric field begins to increase exponentially, doubling every few minutes.

Because of the heat being released by the condensation process, the cloud can remain buoyant as it rises for distances of many kilometers, the air experiencing an upward vertical acceleration all the while. Finally, because most of the water vapor has condensed, the rising cloud becomes cooler than its environment and begins to decelerate. In the case of smaller thunderstorms this may occur at inversion layers in the troposphere, but in the case of larger storms the level of neutral buoyancy is usually at the tropopause.

Although the cloud air mass is no longer buoyant at this level, it possesses considerable vertical velocity, many tens of meters per second, as the result of its acceleration in the lower portion of the cloud. Because of its upward momentum, the cloud therefore continues to grow even though because of adiabatic cooling it may be far denser than the surrounding atmosphere. Finally, when the air of the cloud has lost its upward momentum, it reverses its direction and falls back very much like a fountain. It is this upward penetration and falling back that gives rise to the characteristic convective structure that can be seen in the satellite photograph of a thunderstorm cloud shown in Figures 1 and 2. The penetrative overshooting convective towers of the thunderstorm can cool to temperatures as low as -80°C, far colder than the surrounding atmosphere. These unusually cold portions of the upper part of the cloud are clearly evident in satellite infrared imagery and provide the basis of a useful technique for recognizing severe weather from space satellites.

Sometime during the vertical development of the cloud, usually when it reaches altitudes of the order of 9 or 10 km, the growing electric field becomes so large that lightning sparks take place, either within the cloud or between the cloud and ground. While the usual thunderstorm reaches altitudes of 10 or 12 km, as is shown in Figure 3, some smaller storms occurring in the semi-tropics have been observed to produce lightning even though the cloud height never exceeds 5 km. On the other hand, unusual very large thunderstorms of the sort that cause tornadoes have been observed that rise to altitudes in excess of 20 km, well into the stratosphere.

The electrical activity of thunderclouds, as indicated by the frequency with which they produce lightning, increases rapidly with cloud height. Shackford's data on New England thunderstorms (1960) in Figure 4 shows that lightning frequency increases dramatically with height. Ordinary thunderstorms produce lightning at the rate of 10 or 20 flashes per minute, while giant thunderstorms that rise well into the stratosphere are found to produce lightning at rates in excess of 1,000 per minute (Vonnegut and Moore, 1959). If thunderstorms are capable of interacting electrically with the upper atmosphere, it is to be expected that the giant storms should be of the greatest significance, for not only are they the most energetic electrically, but they also reach much higher altitudes than ordinary storms.
3. ELECTRIC FIELDS AND CURRENTS ABOVE THUNDERCLOUDS

Observations of thunderstorms show that most storms approximate a vertical dipole with tens to hundreds of coulombs in the upper part of the cloud and a negative charge of similar magnitude in the lower part of the cloud. It is to be expected that whatever influence the electrification of the cloud may have upon the upper atmosphere, it will arise primarily from the positively charged upper part of the cloud that in large storms can penetrate well into the stratosphere. At these altitudes the electrical conductivity of the atmosphere is two or three orders of magnitude greater than at sea level. We will therefore consider what is known concerning the electrical processes taking place in the upper part of the thundercloud and in the clear air above.

The first atmospheric electrical measurements above an active thunderstorm were made by Gish and Wait (1950) from a B-29 airplane equipped to measure electrical conductivity and electric field intensity. Their results confirmed the prediction of C. T. R. Wilson (1920) that here currents of the order of an ampere were conveying positive charge to the upper atmosphere. Figures 5 and 6 show typical electric field records obtained during flights over the top of the storm.

The record in Figure 6 shows that following a lightning discharge the electric field reverses polarity and briefly is even more intense than it was before the discharge. The field then relaxes and reverses, returning to about its original value at a rate approximating the electrical relaxation time of the air at airplane altitude.

Subsequent measurements made from instrumented balloons by Stergis, et al. (1957), at altitudes of 23 to 30 km MSL show that similar currents flow at higher altitudes.

Observations above thunderclouds from a U-2 airplane equipped with cameras and electrical field measuring equipment reported by Vonnegut, et al. (1966), disclose that the strong electric fields and conduction currents flowing above the cloud are confined to the penetrative cauliflower like convective cells rising above the anvil, such as can be seen in Figure 1.

Although it is clearly evident from the observations that have been made that currents are flowing from the tops of clouds to the upper atmosphere, there are aspects of this process that are not clearly understood. One of these is the manner in which the conduction of charge takes place in the upper part of the cloud. Because there appears to be no process whereby the cloud could serve as a source of fast positive ions, it would appear that at the upper cloud surface the transport of charge to the upper atmosphere is accomplished exclusively by the motion of negative ions moving downward to the cloud surface.

Any adequate description of the charge transfer process must explain what is happening to the approximate one coulomb of negative ions that is arriving at the cloud surface each second. From our knowledge of the behavior of ions and cloud particles it can be calculated that ions moving into the cloud under the influence of electrical forces will rapidly become immobilized by attachment to cloud particles before they have penetrated many tens of meters into the cloud (See Klett, 1972).
There appear to be several possible explanations for what is happening to the negative ions. If the cloud surface remains motionless, it is conceivable that the charge could continue to accumulate on the surface of the cloud under the influence of an ever increasing positive charge within the cloud until dielectric breakdown takes place. Alternatively, it is possible that the accumulating charge is removed from the surface of the cloud through the convective motions of the cloud. This might be accomplished through turbulent diffusion that would act to distribute the negative charge on the cloud surface throughout the positively charged cloud interior. Another possible way that the negative charge could be continuously removed is through large-scale convective movements of the cloud surface, as has been postulated by Grenet (1947) and Vonnegut (1955). According to this idea, there is a large-scale divergence on the top of the penetrative convective cell that would carry away the negative charge down the side of the cloud surface in a manner somewhat analogous to the transport of charge by the belt on the Van de Graaff high voltage generator. An understanding of what is taking place will require that we obtain better measurements than are presently available of the distribution of charged particles in the cloud top.

If the cloud is not a source of fast positive ions, it is evident that there must be an electrode effect of some magnitude in the clear air above the cloud surface, for while fast negative ions are drawn from the upper atmosphere to the cloud, positive fast ions will be repelled. It is therefore to be expected that above the cloud surface there would be a region of negative space charge in the form of negative fast ions and that the negative ion conductivity of the air would be very much larger than that from the positive ions. Probably one would not expect to see an electrode effect in the data taken by Stergis, et al., for their balloons were many kilometers above the cloud, probably well beyond any electrode layer. In the case of the Gish and Wait observations, which in some cases were made within a few kilometers of the cloud top, one might expect to see significant differences in their measured positive and negative ion conductivities. However, such a difference does not appear to exist. There seem to be two possible explanations for the absence of the screening layer during Gish and Wait’s flights.

Possibly the electrode layer did not extend or had not yet established itself in the region of Gish and Wait’s traverses. Certainly it is desirable to carry out further investigations to establish the existence and extent of electrode layers over active thunderclouds.

The discussion thus far has been concerned with only the simplest of cases above a thunderstorm, such as that shown in Figure 5, in which the electric field approximates that of a simple dipole with no transients of the sort produced by lightning. Figures 6 and 7 show progressively more complicated records in which the electric field changes very rapidly in magnitude and even in direction as the result of lightning discharges taking place within the cloud. It is possible, as has been suggested by Vonnegut, et al. (1966), and as is illustrated in Figure 8, that the reversal in the electric field attending the lightning discharge may be the result of the screening layer on the surface of the cloud when a dipole is destroyed as the result of lightning.

In the steady-state situation, such as illustrated in Figure 5, with no lightning the electric field above the cloud drops off rapidly with height above the cloud because of the dipole nature of the charge distribution in the cloud and because of the rapidly increasing conductivity of the atmosphere with
height. In the case when a lightning discharge occurs in which the field change can take place in a matter of 50 μsec, the transient electric field will undoubtedly be far larger than in the steady-state case. C. T. R. Wilson (1925) has suggested that since the dielectric strength of the atmosphere is proportional to the pressure, which falls off far more rapidly than the electric field of a dipole, it is conceivable that dielectric breakdown may occur at the time of lightning at altitudes many kilometers above thunderstorms. Luminous phenomena have occasionally been reported that may be the result of such a phenomenon. In this case, the electric discharge would be in the nature of a glow discharge rather than the usual lightning-like spark. Should such phenomena occur above thunderstorms, it is possible that the sudden current and ionization phenomena may play a significant role in processes taking place well above the tropopause.

Another ionization phenomenon above the thundercloud is a vertical lightning flash extending above the cloud into the clear atmosphere. This phenomenon reported by Wood (1951) is shown in Figure 9. A similar instance has been reported to the author by a NASA U-2 pilot who described a very similar phenomenon that he saw when flying at an altitude of approximately 20 km MSL above a large active thunderstorm. Although such descriptions of lightning discharges above thunderstorms are rare, the phenomenon may be fairly common, for such an occurrence would be difficult to see from below. Ions, space charge and electric currents and radiation produced by such phenomena may possibly have significant effects on the process taking place in the upper atmosphere.

The lightning discharges of the Earth's thunderstorms taking place at a rate of approximately 100 per second are strong sources of electromagnetic radiation that can possibly influence processes taking place in the middle atmosphere. Vampola (1977) has recently speculated that radiation from high powered VLF transmitters can induce slot electron precipitation and suggested that Bremsstrahlung thus produced could penetrate to the lower atmosphere. Because it is recognized that lightning is a strong source of radiation in the VLF region, it appears reasonable to suppose that it might produce a similar effect.

Although the effects are probably very small, it is worth noting that the coupling of electrical phenomena in the middle atmosphere to the Earth's surface will depend on the electrical conductivity of the lower atmosphere. It is therefore conceivable that fair-weather atmospheric electric phenomena may play a part in influences exerted by the troposphere. For example, natural cloudiness and fog can significantly reduce atmospheric conductivity, and in the case of aerosols produced by volcanoes or nuclear detonations these effects can extend well into the stratosphere. Man-made radioactivity will have the opposite effect and increase the conductivity of the atmosphere. It has been extrapolated from the projected development of nuclear power stations that within decades the electrical resistance between the Earth and the upper atmosphere will decrease significantly as a result of the introduction of Krypton 85 into the atmosphere (Boeck, 1976).

Because we now understand so little about the mechanisms by which thunderstorms become electrified and the role of electrical interactions in the processes taking place within the cloud, it is very difficult to assess the role that middle atmospheric phenomena may play in the meteorological processes taking place in the lower atmosphere. Because the current flowing from the upper atmosphere to the tops of thunderstorms and from the upper atmosphere to the Earth will be influenced
by ionization processes originating or modified in the middle atmosphere, it is reasonable to expect that this could modify the electrification process taking place within the storm. If the conduction current to the storm acts to oppose the electrification process, as would be the case according to electrification mechanisms based on the falling of charged precipitation, increased ionization could be expected to reduce thunderstorm electrification. On the other hand, if the current flowing from the upper atmosphere to the storm is part of the charge generation process, as suggested by Grenet and Vonnegut, then such increases in conductivity might be expected to increase the intensity of electrification. If electrification can play a significant role in cloud microphysical processes, as some have suggested (Vonnegut, 1978), it is conceivable that upper atmospheric processes could exert an effect on tropospheric weather phenomena.
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Figure 1. Thunderstorm over South America photographed from Apollo 9. Circular anvil is approximately 100 km in diameter.

Figure 2. Thunderstorm cells photographed from Apollo/Soyuz mission.
Figure 3. Approximate dimensions of small, ordinary, and giant thunderstorms (Vonnegut, 1965).

Figure 4. Plot of lightning frequency as function of cloud altitude (Schackford, 1960).
Figure 5. Electric field of thundercloud measured from an airplane (Gish and Wait, 1950).

Figure 6. Electric field measured above thundercloud showing effect of lightning discharge within the cloud (Gish and Wait, 1950).
Figure 7. Electric field record above thunderstorm showing more complicated structure (Gish and Wait, 1950).

Figure 8. Sketch illustrating how the screening layer of negative charge formed on the upper cloud surface might be carried away as fast as it forms. This screening layer may be responsible for the field reversal observed when lightning occurs within the cloud (Vonnegut, et al., 1966).
Figure 9. Sketch illustrating lightning display observed above the anvil of a cumulonimbus cloud (Wood, 1951).
ENERGY AND MASS TRANSPORT IN THE THERMOSPHERE

H. G. Mayr, I. Harris and N. W. Spencer
NASA/Goddard Space Flight Center
Laboratory for Planetary Atmospheres
Greenbelt, Maryland 20771

1. INTRODUCTION

The upper atmosphere or thermosphere is referred to as the region above the mesopause (80-90 km) where the neutral gas temperature begins increasing with height to values as high as 2000°K. It harbors a relatively dense plasma population—the ionosphere—which, controlled by electric and magnetic fields, affects the energetics and dynamics of the neutral atmosphere. Through current loads, the ionospheric plasma distribution can also affect the electric fields across the magnetosphere which in turn penetrate into the lower atmosphere (Park and Dejnakiuthra, 1977). The distribution of this plasma is influenced by atmospheric mass and energy transport. In the lower thermosphere, winds are a source for dynamo electric fields.

The average radiative heat input into the atmosphere (down to the tropopause), and the gas temperature are illustrated in Figure 1. Absorption of ultraviolet (UV) radiation with dissociation of O₃ and O₂ dominate in the mesosphere and lower thermosphere respectively. In the upper thermosphere, the extreme ultraviolet (EUV) radiation from the Sun is the principal source of ionization and heating (e.g. Hinteregger, 1976; Stolarski et al., 1975). In absolute terms the thermospheric input is small compared with the energy from UV and visible components of the solar spectrum that are absorbed below 90 km. In general, energy transfer downwards is, therefore, insignificant for the energetics of the lower atmosphere; but for the same reason, even a small leakage of energy due to upward propagating waves may have profound effects on the thermosphere. In terms of the specific heating rate relative to the low ambient density, the EUV source is comparatively large (Figure 1) accounting for the large temperatures in the upper atmosphere. It is believed that the EUV component of the solar spectrum is highly dependent on solar activity and causes large variations in temperature.

The thermosphere also receives solar wind energy through the magnetosphere in the form of precipitating particles and electric fields (Cole, 1971, 1975; Banks, 1977; Ching and Chiu, 1973; Roble and Matsushita, 1975). This energy is comparable to that from EUV absorption at high latitudes and significant for the global energy budget during magnetic storms.

Most of the thermal energy deposited in the upper atmosphere is ultimately carried through vertical heat conduction (molecular and eddy) into the lower atmosphere where radiative cooling becomes important; the large temperature gradients in the lower thermosphere (Figure 1) are a prominent signature of this transport process.
The meager information available on the turbulent properties of the lower thermosphere suggests that the turbopause is located near 110 km. Above that height, molecular diffusion (in contrast to mixing in the lower atmosphere) dominates such that major atmospheric species tend to follow height distributions corresponding to their individual mass and temperature. This diffusive separation in the composition (Figure 1) has profound effects on the formation of the ionosphere which is chemically tied to the neutral atmosphere.

The three major forcing functions due to EUV radiation and magnetospheric and lower atmospheric coupling are different in character, variable in time and highly nonuniform in space. Combined with the fact that nonlocal processes associated with large scale mass, energy and momentum transfer are very important, the dynamic state of the thermosphere is thus complex (illustrated in Figure 2). Thermospheric winds driven by the solar radiative input are typically on the order of 100 m/sec. Associated with these winds are variations in temperature, composition and plasma densities. Electric fields of solar wind-magnetospheric origin produce large scale convection cells with plasma drift velocities as high as a few km/sec (e.g. Cauffman and Gurnett, 1972). The ions accelerate, through ion-neutral drag, the neutral atmosphere and generate wind velocities up to 1 km/sec which are usually much larger than any of the thermally driven winds. These motions produce frictional interactions in the form of Joule heating and viscous dissipation which are important for the energy budget of the thermosphere, in particular during magnetic storms. Precipitating particles from the magnetosphere represent a source of ionospheric plasma at high latitudes and, in part, trigger the transfer of electric field energy to the neutral atmosphere. The ionosphere also plays the important role of damping atmospheric motions which in turn affects the global energy and mass distribution.

The “reverse” of electric field generated wind systems is the atmospheric dynamo. At altitudes below 150 km, the collisional interaction of the ions with the dense neutral atmosphere becomes so important that atmospheric winds eventually dominate the ion motions. While electric and magnetic fields still control the drift of electrons (which are less effective in exchanging momentum with the heavier neutral particles), a polarization or dynamo electric field is generated. This field extends into the F-region where it is responsible for the geomagnetic ionization anomaly and significantly modifies the thermospheric wind field (e.g. Volland, 1976). Dynamo electric fields also reach all the way down into the troposphere (e.g. Volland, 1977).

The generation mechanisms of dynamo electric fields are as varied as the forcing functions of thermosphere dynamics. Analysis indicates that the fundamental diurnal tide, which is excited in situ by UV and EUV radiation, drives the Sq current systems in the altitude range between 120 and 180 km (Richmond et al., 1976; Forbes and Lindzen, 1976a, b; 1977). Semidiurnal tides, excited in the ozone layer of the lower mesosphere, propagate up into the thermosphere. Mode coupling due to prevailing winds can change the tidal structure sufficiently to produce a close match between the height profiles of wind velocities and Hall conductivity. In that event relatively large dynamo currents are generated which may be telltales of dynamic processes in the mesosphere. Wind fields associated with energy and momentum sources of magnetospheric origin are presumably also involved in generating dynamo electric fields.
In the following, we shall discuss a few examples illustrating the effects of large scale energy and mass transport in the thermosphere: (1) The seasonal variations reveal temperature, composition and ionospheric anomalies involving energy exchange between the thermosphere and mesosphere. (2) The midnight temperature maximum in the thermosphere is interpreted as a signature of tidal waves emanating from the mesosphere and momentum coupling associated with ion drag. (3) The ionospheric storm in the F-region illustrates the intricate effects of large scale atmospheric winds driven by magnetospheric energization processes. (4) Atmospheric signatures of Joule heating and electric field momentum coupling are markedly different.

2. SEASONAL VARIATIONS

Some of the most striking anomalies in the upper atmosphere are the winter enhancements in the F2-region ionization, He concentration and gas temperature near the mesopause. The basic ideas that have contributed to an understanding of these phenomena go back to Kellogg (1961) who postulated, from an analogy with the global redistribution of ozone by atmospheric winds in the stratosphere, that the meridional circulation should transport significant amounts of oxygen from the summer toward the winter hemisphere. Kellogg furthermore proposed that accumulation of oxygen in winter and the ensuing three body recombination (O+O+N2 → O2 +N2) could release enough chemical energy to affect the temperature anomaly near the mesopause. King (1964) presented evidence from the F-region winter anomaly (higher peak electron density in winter than in summer) to suggest that the relative abundance of atomic oxygen is enhanced in winter relative to summer. He invoked the circulation concept to explain the changing composition (consistent with a similar suggestion by Johnson, 1964). Johnson and Gottlieb (1970) estimated that meridional winds can account for the large winter He bulge that had been observed from satellite drag and mass spectrometer measurements (Reber et al., 1968; Keating and Prior, 1968).

Figure 3 illustrates in a very simplified geometry the most important transport processes that come into play in the seasonal variations of the thermosphere. We consider the zonal average during solstice conditions. Due to the inclination of the Sun, the summer hemisphere is heated preferentially, setting up pressure gradients across the equator that drive atmospheric winds from the summer toward the winter hemisphere. These winds transport significant amounts of energy and mass. Energy transport is primarily effective in the form of adiabatic cooling (in summer) and adiabatic heating (in winter) thus lowering the temperature contrast between both seasons. Downward heat conduction removes more energy in summer than in winter.

Mass transport takes place in three forms: (a) Thermal expansion and contraction leads to a density increase or decrease in the warmer or cooler regions of the atmosphere respectively; this process is most effective for the heavier constituents. (b) Wind induced diffusion primarily affects the minor species and most of all the lighter ones. Dragged along by the motions of the major constituent, the height integrated horizontal mass transport of He, for example, is proportional to its large scale height (and inversely proportional to its mass). As a result, the He concentration tends to decrease in summer and increase in winter which contrasts the effects of thermal expansion and contraction. (c) Mass transport by exospheric flow (e.g. Hodges, 1973) can be compared with fast diffusion. In this process, particles move in ballistic trajectories from the high-temperature or high-density regions toward the cooler or more tenuous regions on the globe. The resulting flow
velocity is highly temperature dependent \((aT^{5/2})\) and becomes increasingly important for smaller masses so that exospheric transport significantly affects the summer to winter variations of He and essentially governs the H distribution.

The essential elements in the annual variations of the thermosphere are illustrated in results (Figure 4) from a three dimensional multi-constituent model that are in qualitative agreement with observations. Summer to winter variations at the poles are presented which are characterized by a substantial temperature contrast at high altitudes, a winter oxygen bulge below 350 km which is the major cause for the ionospheric winter anomaly in the \(F_2\) region and a very large (factor of 40) increase in the He concentration from summer to winter. In the lower thermosphere near the mesopause, the winter anomaly in temperature is indicated. Meridional wind velocities of about 40 m/sec at the Equator are shown in the upper thermosphere. As signatures of the mesopause temperature anomaly, the meridional winds reverse direction near 130 km and the zonal winds (at mid latitudes) reverse it near 100 km. Below 80 km, the zonal winds change direction again, consistent with the geostrophic conditions for a temperature maximum in summer.

Figure 5 illustrates in more detail some of the processes that contribute to the seasonal temperature variations in general and the formation of the mesopause temperature anomaly in particular. Results from a theoretical model serve to delineate their significance. Shown are computed relative amplitudes at the poles, plus or minus signs indicating a maximum in summer or winter respectively. Energy from EUV radiation (thin line) is the principle source of the temperature (and density) variations in the upper thermosphere. Atomic oxygen, transported from the summer toward the winter hemisphere recombines and releases energy (Kellogg, 1961) that significantly contributes to the winter anomaly near 90 km (minus sign). This process is in part compensated by the \(O_2\) dissociation and heating from the Schumann-Runge continuum (UV(O3), in dashed line) which tends to produce a temperature maximum in summer (plus sign). In the mesosphere, where ozone is the principle absorber of solar radiation (UV(O3)), radiative equilibrium (with higher temperatures in summer) and geostrophic conditions prevail. Above 80 km, the meridional circulation driven by this source, however, becomes effective. Thus, both adiabatic heating and recombination energy from O, which is transported toward the winter hemisphere, contribute to increase the gas temperature near the mesopause in winter (dotted line).

The combined effect of these processes which involve thermospheric and mesospheric energization processes reproduces the mesopause temperature anomaly qualitatively—but not quantitatively. Observed temperature amplitudes near 90 km are more than a factor of two larger than those predicted in Figure 5 (CIRA, 1972). Circumstantial evidence from a variety of thermospheric measurements suggest that an important additional energy source is active near the mesopause level. In Figure 6 two computer solutions are presented, the one in solid lines describing the combined effect (in temperature and composition) from the above discussed processes. The second solution in dashed lines includes an additional heat source with a maximum near 90 km in the winter hemisphere, which causes a circulation component schematically illustrated with dashed lines in Figure 5. The results are compared with the empirical MSIS model (Hedin et al., 1977). As postulated, this additional source produces the desired increase in the magnitude of the temperature anomaly near the mesopause. Noting the associated changes in thermospheric temperature
and composition throughout the thermosphere, it is apparent that this source also improves the overall agreement between theory and observations. The magnitudes of the winter oxygen bulge and temperature variation in the upper thermosphere, for example, decrease. Furthermore, the wind velocities above 200 km (shown in Figure 4) tend to increase somewhat, which is in the right direction to accommodate recent radar backscatter measurements (Emery, 1978a, b). In the lower thermosphere the heat source accounts for the observed reversals of the zonal and meridional winds.

At this point, the postulated forcing function is phenomenological in nature. But it is reasonable to speculate that it may actually be due to dissipation of planetary waves that originate in the troposphere and propagate up into the mesosphere during winter (Matsuno, 1975) when the wind shear activity (turbulence) is also observed to be enhanced (Zimmerman et al., 1977).

An important element in understanding the seasonal variations of the thermosphere is the feedback from composition changes (due to wind induced diffusion) on the wind fields and temperature variations. Analysis indicates that the winter oxygen bulge shown in Figure 4 contributes significantly to decrease the pressure gradient that in turn drives the meridional circulation. As a result, the energy transport by thermospheric winds from the summer to the winter hemisphere is reduced and a relatively large temperature variation is maintained. Model calculations show, more specifically, that in the upper thermosphere the relative amplitude of the annual temperature variations would be reduced by about a factor of three and the meridional wind speeds would increase by about a factor of two if wind induced diffusion of oxygen were neglected. This effect was also shown to be important for the dynamics and energetics of the cytherean thermosphere (Dickinson and Ridley, 1975, 1977).

Due to the difference in time scales, some of the processes discussed above are to a much lesser extent operative in the diurnal variations of the upper atmosphere. To illustrate that, we compare in Table 1 certain parameters that characterize the diurnal and annual variations. Considering the global scale geometries, the relative amplitudes (normalized to the global average) refer to the Equator for the fundamental diurnal tide and to the poles for the annual tide; the wind velocities which tend to maximize in regions of largest pressure gradients, refer to the poles and Equator respectively. More energy (factor of three) goes into the diurnal tide and, correspondingly, the wind velocities are higher. Because of the long time constant for mass transport, the effects of wind induced diffusion on He and O are much larger for the annual component in spite of its comparatively small wind velocities. The winter oxygen bulge, in turn, accounts to a considerable extent for the magnitude of the annual temperature amplitude which, in comparison with the diurnal tide, is disproportionally large for the small annual energy component.

3. THE MIDNIGHT TEMPERATURE ANOMALY

In situ satellite measurements on Atmosphere Explorer-E have revealed pronounced temperature enhancements near midnight (Spencer et al., 1977; Spencer et al., 1979) which are presumably related to similar features that were inferred from radar backscatter (Harper, 1974) and mass spectrometer measurements on OGO-6 (Hedin et al., 1974). The phenomenon is observed most of the
time, but is highly variable and takes on various forms ranging from a flat plateau to a sharply
defined maximum in which the temperature occasionally reaches or exceeds daytime values.

Power spectra for the observed diurnal temperature variations (Hedin et al., 1979) show that: (a)
the fundamental tide (with zonal wave number \( m=1 \)) is not significantly affected by the anomaly,
(b) the changes in the magnitude of the midnight temperature maxima are proportional to changes
in the semidiurnal (\( m=2 \)) amplitudes, and (c) in general, the midnight anomaly can be adequately
described with wave numbers \( m<3 \) and fairly accurately with \( m<5 \). This analysis is the basis of an
interpretation that recognizes the unique properties of the semidiurnal tide in the thermosphere.
It suggests that coupling processes between mesosphere, upper atmosphere and ionosphere come
into play (Mayr et al., 1979).

A block diagram outlining the elements of the model is shown in Figure 7. The fundamental
diurnal tide (\( m=1 \)) is primarily excited in situ by absorption of EUV (and UV) in the thermosphere
and it is affected by the global average ion distribution. Both source and ion drag are presumably
stable for time periods of several days, and the observed invariance of this tidal component is hence
understandable. In contrast, the semidiurnal tide of the upper thermosphere is much more com-
plex. It has three major contributions of which only the EUV source is stable but relatively small.
The other two contributions are due to tidal waves originating in the lower atmosphere and non-
linear momentum coupling associated with the diurnal (\( m=1 \)) variations in the wind field and ion
density. Both components are of comparable magnitudes but out of phase; variability of one or
both thus translates into lability of the midnight temperature anomaly. Mode coupling associated
with prevailing winds in the lower atmosphere, which are variable, significantly affects the structure
and propagation properties of the semidiurnal tide (Lindzen and Hong, 1974). The diurnal vari-
ation in the ionospheric plasma concentration is strongly influenced by dynamo electric fields
which in turn are generated by tidal winds in the lower thermosphere (e.g. Forbes and Lindzen,
1976). For the terdiurnal component (\( m=3 \)) the contributions from EUV heating and lower atmos-
pheric tidal waves are small, while nonlinear coupling associated with diurnal variations in ion drag
dominates. This involves the semidiurnal wind field which is, in parts, excited in the mesosphere.
Due to the large diurnal component in ion density the variability of both contributes again to the
lability of the midnight temperature anomaly.

Ion-neutral momentum coupling is perhaps the single most important process for generating the
midnight temperature anomaly. Its signatures have also been seen in a number of other phenomena
such as the apparent geomagnetic field control of the gas temperature that was linked to the equa-
torial F-region anomaly (Hedin and Mayr, 1973). Figure 8 illustrates the interaction. Thermo-
spheric motions are damped by ion drag, an increase or decrease in ion density thus leads to a
decrease or increase in wind velocities. During daytime the atmospheric motions meet significant
resistance by the dense ionospheric plasma (controlled by magnetic and electric fields) which con-
tributes to insulation and energy trapping. The low ion concentrations at night, on the other hand,
permit an effective energy exchange that can lead to a secondary temperature maximum. One can
readily see that the nonlinear interaction between the diurnal components of wind field and ion
density is capable of generating a semidiurnal tide (see Figure 7).
Figure 9 illustrates more quantitatively the amplitudes of temperature and $N_2$ density computed for semidiurnal tides generated (a) in the lower atmosphere by absorption of solar radiation in the water vapor ($H_2O$) layer near the Earth's surface and in $O_3$ near 50 km, (b) from UV and EUV absorption in the thermosphere and (c) by ion drag momentum coupling. Plus and minus signs give a crude indication of phases near 00LT (or 1200 LT) and 0600LT (or 1800LT) respectively. The results show that the ion drag component contributes to a temperature enhancement (plus) near midnight (0200 LT). The waves from below dominate in the temperature and $N_2$ density below 180 and 280 km respectively, thus shifting the phases toward later local times at lower altitudes which is in qualitative agreement with satellite composition measurements (Newton et al., 1975; Hedin et al., 1979). Also shown are the contributions to the tri-diurnal tide of the temperature. They result primarily from ion drag coupling with the semidiurnal wind fields excited by $O_3$ and ion drag. Both components are nearly in phase and tend to produce a narrow temperature maximum (plus) near midnight.

A synthesis of the theoretical results for tides up to order m=4 is shown in Figure 10. It resembles the observed temperature anomaly. Although the maximum occurs almost two hours after midnight it is still within the range of observations. The variations in temperature are similar at 200 and 400 km, but those of $N_2$ are markedly different. The latter may in part explain the apparent discrepancy between the empirical OGO-6 model (Hedin et al., 1974) for which $T_g$ was inferred from $N_2$ measurements near 400 km and the recent MSIS model (Hedin et al., 1978) which used a large $N_2$ database from lower altitudes.

4. IONOSPHERIC STORMS

Energy deposition from the magnetosphere due to particle precipitation and Joule heating has been shown to be a permanent feature of the thermosphere at high latitudes (e.g. Banks, 1977). Within the auroral oval, Banks observes that the total energy input can reach values as high as 100 ergs/cm$^2$ sec. Rocket borne electric field, particle and electron density measurements (Maynard et al., 1977; Evans et al., 1977) have indicated that local electric fields and Joule heating rates are anticorrelated with height integrated Pederson conductivity as well as heating rates from auroral electrons. In particular, it was discovered that electric fields inside auroral arcs are depressed relative to the adjacent regions such that the total rate of energy deposition (Joule and particle) varies gradually across auroral boundaries. The measurements thus suggest (Evans et al., 1977) that magnetospheric energy is channeled into particle acceleration at the expense of electric fields. Energetic electrons thereby provide a portion of field aligned or Birkeland currents (within auroral arcs) which in turn are fed by Pederson currents outside auroral arcs (Burch et al., 1976a, b; Evans et al., 1977).

Owing to the localized nature of these energization processes, the large scale heating rates are much smaller than the above quoted value. But even for the global energy budget of the thermosphere these sources are important. In particular during substorms and magnetic storms, the auroral oval expands over time periods of hours and days and produces dramatic effects in the upper atmosphere. From satellite drag measurements it has been known for some time that the mass density (and total pressure) of the thermosphere increase almost uniformly on a global scale during magnetic storms (Jacchia et al., 1967), the polar region being only slightly more affected than the equatorial region (Roemer 1967). Satellite composition measurements reveal that under these conditions large $N_2$ increases at auroral latitudes are associated with depletions of He and O (at lower
altitudes), while at lower latitudes the abundances of these lighter species are enhanced in relation to those of N$_2$ and Ar (e.g. Taeusch et al., 1971; Proelss and von Zahn, 1974, Chandra and Spencer, 1975, 1976). Temperature measurements from chemical seeding and airglow observations show large and sometimes localized disturbances during periods of enhanced magnetic activity (e.g. Hays et al., 1969; Blamont and Luton, 1972). Observations of meridional wind velocities at mid latitudes reveal that during magnetic storms either the poleward EUV driven winds are weakened during daytime or the corresponding equatorward winds are enhanced at night (e.g. Hays and Roble, 1971; Brekke et al., 1974; Hernandez and Roble, 1977).

Magnetic storm effects in the F$_2$-region ionization have been studied extensively with sounding techniques (e.g. Matsushita, 1959; Evans, 1970, 1973; Obayashi, 1972) and satellite in situ measurements (e.g. Proelss et al., 1975; Hedin et al., 1977). The statistical analysis of F$_2$ peak critical frequencies by Matsushita (1959) reveals some of the fundamental properties of ionospheric storms: At high and mid latitudes, the electron density increases initially during the onset of the storm. As time progresses, this positive phase gives way to a very large, long lasting depression in ionization (negative phase) that persists for some time after the magnetic disturbance has decayed. At low latitudes, the positive phase is observed to persist throughout the entire time period of the ionospheric storm.

Although we are far removed from a quantitative understanding of these phenomena, some of the ingredients in the complex system of interaction processes are known. Since the work of Chimonas and Hines (1970) and Testud (1970), magnetic storm activity in the auroral zones has been recognized as an important source for gravity waves and travelling ionospheric disturbances. The generation mechanisms and propagation properties of such waves and their importance for the global redistribution of energy have been the subject of a number of observational and theoretical studies (Francis, 1975; Yeh and Liu, 1974; Richmond, 1978, 1979; Richmond and Matsushita, 1975). Richmond and Matsushita (1975) and Richmond (1978) have developed sophisticated theoretical models describing the substorm response of thermosphere dynamics driven by auroral zone currents, ion drift momentum sources and precipitating particles. Their analysis shows that such a disturbance will generate gravity waves that propagate equatorwards with speeds of about 750 m/sec, while the amplitudes of temperature and wind fields decay slowly before reaching the Equator. Dynamo action produced by “ringing” in the wind velocities maintains a residual polarization electric field some time after the decay of the substorm activity. While short period waves dominate in the vicinity of the auroral zones, the longer period waves prevail at large distance from the source which substantially agrees with observed wave trains in temperature and vertical velocities (e.g. Spencer et al., 1976). Important as these waves are for the generation of travelling ionospheric disturbances, their role in the transmission of energy from the auroral zones to low latitudes is apparently a very minor one when compared with that of the large scale thermospheric circulation (Richmond, 1979).

The smaller the horizontal dimension of a disturbance, the larger the generated wind velocity, its divergence and rate of horizontal energy transfer. As a consequence of this property, the thermosphere acts like a low pass filter in which the shorter scale disturbances (except for resonance conditions associated with gravity waves, for example) are preferentially damped by wind induced energy transfer (Volland and Mayr, 1971); large scale disturbances thus tend to prevail during
magnetic storms and the global increase in mass density (e.g. Jacchia et al., 1967) is principally understandable. In the diffusive thermosphere, energy and mass transport processes are somewhat more complex and, analogous to Figure 3, are illustrated in Figure 11 for the zonally averaged storm time component. High latitude heating by precipitating particles and Joule dissipation increases the atmospheric temperature (and pressure) and drives winds toward the Equator where adiabatic compression raises the temperature. In parallel, wind induced diffusion takes mass, preferentially O and He, out of the polar region and accumulates them at low latitudes. There is a geometry factor involved in that the area of upwelling near the poles (where mass flow diverges) is much smaller than the horizontal extent near the Equator over which subsidence (convergence) occurs. Flow continuity then requires that the transport effects on the minor species are much less pronounced (and of opposite direction) at low latitudes than at high latitudes.

Figure 12 shows these composition features as inferred from the neutral atmosphere composition experiment (Nace) on Atmosphere Explorer-C (Pelz et al., 1973) during a major magnetic storm in February, 1974 (Hedin et al., 1977). The results were interpreted with a multiconstituent circulation model (Mayr and Volland, 1973), which describes the zonally averaged storm component (analogous to Dst). Apart from the apparent 24 hour periodicity in the data, which reflects longitudinal variations that were not considered in the analysis, the theoretical results substantially agree with the observations. The depletions of O and He at high latitudes, coinciding with the observed increase in N$_2$ and Ar, are reproduced. Data taken at lower latitudes, in particular, provide a crucial test for the validity of the circulation concept. As predicted, the observed density enhancements in O and He are at lower altitudes comparable to or even exceed the equatorial density buildup in N$_2$ and Ar. Maximum equatorward meridional winds of about 60 m/sec were computed in this analysis.

In the context of the circulation concept, thermospheric winds and composition changes are intimately coupled. Their combined effects on the F2 region ionization are schematically illustrated in Figure 13. With the onset of the magnetic storm, magnetospheric energy deposition increases the atmospheric pressure at high latitudes. Almost instantly, equatorward winds are set up that carry the ionization to higher altitudes where the ionospheric loss rates (O$^+$ + N$_2$$\rightarrow$ NO$^+$, O$^+$ + O$_2$$\rightarrow$ O$_2$) are diminished. As ionization is continually produced by photons and electron impact, the density at the F$_2$ peak should initially increase and thus contribute to the observed positive phase (Kohl and King, 1967; Jones and Rishbeth, 1971). Time progresses, and wind induced diffusion, which is relatively slow, becomes gradually effective in depleting the oxygen population at higher latitudes, while the densities of the heavier species N$_2$ and O$_2$ continue to increase. These changes in composition chemically reduce the ionization and eventually overcompensate the wind effects such that they dominate to produce the negative phase in ionospheric storms (Seaton, 1956; Duncan, 1969; Chandra and Herman, 1969). Oxygen transport toward the Equator and wind effects contribute jointly to increase the ionization at lower latitudes.

Results from a self consistent hybrid model (Mayr et al., 1978; Miller et al., 1979) illustrate these effects at 60° and 20° latitudes (Figure 14). For a storm related heat source Q that energizes the thermosphere over a time period of about four days, we show (1) the resulting relative variations of O and N$_2$ normalized to quiet conditions, (2) the component of the meridional wind velocity parallel to the magnetic field B, (3) the electron density O$^+$ at various altitudes, and (4) the height
of the F$_2$ peak. The response time of the wind field (relative to Q) is very short compared with that of the neutral composition; thus the composition changes (O/N$_2$ ratio, which chemically determines the O* concentration) are largest near the time the wind velocity already returned to zero. This time delay, which becomes even more effective for shorter lasting storms, accounts for the characteristic sequence between the positive and negative phases in the ionization responses. At lower latitudes, the composition changes are small, thermospheric winds are relatively more effective and the positive phase prevails at the height of the F$_2$ peak and above. The variations in h$_{F2}$ closely conform with those of the field aligned velocity component.

5. ELECTRIC FIELD MOMENTUM COUPLING

Neutral wind velocities up to 1 km/sec have been measured at high latitudes (e.g. Hays and Roble, 1971; Wu et al., 1974) and have been attributed to momentum coupling from ExB drifts (e.g. Cauffman and Gurnett, 1972; Fedder and Banks, 1972; Banks and Doupnik, 1975; Heelis et al., 1974; Brinton, 1975; Hanson and Heelis, 1975) that in turn are induced by electrostatic fields of magnetospheric origin (e.g. Heppner, 1977; Volland, 1973). Straus (1978) recently reviewed the observations and theoretical analysis dealing with large scale electrodynamic processes that affect the neutral atmosphere at high latitudes.

In the thermosphere dynamics one is accustomed to associate winds with energy and mass transport. Energization by absorption of solar radiation and magnetospheric processes, for example, drives winds that transport energies comparable to those initiating these motions. The previous three chapters were to illustrate the significance of such processes for the seasonal, diurnal and magnetic storm variations. But important as these winds are for the energetics and mass distribution, their magnitudes are only on the order of 100 m/sec which is usually small compared with the above quoted wind velocities in the auroral zones that are induced by electric field momentum coupling.

The solution for this apparent conflict focuses on an elementary theorem in dynamics stating that any vector field can be described as a superposition of two components, one that has a divergence but no curl (irrotational) and another one that has a curl but no divergence (solenoidal). Mainly the former is responsible for energy and mass transport. In the zonally averaged circulation, these fields happen to coincide with the meridional and zonal velocities respectively. However, that association is not valid in general and it is then, from the standpoint of physical interpretation, advantageous to turn a representation in terms of divergence- and curl-velocities.

We shall briefly discuss here some distinctions between density and temperature signatures (Figure 15) of wind systems driven by Joule heating and Lorentz force. These forcing functions produce two very different classes of wind fields, one with a large divergence and the other one representing primarily a curl field. Although in reality both excitation processes are closely related, it is instructive to describe them separately. Results from a three dimensional model are shown in the form of amplitudes and phases for the diurnal component with a period of 24 hours and a wave number n=9 (corresponding to a characteristic horizontal dimension of 2000 km) which is representative of the convection electric field pattern at high latitudes. For illustrative purposes, both
forcing functions were chosen such that the wind velocities were the same at the poles (250 m/sec). From this comparison the following conclusions are drawn: (a) In the upper thermosphere the wind field driven by the momentum source is more than 20 times less "effective" in producing density variations (and a factor of 100 times less for the temperature) than the winds associated with Joule heating. (b) Under Joule heating the Tg and heavier atmospheric species N$_2$ and Ar are out of phase with O and He, while for the electric field momentum source the lighter gases O and He vary in phase with N$_2$ and Ar.

Figure 16a elucidates the mechanism of momentum coupling for an electrostatic field $E$. Except for the factor $B^{-2}$ the ion velocity $V_i = (E \times B)B^{-2}$ is a curl field. By collisional momentum transfer, a corresponding curl component is imposed on the neutral wind velocity, and the Coriolis force in turn couples momentum into a divergence field. This divergence component would be relatively large if it were not for the thermodynamic feedback from adiabatic heating and mass redistribution. Thus induced backpressure, however, counteracts and significantly dampens the divergence field to the degree that its contribution to the total wind velocity becomes actually very small. This situation is in contrast to thermally driven winds where under the influence of ion drag and viscosity the flow can proceed along pressure gradients; the generated divergence component is thus relatively more important and hence the total wind field is much more "efficient" in affecting temperature and density variations. This distinction may be likened to the mixing of paint, where the steady rotation (curl field) is relatively ineffective compared to shaking which produces a divergence field.

The large differences between heat and momentum source signatures in the phase relations of temperature and composition are heuristically discussed in Figure 16b. Given an external heat source $Q$ (e.g. Joule heating), the atmospheric pressure increases and that in turn drives (divergence) winds that act as sinks of energy ($-\Delta Q$) and mass ($-\Delta M$). The net energy change ($Q-\Delta Q$) is usually dominated by the source and remains positive. As a result there is an increase (positive) in the temperature ($\Delta T>0$) and density of the major gas ($\Delta N_2>0$). For the minor and lighter gas (such as He) wind induced diffusion represents a mass sink ($-\Delta M$) (corresponding to the energy loss $-\Delta Q$) that dominates. In the absence of a particle source the density therefore decreases ($\Delta He<0$) bringing forth the inverse relationship between heavier and lighter gases. With a momentum source that (somehow) drives a divergence field, a major distinction is that the external heat source $Q$ is zero. All other conditions being the same as those for the case of Joule heating, the energy sink ($-\Delta Q$) then determines that the temperature ($\Delta T<0$) and major gas ($\Delta N_2<0$) decrease, in phase with the corresponding decrease of the lighter gas ($\Delta He<0$). At higher latitudes, the Joule heating signature rather than the momentum source signature is observed in the composition. This supports the contention that the electric field momentum source drives a wind circulation with a weak divergence field that is incapable of transporting large amounts of mass and energy.
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Table 1
Comparison between atmospheric parameters describing the diurnal ($P^1_1$) and annual ($P^0_0$) tides (the horizontal scale of both components is the same but the time scales are different). Note that in comparison to the energy input, the temperature and composition amplitudes are much larger for the annual tide.

<table>
<thead>
<tr>
<th>Tides</th>
<th>$\Delta Q/Q_o$</th>
<th>$\Delta T/T_o$</th>
<th>Velocity (m/sec)</th>
<th>$\Delta \log O$</th>
<th>$\Delta \log He$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diurnal</td>
<td>1.5</td>
<td>+0.13</td>
<td>100.0</td>
<td>-0.02</td>
<td>-0.15</td>
</tr>
<tr>
<td>Annual</td>
<td>0.5</td>
<td>+0.13</td>
<td>35.0</td>
<td>-0.40</td>
<td>-2.00</td>
</tr>
</tbody>
</table>
Figure 1. Typical height distribution for the heating rates from solar radiation and Joule dissipation (during disturbed conditions). The heating rate from solar radiation per mass of the absorbing atmosphere is shown in heavy solid lines for minimum ($S_{\text{min}}$) and maximum ($S_{\text{max}}$) solar activity conditions. Temperature and density distributions are also illustrated.
Figure 2. Schematic illustration of dynamic interactions due to absorbed solar radiation and magnetospheric energization processes.
Figure 3. Schematic illustration of the seasonal variations. Dotted lines represent the global average. Dashed lines illustrate temperature and density variations when horizontal transport is neglected; solid lines illustrate distributions under consideration of horizontal transport. The distances from the dashed and solid lines to the dotted line illustrate deviations from the mean. Shaded areas represent the energy (Tg) and mass (O, He) redistribution by winds and exospheric flow.
Figure 4. Annual tide computed from a three dimensional theoretical model. Summer and winter distributions refer to the poles. The meridional wind velocity is taken from the equator during June solstice, N and S indicating directions from the north and south, respectively; during that season the zonal wind velocities are taken from mid-latitudes, E and W indicating directions from the east and west, respectively. The results refer to the fundamental asymmetric component $P_{1}^{1}$.  
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Figure 5. Schematic illustration of the sources that contribute to the annual tide. Wind induced energy advection '\( \Delta E \)' and oxygen transport 'O' contribute significantly to the energy budget. Release of chemical energy in three-body recombination is relatively more important in the winter hemisphere. An additional heat source is postulated near 90 km which might be associated with planetary waves. The lower half of the figure shows relative temperature amplitudes (normalized to the global average) for the annual tide due to EUV, \( \text{UV(O}_2 \text{)} \) and \( \text{UV(O}_3 \text{)} \) excitation. Plus or minus signs indicate a temperature maximum in the summer or winter hemisphere respectively.
Figure 6. Relative amplitudes of the annual tide at the summer pole. Dashed and solid curves represent solutions with and without “wave source” near 90 km; the former solution was shown in Figure 4. Note that with the wave source the agreement with observations from AE significantly improves. Plus or minus signs indicate an increase or decrease in the summer hemisphere, respectively, and vice versa in the winter hemisphere.
Figure 7. Schematic diagram illustrating the tidal components that contribute to the midnight temperature maximum. The semidiurnal tide in the thermosphere is primarily due to (1) ion drag momentum coupling involving the diurnal (m=1) variations of the wind field and ion density and (2) tidal waves excited in the lower atmosphere. Coupling between that composite semidiurnal tide (m=2) and the diurnal variations in the ionospheric ion density produces a terdiurnal tide and so on.
Figure 8. Schematic diagram illustrating the nonlinear interaction due to momentum coupling between diurnal variations in ion drag and wind fields.
Figure 9. (a) Semidiurnal tides for Tg and N₂ associated with various excitation mechanisms. Plus and minus signs indicate phases in the quadrants near 00(12) and 06(12) local time respectively. (b) The terdiurnal component for the temperature. Plus and minus signs indicate phases in quadrants near 00(8) and 4(12) local time respectively. Except for the direct solar radiative excitation (labelled EUV), the terdiurnal components are the result of nonlinear interaction between semidiurnal wind fields (due to EUV, ion drag, O₃ and H₂O) and diurnal variations in the ion density.
Figure 10. Synthesized diurnal variations of TG and N₂. Note that at 200 km, N₂ does not yet show the signature of a nighttime temperature maximum.
Figure 11. Schematic illustration of the zonally averaged magnetic storm dynamics analogous to Figure 3.
Figure 12. Comparison between theoretical results of composition response (heavy lines) and AE-C data (thin line). Note that the model describes the zonal average while the data display also large longitudinal variations (quasiperiodicity of 24 hours). The density variations are normalized to quiet conditions.
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Figure 13. Schematic illustration of composition and wind effects in the ionosphere during magnetic storms.
Figure 14. Computer results describing the interaction processes illustrated in Figure 13. The heat source is indicated in dotted lines. Note the delay between the density response of O and N₂ (O/N₂) and the wind velocity which accounts for the characteristic sequence of positive and negative phases. The increase in the height of the F₂ peak is in phase with the wind velocity.
Figure 15. Theoretical results illustrating the differences between temperature and composition signatures due to (a) Joule heating and (b) electric field momentum source. Both source functions were artificially chosen such that the magnitudes of the resulting wind velocities were the same. Because the divergence of the wind field induced by the momentum source is relatively small, it is (in comparison to Joule heating) relatively ineffective in changing the temperature and composition. Note that under the momentum source all gases vary in phase (assumed periodicity is 24 hours) which is in contrast to the Joule heating effects where O and He vary out of phase with N₂ and Ar.
Figure 16. Heuristic explanation of the results shown in Figure 15. (a) Illustration of the coupling between electric field and ion drift (mainly curl component) and the transfer of momentum (via collisions) to the neutral atmosphere. The resultant curl component in the neutral wind field induces, via for example, Coriolis force, a divergence component that causes energy and mass transport resulting in temperature and density variations. (b) Illustration of the differences between Joule heating and momentum source signatures in densities and temperature as discussed in the text.
ELECTRIC GENERATORS IN THE MAGNETOSPHERE-IONOSPHERE SYSTEM

G. Atkinson
Communications Research Centre,
Ottawa, Canada

1. INTRODUCTION

The topic of this discussion is the nature and cause of electric fields in the coupled magnetosphere-ionosphere system and their effects in the middle atmosphere. They can be classified according to cause: Electric fields produced by the solar wind-magnetosphere interaction and electric fields due to neutral winds (winds in the non-ionized atmosphere) at E region heights in the ionosphere. The first dominate at high latitudes where they are typically an order of magnitude stronger than the second, and also an order of magnitude greater than lower latitude fields. For this reason the major part of this discussion will be on electric fields induced by the solar wind.

The equivalence between forces and electric currents and also between current closure and stress balance will be emphasized throughout this discussion. In general, a force in the electrically coupled magnetosphere-ionosphere system is associated with a component of the current perpendicular to magnetic field lines, and the force is equal to \( J \times B \), where \( J \) is the current density and \( B \) the magnetic field strength. The motions of the magnetospheric and ionospheric fluids and hence the electric fields of interest to this workshop, are of course determined by the balance of these forces, or equivalently by the closure of the currents. Thus some time will be spent examining the physical nature of stresses and currents.

2. PROPERTIES OF ELECTRIC FIELDS

First consider the electric field. Because of the very high conductivity in a direction parallel to magnetic field lines, it must be approximately orthogonal to the magnetic field lines throughout the magnetosphere and ionosphere, otherwise very large currents would flow creating problems of current closure. Dejnakarintra (1974) studied the extension of the field to lower altitudes using a model defined by the following: (i) an upper boundary condition of horizontal electric fields at an altitude of 150 km varying periodically in the horizontal direction, (ii) a tensor conductivity from 0 to 150 km which varies with height, (iii) an equipotential surface at the Earth, (iv) the current must be divergence free and (v) the electric field must be curl free.

Figure 1 is a graph (Dejnakarintra, 1974) showing as a function of altitude, the mapping factor (the strength of the horizontal component of the electric field relative to its strength at 150 km) for several different horizontal scale sizes (\( \lambda_{\text{ef}} \)) of the field and for two reasonable models of conductivity. It can be seen that for scale sizes greater than 20 km, the horizontal component of the electric field is essentially unchanged above the bottom of the E region. That is, magnetic field lines are electric equipotentials for the scale sizes of interest down to at least 90 km altitude. Further, the electric fields of the large-scale flows discussed in the ensuing sections extend well down into the middle atmosphere. A further result, evident from symmetry in the model, is that the maximum vertical
potential difference between ground and ionosphere is half the maximum horizontal potential difference.

In summary, for the large-scale electric fields to be considered here: magnetic field lines can be regarded as electric equipotentials down to at least the base of the E region ionosphere, the horizontal component of electric field maps unattenuated well down into the stratosphere and maximum vertical potential differences are half the ionospheric horizontal potential differences.

3. EQUIPOTENTIAL CONVECTIVE FLOW

In a collisionless plasma in the presence of orthogonal electric and magnetic fields, the plasma drifts in a direction orthogonal to both as indicated by the equation \( \mathbf{E} = -\mathbf{v}_d \times \mathbf{B} \) where \( \mathbf{v}_d \) is the velocity of this drift. Particle trajectories are as indicated in Figure 2a. The effect of the electric field on what would otherwise be a circular gyration in the magnetic field, is to maximize the particle velocity and hence the gyrational radius on one side of the gyration and thereby to create a systematic drift motion.

In fact, in the magnetohydrodynamic approximation (cold plasma) and if the magnetic field lines are electric equipotentials, the plasma initially on a given magnetic flux tube drifts in such a way that it always stays connected by magnetic field lines and also contains the same amount of magnetic flux. Under these conditions we can treat flux tubes as fluid elements which convect as a unit. In the steady-state, the motion in the magnetosphere of these banana-shaped fluid elements reduces to a two-dimensional problem and it is sufficient to describe their motion either in the equatorial plane, or in the ionosphere. They convect along electric equipotential surfaces. It is of interest that the Maxwell equation \( \text{curl} \mathbf{E} = 0 \) reduces to \( \text{div} (\mathbf{Bv}_d) = 0 \) for the above two-dimensional flow. Since \( \mathbf{B} \) is inversely proportional to the flux tube cross-sectional area this is the equation for the conservation of fluid elements.

Figure 3 shows the forces that can act on such a fluid element. First, the magnetic stresses include the pressure from neighbouring flux tubes \( (\mathbf{B}^2/2\mu_0) \) and the shear stress at the ionospheric ends of the flux tubes \( (\mathbf{B}_n \mathbf{B}_t/\mu_0) \) where \( n \) and \( t \) indicate components normal and tangential to the end plane. This latter stress includes the momentum transfer from the neutral atmosphere in the E region. Ions attempting to follow the convective motion collide with neutrals as shown in Figure 2b producing ion drag forces opposing the drift. In referring to the currents, the effect is sometimes called line tying. A further magnetic stress is the tension \( (\mathbf{B}^2/2\mu_0) \) existing along the magnetic field direction. Since the flux tube has a curvature toward the Earth, this results in a force tending to make flux tubes collapse Earthward. An analogy with stretched elastic bands is often used in describing this effect. In a perfectly-dipolar field this inward force is balanced by the magnetic pressure from neighbouring flux tubes.

Now consider the forces due to the plasma on a flux tube. The gyrational motion of the particles produces a current around the surface of a flux tube considered in isolation. This diamagnetic property of the plasma reduces the magnetic field strength inside the flux tube and hence reduces the strength of the Earthward curvature force just discussed. Thus a flux tube containing higher pressure plasma than its neighbours is subject to a force similar to buoyancy in fluid dynamics. It is
labelled 'diamagnetic' in Figure 3. The remaining forces shown in Figure 3 include the solar wind pressure, which serves principally to compress the magnetosphere into the shape shown in Figure 4, and a magnetic shear stress (labelled Maxwell shear stress in Figure 3) acting at the magnetosphere boundary due to connection of the geomagnetic field with the solar-wind magnetic field. According to merging theories (e.g., Atkinson, 1978) of the solar wind-magnetosphere interaction, flux tubes become temporarily connected to the solar wind allowing the solar wind to exert a shear stress through the magnetic fields, which drags magnetospheric flux tubes toward the nightside.

Another possible source of a shear force toward the nightside (not shown in Figure 3) is a viscous interaction between the solar wind and the magnetosphere at the boundary. It is these shear stresses that drive the internal flow of the magnetosphere.

As stated earlier, there is an equivalence between stresses and currents and we now examine the currents corresponding to the above plasma stresses. The currents corresponding to the plasma forces result generally from particle drift due to inhomogeneous magnetic fields. This includes currents associated with the buoyancy force due to the diamagnetic effect, and currents on the boundary of the magnetosphere. The drift motion is similar to that of Figure 2a except that it is oppositely directed for electrons and protons. The difference in the radius of gyration on the two sides of the gyration orbit in this case results from differences in magnetic field strength on each side of the orbit and also from centrifugal force due to particle motion along curved magnetic field lines. The exception is the ionospheric ion-drag force or line-tying current. The currents here result from (i) electrons convecting faster than ions due to ion-neutral collisions (Hall current) and (ii) ions drifting in the direction of the electric field due to collisions (Pedersen current) as shown in Figure 2b.

In summary, magnetic flux tubes undergo a convective flow and the magnetic flux tube can be regarded as a fluid element. Forces acting on the elements include pressure from neighbouring elements, the ion-drag force due to ionospheric ion-neutral collisions, the curvature force due to magnetic tension along the flux tube, the diamagnetic effect due to plasma pressure on flux tubes, and magnetic and viscous shear stress and solar-wind pressure at the magnetosphere boundary. The currents associated with these forces are generally due to particle drifts where the particles move in non-uniform magnetic fields. The exception to this is the ion drag force in the E region ionosphere where ion-neutral collisions produce Pedersen currents parallel to the electric field and Hall currents orthogonal to the electric and magnetic fields. The solar wind pressure serves to compress the magnetosphere into its shape and the shear stresses at the boundary drive the internal flow.

It should also be noted that for sufficiently energetic plasmas the magnetohydrodynamic approximation breaks down and the particle drifts due to non-uniform magnetic fields become as important in mass, momentum and energy transport as the electric field drift. For magnetic and electric fields typical of the magnetosphere this occurs for energies of a few keV.

4. THE STEADY-STATE MAGNETOSPHERE

Figure 4 represents a noon-midnight cross-section of the magnetosphere showing the features of importance for this discussion. There are three types of magnetic flux tubes: Those that resemble the flux tubes in a dipole field, those that are stretched out into the tail, and flux tubes in the plasma
sheet that are a compromise between the two. Because of their curvature through the plasma sheet, the plasma sheet flux tubes represent an Earthward force on the nightside magnetosphere. If there is a stronger normal component of magnetic field at the plane in the center of the neutral sheet, more of them thread this plane per unit area and the Earthward force is greater.

The model which is to be used to illustrate the forces and currents of importance is a simplified version of the above. It will assume two types of flux tubes only; dipolar and tail like, with a sharp boundary between the two types. An exploded view is shown in Figure 5. The dipole-like region resembles a doughnut and the tail-like region two sausages linked through the hole of the doughnut at C, and pushed back in the antisolar direction to that they wrap around the doughnut and press against and flatten each other at the neutral sheet along BA. The dipole-like region should in fact be flattened in the north-south plane on the nightside and extended north-south on the dayside to give a better indication of the true shape. In this model, the effect of the Earthward force in the plasma sheet will be represented by increasing the size of the dipole-like region on the nightside and hence moving point B of Figure 5 away from the Earth.

As mentioned in the previous section, there are two types of shear forces at the magnetosphere boundary that may be responsible for the internal convective flow. Either of these applies a stress toward the nightside on flux tubes. The resulting imbalance of stresses drives an internal return flow toward the dayside in the dipole-like region. In the simplified model this imbalance of stresses can be pictured as an excess of dipole-like flux tubes on the nightside and a deficiency on the dayside. The Earthward curvature force drives a flow toward the dayside in the doughnut-shaped region. The stresses due to the nightside excess and dayside deficiency are shown schematically in Figure 6 which is an equatorial cross-section of the magnetosphere. A further set of stresses in Figure 6 are labelled ‘Alfvén layer shielding’ and these are the result of the diamagnetic buoyancy force. They prevent the flow from penetrating very deeply into the magnetosphere. Thus, as seen in the equatorial plane, the flow to the dayside occurs principally in the outer regions of the magnetosphere. The third force shown in Figure 6 is the ion-drag force associated with line-tying currents and this limits the speed of the flow. Generally the three forces balance since inertial effects are usually small. The resulting flow is shown in the top diagram of Figure 7. Figure 7 is a northern polar-cap view (at ionospheric heights) rather than an equatorial section, thus the effects are turned inside-out in comparison with Figure 6 since the outermost magnetic flux tubes map to higher latitudes. The flux tubes in the doughnut shaped region are in the auroral oval (between the heaviest lines) and at lower latitudes. The flow in the auroral oval toward the dayside is consistent with the forces described. The whole flow system, including the nightward flow across the polar cap (innermost circle) results from the shear forces at the boundary.

In Figure 7, the streamlines are identical to electric equipotentials as discussed in the previous section. The resulting Pedersen and Hall currents are shown in the bottom diagrams if the ionosphere has uniform conductivity. The Hall current closes in the ionosphere along the streamlines as shown. The Pedersen current flows across the streamlines parallel to the electric field and then by magnetic-field-aligned currents to the outer magnetosphere where it closes across field lines as current associated with the forces just discussed which determine the flow. The Pedersen currents and their closure tend to be solenoidal and hence produce weaker magnetic fields at the Earth’s surface than
the Hall currents. A non-uniform ionospheric conductivity complicates the above picture in that the Pedersen and Hall currents can no longer be treated separately. However, the overall picture is not greatly changed, and the above provides a useful basis for visualization and modelling. The electric field associated with the flow is typically of the order .01 V/m, but sometimes reaches an order of magnitude greater.

Now the stresses are described, for the simplified model in terms of the current and current closure. However, it is not necessary that the reader have a deep understanding of this before proceeding to the rest of this review. The Pedersen currents of Figure 7 are the line-tying currents resulting from the ion-drag force and they close along magnetic field lines to currents shown in Figures 8 and 9 (Atkinson, 1978).

Figure 8 is a view from the evening side of the currents on the evening surface of the northern half of the magnetosphere. Currents are symmetric in the southern hemisphere and reversed on the dawn surface. Figure 9 is an equatorial cross-section showing the currents. Current systems 1 and 6 close entirely on the surface and in the plasma sheet. These two current systems also exist in a non-convecting magnetosphere, and are the result of solar wind pressure and plasma pressure in the plasma sheet.

The remaining current systems are associated with the convective flow. Current systems 5 and 7 can be simply related to the nightside excess and dayside deficiency of flux tubes in the simplified model. The deficiency of dipole-like flux tubes on the dayside moves the cusp, C in Figure 8, closer to the Equator. This decreases the eastward current across the nose of the magnetosphere, since it is physically smaller, and increases the westward current above the cusp. As a result, the additional current system 5, in Figure 8, appears. It closes along magnetic field lines to and from the ionosphere as indicated by the circles with dots in them. Similarly the excess of dipole-like flux tubes on the nightside creates a bulge (Figure 9) in the boundary of dipole-like field lines (that is a bulge relative to the boundary for the non-convecting case) which is associated with the diversion of some of the cross-tail current to the ionosphere along magnetic field lines. The diverted current is shown as system 7 in the figures. Current systems 5 and 7 are contiguous, and the field-aligned flow of the ionosphere occurs at the northern edge of the auroral oval as shown in Figure 7. Possibly they should be regarded as a single system associated with the driving forces for the convective flow. Current system 4 is called the partial ring current. It is associated with the diamagnetic buoyancy forces of the plasma as previously discussed. It closes by field-aligned currents to the low-latitude edge of the auroral oval (see Figure 7).

In summary, the combined current systems 5 and 7 drive the convective flow into the nightside magnetosphere, current system 4 prevents it from entering deeply and confines it to flux tubes rooted in the auroral oval, and finally the north-south ionospheric Pedersen current across the oval limits the flow rate along the oval back toward the dayside. This is illustrated schematically in Figure 6 in terms of forces. Figure 6 is an equatorial section. The nightside excess and the dayside deficiency of dipole-like flux tubes are represented as forces driving the flow in the solar direction. The diamagnetic effect is represented as radial forces at the Alfvén layer (the limit of penetration), and the line-tying force opposing the flow to the dayside is included.
There are other influences affecting the flow that are worth discussing before considering the time-dependent magnetosphere. First, observations (e.g., Heppner, 1977) show that the convective flow across the polar cap from the dayside to the nightside is distorted from that shown in Figure 7. For magnetic fields in the solar wind with a component in a direction antiparallel to the Earth's orbital velocity, the north polar cap flow tends to have maximum on the dawnside and the south polar-cap flow a maximum on the duskside. The situation is reversed for an interplanetary magnetic fields with a component parallel to the Earth's orbital velocity. The simplest explanation of this is based on the merging model. Flux tubes near the dayside edge of the polar cap that are connected to the solar-wind magnetic field (see Figure 3) are subject to a stress towards dawn or dusk depending on the direction of the interplanetary magnetic field to which they are connected. This is in addition to the nightward stress already discussed.

Another effect to be discussed before considering the time dependent case is non-uniform ionospheric conductivity. There are two regions where it has been shown that this is likely to assume some importance. In the polar caps in summer, the day-night conductivity gradient is expected to squeeze the flow toward the dawnside (Atkinson and Hutchinson, 1978), an effect superimposed on those just discussed. In the nightside, near midnight, the enhanced conductivity of the auroral oval produces a lack of symmetry about the midnight meridian. That is, the divider between the two flow cells shown in Figure 7 should slope from north-west to south-east in the near-midnight oval (e.g., Vasyliunas, 1970).

Further influences on the flow include the drift and loss of energetic charged particles. Perhaps the most promising approach to the overall problem is the development at Rice University of a computer simulation of the flow (e.g., Wolf, 1974, Harel and Wolf, 1976). The simulation is gradually being expanded to include various influences. By and large the flow does not vary greatly in its general form from that shown in Figure 7.

5. THE TIME-DEPENDENT MAGNETOSPHERE

The major time-dependent event in the magnetosphere is the magnetospheric substorm. Its major features include: (i) a characteristic development of auroral activity, (ii) a large somewhat localized increase in current system 7 shown in Figures 8 and 9; this implies more-dipolar flux tubes in the neutral sheet or, in the simplified model, a larger bulge in the boundary of dipole-like flux tubes, (iii) intense particle precipitation and a resulting ionospheric conductivity increase, (iv) injection of particles into the inner magnetosphere partial ring current (system 4). The total energy involved can be as high as $10^{15}$ joules.

The auroral development as first described by Akasofu (1964) and further developed by Montbriand (1971), is shown in Figure 10 as a time-sequence of diagrams of the auroras in the polar cap. Initially quiet auroras first brighten near midnight then move northward leaving behind them a region of active auroras. The brightening and activity spread eastward and also westward by means of a large fold called the westward travelling surge. The region inside the bulge is believed to correspond to more-dipolar flux tubes. Hence the current downward to the east of midnight, westward along the oval and then upward at the westward travelling surge, is the diverted tail current (system 7) that is expected if more-dipolar flux tubes occur on the nightside. Features ii to iv above
correspond to all the forces shown on the nightside, in Figure 6, being enhanced, although the conductivity variations affect the distribution of ionospheric current between Pedersen and Hall currents.

The reason for the substorm is still a subject of debate and there are at least two possible classes of theory at the present time (Atkinson, 1979): (i) the plasma in the plasma sheet for some reason (several have been suggested) becomes unable to maintain the stretched field line configuration (Figure 4) and there is a collapse of plasma sheet and/or tail flux tubes to a more-dipolar state, (ii) there is a feedback effect between ionospheric conductivity and precipitation of particles. As both increase a more-dipolar plasma sheet (a bigger bulge in the simplified model) is necessary to maintain the flow against the increased line-tying force (analogous to the backing up of a river partially blocked by an obstacle until the hydrodynamic head is sufficient to restore the flow rate).

The actual behavior of the flow and electric field are not well known. The flow is expected to be similar to that in Figure 11. Flows of this type, because of their time dependence, are able to penetrate more deeply into the magnetosphere. Thus substorm associated flows have been observed at latitudes where field lines extend out to only two or three Earth radii, unlike the steady state where the major flow is confined to flux tubes which extend outside four or five Earth radii.

6. NEUTRAL WINDS AND LOW LATITUDES

Most of what has been said in section 5 applies to flux tubes outside the plasmasphere; that is, to magnetic latitudes greater than about 60° at ionospheric heights. It has been assumed that magnetospheric forces are the major driving forces for the flow and that the effect of neutral winds at ionospheric heights can be neglected. This is probably true much of the time at high latitudes.

Inside the plasmasphere, the solar-wind induced electric fields are greatly reduced due to the effect of current system 4, as discussed in section 5, in limiting the depth of penetration of the flow. At middle to low latitudes, the electric fields are an order of magnitude less than at high latitudes, being typically .001 V/m. They may be partly due to solar-wind induced effects (Matsushita, 1971), particularly on the nightside, and partly due to neutral winds in the ionosphere. At equatorial latitudes, the electric fields are believed to be due primarily to neutral winds. At low latitudes on the nightside, winds in the F region ionosphere may be more important than in the E region.

The forces of importance acting on these lower-latitude flux tubes are (see Figure 4) the ion-drag force or line-tying effect due to the relative motion of flux tube and neutral gas, the interaction with neighbouring flux tubes, including those transmitted from higher latitudes, and any effects due to the plasma on flux tubes. Thus, at low latitudes it should in principal be possible to calculate the fields from a knowledge of neutral winds and using the curl \( E = 0 \) condition as discussed in section 3.

In general, the winds will cause a convective flow and its associated electric fields and current flow should occur along magnetic field lines between hemispheres in response to neutral winds and conductivities which are not symmetric about the equatorial plane. In practice there are a number of complications (Volland, 1976) and more work is needed on models. Further, observations of the neutral wind are rather sparse.
The approach often used (e.g., Forbes and Lindzen, 1977) is to start with known tidal harmonics of the neutral atmosphere, and from the winds associated with these to predict electric fields and currents. These can then be compared with radar measurements of the motion of the ionized component. The reader is referred to the above publication for results, since they are somewhat complex and will not be included here. It should be noted that the tidal harmonics are large scale and should map well down into the stratosphere.

Perhaps it is worth noting that the tidal harmonics lead to a simple behaviour in equatorial regions. Radar measurements show upward drifts in the day and downward at night with velocities ~10 m/s in near equatorial regions (electric fields of .0003v/m).

7. CONCLUDING STATEMENT

In summary, it appears that all the large-scale electric fields discussed here should map well down into the stratosphere. Further, vertical fields should exist with potential differences equal to half of the horizontal potential differences. The fields include: (i) solar-wind induced high-latitude fields with strengths of .01 V/m and greater, and scale sizes of hundreds to thousands of kilometers, (ii) midlatitude and low-latitude fields with strengths of .001 V/m and scale sizes of thousands or tens of thousands of kilometers. It should be noted that smaller-scale electric fields do exist and are at times as strong as the above. None of those observed have been found to conform to a pattern and are believed to be due to turbulence in the flows.

Finally I would like to point out that if it turns out that electrical field measurements in the lower or middle atmosphere can be used to monitor the cross-polar-cap potential difference, an important step will have been made in magnetospheric physics since this quantity enters directly into the energy flow equations for the magnetosphere-ionosphere system.
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Figure 1. The mapping factor as a function of altitude for different horizontal scale sizes ($\lambda_{\text{eff}}$) of the electric field (from Dejnakanintra, 1974). The mapping factor is the strength of the horizontal component of the electric field relative to its strength at 150 km altitude.

Figure 2. Drift motions of particles in crossed electric and magnetic fields (a) collisionless (b) with ion-neutral collisions.
Figure 3. Forces acting on magnetic flux tubes.

Figure 4. Types of flux tubes in the magnetosphere.
Figure 5. Exploded view of the magnetosphere showing dipole-like and tail-like flux tubes.

Figure 6. Equatorial section showing the forces of importance in steady-state flow.
Figure 7. View of northern polar cap showing typical flows and currents. Dots and crosses in small circles indicate upward and downward current flow along magnetic field lines.

Figure 8. View from the evening side of currents on the magnetosphere boundary in a flowing steady-state magnetosphere.
Figure 9. Equatorial section of the magnetosphere showing current systems. Dots and crosses indicate flow along magnetic field lines from and to the ionosphere.

Figure 10. Polar cap view of a typical development of an auroral substorm (Montbriand, 1971). The time development is shown in successive polar cap views. Solid lines are discrete auroras, the dotted lines are the boundaries of proton precipitation. Arrows indicate the motion of auroral structures.
Figure 11. Polar cap view of the expected flow in substorm.
1. INTRODUCTION

Traditionally, the charged or ionized components of the atmosphere have been treated independently from the neutral structure. In the upper atmosphere (above 60 km) the ionosphere has been studied to establish its control on radio wave propagation, and to understand atmospheric chemistry. The lightly ionized upper atmosphere has also provided a suitable environment for study of physical processes involving plasma interactions with the Earth’s electric and magnetic fields. It is well known that the ionosphere is responsive to long-term and transient phenomena governed by solar activity.

There is now increasing evidence that coupling processes between the upper and lower atmosphere occur, and in large part involve atmospheric electrical properties. Suggestions have also been proposed that such interactive processes may ultimately affect weather and climate. The coupling may occur through changes in localized ionization, which can alter stratospheric and mesospheric chemical processes, thereby affecting ozone and other minor species. The ionization can also affect the production of aerosols and other macroscopic or submacroscopic particulates. The ionizing radiations can affect ion size and mobility, thereby modifying ion-neutral drag and other transport processes. In addition, deviations of the vertical and horizontal atmospheric electric fields from the average quiet norm (fair weather electric field) may also play an important role in processes governing interactions between regions.

This review is concerned with the nature of such suggested interactions, particularly those induced by transient solar and geomagnetic phenomena. Solar activity, in the sense used here, also includes modulations of the galactic cosmic ray flux reaching Earth, as well as solar rotation effects including solar magnetic sector passage by the Earth. Here, we will concentrate on processes involving charged particles and/or atmospheric electric structure. The former also relate to electrodynamical coupling in the sense that the primary source of ionizing radiations below 60 km is corpuscular, and thereby subject to focusing by the Earth’s magnetic field. Finally, no discussion of wave coupling interactions is included, since it is covered by other papers in this volume.

2. BACKGROUND AND COMPETITIVE EFFECTS

Figure 1 (Sechrist, 1979) helps exemplify the complexity and nature of the problems relating to solar terrestrial coupling. Solar transient and variable emissions reach the Earth in the form of both electromagnetic and corpuscular radiations. These radiations in turn affect the chemistry and
physical properties of the upper, middle and/or lower atmosphere. Timing for particle arrivals and subsequent magnetic field controls are also important. Electromagnetic radiations travel to the Earth in a few minutes at the velocity of light and affect all sunlit regions; corpuscular radiations arrive from a few hours to a few days following a solar event and are mainly focused to high latitude regions. Other effects are caused by galactic cosmic rays, which do not originate from the Sun but are modulated by short and long-term solar variability. Solar magnetic field effects induced by solar rotation may also couple to the Earth electromagnetic structure. Finally, meteoric ions may be modulated by ionization sources subject to solar variability.

Figure 1 concentrates on processes involving the passage of signals, energy, and other forms of coupling from the upper to lower atmosphere. There is already a large body of evidence demonstrating the reverse influence i.e. tropospheric meteorological disturbances on the upper atmosphere and magnetosphere. These add to the difficulty of analyzing cause and effect, and must be contended with in suitable coupling mechanism concepts.

For example, Gherzi (1950) and Bauer (1958) demonstrated ionospheric F region ionization enhancements above hurricane passages. Apparent ionospheric responses to cold fronts were also noted by Gherzi (1950), Bauer (1957), and Arendt and Frisby (1968). To explain the observational results, Bauer (1957) hypothesized a dynamic coupling process between the troposphere and ionosphere.

Acoustic waves generated by several local storms have been detected in the F region by Georges (1968), and Baker and Davies (1969), and Hung et al. (1975). The waves, whose periods in the ionosphere are in the range 2-5 minutes, are detected by CW doppler techniques. Most recently, Hines and Halevy (1977) have proposed a gravity wave feedback mechanism, whereby energy produced in the troposphere by meteorological phenomena propagates upward via gravity waves. Under certain assumed conditions which could be modulated by solar activity, the upper atmosphere will reflect the waves downward to interfere constructively or destructively.

In addition, there is evidence that lightning can induce effects in the middle atmosphere and above. For example, whistlers, which are VLF waves thought to be induced by lightning discharges, are guided along the Earth’s magnetic field between conjugate points for path length exceeding 30,000 to 50,000 km (e.g. Davies, 1965). Recently, Bering et al. (1979) have measured microbursts of electron precipitation from the magnetosphere, stimulated by VLF spherics generated by lightning in a thunderstorm cell. Since the precipitating particles can ionize and dissociate molecules in the upper atmosphere, a lightning induced mechanism for perturbation of the upper atmosphere is created.

A direct effect on stratospheric ozone has also been suggested by Dubin and Zipf (1977). They have determined enhanced production rates for N₂O under lightning discharge conditions, and offer the suggestion that large quantities of N₂O, NOₓ, and other trace species are produced within the tropical zone, where thunderstorm activity is highest. Injection of such species into the lower stratosphere, particularly within large convective thunderstorm cells that penetrate the tropopause, could significantly deplete stratospheric ozone in time (Noxon, 1976; Chameides et al., 1977).
Man induced effects in the troposphere also affect the upper domains. The most famous topic under discussion in recent years has been depletions in stratospheric ozone induced by hydrofluorocarbons, which occur in many products such as aerosol sprays. SST transports have also been considered as significant candidates for ozone modification in the stratosphere. Man may also affect the upper atmospheric environment in electrodynamic ways. For example, Park and Helliwell (1978) have shown correlative data to suggest that power lines, particularly at high latitudes, generate VLF waves which propagate to the outer magnetosphere. There they can induce particle precipitation which affects ionization, etc. within the lower thermosphere (Figure 2). Finally, Boeck (1976) has considered the gradual increase in the troposphere of radioactive Krypton 85 discarded during nuclear power plant operation. He suggests that this is rapidly becoming the dominant ionization source in the lower troposphere, and will soon have a profound effect on the global electrical circuit.

The above provides both transient and long term examples of effects that must be considered in any studies involved with the determination of atmospheric coupling processes. The evidence for upward coupling is established. We must now determine if downward coupling can play as significant a role.

3. RADIATION SOURCES - A BRIEF SYNOPSIS

Solar electromagnetic radiations are predominantly in the visible, and affect the lower troposphere. There is some evidence (Heath and Thekaekara, 1977) that solar UV, especially toward the more energetic portion of the spectrum, shows a solar cycle dependence, but this has not been observed for the total solar output (solar constant). Solar flares and other active phenomena exhibit enhanced emissions of UV and X-rays which cause ozone production and ionization respectively, but such emissions are short lived and do not cause sustained effects.

Solar active events cause the deposition of energetic corpuscular streams into the Earth’s atmosphere at high latitudes, where geomagnetic shielding effects are weakest. These energetic particles can directly or indirectly affect the middle atmosphere, depending on their type, energy, and flux. They include solar protons which produce polar cap radio absorption events (PCA), and relativistic electron precipitation events (REP) whereby relativistic electrons created by plasma interactions in the magnetosphere precipitate to stratospheric depths. Furthermore, most high latitude geomagnetic disturbances lead to energetic electron precipitations which cause x-ray aurorae by the bremsstrahlung process near 100 km. The converted energy can reach to stratospheric depths, and can dominate over the effects of galactic cosmic rays to altitudes below 40 km. Finally, galactic cosmic rays are modulated by the individual geomagnetic events and by sunspot cycle, and these have bearing on the ozone distribution in the mesosphere, stratosphere, and troposphere. Characteristic penetration depths for the various corpuscular radiations as a function of energy are illustrated in Figure 3 (Thorne, 1977).
4. COUPLING PROCESSES AND MECHANISMS

Two major categories of interaction have emerged which apply to electrodynamic coupling. First, in the search for identification of physical processes to explain the statistical correlations of sun/weather and climate, the stratosphere and mesosphere must be regarded as an important atmospheric domain within which coupling might occur. Ozone plays a major role in the radiative and photochemical processes of this region, and therefore must be considered a key parameter for study. It is also extremely important to understand the natural variability of ozone and its response to geophysical phenomena before one can assess the impact of man induced influences on the same environment. Because the variability of ozone may be influenced by ion-neutral chemistry induced by energetic charged particles, it is appropriate to consider such effects here. Aerosols and particulates must also be considered here, since some variation in these constituents can also be related to solar activity. Noctilucent and nacreous clouds, as well as sub-macroscopic particles, have been offered as modifiers of tropospheric weather and climate. Hence, this category considers the middle atmosphere as a buffer region, within which energy undergoes reflection, transmission, filtration, amplification, absorption, and/or some other form of conversion.

Second, there is newly emerging experimental evidence that atmospheric electric fields, especially at high latitudes and in the upper atmosphere, are responsive to solar and geomagnetic phenomena. The corpuscular radiations previously discussed are known to strongly enhance the local atmospheric conductivity and ionization at stratospheric and mesospheric altitudes. However, the electric field perturbations are not easily explained by conventional atmospheric electricity considerations. Several new theories have now postulated that some electric field perturbations are regulated by solar activity and may be responsible for the observed statistical correlations between solar activity and tropospheric disturbances, e.g., thunderstorms. They include the concept that cosmic rays and/or solar protons can both affect the global electrical circuit and the local field near thunderstorms. These can then alter the rate of lightning formation and possibly, thundercloud buildups.

Both categories contain established results relating to middle atmospheric and tropospheric response to the radiation sources. However, extrapolations to short-term (weather) or long-term (climate) affects in the troposphere all suffer from one or more speculative components. The electrical connection has made more progress toward a full explanation, because it may bypass the stratosphere as an intermediary, and because it causes instantaneous reactions.

4.1 PROCESSES INVOLVING MIDDLE ATMOSPHERIC RESPONSES TO SOLAR ACTIVITY - OZONE

To pass from the upper atmosphere to the troposphere, energy may undergo one or more intermediate changes, possibly affecting relevant meteorological parameters. Recent observations of stratospheric variability in connection with particle injection events have already suggested some possible candidates. A depletion of ozone during a PCA event was first observed in the mesosphere by Weeks et al. (1972) and later interpreted by Swider and Keneshea (1973) to be caused by enhanced $HO_x$ production during this event. More recently, a 20 percent depletion above 4 mb was observed during the great PCA event of August 1972, using ozone data from the BUV experiment.
on Nimbus IV (Figure 4, Heath, et al. 1977). Most remarkable is the persistence, whereby the $O_3$ depletion was maintained long after the termination of the responsible source. The high latitude depletions observed were explained by production of odd nitrogen through proton bombardment as a loss agent. It has also been argued by Thorne (1977) that REP events could cause similar magnitude changes when the cumulative effect of these more frequent events are combined. Rocket data evidence for ozone depletions during auroral x-ray events has been reported by Goldberg (1979). Preliminary findings showed a 25% depletion of ozone above 1 mb, cf. Figure 5, (Hilsenrath, private communication 1979) following each of two nighttime x-ray auroral substorms. These results have been verified with two additional comparisons during March 1978. The observed maximum in x-ray energy deposition occurred in the region of ozone depletion. However, x-ray and particle data showed that nighttime relativistic electrons were also present in adequate quantities to override the x-ray energy deposition above 55 km by as much as a factor of 100. Nighttime relativistic electrons have also been detected on a regular basis during auroral storm conditions by satellite (cf. Reagan, 1977). This newly measured nighttime radiation may help account for the observed ozone depletion, which is too large to be explained by conventional means from the x-rays alone.

Long-term response of stratospheric ozone over a solar cycle (e.g. Angell and Korshover, 1973, 1975) has also been seen from statistical studies based on data from the global network of ground based Dobson stations. If true, this longer response may be more indicative of solar UV variability over a solar cycle, as indicated in the work of Heath and Thekaekara (1977), since solar UV is the primary control for atmospheric ozone production. The results are controversial, because of absolute and intercalibration errors between stations, gaps in data acquisitions and a host of additional problems. The conflicts may further be explained by the fact that total ozone (Dobson) measurements are dominated by the maximum density of ozone found below about 25 km altitude. In this height regime the residence time of atmospheric ozone is about 2 years, and its distribution and concentration are controlled by transport processes. The effects of production and loss processes related to solar variability are thus obscured in total ozone data.

In searching for physical mechanisms based on ozone to improve the forecastability of weather and climate, total ozone data bases are the wrong place to look. Rather, variations in ozone above the transport region should be investigated. Frederick (1977) has in fact theoretically modelled $O_3$ response to solar UV changes over several solar rotations using the data of Heath (1973) and found 22% fluctuations about the norm in mesospheric ozone. Even the auroral effect produces approximately 7% change in mesospheric ozone. For the eleven year solar cycle both Callis and Nealy (1978) and Penner and Chang (1978) have calculated significant changes in stratospheric ozone, with the latter case showing agreement with Angell and Korshover (1973, 1975). Although solar UV variability presents a major influence on natural ozone response, we concentrate on corpuscular effects to maintain our context with electrodynamical coupling. Here, numerous calculations have been published demonstrating the feasibility for ozone depletion by corpuscular bombardment (e.g. Frederick, 1976; Thorne, 1977; Heath, et al. 1977).

Thus, there are apparent changes to stratospheric and mesospheric ozone induced by both transient and long-term solar variability. The question to be asked is if such ozone variability can affect tropospheric behaviour. There are several new ideas linking ozone changes to stratospheric heating, alteration of the stratospheric circulation pattern, and eventual modification of the troposphere.
Fritz and Angell (1976) have suggested an auroral mechanism, whereby auroral IR heating may affect stratospheric temperatures as much as 2°K. Others have looked at the effects of solar UV variability and corpuscular radiations. Stratospheric temperature variations due to changing solar UV flux intensities are substantial at heights above about 10 km, according to modeling results of Callis and Nealy (1978). At solar maximum, the greater heating of O₃ by solar UV leads to calculated temperature increases up to a maximum of 18°K in the 40-55 km height range in three model cases and 45°K in the other two. Most recently, Penner and Chang (1978), with a more comprehensive model, have found the effects to be much smaller but still significant. Both papers have not attempted however, to calculate how temperature changes of this magnitude, induced globally by solar UV, could affect circulation patterns. Schoeberl and Strobel (1978) have considered circulation effects caused by corpuscular radiations, which deplete ozone to induce temperature changes on a more local scale. They conclude that even for the great PCA events of August 1972, the measured ozone depletion would be inadequate for causing significant change in the global mean circulation.

Using a different approach, Avery and Geller (1979) have investigated the effects of changing middle atmospheric winds on tropospheric planetary waves. The Avery and Geller calculations, based on a steady-state linear, quasi-geostrophic planetary wave model extending from the ground up to 100 km altitude with spherical geometry, indicate that the planetary wave amplitude can change significantly as its phase shifts east or west (i.e., ridges of highs and lows move E or W) mainly in response to jet stream amplitude changes. Here, variations in solar UV flux intensity over the 11-yr sunspot cycle and the 27-day solar rotation period, or in solar corpuscular emissions, could alter the stratospheric ozone structure and produce changes in the temperature gradient through ozone heating. The temperature changes would then affect the strength of the polar night jet stream near the stratopause, causing amplitude variations and phase shifts in the planetary wave structure. Finally, variations in planetary wave structure could alter the position of principal storm tracks, with an attendant change in weather patterns.

Turning to the very long-term, Reid et al. (1976) have considered PCA's during Earth magnetic field reversals. During such periods (at intervals of order 10⁶ years) the Earth's field is sufficiently weak to permit solar proton bombardment globally, following solar proton flares. They have considered how such bombardment on this more extensive scale might affect the biosphere, but also indicate possible influences on climate.

4.2 PROCESSES INVOLVING MIDDLE ATMOSPHERIC RESPONSES TO SOLAR ACTIVITY—CLOUDS AND AEROSOLS

Clouds and aerosols may also respond to solar variability. Noctilucent clouds (NLC) are the highest in our atmosphere and occur near the summer polar mesopause (∼85 km) in polar summer. Satellite data (Donahue et al., 1972) have shown NLC to be continuous over the polar cap (>80° latitude) for several weeks during polar summer. This is in contrast to ground based measurements, which have historically indicated temporally varying and spatially discontinuous structure, especially toward lower latitudes within the auroral zone. Little is known about the structure and composition of NLC. However, Hummel and Olivero (1976) have calculated radiative temperature changes at the Earth's polar surface on the basis of the satellite observations and conclude that changes of up to 1°C are possible, depending on particulate shape, size and concentration.
Statistical correlations of NLC with solar activity have been reported. For example, one observation claims that NLC rapidly dissipate following the onset of aurorae, and D’Angelo and Ungstrup (1976) postulated that this may be due to joule dissipation of large ionospheric electrical fields. Experimental evidence with a rocket-borne ion mass spectrometer (Goldberg and Witt, 1977) shows that metallic species of meteoric origin (especially Fe\(^+\)) may be nucleation agents for NLC formation. Since the production of Fe\(^+\) ions is enhanced by precipitating particles this may lead to increased NLC formation when other meteorological conditions are satisfied.

Within the stratosphere, nacreous (mother of pearl) clouds are occasionally observed, always near 30 km. They are most often sighted in northern latitudes during local winter, and can only be seen during the unique sunlight reflection conditions provided by sunrise and sunset. Meteorologists consider such clouds to be induced orographically, but this does not explain an absence of sightings at mid- and low- latitudes. The impact of such clouds on coupling processes, through frequency of occurrence and spatial coverage, remains to be demonstrated, although effects originating through nucleation by solar proton events and other geomagnetic phenomena cannot be discounted at this time.

Solar and geomagnetic influences on cirrus clouds, highest in the troposphere, have also been postulated. These relatively frequent and well observed clouds can modulate the intensity of visible radiation reaching the lower atmosphere and surface. Roberts and Olsen (1973 a,b) have claimed that a cirrus cloud deck near 300 mb could cause local heating up to 1°C per day at high latitudes over a relatively warm ocean surface. The strong temperature gradients induced would then lead to significant circulation patterns within the troposphere. Roberts and Olsen also postulated that cirrus clouds are subject to solar activity effects through interaction with ionizing energetic corpuscular radiation, either directly or through secondary bremsstrahlung x-ray radiations. Johnson and Imhof (1975) have criticized this concept however, by arguing that the nearly constant ion pair production rate up to 28 km due to cosmic rays is rarely perturbed by x-ray radiations, even during major geophysical events.

Finally there is some evidence for submacroscopic aerosols within the middle atmosphere. These particulates have been deduced largely from the data of rocket-borne Gerdien and blunt probes. These data have exhibited huge order of magnitude changes of ion conductivity within the middle atmosphere as a function of latitude, time of day, season, and geomagnetic or solar disturbances. Our lack of knowledge concerning such particulates is evidenced by the recently reported results of Mitchell et al., (1977). They conducted a series of four soundings to measure ion conductivity through sunrise from White Sands, New Mexico (Figure 6). The large enhancements between 40 to 65 km are attributed to increases in ion mobility (reduction in ion size), since solar ionizing radiations have small effect below 65 km. This could be observed directly on the latter two flights in 1975, which used Gerdien probes capable of evaluating mobility from independent measurements of ion concentration and conductivity. The paper argues that the solar UV radiation must dissociate heavy ions or particulates to form smaller mass species during daytime, but a closer study of the profiles seems to indicate that the effect progressed from lower to higher altitudes, in conflict with that explanation. It is also not clear what effect the time separation (\sim 4 years) between soundings may present.
More measurements are required to determine the character, distribution, size, and morphology of submacroscopic particulates within the middle atmosphere. If they exist in reasonable quantities, they may affect the transport and circulation properties of the middle atmosphere. For example, Hale (1977) has recently speculated a scavenging process whereby a few charged particulates of appropriate size, set in motion by electric field forces, could drag the neutral atmosphere and cause accumulation of trace constituents in localized regions. A knowledge of charged particulates and heavy ions is also important for the electrical considerations of the next section.

4.3 THE ELECTRICAL CONNECTION

In most classical texts on atmospheric electricity, e.g., Israel (1970, 1973), it is specified that the global electrical current is driven by global thunderstorm activity (about 1500 to 2000 storms at any given instance of time). This conclusion is largely deduced from indirect measurements (e.g., Figure 7) wherein the observed daily (UT) variation in vertical potential gradient appears as the envelope of the peaked activity for the three major continental thunderstorm regions. This assumption has not been verified with a suitable global mapping study. At present, there is no adequate technique employed for establishing the variation of thunderstorm activity on a spatial and temporal basis, both of which are required to evaluate the total electrical budget. In the classical sense, the basic circuit cannot be subject to perturbations from external sources, since the ionosphere acts as an “infinitely” conducting sferical shield. However, recent comparisons of the magnetospheric and atmospheric electric fields show them to be of comparable magnitude (Sugiura, private communication, 1979). Since the ionosphere is not an infinite conductor in actuality, one might suspect penetration of the external magnetospheric fields into the middle and lower atmosphere, and vice versa. Furthermore, solar and magnetospheric fields connect in outer space, providing the possibility of a direct physical connection between solar active phenomena and the atmosphere.

4.3.1 Electric Field Response

The mapping of solar related phenomena to the atmospheric fair-weather electric circuit has been observed through correlative studies relating on the short term, to solar sector boundary passages and solar flares, and on the long-term to the 11-year sunspot cycle. The parameters studied are the return current (air-Earth current density, $J_c$), the atmospheric vertical potential gradient (or electric field, $E$), and the total ionospheric potential (potential difference between the ionosphere and ground, $V_i$). Fair-weather measurements of $E$ and $J_c$ over the 11-year period May, 1964, to February, 1975, at Zugspitze (47.4°N, 11.0°E, elevation 2962 m) exhibit response to sector boundary crossings (Reiter, 1976; 1977). The results of Reiter’s superposed epoch analysis, show that both $E$ and $J_c$ increased by 20% or more on the two days following a -/+ sector boundary crossing in maximum solar activity years. An increase also occurred for +/- boundaries, but on the same day as the crossing date. A superimposed epoch study based on a shorter data span (March - November, 1974) by Park (1976) indicates that the potential gradient at Vostok (78°S, 107°E) increased sharply by 20-30% beginning 3 days after boundary passages, and the effect was more pronounced in the astral winter months than the equinox months. The response was similar for +/- and -/+ boundary crossings. The difference in response time for the Vostock and Zugspitze electric fields remains unclear, although new modeling results by Hays and Roble (1979) may account for geographical differences in temporal lag.
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Next turning to solar flares, Cobb (1967) found at the Mauna Loa, Hawaii observatory (19.5°N, 204.4°E, elevation 3400 m), that E and Jc increase significantly after solar flare eruptions. The potential gradient maximized 3-4 days after the flare day, while the air-Earth current density reached maximum after 1 day; both quantities remained above normal for several days thereafter. In a series of studies, Reiter (1969, 1971, 1972) has shown that E and Jc measured at Zugspitze also responded to solar flare eruptions.

Potential gradient enhancements have been observed to be correlated with solar radio noise bursts (associated with flares) at Zugspitze (Reiter, 1972), and at stations within the Arctic Circle (Sao, 1967). Márquez (1976) has found enhancements in E of 30-50% in Poland (approx. 51°N) associated with geomagnetic storms (which generally follow solar flare eruptions).

Long-term measurements of the fair-weather electric field in the first two decades of this century suggested a stronger average field strength in years of maximum sunspot activity compared to minimum years at some European stations, but no apparent influence at others (c.f., the review by Herman and Goldberg, 1978b, p. 139). According to Mühleisen (1971), the total ionospheric potential measured over Germany for a complete solar cycle exhibits a positive correlation with annual mean sunspot number. To the extent that the total potential is proportional to global thunderstorm activity, one might therefore expect the latter quantity to be correlated with the 11-yr. sunspot cycle.

4.3.2 Disturbed Weather (Thunderstorm) Response

In contrast to the classical electrical picture that thunderstorms drive and control the fair weather electrical circuit, there is some emerging evidence that external influences may help modulate thunderstorms. At this time, the results are largely statistical and in many cases, questionable or controversial (Pittock, 1978; Herman and Goldberg, 1978b). The current techniques for counting thunderstorms and/or lightning are quasi-subjective, dependent on good observing techniques and station location. They normally ignore factors such as storm intensity, lightning frequency, or storm areal extent.

Markson (1971) was the first to observe solar sector boundary response and based his study on U.S. thunderstorm data collected during the solar minimum period covering approximately 52 sector boundary crossings (November, 1963-December, 1964, inclusive). There seemed to be a definite preference for thunderstorms to occur from about 1 day before to one day after a +/- crossing, but no statistically significant response to -/+ crossings.

A more detailed analysis has now been made by Lethbridge (1979), who used data from 102 weather stations in the U.S. extending from the Atlantic Coast to 102°W longitude and from 30°N to 45°N latitude to derive a thunderstorm index. The daily index was corrected for seasonal effects, and compiled for the total area as well as for three latitude bands (30-35°, 35-40°, 40-45°). In a superposed epoch analysis of three separate sets of data (1947-1956; 1957-1965; 1966-1976), she found the strongest solar signal in the thunderstorm index for the winter months (November-March) in the latitude band 40-45°N, with peak activity occurring 1 day after +/- boundary crossings. With the index combined for all seasons and latitudes, and for both polarity crossings, Lethbridge could find no discernible response to sector boundaries.
Several different measures of thunderstorm activity have been utilized in studies of the response to solar flare eruptions, and all seem to show a positive response but with varying lag times. For example, Reiter (1969) used sferics counts in Germany (indicative of lightning flashes in thunderstorms within a 300-mile radius) for the years 1964-1967. He found a 57% increase in count rate peaking about 4 days after the eruption of solar flares with importance ≥2. Markson (1971) used the number of thunderstorms reported daily in the United States in 1964-1965, and claims a 63% increase approximately 7 days after flare occurrences.

Other results include Bossolasco et al. (1973), who used the number of long-range radio direction-finding fixes recorded in the Mediterranean area as a measure of thunderstorm activity in that area for the 1961-1971 period, and showed a 50% increase in the daily number of fixes beginning one day and peaking 4 days after solar flare occurrences. VLF whistler counts were used by Holzworth and Mozer (1979) as an indicator of high-latitude thunderstorm activity during the August, 1972, solar-terrestrial events. They found a strong increase in count rate beginning about 12 hours after the class 3 flares of August 4 and August 7.

Finally, long-term studies of the variability of the annual number of thunderstorm days in different regions with the 11-yr. solar cycle are replete with contradictions. The analysis of Siberian thunderstorms by Septer (1926) has been cited often as proof that middle-to-high latitude thunderstorm occurrence is directly correlated with annual mean sunspot number (correlation coefficient = +0.9). This result, however, has been severely criticized by Pittock (1978). Brooks (1934) listed correlations coefficients for 22 regions of the world including Siberia, England/Wales, and seven subdivisions of the USA. His analysis from 57 years of England and Wales data suggests that annual mean sunspot numbers and annual number of thunderstorm days are uncorrelated. On the other hand, Stringfellow (1974) found a strong positive correlation for the same region based on English thunderstorm occurrence in the years 1930-1973, as shown in Figure 8.

4.3.3 Causal Mechanisms for Thunderstorm Triggering

No fewer than five separate theories have been recently proposed to seek an explanation for thunderstorm (lightning) response to solar activity. However, none of these bridge the final gap to explain how modifications in the electrical structure of thunderstorms can affect local or global meteorological structure. One concept considers the effects that external influences may have on the global electrical circuit. Ney (1959) suggested that thunderstorm activity may be modulated by solar variability through alteration of the electrical state of the middle and lower atmosphere. Markson (1971, 1975, 1978) amplified this idea to evolve a theory which in its present state (1978) assumes that the electrical resistance of the atmosphere above thundercloud tops (the charging resistor, see Figure 9) will be lowered by enhanced ionization associated with incoming cosmic particles. The charging current is thereby increased leading to an enhanced ionospheric potential and fair-weather electric field which must adjust globally to the increased charging current. The enhanced electric field is also thought to somehow produce increased lightning within thunderclouds. One question with this idea concerns the magnitude of cosmic ray fluctuations reaching thunderstorm heights in the tropical zone, where thunderstorms predominate; are the fluctuations near the equator sufficiently large to induce the required effect?
D’Angelo (1978) has modified the global circuit by introducing a variable emf source representing the ionospheric potential at high latitudes. Fluctuations in this second driver force readjustment in the global circuit including the fair-weather electric field. He argues that the ionospheric potential is sensitive to solar wind electric fields, magnetospheric fields, etc., thereby introducing a coupling link within the solar-terrestrial system. These results are also consistent with the recent analysis of Sugiura (1979, pvt. communication) which demonstrates the equivalent magnitudes of the fair-weather and magnetospheric electric fields, and help justify the concept of magnetospheric electrical field mapping into the stratosphere (Figure 10). New experimental results of Hale and Croskey (1979) also suggest that middle atmospheric electric fields in the auroral zone are sensitive to auroral phenomena. Hays and Roble (1979) have provided the most quantitative and sophisticated modeling effort to date. They have developed a global model for electrical parameters, which includes as input parameters orographic effects from the Earth’s surface, the global thunderstorm distribution as observed from the DMSP satellite, and the latitudinal distribution of cosmic ray flux. They too, have calculated high latitude effects induced by solar active and/or magnetospheric phenomena, and have found significant perturbations on the global circuit properties. Finally, we note that care must be taken in each of the above cases to separate electric field disturbances of solar origin from those induced by tropospheric storms. According to Cole (1976), the latter can develop a feedback phase relationship giving the appearance of magnetospheric origin.

In a more localized approach, Herman and Goldberg (1976, 1978) have considered how cosmic rays and solar protons affect the local environment near thunderstorms, and if modifications in the local conductivity and electric fields can assist lightning generation. For the case of cosmic rays, the changes appear quantitatively reasonable based on the school of thought (c.f., Chalmers, 1967), that an increase in the fair-weather field enhances the probability of thunderstorm formation under appropriate meteorological conditions. Thus, solar-controlled variation in cosmic ray intensity, especially over the 11-yr. cycle, may modulate the fair-weather field and hence the rate of thunderstorm occurrence. The more difficult question concerns how solar protons, which typically are absorbed above 20-25 km, could affect tropospheric electrical structure. Figure 11 shows penetration depths for protons during several large PCA events of the last decade, and compares the effect of cosmic rays over a solar cycle. Ion transport cannot carry charge to lower altitudes because of short ion lifetimes and slow vertical transport in that part of the atmosphere. One possible exception is illustrated in Figure 12, wherein large vertical motions induced by ion-neutral drag may exist near the tropospheric gap caused by the polar jet stream. Also, charges attached to particulates can have longer lifetimes; this adds further justification for increased study of aerosols as discussed earlier. Alternatively, Herman and Goldberg have suggested that flare-produced solar protons penetrating to the stratosphere may effectively lower the height of the electrosphere. The boundary region for proton cutoff would increase the magnitude of the vertical fair-weather field and also induce a horizontal field component at thunderstorm heights, as shown in Figure 13. Triggering of lightning would again be accomplished by the modified potential gradient.

Follin et al. (1977) have taken a different approach to explain lightning generation in thunderstorms. Beginning with the premise of a pre-existing thundercloud, they argue that meteorological dynamics cannot generate sufficient electric potential to equal or exceed the breakdown voltage of the atmosphere. If however, the cascading muons from a high energy cosmic ray pass through the
thundercloud they can provide an ionized path for a lightning bolt to follow. If there is any solar control of the occurrence rate of cosmic ray air showers, the incidence of lightning should correlate with solar variables.

The final scenario, what happens to the meteorology by changes in atmospheric electrification, is open to speculation. Here, various suggestions have postulated improved conditions for hail formation, water droplet growth and enhanced rain, etc. These concepts await physical validation.

5. SUMMARY AND CONCLUSIONS

We have briefly considered the various radiations reaching the middle atmosphere in response to solar activity, and their known effects on neutral and ionic species of that region. Those responses have then been evaluated as possible coupling mechanisms connecting the upper and lower atmosphere. Two general categories emerge. First, we have discussed the role of the stratosphere and mesosphere as a buffer region, wherein small perturbations of local parameters can be amplified into major effects affecting the transport or conversion of energy from external sources reaching the region. The constituents include ozone, aerosols, and to a lesser extent, charged species. The major effects involve heating, circulation patterns, and possible long term effects on climate in both the stratosphere and troposphere.

The electrical connection involves changes in the global and local electrical structure of the atmosphere induced by solar activity. These effects are more direct and may possibly bypass the stratosphere altogether. The responses in the atmospheric circuit to local changes are nearly instantaneous, and therefore are looked on with more promise for possible influences on weather systems. Newly emerging experimental evidence indicates that atmospheric electric fields, especially at high latitudes and in the upper atmosphere, are responsive to solar and geomagnetic phenomena. The corpuscular radiations previously discussed are known to strongly enhance the local atmospheric electrical conductivity and ionizations at stratospheric and mesospheric altitudes. However, the electric field perturbations are not easily explained by conventional atmospheric electricity considerations.

Theories now postulate that the electric field perturbations regulated by solar activity may be responsible for the observed statistical correlations between solar activity and thunderstorms. They include the concept that modulations in stratospheric electric fields induced by cosmic rays and/or solar protons can in turn affect the local field near thunderstorms, and change the rate of lightning formation. This is offered as an example of how atmospheric coupling may occur electrically.

The various ideas presented here are partially established, but primarily hypothetical. Experiments are needed to investigate the more promising concepts and establish the importance of each conceived idea. The electrical environment in particular needs further study, to establish its response to energetic radiations, the mapping of magnetospheric fields into the middle atmosphere, the influence of tropospheric electrical disturbances on the middle atmosphere, localized effects induced by auroral activity, etc. Since most electrical reactions are instantaneous, properly designed experiments can seek cause and effect simultaneously. Early field experiments should therefore relate to
electrical coupling processes, and should concentrate on atmospheric electrical properties, with an appropriate coordination between rocket, balloon, aircraft, and ground based experiments under both solar quiet and disturbed conditions.
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Figure 1. Schematic depiction of extraterrestrial radiation sources modulated by solar activity, and their subsequent effects and interactions with various parts of the middle and lower atmosphere. (After Sechrist, 1979.)
Figure 2. A schematic diagram illustrating the effects of power line radiation (PLR). Harmonic radiation from power lines (∼ several kHz), is guided to the Equatorial magnetosphere where it interacts with counterstreaming energetic electrons. The wave particle interaction amplifies the PLR, triggering emissions of order $10^3$ greater than the input level. Scattered electrons precipitate into the upper atmosphere with estimated energy fluxes $10^6$ or more times the input wave power. (After Park and Helliwell, 1978.)
Figure 3. The nominal penetration depth for energetic electrons, protons, and X-rays normally incident at the top of the Earth’s atmosphere. (After Thorne, 1977.)
Figure 4. Daily zonally averaged total ozone (Nimbus 4 BUV experiment) above 4 mb pressure level (about 38 km) for Equatorial (top panel) middle (middle), and high (bottom) latitudes during July and August, 1972. (From Heath, et al., 1977.)
Figure 5. Ratio of nighttime vertical ozone distributions comparing post auroral disturbance values to quiet time profiles preceding each event. The ratios were calculated from four independent rocket chemiluminescent detector soundings from Poker Flat, Alaska at the times shown. One comparison (Randhawa technique) was obtained on a single night. The second comparison (Hilsenrath technique) was obtained by comparison of quiet and post disturbance values on separate nights (Hilsenrath, pvt. communication.)
Figure 6. Positive ion conductivity ($\sigma_+$) profiles with altitude for four solar zenith angles following sunrise. Rocket soundings occurred at White Sands Missile Range, New Mexico. (After Mitchell et al., 1977.)
Figure 7. (a) Diurnal variation of the atmospheric vertical potential gradient. (b) Diurnal variation of thunderstorm expectation for individual continents and for the world envelope. The area covered at any time by thunderstorms is in units of $10^4$ km$^2$. (After Israel, 1973, p. 366.)
Figure 8. Five-year running means of average annual sunspot number (lower curve) and average annual lightning index. (From Stringfellow, 1974.)
Figure 9. The atmospheric global electrical circuit. Large arrows indicate the flow of positive charge. Estimated resistances of circuit elements are given. The thunderstorm depicted represents the global electrical generator, i.e., the totality of all thunderstorms, and sends current through the charging resistor ($10^5 - 10^6 \Omega$) to the ionosphere. The cumulative effect of the global return current passes through the load ($10^2 \Omega$) resistor. (After Markson, 1978.)
Figure 10. Schematic illustrating sources and magnitudes of electric fields in near Earth space. (Suguira, pvt. communication.)
Figure 11. Ion pair production rates due to solar protons (curves 1-5), galactic cosmic rays at sunspot minimum (curve 6) and sunspot maximum (curve 7), and energetic electrons (curve 8). These curves are based on calculations from various sources as given in Herman and Goldberg (1978a).
Figure 12. Penetration of stratospheric air and ions to tropospheric heights near a jet stream, (cf. Herman and Goldberg, 1978a).
Figure 13. Model of proton effects on the electrosphere and potential gradient (electric field) in the vicinity of the proton cutoff latitude. Horizontal lines with perturbations are equipotential surfaces, and vertical lines are electrical field lines between the electrosphere at a relative potential of $V = 1$ and the ground with a relative potential of $V = 0$. (From Herman and Goldberg, 1978b, p. 261.)
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