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NUMERICAL METHODS OF SOLVING A-SYSTEM OF MULTI-


DIMENSIONAL NONLINEAR EQUATIONS OF THE
 

DIFFUSION TYPE
 

A. V. Agapov, B. I. Kolosov
 

INTRODUCTION /3*
 

The non-steady state-equations of the diffusion type are the most widely
 

used equations, to which the description of many important physical-phenomena are
 

reduced. The literature [5, 6] has madean extensive study of the linear class of
 

these equations, and many numerical methods for solving them on computers in the
 

one-dimensional and the multidimensional geometry have been developed and have
 

become classical. The situation is different in the case of the nonlinear depen­

dence of the diffusion coefficients on the initial solution, which frequently
 

arise when studying nonlinear effects inthe theory of quasi-linear plasma oscil­

lations, in the problems of heat and mass transfer, and other present day physical
 

applications. This-article proposes a universal numerical algorithm for solving
 

these problems, having the property of conservation and numerical stability. The
 

formulation and study of the algorithms presented below are based on a priori in­

formation connected with the initial problem.
 

We should also note that since certain existing physical phenomena are ex­

amined, which are modeled by nonlinear equations of the diffusion type, the exis­

tence for solutions of these equations is a natural requirement, which indicates 

the useful information of the initial physical model. It is known that diffusion 

equations are based on a balance of .the flow of physical quantities determined by 

a differential expression of the form -- , where f is the physical quantity 

examined; fr fl'y).-- diffusion coefficient. Since in modernphysics the laws 

of conservation are only-considered in geometric space, but in the phase space of /4 

velocity or the Fourier transformation space, in the following the variable 

Numbers in the margin indicate paginatibn of original foreign text,
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f = (±,') will designate the parameters of the corresponding space [for example, 

O(kI&.) or (K±,Kj) 1,in which the diffusion processes are studied. As a rule, 

numerical modeling of non-steady state phenomena is always reduced to discretiza­

tion of the tine variable for a sequence of evolutionary layers, for which the 
"conservation" of the solution algorithmis of great importance. This solution
 

is the consequence of the necessary agreement between the a priori requirements
 

of the differential problem and the properties of its difference analog. Here,
 
"conservation" is reached when, when the stable algorithms are formulated, the
 

values of f and are taken on the same evolutionary layer, which leads in
 

its turn to implicit'difference analogs of the initial equations with respect to
 

the solution and, as a result, -to systems of nonlinear equations which may be
 

solved only using iteration approaches.
 

In conclusion, we should note that since numerical methods of solving multi­

dimensional equations are.examined here, whose realization falls within the frame­

work of modern computers, one of the basic requirements imposed on the algorithms
 

is a minimum number of computational operations for a given accuracy ofo'the ap­

proxination to the solution.
 

1. FORMULATION AND 'BASIC PROPERTIES OF THE PROBLEM.
 

Let us now formulate the problem. For this purpose we shall consider
 

Euclidean.space 


2
­

R~~jcR~u.R. (t EyY73 ; t)(ti )i~ P\
Let us now assume that OC RX is a certain region in R and let us set'0 =0X(O' r 

and NhxT) is the lateral surface Q, Now let us examine on QT a certain 

real function f , having the first and second generalizec'derivative. For each /5 

+[oTJ , let us introduce the Banach space .4(Q)' and the Sobolev space W'(Q), 

which consists of the functions of the space -4 (Q) having in Q the generalized 

derivatives summed with the square. W() produces Hilbert space with respect 

to the norm 

Let us now assume f belongs to the class of these functions F in OT 

which for each t[o,TrJ produces Hilbert space H(Q) either with respect to the 
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norm W4( ) or with respect to its equivalent. 

Under these conditions, let us examine the quasi-linear equation in the 

domain Q$ with the divergent right side
 

=Lx t +(2) 

for which is given on the surface S Then for the known diffusion coeffi­
cients 49 the equation (2) determines the unique solution. We shall also assume
 

that the operator
 

exists in Hilbert space (Q) , and the set 9Q.) is its domain of definition, 

consisting of the functions'.EZ(Q) such that i. (Q)t , and it is not degener­

ate, i.e., for any non-zero vector , the inequality is satisfied 

ZVf (3)
 

where v ' are positive numbers. The condition (3) will be called the condition 

of strong ellipticity. If 

then the condition of strong ellipticity has the form
 

4~t(tZu (4) L 

where Wt ,k are certain continuous positive functions. 

Now to complete the formulation of the problem, we must add additional con­
ditions on equation (2I) which determine the dependence of the coefficients 

on the solution f . For this purpose, let us write the following equation in the
 

domain QT
 

(5) 



A 

where A in the general case is a certain linear operator which acts in Hilbert 

space H, produced by '(7), at R0T . We may give a sufficient criterion 

for ellipticity of the operator L and as a result the parabolic nature of the 

system of equations (2) - (5). Let us assume exists and is positive. Then 

we have-the following: 

Lemma 1. If for VZ rs the inequalities .e and 

hold, then the matrix la is positive definite. 

Z" 
Actually, it follows from the positive nature of that Z'U-Z'.,d
 

where K is the cone for QT" Since according to the conditions of the Lemma
 

">(t.>0-c2.and in similarQ 0 a 

from which we have t ' or in view of /PUC/Amin" , which designates 

the positive definiteness [Aft Although the properties of the smoothness of 

the function :%_) , with respect to which we shall assume that the condi­

tion of the Lipschitz continuity is satisfied at the norm Wz() , mainly 

. - - .,.. * -- -" '- .t ,4" . 

:Ir ? "(6) 

We should note that equation (5) means that from the functional equation determin- /7
 

ing the diffusion coefficients, we may distinguish a certain linear part for 4
 

Thus, the system of equations (2) and (5) under the ellipticity conditions (3) and
 

given on the surface ST of the boundary conditions completely determines the solu­

tion 4 ) 4.(.(tu and 4 

Let us turn to a numerical solution of the problem. For this purpose, we 

write the semi-difference analog of the system of equations (2) - (5), which has
 

the following form in view of the conservation requirements:
 

(7)
 
-, - ­

where n designates the number of the evolutionary layer and the time layer in
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the given case, and At -- the discretization step of the variable t 40,13 

Let us examine the elliptical operator in the domain Q 

where is determined on at4ofor VgEQf 

Since the solution of the system of equations (7) for each value of the
 

evolutionary layer n is reduced to inversion of the elliptical operators e I 

which may be satisfied in view of the nonlinear nature only using iteration ap­

proaches, we shall now examine several properties of the operators which are not 

omitted (9). 

Let us assume fj%a are continuous at Q*r for S- = , and 

we shall assume 4 is a factor of all the finite functions in Hilbert space H, 

which produce Z(0)8 .- PP at . We shall use to designate the 

closure" . Then is called the minimum operator producing e The defini­

tion domain is the space W) at f- an tQ By expan­and the 
A a 

0 JT­
sion of the operator e we designate the operator at the set 

.), where () is the set. such that X Then, the solution 

of the equation "/8 

is called, as is known, the solution of the first boundary value problem, For it
 

the following estimate holds
 

~\ {Uw~y G~ ~~41v4~4Q) Q).(10) 

2. ITERATION SOLUTION OF A SYSTEM OF NONLINEAR ELLIPTICAL EQUATIONS.
 

Iteration methods are widely used for inversion of linear elliptical sy-c:" 

stems of the form (7) - (8). However, here the requirement for them is dictated 

also by the nonlinearity of the system, and in contrast to the linear case, a 

study of the convergence of the iteration process is of great importance, For
 

convenience, we shall examine the initial proximation individually
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(12) 

and the iteration continuation of the system (11) - (12) for the solution 

u7) - (8).; 

tI) 1 i(13) 

The advantage of distinguishing the initial approximation is due to the
 

fact that for certain functions (p the unbounded operators LQV , and the 

presence of a large amount of a priori information regarding the solution is suffi­

cient to confine ourselves to a one-step process (11) - (12), if the solution of
 

the equation (11) is found with a high order of accuracy. This approach, which is
 

related to the introduction of non-control grids, will be examined below. In the
 

case of bounded operators L , a system of the predictor-corrector type (13) - (14)
 

is preferable. We shall study its convergence.
 

Let us assume . is positive definite in H and a bounded operator, i.e., /9
 

Then the following is valid:
 

Theorem 1. The iteration process (13) - (14) converges for each n to 

the solution of the system (7) - (8), if the inverse operator /' is positive and 

the inequalities ,5, A + A <2V 
hold. C1, f. 4 

In view of the positive nature of L , there is an inverse operator, and 

from which the solution of the equation (8) follows.
 

Let us introduce the notation
 

,.1 M;.;3; (15) 

Then, subtracting equation (13) from equation (7), with allowance for the notation
 

in (15), we obtain
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f, 2E (16) 

Now let us determine the rigid expansion determined by the operator 

Since the matrices and ep , in view of'.the conditions imposed on the 

function , have positive minimum eigenvalues, the inequality (10) follows. 

We have the following from Lemma 1 

AM I 

and (13) At Consequently_ is bounded. 
snondd
'A 

Let us also assume -c. DiAIlDetermining (16) A 11 

we obtain
 

In its turn, from (17) we have
 

Now, subtracting equation (8) from (14) and applying the condition of the Lipschitz /10 

continuity (6) for the function, , we find 

Ile I alp(18)OPII 

from which, by summing the inequalities (18) with respect .to a and , we obtain 

the conditions of the theorem, which completes the proof. 

A necessary condition for the implementation of the iteration process (13)
 

- (14) is, as is known, its stability with respect to small perturbations. Since
 

the stability is due to the correct nature of the difference problem, we shall ex­

amine a certain general approach to the control of the system (13) - (14) for an
 

arbitrary positive-definite and bounded operator L, and then its specific modifica­

tions as applied to the integral operator L and the differential (unbounded) opera­

tor gQ, 



3. GENERAL (CONSERVATIVE) ALGORITHM OF THE ITERATION CONTROL.
 

Let us consider the numerical implementation of the process (13) - (14),
 

when L is a positive definite operator. For this purpose, we use the following
 

control iteration process. We introduce a certain positive self-conjugate opera­

tor K in Hilbert space H, in which L exists. Let us assume K:
 

H4HKL: H+ H; tH_-Vxx rat; Mzc
 

Let us set MA = S"p(tLx,X) Let us examine the following iteration process [1]
 

17 (19) 

(20)
 

7)If A 4 belongs to the region of values , then the following 

theorem is valid [1]. 

Theorem 2. For . the sequence from (19) - (20)
 

converges to the solution of the equation (14). /-"
 

To prove this statement, instead of the space examined H, i.e., 4(0) 
with , a certain new space 14, is introduced for 

namely, , It may be readily shown-that the operator 

zt K),X isself-conjugate in . Let us set 

and then 

-,(c,> ' ($XXo (21) 

We should note that the norms produced by the scalar products I%- and ( .X 

are equivalent. It follows from (12) that pfc)s - The proof of Theorem 2 

follows from this fact and the Krasnosellskiy theorem. 

However, Theorem 2 does not make it possible to applytithe process (19) ­

(20) to"the solution of the system (13) - (14), In its turn, the possibility of 

a numerical approximation of the process (19) - (20) establishes Theorem 2 [1]. 

Let us examine the process 

8(22) 
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i.e., we assume the operator is known with a certain non-self-conjugate 

error , and we assume the same hold for . We shall assume that 

PC,~ 4-INS 4tt if C the equationitt~~M rt~ and 

is satisfied.
 

Theorem 3. Let be the solution of equation (8). Then the follow­

ing estimate holds:
 

1. then
If 


1. if -1 ­

(>O q~.where 0 $ Mo 0

2. If q 1, then 

The proof of Theorem 3 follows from the proof of the preceding estimate /12
 

Let us consider the convergence rate of .the iteration processes (11) - (14). 

Here, the following Theorem 3 is valid [2]. If p" , belongs to the 

region of values for the operator 21 and D0 , then 

The proof of the theorem is based on the following
 

Theorem 3 may be refined for finite-dimensional space, namely, for finite-dimen­

sional space as applied to the process (12). It is known that -3 are two matrices
 
"_and " -,so that 

Here we may assume that the following estimate is satisfied [l]
 

9 



Then -. 

where 

Let us refine the form of the matrices Z and Z.. Z is the matrix whose 

columns are K-normed vectors FxK U,, where Ui are the eigenvectors of the 

symmetric matrix 'kL- tt ; p -- dimensionality of the matrix; K -- the quantity 

A= 0. 

Thus, the solution.of the system (7) - (8) may be reduced to two iteration 

processes: the process (13) - (14) and the process (19) - (20). Both of these 

processes cannot be implemented in practice, since the two-dimensional nature of /13 

the parabolic equation makes the time for the solution of (7) - (8) beyond the 

limits of present day computers. This article proves the convergence of both 

processes to one, namely, the following processes examined 

ep 
A ~ P (23)-s. 

4, CERTAIN SUFFICIENT CONDITIONS FOR THE CONVERGENCE OF THE CONTROL PROCESS
 

(23) - (25).
 

Let us consider the process (23) - (25), where the ooperator K is selected 

as follows: 

2. KI acts in the cone, i.e, it is positive.
 

10
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L&t'Zus examine the new operator i , where VV is a given number. We shall 

select c so that the conditions for the convergence of the process (23) - (25) are 

satisfied with respect to $ [K)-L_,i.e., this operator changes a cone into a 

cone. In addition, Kj g( • Under these conditions in space H, which produces 

Wt"(,)- , the following is valid: 

Theorem 4. In the space H examined, the process (23) - (25) converges if 

,>
 
+Zft , ef?/1 max~ 2-rAJ 

Let us subtract equation ].(3) from equation (12)
 

1? )jtit(-r (26)'o~ , 

It may be readily shown that satisfies the ellipticity condition 

Let us setrai shw-ht 

and ,,,+IL) > o. 

These equations are strictly larger than zero on . A similar statement is 

which is readily proven by induction. Actually O
valid for V , 

ts .et)>i , but - Z;= ' 
since for the first iteration indicated above, the induction is valid. At the same 

time we should note that the minimum eigenvalue of the matrix 

is X O6. - , 

Let us introduce the expansion of .tp for the operator 

/14 
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for which, as was shown above, the following estimate is valied (10)
 

In addition, from this equation, taking into account (26), we obtain
 

Now, taking the fact into account that the Sobolev spaces or c:h% form a 

Hilbert scale of space, we have the inequality 

Let us subtract (4) from (13), We thus have
 

or 

z;4;(2W/2K(1 (27) 

Let us determine the norm (27), from which we use the Lipschitz continuity condi- 115 

t ion 

+++
 

where we set t; - .
 

Finally, combining the inequalities obtained, we have
 

4M-sl1±:It; + Ml/ £ ,+ 2Ad5)j 

which must be proven.
 

We should note that everywhere for W , the following norm is selected:
 

Zz 

For this norm, all of the computations examined above may be satisfied most simply.
 

The proven theorem establishes the convergence of the iteration process in Sobolev
 

space. However, certain estimates, for the purpose of distinguishing the control
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process from the non-control process, may be obtained in the metric C, which will
 

be given below.
 

5. 	 STABLE ITERATION ALGORITHM FOR SOLVING THE SYSTEM (13) - (14), WHERE t IS
 

THE INTEGRAL OPERATOR OF THE FIRST KIND,
 

Let us examine the system (13) - (14) for a specific form of the operator 

L, namely: 

where n " 	 is a certain positive kernel, Then the system (13) ­

(14) assumes the form
 

(28)
 

jjPbvI~~J)3:' 4.= ) ,(29) 

where 


The presence of the Fredholm operator of the first kind does not make it 

possible to immediately solve the equations (13) - (14). Therefore, we shall use 

the algorithm (23) - (25). Let us reduce (29) to a system of integral relation­

ships, namely, let us introduce in the domain Q the difference nodes and we shall 

designate them by letters in the text, Then for i>' X. ;X Q 
we obtain-the following integral relationships: 

~5PU~[(gdi% 4; (30) 

w h e r e .. . .. . . .. . - " 

The 	study [2] was devoted to solving the system of the form (30). 
 If the system
 

(30) is examined in operator form, then the operator will act from L2 (where 

b )) in ke- S -dimensional Euclid~an space, i,e., 

/16 
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Thus, we-may readily see that the operator which is conjugate to p
 

will act from k in 4z(Q) and we may show that the operator 

is the integral operator with the kernel
 

If we now take K =6t as the operator KE=tK , then equation (24) may be written 

in the form
 

T4- (X 

(31) 

In its turn, equation (31) has the following analytical solution:
 

(32) /17
 

where Az (ds.>, ie) is found from the inversion of the matrix (At'.04 or 

where
 

Formula (32) has a very simple form Riowever, the analytical solution may 
also be obtained for the operator V Vot here_ 

___ . We should also. note that there 

are methods making it possible to have a system of integral relationships and equa­

tion (28). Thus, the integral relationships apparently are the finite form to 

which the systems of nonlinear parabolic equations are reduced. If we take a cer­

tain more complex operator, as compared with that examined here, as the operator 

K = K, then in this case it is first advantageous to reduce the Fredholm operator 

to matrix form and then to use the algorithm (24) in the projection on the grid 

space.
 

14
 



6. 	 CONSERVATIVE SINGLE STEP ALGORITHM (11) - (12), USING A KNOWLEDGE OF THE 

SYSTEM PREHISTORY. 

The iteration algorithm examined below must be effective when A is a 

bounded, poorly defined operator, When , is a non-bounded operator in :Z(44 

for example, the differentiation operator with respect to the evolutionary variable, 

the iteration process is directly used. We shall take its conservation to mean 

conservation within .an accuracy of the system approximation. However, with a
 

knowledge of the system prehistory, which supplies certain a prioti information,
 

a single step -process is avoided. The quantities f and D are retained in the com- /18
 

puter memory not only -in the n-i layer, but also at certain previous layers up to
 

n-S inclusively. It is natural.to assume that the older is the derivative of the 

function, the smoother it is. This is the basic a priori assumption here. Then, 

instead of the process (13) - (14), we may regard the system- (11) - (12), where 

instead of equation (12) 

we shall solve the equation
 

4 zp 	 'W I~ *I" i 

The derivatives of all the functions used here may be calculated using the follow­

ing formulas : - ­

where we set 	 . It is apparent that the better known are the deriva­ff=j 

tives, the greater the amount of the prehistory for solving the system, which is 

retained in the computer memory. We should note that if the dependence 

is strongly nonlinear, namely 

where , is a smooth function of , in this casenll the methods of di­

rectly calculating for the differential operator'L give an increasing error, 

which disturbs the conservation. Let us examine the approach making it possible 

to retain a solution which is constant with respect to the error even in the case 

of strong nonlinearity. For this purpose, we turn to conjugate equations for which 

15 
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the following is valid;
 

Theorem 6. The relative error of the diffusion coefficient is retained when
 

changing to conjugate equations, This control of the basic system differs primari- /19

SA 

ly from the control of that examined above related to the addition of h . The
 

change to conjugate equations for the diffusion coefficient contains two basic ap­

proaches, namely, the change to an implicit characteristic and then the change to
 

the conjugate equation. If the operator , then Z . Lf>,( 
or 

Below, the indices a, " are omitted for purposes of simplicity, Then
 

;F 97i D: (33) 

Now let us multiply (33) by a certain function -E (regulator)
 

We require that the equation 'DEtCron C, is satisfied. Then the equation (33)
 

is equivalent to the following equation:
 

d-fl)._ dffZ,5 - - (35) 
4t'(35) 

We should note that the diffusion coefficient D in (35) may be taken from the pre­
ceding evolutionary layer, since the function E decreases and, consequently, its 

error does not increase, In turn, to calculate E we nust use an implicit scheme. 

The accuracy of determining it will be 0 (t, , where A,4 At For this 

purpose, let us introduce the implicit characteristics (Fig, 1). 

_rA ..- . Fig, 1 
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In conclusion, we should note that in connection with Fig. 1, the charac-

teristics may be considered according to an implicit scheme, if their directions 

only depend on {,j and simultaneously we use the step At± as the step At. 

/20 

7. ALGORITHMS FOR SOLVING THE SYSTEM OF-EQUATIONS (7) - (8), 

APPROXIMATION OF HIGH ACCURACY. 

USING THE 

As was shown above, the conservation requirement-imposed on numerical al­

gorithms for solving systems of nonlinear parabolic equations; is reduced to com­

plex computational schemes with iteration control. However, in certain cases this 

requirement-may be reduced, if we solve the equation (11) very precisely, for 

example, using the introduction of non-control difference grids or grids with 

"frequency increase," if this does not lead to a great increase in the amount of 

operations. This can be done if when solving equation (11) we use the method of 

variable directions. Briefly, we shall show how to retain the advantages of the 

method of variable directions for an increased frequency difference grid (Fig. 2). 

These variable directions consist of reducing the numerical solution to satisfying 

the subsequent "trial run." 

-. U Fig. 2 

For simplicity, we shall assume that has a diagonal form. Let us examine (11) 

Its difference analog in finite dimensional space, produced by the grid-in the 

domain Q, will be a linear system which within the framework of the variable direc­

tion method may be written by the recursion relationship 

/21 
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Generalizing the method of Variable directfon to a clasps of non-regular
 

difference grids was performed in [3]; where-it was, shown how to separate the 

main operator into the operators and L for grids with 

partial frequency increase, in a two-dimensional d6iiin. The-method introduced in
 

[3] makes it possible to reduce all the operator inversions -to satisfying the sub­

sequent trial runs, with a small-increase in the number of equations.
 

8. -SCHEMATIC CLASSIFICATION OF NUMERICAL ALGORITHMS -FOR SOLVING SYSTEMS OF 

NONLINEAR PARABOLIC EQUATIONS, 

- Now let us briefly give certain practical results of-applying the approach 

given above to solving systems of equations with nonlinear diffusion. Since this 

problem is very cumbersome, each of the.lgoritms proposed-for ,the solution may 

not be used completely, but only partially. For-example, -we-shall assume that thef 

dependence of the diffusion coefficients Mplf'P on'the so'lution is known. In---r h L ­
this case, we should be able to expand 4& .in Fourier series. However, another 

approach 'isadvantageous .here,namely "-i-in accordance-with,the laws of conserva­

-tion. = from the parabolic system (2),.we-.separate the retained quantities -such­

as energy, energy flux, etc. Then.-," ay be subjected to iteration, so that they,b 

satisfy-the laws of conservation. -In'conclusion, we would-like to give a certain
 

schematic classification of.the numerical, algorithms, which may be useful when
 

selecting a method for solving-the system(2) - (5). 

18 
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L-iteration d 	 L-differentiated
operator (con-I 	 operator (control
 

trol of"intro- I 	 of conjugation) 

strongly mension very has 

nonlinear equations 	 smallness
 

In ccallowance 	 high ap- t 
itertio for systeml proximation
 
apprahp rehistoryl method
 

r ig. 3, 	Practical diagram for selectingthe algorithm for
 

the numerical solution of systems of-nonlinear
 
parabolic equations.
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