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SUMARY

Recent developments in reliability modeling for fault tolerant avionic computing systems are pre-
sented. Emphasis is placed on the modeling ot large systems where issues of state size and complexity,
fault coverage, and practical computation are addressed. -

A two-fold (analytical modeling) developmental effort is described based on the "structural modeling"
and "fault coverage modeling" approaches. With regard to the structural modeling effort, two techniques
under study are examined. One technique which was successfully applied to a 865 state pure death stationary
Markov model is presented. The modeling technique is applied to a fault tolerant multiprocessor currently
under development. Of particular interest is a short computer program which executes very quickly to pro-
duce reliability results of a large-state space model. Also, this model incorporates fault coverage states
for processor, memory, and bus LRU's (Line Replaceable Unit).

A second structural reliability modeling scheme which is aimed at solving nonstationary Markov models
is discussed. This technique which is under development will provide the tool required for studying the
reliability of systems with nonconstant failure rates and includes intermittent/transien faults, elec-
tronic hardware which exhibits decreasing failure rates, and hydromechanical devices which typically have
wearout failure mechanisms.

A general discussion of fault coverage and how it impacts svstem design is presented together with a
historical account of the research which led to the current fault coverage developmental program. Several
aspects of fault coverage including modeling and data measurement of intermittent/transient faults and
latent faults are elucidated and iilustrated. The CARE II (Computer-Aided Reliability Estimation) coverage
is presented and shortcomings to be eliminated in the future CARE III are discussed.

The emergence of the so-called latent fault as a significant factor in reliability assessment is
gaining increased attention from a modeling viewpoint; therefore, nuances of latent faults, models for such,
and a method for latent fault measurement are depicted.

1. INTRODUCTION

The importance of achieving a faithful reliability assessment capability for avionic fault tolerant
systems cannot be overstressed. Reliability issues involve virtually every aspect of design, packaging,
and field cperations, with regard to safety, maintainability, and invariably profits. Successful imple-
mentation of digital fault tolerant computers for critical flight functions in commercial aircraft cannot
be realized without rigorous and credible analytical and simulative demonstraticns of system reliability
and fault tolerance. This conviction is fostered by the observation and supported by analysis that tife -
testing to demonstrate the ultrareliability of these systems will be impractical, and because of the safety
aspect, the full potential of such systems will not be realized until system reliability and fault
tolerance are substantiated.

The task of producing a credible reliability assessment capability is indeed a formidable one. The
rooc of the problem is embodied in the very essence that makes the digital computer such an attrictive
device for use in a host of epplications, namely its adaptability to changing requirements, computational
power, and ability to test itself.

Among the many factors to be considered in the design of fault tolerant systems are those which can

have a direct impact on reliability. These factors must be accurately accounted for in a faithful relia-

. bility assessment. Figure 1 depicts some of the more important elements delincated into four categories:
(1) Type and Manifestation, (2) Cause, (3) System Effect, and (4) Defense. Every digital avionic fault
tolerant system must be designed to effectively cope with a myriad of hardware and software anomalies
which are classified in categories 1 and 2. Categories 3 and 4 typify the effect of anomalies and some
techniques for coping with them. Figure 2 portrays the combinations of cateqgories 1 and 2. Ffor example,
a hardware anomaly could be a permanent randum failure. On considering the nuwber of devices in a digital
system that are susceptible to failure in the ways depicted in figure 2 and combining software anomalies in
a similar manner, one quickly begins to appreciate the designer's and the reliability analyst's tasks in
accounting for these factors in reliability assessments. A rigorous discussion regarding some of these
factors is given in McCluskey and Losq, 1978. .

From a reliability assessment viewpoint, it was not until recently that analysts began to account for
these factors (Roth et al., 1967) with the probabilistic concept of fault coverage. Since then, numerous
reports have appeared on the cffects of fault coverage accountability (Ultra-Systems, Inc., 1974; Bavuso,
1975; and Bjurman et al., 1976).

2. RELIABILITY MODELING APPROACH

Reliability madrling research at the NASA Langley Research Center has been strongly influenced by our
fault tolerant romputer architestural research peogram vhich comenced circa 1971 with the initiation of a
study on the v ign of a Fault Tolerart Airborne Digital Computer (Wensley et al., 1973, and Ratner et al.,
1973). Thi- . -y identificd two potentiully viable computer archilectures for aircraft flight control
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applications. They are the SIFT (Software Implemented Fault Tolerance) and the FTMP (Fault Tolerant
Multiprocessor) (Wensley et al., 1978, and Hopkins and Smith, 1975 ard 1978). Both architectural concepts
utilize multiple LSI (Large Scale Integration) processer and mewory devices, resulting in a large number
of SRU's (Smallest Reconfigurable Units). From a reliability modeling point of view, this scheme contrib-
utes heavily to the wodeling complexity by increasing the number of possible operational hardware states.
This state of affairs has focused our research in the direction .of developing modeling techniques that are
applicable to large-state models. For convenience, this modeling thrust will be referred to as the
structural analytic approach. A parallel eifort to the structural analytic appruach was initiated by a
study in 1973 which produced the Computer-Aided Reliability Lstimation (CARE 11) computer program. To
date, the CARE I fault coverage model represents the most advanced generalized model published in the
open literatura. It was this study which launched the Langley fault coverage modeling approach.

Because it is anticipated that viable fly-by-wire digital fault tolerant systems for aircraft flight
control will be required to meet unreliability requirements of (less than or equal to) 10-9 per flight and
to be practical (less than or equal to) 10°9 at 10 hours, reliability models must be implemented in analytic
form in licu of simulation mocdels; hcwever, the use of very high speed emulators and/or parallel computers
may at some future time diminish the analytic approach's dominance. This is not to say that simulative
techniques are not presently applicable in reliability modeling. On the contrary, simulation plays a major
role in determining vital reliability parameters associated with fault coverage modeling.

3. STATE-OF-THE-ART MODELING PROBLEMS

The state-of-the-art of structural analytic modeling of large systems is typified by the reliability
analysis method employed in the ARCS (Airborne Advanced Reconfigurable Computer System) study {Bjurman
et al., 1976). The solution technique is matrix oriented and is based on constructing a similarity rela-
tion such that the transition matrix is similar to a diagonal matrix containing the eigenvalres along the
diagonal. For pure-death Markov processes with distinct eigenvalues, this solution method is extremely
fast in a general purpose digital computer and, thus, very attractive for use in large-state space models.
With some minimal care in assigning failure rate data so that, for all practical purposes, the system
eigenvalues are mathematically distinct, this solution scheme is applicable to a large class of computer
architectures of practical interest. Such a system is the FTMP which was analyzed at Langley using the
described method. An abbreviated state transition diagram for the FTMP appears in figure 3 where a system
state is defined as the 6-tuplie vector, (a,b,d,c,e,f), where

number of working processor modules

number of processor modules in a recovery state
number of working memory modules

number of memory modules in a recovery state
number of working bus modules

number of bus modules in recovery

manumnn

-0 anom

and the SRU's are the processor, memory, and bus modules. Initially the system is in state .

(10, 0, 10, 0, 5, 0) and the final state is (5, 0, 2, 0, 2, 0). Further loss of hardware is considered
system failure since crucial flight functions cannot be effected. Elements, b, d, and f describe states
involving recovery. In addition to system loss resulting from hardware depletion, system failure occurs
(in this model) when a second fault occurs within a recovery interval. This condition was imposed because
the FTMP's primary fault detection and isolation mechanisms are based on a functional level software
majority voting scheme. In actuality, the FTMP can recover from many double failures; however, the double
failure constraint was necessary to reduce the state size of the reliability model; fortunately, it also
produces a conservative reliability estimate. Several other necessary conservative assumptions were
required to bring the state size down to a manageable level; in this case, a 865-state model resulted.
Although 865 states for a reliability model is considered very large by industry standards, this analysis
presented no probiem for our Control Data Corporation CYBER 175 computer. In fact, a mission time of

10 hours required only 74 CPU seconds.

Aside from the surprising low CPU time of such a complex analysis, another unexpected outcome
resulted and is shown in figure 4. The probability of system failure in 10 hours is plotted against
processor failure rate per hour for the 865-state model with 10 processors, 10 memories, and 5 buses; and
for a 673-state model with 10 processors, 8 menmories, and 5 buses. The data show that the addition of
2 memory modules increased the system probability of failure. This trend also applies if in lieu of
“processor” appearing in figqure 4, "memory" or “bus" is plotted. One explanation for this unexpected data
is the sensitivity of the reliability model to the occurrence of a second fault during recovery. Beyond a
particular hardware complement, increasing hardware redundancy diminishes system reliability because of
the increased likelihood of additional faults. If the constraint that a second fault occurring in a
recovery interval fails the system were relaxed, the results will change in favor of increasing redundancy.
The penalty for increased realism is a considerable increase in the model state size. To date, a practical
upper bound on the state sizc for the matrix solution technique previously discussed has not been explored.
On the pessimistic side, it 15 sobering to realize that the 865-state model was reduced from approximately
10 million states through the imposition of certain conservative constraints on the model.

The state-of-the-art of reliability mndeling of large systems has progressed one step beyond that
already described to include transient faults. This amounts to adding the transient failure rate
(transition rate) to hardware failure rates to account for persistent transient faults that behave like
permanent faults (Bjurman et al., 1976, and Ng, 1976). The reliability contribution due to the time the
machine spends in the recovery state becausc of a transient is not accurately modeled: As most analyses
assume constant transient transition rates, one can igqnore the recovery state and combine the transient
transition rate with the permanent fault transition rate.

This scenario of the-statc-of-the-art of re]iabi]ity nodeling for fault tolerant systems surely nust
convey the notion of modeling inaccuracies, not to mention the conspicuous abeence of any discussion of
software anomalies and other anomalies purtrayed in figure 2. fven though the reliability amalyst makes
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every attcupt to be conservative when he cannot be accurate, more often than not he is forced into a
compromising pasition that raises doubt and diminishes confidence in the analysis.

4. AKOVEL ATROACH rOR RFLIARILITY ASSESSMENT

In the aforementiencd analysis of the FTHP, irrespective of software cansiderations, the major
suspects which challenge both the accuracy and the conservalism of the analysis are the transient and
fault recovery treatucnt. In bothn cases, it was assumied that the state transition rates are constant
and values for these were determined by educated quesses. Also, it was assuncd that the latency time
is zero (Shedletsky and McCluskey, 1976). Trends in reliability modeling technology for fault
tolerant systems are being driven by the necd for analytic techniques capable of modeling fault
tolerant systems with state sizes on the order of 1000, to include sensors, actuators, and their
conputer interfaces, Therv is mourting evidence that certain electronic devices exhibit nonconstant
hazard rates (Timming, 1975, and Shooman, 1974); and mechanical and hydraulic devices commonly
exhibit wearout, i.e., increasing hazard rates with time. These observations coupled with the need
to accurately account for fault latency, intermittent/transient faults, and softwarc failures present
a strong case for an analytic technique capable of modeling nonconstant hazard rates.

The development of such a technique is currently under study and will result in the development of a
General Computer-Aided Reliability Lstimation (CARE I11) computer program. The desire to reduce the !arge
state sizes for Markov processes vis-a-vis CARSRA (Computer-Aided Redundant System Reliability Analysis,
Bjurman et al., 1976) and the need to treat nonconstant hazard rates directed the study.toward a general-
ized Markov process concept, namely the processes in which the Chapman-Kolmogorov equation holds:

Pli(t'T ) = z PVi(S’T)PZv(t’S)
v

for all ¢ < s < t, where Ppil{t,T) s the probability that the system is in state & at time t given
that it was in state i at time 1t (Feller, 1957). By Judicially defining system states to satisfy
the Chapman-Kolmogorov equation, the forward Kolmogorov equation can be satisfied under some very
general conditions:

?Pli(t"t) =

N Py (1) Agp(tir) + Pyi(61) Cypi (6,141 (8,1)

J#e

If the notation indicating the condition that the system be in state i at time 1 be suppressed, the
following recursive equation results: :

: t .
‘[¢ Ag(x)er Zg Pj(r)cjﬁ(r)ka(T)
RO EE . fT - dr
Ag(n)dn
o 0

where
Pl(t) = probability of being in state 2 at time t
Ajz(t) = transfer rate from state j to state 2
M) = D 200
J

cjz(t) = coverage associated with a failure which, if coverage were perfect, would cause a transfer
from state j to state £

The system reliability is given by

R(t) = D Py(t)

fel.
for the set L of allowable states.

From a computational point of view, a more accurate form is obtained by letting
Qu(t) = Py(t) - Py(t)

where P;(t) = Py{L) given perfect coverage. The system unreliability Q(t) s given by
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QB = 1= K(6) = D qu(t) + D Ph(e)
fel feb
with LulL being the set ot all possible states. And Ejg(t) =1 - Cjt‘t) so that

t s
j't 2 (e [% Qe+ PJ(T)EJI(TE])‘J“L(‘)

-j‘] )
L
e

The virtues of this scheme are that the Jazard rate qu(t) and coverage cjl(t) are time dependent; also
the contribution to system unreliability due to perfect and imperfect coverage is decoupled. The neced for
the Aj,(t) was previously discussed, but the importance of cjz(t) was not presented.

dt

Qpft) = o

0

In avionic systems which utilize dynamic resource allocation schemes such as is possible with the
FTMP and SIFT systems, the proportion of hardware and software resources is dependent on the aircraft
flight phase and/or flight envelope. Flight critical phases require greater hardware redundancy and fault
monitoring. The latter factor appears in reliability models as time-varying coverage c-z(t). A more
subtie need for c~1(t) is to account for fault latency. The probability of system fai?urc due to
insufficient coverage is a function of the number of existing failures embedded in the system. That is,
the probability of a second SRU (processor, bus, memory) failure occurring during the t second recovery
time is a function of the number of SP.'s functicning at that time.

Preliminary studies of the Kolmogorov technique are encouraging from an aéburacy viewpoint and com-
puter run time. Figures 5 and 6 compare FYHP reliability data generated with the Kolmogorov technique
against data generated with other conventional techniques. To make a meaningful comparison, c-z(t)
and Ajl(t) vere constrained as constants in the Kolmogorov technique. It is suspected that the dis-
crepancies depicted in figure 6 are attributed to simplifying assumptions required to keep the conven-
tional analysis technique tractable.

Current work on CARE III is directed toward developing a coverage model compatible with the Kolmogorov
technique and is based to a large extent on the CARE II coverage model (Raytheon Company, 1974 and 1976).
Improvements to be sought are modification for coverage time dependency (le(t)) to model latent faults

and of greater difficulty, to reduce the burden placed on the user in defining input data for the modified
CARE II coverage model. A third improvemert is to include a more sophisticated intermittent/transient
fault coverage model and if possible a software failure model.

The CARE Ii coverage model is a powerful basis upon which to build the Kolmogorov coverage model
(KCM). In its completed form, ithe KCH will deternine coefficients for the Kolmogorov reliability model
(KREL-M). Coverage is conceived as consistinc of three fundamental processes, system fault detection,
fault isolation to the SRU, and recovery, which may require hardware replacement and/or software correc-
tion. Failure to properly effect one of these processes constitutes a coverage failure which is usually
modeled as a system failure. A faithful coverage model must provide the mechanisms by which the relia-
bility analyst can relate the coverage coefficients to the system factors that affect coverage. These
factors include the fault classes (permanent/intermittent hardware/software faults), the system fault
detection mechanisms (software/hardware voting, software self-monitoring, BITE (Built In Test Equipment}),
etc.), SRU fault isolation mechanisms (similar to detection), and recovery procedures {hardware replace-
ment, instruction retry, etc.). Detectors are modeled as competitors in the detection process. Every
detector has some chance of discovering a fault; however, most detectors usually are specialized for a
particular class of faults. In CARE 1I, this modeling process is under user control. It is assumed in the
coverege model that the detector which discovers a fault is most capable of defining fault isolation and
recovery strategies. These strategies are user defined.

The CARE II coverage model takes the following form:
s 6y o A1 PO G S
¢ (i,d) = Py I Tp, -fo J‘O 95 (hy(x! - Jrg, eyt )dr de

where

cx(i,3) = conditional probability system can recover from a fault in stage x given the fault
belongs to fault class j and is detected by detector i * .

T = detection time

1’ = isolation time

Pox = defective spare detection
Tex = spare unit test time

*A stage is defined as @ set of identical devices.
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Py = noncompetiti&c detection prebability

Py’ = isolation probability associated with Pi
hj = isolation rate

ry = recovery probability

9i = competitive detection rate

0f all of these parameters, gi(t) s the most difficult to obtain because it is a function of
detector i and the entire ensemble of detectors and their interrelationships.

5. ACQUISITION OF COVERAGE DATA

Assuming success in modifying the CARE Il coverage model for the KREL-M, some difficulty in using this
capability still remains. Eventually the analyst must obtain coverage data peculiar to the system of
interest. Three types of data are urgently required: intermittent hazard rate data including duration
densities, fault detection densitics for various classes of faults and detectors, and software hazard rate
data. There is some encouraging news on the first two; a discussion on the third is beyond the scope of
this paper and will not be addressed further.

A source of intermittent arrival data has been identified and work has recently commenced to generate
a data base of intermittent ficld hardware failure data in digital electronics®. The long-term aim of this
endeavor is to produce intermittent hazard rate data for a variety of digital devices using different parts
technology but applicable to avionics.

Beyond the pressing issues surrounding software reliability, validity and/or validation, characteriza-
tion of the latent fault ranks in equal importance to the eventual success of utilizing digital systems for
flight critical functions. Because of the near infinite number of possible machine states that a digital
computer can obtain as a result of failures, it is impossible to exhaustively test such a device to deter-
mine its health. Therefore the presence of undetected faults is algays a possibility, and for systems
designed to obtain system probabilities of failure of less than 10-9 in 10 hours of flight, even small
probabilities of latent faults occurring can have a large effect on system reliability. It is certainly
with these thoughts in mind that designers incorporate redundancy; however, the cost of constructing
machines which tolerate more than three coexisting manifested faults becomes prohibitive. An acceptable
colution is to constantly search for faults and eliminate their effects so that the machine is never pre-
sented with two coexisting manifested faults, i.e., only one at a time. To insure that this goal is
satisfied, the designer must have a priori knewledge of fault occurrence and manifestion rates so that
adequate fault detection and recovery mechanisms can be incorporated.

There are a number ¢f detection schemes; the most obvious is compariscn/voting and can be implemented
in at least one of two ways: by executing a special software test and comparing expected results with
computed results (se]f—monitoring) or two or more uniprocessors can compare functional level outputs during
normal computlation where both processors are execuling the same code. The time between fault occurrence
and its detection is the latency time. If this time is short compared with the failure rate of SRU's, then
the machine will essentially sce single failures and have sufficient time to cope with them. Long latency
times are conducive to system failure.

In an attempt to determine methods of acquiring latency data, a study entitled, “Modeling of a Latent
Fault Detector in a Digital System” was conducted (Ragel, 1978). A very simple computer (VSC) modeled at
the gate level was designed and simulated to execute on a CDC CYBER 175 host computer. Six simple pro-
grams were written using the VSC that consisted primarily of the following instructions:

Fetch and store

Add and subtract

Shift right and shift left

AND and OR

Indirect addressing

Overflow indicator

Branch

Copy to and from temporary storage

While the VSC cxecuted cach of the six programs, single faults were induced random uniformly over
the gate Vist. [Input, output, stuck-at-one, and stuck-at-zero faults were equally likely occurrences.
Initially the number of runs manifesting faulty output was recorded and produced the following results:

ESTIMATED ESTIMATED
DETECTION STANDARD
PROGRAM SAMPLE SIZE DETECTIONS PROBABILITY DEVIATION
Fibonacci (F1B) 211 98 0.464 0.034
Fetch and Store (F&S) 118 42 .356 .044
Add and Subtract (A&S) 208 117 .563 .034
Search and Compute 118 64 .542 .046
Lincar Convergence 133 78 .586 .043

Quadratic 97 55 .577 . .050

*NASA Contract Numbcr, NAS1-15574 with Sperry Univac.
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Extensive data analysis was performed to oxplain the olseeved differences in terms of the number of
executed instructions, the number of different instructions used in computation, the degree of branching,
the fault mode (stuck-at-one or zero, input or outpat), amd number size.  The results of the statistical
analyses indicate that latency time, or cquivalently, detection capabitity, depends primarily en the
instruction subset used during computation and the frequency of ity use.  Morcover, little direct
dependence was observed for such tactors as fault mode, nusber size, degree of hranching, and program
length.  An exponential model was proposed and applicd to the data from three programs (Add and Subtract,
Fibonacci, and teten and Store).

The exponcntial mode) is based on the density function of y = min {t, T), where t is the detection
time measured in repetitions and T s the truncation time of test, and is given by:

Per'\y y<T
fly) = (P4, y=T (Q = 1 - Py)
0 Elsewhere
_ where
Py = the detection probability
Qo = the probability of nondetection for all time

Poe'AT = the probability of nondetection due to insufficient test time

Values for P, and A were obtained using maximum tikelihood estimators, enabling the following
data to be generated:

Program Po A MPo
ALS 0.568 0.577 1.02
FIB 474 .491 1.04
F&S .371 .398 1.07

A pictorial representation of this model is shown in figure 7 superimposed on the raw data in
histogram form.

If after careful testing, this method of measuring and modeling fault latency proves to be acceptabie,
an important set of coverage parameters will become availeble for reliability modeling. As an aside, this
scheme also provides a method for synthesizing test programs both for pre-flight and in-flight monitoring.

6. CONCLUDING REMARKS

Testing digital systems which perform flight critical functions is not a feasible mathod for estimating
system reliability. Analytic modeling of system reliability in conjunction with simulative techniques for
coverage measurement appears to be the only alternative on the horizon. Accurate reliability estimates
which account for such factors as latent Taults, intermittent/transient faults, and software errors require
sophisticated techniques which are curvently being developed and will result in the KREL-i reliability
assessment capability embedied in the CARD 111 computer program. The effects and significance of these
factors on the reliability of fault tolcrant digital systeus are yet to be determined, and the potential of
increased complexity brought about by the inclusion of these factors in an assessment capability such as
KREL-F is a major concern. It is anticipated that after extensive trade-off analyses, KRCL-M will te
simplified and take on more of the characteristics of a production tool in lieu of its initial experimental
character.

In a parallel effort, methods for acquiring indispensable coverage data roquired by KREL-M are now
becoming available.
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CATEGORY

1. TYPE & MANIFESTATION:

2. CAUSE:

3. SYSTEM EFFECT:

4. DEFENSE

HARDWARE ANOMALY

©® PERMANENT
©® TRANSIENT
® INTERMITIENT

DESIGN ERROR
FABRICATION ERROR
RANDOM FAILURE
EXTERNALLY INDUCED

® SIGNAL ERROR

® POWER FAILURE

® PHYSICAL FAILURE
® EMI

COMPUTER SYSTEM CONTROL LOSS
APPLICATION COMPUTATION ERROR
NONE

HARDWARE REDUNDANCY

® SPATIAL - ALTERNATE
HARDWARE

® TEMPORAL - RETRY
(TRANS IENT)

Figure 1.

Factors affecting coverage.

SOFTWARE ANOMALY

® PERMANENT
® TRANS IENT
® INTERMITTENT

DES IGN ERROR
CODING ERROR
EXTERNALLY INDUCED

@ DATA PATTERN ERROR
® PROCEDURE ERROR

COMPUTER SYSTEM CONTROL LOSS
APPLICATION COMPUTATION ERROR
NONE

SOFTWARE REDUNDANCY

® SPATIAL - ALTERNATE
CODE
® TEMPORAL - RETRY



DELINEATION OF HARDWARE

AND SOFTWARE ANOMALIES

HARDIVAPE ANOMALY SOFTWARE ANOMALY

PE/ INT. / TRANS. PERM. ’ INT. / TRANS.
DESIGN/&RANDO’A EYTERNALLY DESIGN FAS. RANDCM EXTERNALLY DESIGN CO2E EXTERNALLY DESIGN ~CCDE EXTERNALLY
FRIQOR tRRGR FAILURE INDUCED ERROR ERRCR FAILURE NDUCED ERROR E£2ROR INM.TED . ERROR ERROR INDUCED

// \\ // \\ / \ ‘
SIGNAL POWER PHYSICAL 11513 SIGNAL POWIR PHYSICAL ol ) DATA PROCEDURE DATA PROCEDRE
{RROR FAILURE FAILURE ERROR FAILURE FAILURE PATTERN ERROR PATIERR [RENR
£RROR ERFEOR

Figure 2.

Delineation of hardware and software anomalies.
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Figure 4. Probability of system failure versus processor
failure rate for the FTMP.
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Figure 5. Probability of system failure versus time for FTMP.
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Figure 6. Probability of system failure versus operating time
for the FTMP.
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