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ABSTRACT

Power measurement errors due to the bandwidth of a power meter and the sampling of the input voltage and current of a power meter were investigated assuming sinusoidal excitation and periodic signals generated by a model of a simple DC/DC chopper system. Errors incurred in measuring power using a microcomputer with limited data storage were also considered.

In this investigation, the behavior of the power measurement error due to the frequency responses of first order transfer functions between the input sinusoidal voltage, input sinusoidal current and the signal multiplier was studied. Results indicate that this power measurement error can be minimized if the frequency responses of the first order transfer functions are identical.

The power error analysis was extended to include the power measurement error for a model of a simple DC/DC chopper system with a DC power source and an ideal shunt motor acting as an electrical load for the chopper. The behavior of the power measurement error was determined as a function of the chopper's duty cycle and back emf of the shunt motor. Results indicate that the error is large when the duty cycle or back emf is small.

Theoretical and experimental results indicate that the power measurement error due to sampling of sinusoidal voltages and currents becomes excessively large when the number of observation periods approaches one-half the size of the microcomputer data memory allocated to the storage of either the input sinusoidal voltage or current.
I. INTRODUCTION

This report contains a study of power measurement errors due to the bandwidth and phase mismatch of a power meter and the sampling of the input voltage and current of a power measuring instrument [1,2].

The power measurement error due to the frequency response of a wattmeter is general to all types of wattmeters both analog and digital. The frequency response of the power measuring instrument is affected not only by its internal electrical system but also by the external electrical system that exists between the voltage and current that is to be monitored. For example, the frequency response and phase shift of the current shunt and voltage divider which is an integral part of the power measuring system should be considered when studying the power measurement error. Even electrical cables connecting the current shunt and voltage divider to the wattmeter should be considered as part of the power measuring system if the electrical cables are appreciable part of a wavelength. Not only do the cables introduce amplitude and phase distortion but can introduce time delays between the voltage and current. The exact behavior of the frequency response will be dependent on the choice of wattmeter, voltage divider, current shunt, and the electrical connections.

In order to perform a power error analysis, the response of these electrical elements must be specified. In this investigation, it will be assumed that the transfer functions are first order between the points where the voltage and current are measured and where the multiplication of the voltage and current is actually performed. Hence the frequency response of the transfer functions decreases approximately at the rate of 20 db/decade beyond the corner frequency of the transfer function.
If the input voltage and current to the power meter are sampled, another power measurement error is introduced due to sampling. It will be shown that if the number of observed periods of a sinusoidal voltage or current is exactly equal to one-half the size of data memory allocated to the storage of either the input sinusoidal voltage or current, the power measurement error will be so large that the power measurement will be meaningless. This result is based on the assumption that both data memory size and the sampling rate are finite. Under the condition that the number of observed periods is one-half the data memory size, the number of samples per period is exactly two, which is exactly the minimum number of samples required according to Shannon's theorem [3].

The power measurement error due to the bandwidth and sampling cannot be analyzed until the current and voltage waveforms are specified as a function of time. In other words, the behavior of the power measurement error will change with the waveform of the input voltage and current. It can be easily shown if the input voltage and current are assumed periodic functions of time and superposition of harmonic power is applied, the total average power, \( P_T \), can be represented by summing the harmonic average power, \( P_n \)

\[
P_T = \sum_{n=0}^{\infty} P_n.
\]

The normalized error of the total power is related to the normalized error of the \( n \)th harmonic average power and assumes the form

\[
\frac{\Delta P_T}{P_T} = \sum_{n=0}^{\infty} \left( \frac{P_n}{P_T} \right) (\Delta P_n/P_n).
\]

Note that the normalized error of the \( n \)th harmonic average power is multiplied by a weighting factor, \( P_n/P_T \). In order to determine this weighting factor, the waveform of the voltage and current
must be specified. In this study of power measurement error, two waveforms will be used; they are: the sinusoidal signal and the waveforms generated by a simplified DC/DC chopper system.

The power error analysis using a single frequency approach offers the advantage of studying the behavior of the power measurement error using trigonometric equations which can be manipulated into mathematical forms that are easily understood. The results of the single frequency error analysis can be extended to more than one frequency, but the error analysis becomes more complex.

The waveforms generated by a simple DC/DC chopper system offer the other extreme in error analysis when a complete Fourier analysis has to be performed in order to study the behavior of the power measurement error. The choice of simple DC/DC chopper system was based on the fact that such a system is used to control large amounts of power such as in an electric vehicle. Since electric vehicle's efficiency is very important from a practical viewpoint, an understanding of the power measurement error as a function of system parameters has a very high priority if the vehicle's driving range is to be optimized.

This study also investigates the feasibility of using a microcomputer as a wattmeter. The results of the investigation show that if the number of periods observed by the microcomputer approaches half the data memory allotted to either voltage or current, the microcomputer's output has a large power measurement error. This is due to the fact that the microcomputer samples the input signals at a finite rate.
II. ELECTRICAL MODEL OF A PHYSICAL WATTMETER

The power delivered to an electrical system as a function of time is given by the product of the instantaneous voltage and current at the input terminals to the electrical system. Since the voltage and current will in general vary from instant to instant, the product of instantaneous voltage and current will also be a function of time. This product is defined as instantaneous power,

\[ p(t) = e(t) i(t) \quad (3) \]

where \( e \) and \( i \) are the instantaneous voltage and current.

The average value of the instantaneous power or total average power is defined as

\[ P_T = \frac{1}{t_2 - t_1} \int_{t_1}^{t_2} p(t) dt \quad (4) \]

where \( t_1 \) and \( t_2 \) represent the beginning and end of an observation time. Since no restriction is placed on either the instantaneous voltage or current, the average power will in general be dependent on the length of observation time.

If the instantaneous voltage and current are periodic, the total average power is

\[ P_T = \frac{1}{T_p} \int_{0}^{T_p} p(t) dt \quad (5) \]

where \( T_p \) is the period. For the general case where voltage and current are periodic, Equation (5) can be used to calculate total average power providing that \( T_p \) represents the time of the fundamental period.

Employing Fourier series analysis to a periodic voltage and current, the complex waveforms can be expressed in terms of an average component and an infinite sum of cosine functions.
The general trigonometric form for the Fourier series[4] is

\[ e(t) = V_0 + \sum_{n=1}^{\infty} V_n \cos(n\omega_0 t + \phi_n) \quad (6-a) \]

\[ i(t) = I_0 + \sum_{n=1}^{\infty} I_n \cos(n\omega_0 t + \phi_n) \quad (6-b) \]

where \( V_0 \) and \( I_0 \) represent the average value of \( e(t) \) and \( i(t) \) respectively; \( V_n, \phi_n \) and \( I_n, \phi_n \) represent the magnitude and phase angle of the \( n \)th harmonic of voltage and current respectively; and \( \omega_0 \) represents the fundamental angular frequency \( (\omega_0 = 2\pi/T_P) \).

Using Parseval's theorem [5], it can be shown that the total average power for a general periodic signal can be expressed as an infinite sum of harmonic average powers. The result is

\[ P_T = V_0 I_0 + \frac{1}{2} \sum_{n=1}^{\infty} V_n I_n \cos(\phi_n - \phi_n). \quad (7) \]

Equation (7) relates the harmonic average power content of a periodic signal to the total average power. Note that for the \( n \)th harmonic both \( V_n \) and \( I_n \) could be large in magnitude and still the average power associated with the \( n \)th harmonic would be zero if \( \phi_n - \phi_n = \pm 90^\circ \). This point will be emphasized in a later section.

Although the above equations may describe an ideal power meter, physical wattmeters deviate from the ideal case because the power instrument will measure quantities that are proportional to input voltage and current. If the proportionality constants are known, they can be accounted for in the design of the wattmeter so that the instrument reads the correct value at any frequency.

A more general approach to modeling a wattmeter is shown in Figure 1. The transfer functions from the respective voltage and current inputs to the multiplier account for any electrical networks that exist between the inputs of the power meter and multiplier. For example, a current shunt could be considered
a part of \( H_I \) and a voltage divider could be included in the description of \( H_V \). Besides the external networks such as the current shunt and voltage dividers, internal electrical networks to the multiplier must also be considered as part of \( H_I \) and \( H_V \). For purpose of analysis, it is assumed that the transfer functions describe first order systems that can be represented by

\[
H_V = \frac{1}{1 + \frac{j \omega_o}{\omega_1}} \quad \text{(8-a)}
\]

\[
H_I = \frac{1}{1 + \frac{j k \omega_o}{\omega_1}} \quad \text{(8-b)}
\]

where \( \omega_1 \) represents the angular frequency where the magnitude of \( H_V \) is 3db down from the mid-band gain. This angular frequency is sometimes referred to as the 3db angular corner frequency or just corner frequency. The parameter \( k \) allows the two transfer functions to have different corner frequencies. The factor \( n \omega_o \) represents the set of discrete angular frequencies associated with nonsinusoidal periodic signals as determined from the Fourier series.

Since the transfer functions have magnitudes and phase angles, both quantities will affect the measurement of the \( n \)th harmonic average power. Equation (7) can be modified to account for the affects of \( H_V \) and \( H_I \) on the measurement of total average power. Since \( H_V \) and \( H_I \) affect the magnitude and the phase of the \( n \)th harmonic of voltage and current, respectively, the approximate total average power \([6]\) which will be indicated by the power meter is

\[
P_{APP} = V_0 I_0 + \sum_{n=1}^{\infty} V_n I_n \cos(\phi_n - \phi_0 + \tan^{-1}(\frac{n \omega_o}{\omega_1}) - \tan^{-1}(\frac{k \omega_o}{\omega_1})) \frac{1}{\left((1+(n \omega_o/\omega_1)^2)(1+(k \omega_o/\omega_1)^2)\right)^{\frac{1}{2}}} \quad \text{(9)}
\]

Equation (9) shows that as long as \( \omega_1 \) is finite, there will be an error in the measurement of power because the results
predicted by Equation (9) will be different from the results predicted by Equation (7). The magnitudes of the transfer functions affect the product of $V_n I_n$ while the corresponding transfer function phase angles affect the resultant power phase angle. If $k=1$, the resultant power phase angle is independent of $\omega$ because the two arc tangent expressions in Equation (9) cancel each other. In this case, only the magnitude of the transfer functions introduce an error in the measurement of average power. As the bandwidth of the instrument decreases ($\omega_1 - \omega_0$), the power measurement error will correspondingly increase until errors are so large that a power measurement will have little or no meaning.

If the input signals to the wattmeter are periodic, the bandwidth of the wattmeter should be large enough to encompass all the important power contributing harmonic components in order to minimize the power measurement error. Section III will develop the relationships between bandwidth of a wattmeter and the corresponding power measurement error for a specific set of periodic signals.
III. ERROR ANALYSIS IN THE MEASUREMENT OF AVERAGE POWER OF SINUSOIDAL SIGNALS

This part of the report will primarily be devoted to the error analysis in the measurement of average power of sinusoidal signals. Although single frequency power error analysis is somewhat restrictive, it does offer a clear view about the power error behavior. The results can be extended to include the non-sinusoidal periodic case if the true harmonic power content is known.

A. Power Measurement Error Due to Transfer Functions $H_V$ and $H_I$

As discussed in Section I, the two transfer functions $H_V$ and $H_I$ affect wattmeter accuracy especially when the wattmeter's bandwidth is of the same order as the highest important harmonic. The actual distribution of harmonic power will not only depend on the amplitudes of the harmonic voltage and current, but also on the phase relationship between the voltage and current. Thus, the distribution of harmonic power will depend strongly on the profile of instantaneous voltage and current in the time domain. Since there are an infinite number of voltage and current profiles, the error analysis does not lend itself to a closed form analysis unless specific profiles are chosen for the instantaneous voltage and current. A sinusoidal waveform offers the simplest approach because the power equations can be expressed in closed form through the superposition of the power theorem, the results can be extended to more complex periodic signals. Because Equation (9) is general for any periodic waveform, one term out of the infinite set of power terms can be used to represent the sinusoidal profile and is given by

$$P_{\text{APP}} = \left(\frac{V_m^2}{2}\right) \left(\frac{x^2}{1+x^2} \left(1+(kx)^2\right)\right)^{\frac{1}{2}} \cos(\theta + \tan^{-1}(x) - \tan^{-1}(kx))$$

where $V_m$ and $I_m$ represent the amplitude of the sinusoidal voltage.
and current, respectively; $x$ represents the normalized angular frequency ($x = \omega/\omega_1$); and $\theta$ represents the phase angle between the voltage and current. The parameter $k$ has the same meaning as in Equation (8). The true average power is given by the relationship

$$P_T = \lim_{\omega_1 \to \infty} P_{APP} = (V_m I_m/2) \cos \theta.$$  (11)

If Equation (10) is divided by Equation (11), the resultant function will be independent of the peak voltage and current and a function of $x$, $k$, and $\theta$ only. The ratio $P_{APP}/P_T$ is defined as the normalized correction factor, NCF. The true average power $P_T$ is equal to $P_{APP}/NCF$. Therefore, it is important that NCF be as near to unity as possible for accurate power measurements. The normalized correction factor NCF is given by

$$NCF = \left(1/\left(1 + x^2 \right) \left(1 + (kx)^2 \right) \right) \frac{\cos (\theta + \tan^{-1}(x) - \tan^{-1}(kx))}{\cos \theta}. \quad (12)$$

In general, NCF will approach $\pm \infty$ as the phase angle approaches $\pm 90^\circ$ respectively, providing $x$ is not zero. Hence the power measurement becomes meaningless for very small power factors if $\tan^{-1}x - \tan^{-1}(kx) \leq 0$. Equation (12) shows that if $k$ is equal to unity, NCF will be independent of the phase angle. By carefully matching the frequency response of $H_V$ and $H_I$, $(k=1)$, Equation (12) will be a function of the normalized frequency $x$, only.

Figures 2, 3, and 4 show the behavior of the correction factor as a function of the normalized frequency with $k$ and $\theta$ as parameters. Except for the case where $k=1$, the correction factor, NCF, is strongly dependent upon the phase angle and becomes more pronounced as the power factor approaches zero.
According to Equation (12), the correction factor should display some sort of oscillatory behavior as a function of the normalized frequency, with oscillations becoming more pronounced at low power factors. The normalized frequency in Figures 2, 3, and 4 is restricted between zero and unity. Above unity the normalized frequency implies that the actual frequency exceeds the bandwidth of either HV or HI; this is not the normal frequency range for the power meter. Although Figures 2 and 3 are informative, they are not very useful from a measurement viewpoint because the correction factor varies over too large a range for meaningful results. By restricting the range of the normalized frequency (see Figure 4), a tighter correction factor tolerance ($0.98 \leq NCF \leq 1.02$) can be achieved. This, of course, restricts the useful frequency range of HV and HI.

It is obvious from Figure 2 that HV and HI should have identical frequency responses ($k=1$) if the correction factor is to be independent of the phase angle. For $x + 0$, NCF $\rightarrow 1$ regardless of the values of $k$ and $\theta$. For $k = 1 + \Delta k$, which allows for slight differences in the frequency response between HV and HI, a linear equation representing NCF as a function of $x$, assuming $x + 0$ with $\theta$ and $\Delta k$ treated as parameters, can be derived indirectly from Equation (12) by expressing Equation (12) as a fourth order polynomial. The polynomial is given by

$$(NCF)k^2x^4 + ((NCF)(1+k^2)-k)x^2 + ((1-k)\tan \theta)x + NCF - 1 = 0. \quad (13)$$

For the case $k = 1 + \Delta k$, $x + 0$, NCF $\rightarrow 1$, Equation (13) is reduced to the linear equation

$$NCF = 1 - (\Delta k \tan \theta)x. \quad (14)$$

The slope, $\Delta k \tan \theta$, becomes very large in magnitude as the power factor angle approaches $+90^\circ$ for $\Delta k \neq 0$, and is positive for $\theta$ negative and negative for $\theta$ positive. The result is consistent with Figures 2, 3, and 4.
For the case where the voltage and current are periodic functions of time, the true total power can be expressed as a function of approximate harmonic power and the corresponding NCF\textsubscript{n} by

\[ P_T = \sum_{n=0}^{\infty} \frac{P_{APP_n}}{NCF_n}. \]  

(15)

Although Equation (15) gives the same results as Equation (7), the form of Equation (15) is such that each approximate n\textsuperscript{th} harmonic power must be known or measured and the corresponding n\textsuperscript{th} harmonic phase angle be known or measured in order to determine NCF\textsubscript{n} for the corresponding n\textsuperscript{th} harmonic. However, Equation (15) does emphasize that a wattmeter having a small power measurement error must have NCF\textsubscript{n} as close to unity as possible with a correspondingly small normalized frequency. This can be accomplished using a wattmeter which has a bandwidth much broader than the important harmonics contained in the voltage and current signal and one which has identical frequency responses for H\textsubscript{V} and H\textsubscript{I} (k=1). If the bandwidth of the wattmeter is many times larger than the important harmonics being monitored by the wattmeter, the frequency matching of the two transfer functions, H\textsubscript{V} and H\textsubscript{I} can be relaxed to some degree.

B. Power Measurement Error Due to Sampling the Voltage and Current

This portion of the report will primarily be concerned with power measurement error analysis associated with sampling voltage and current and the determination of total average power based on these samples. For example, this type of power measurement error occurs when a microcomputer is used as a power meter; the input analog signals are sampled, converted to digits, stored, and manipulated to generate an output equal to the average power. In order to develop a
power error equation in closed form, it will be assumed that the input voltage and current are sinusoidal.

Before investigating the behavior of power measurement error due to sampling, it is instructive to first explore the power measurement error associated with continuous signals. This would be equivalent to sampling at an infinite rate with a power computing system having an infinite memory. Instantaneous power can be expressed as

\[ p(t) = \frac{V_m I_m}{2} (\cos \phi - \cos(2\omega t + \phi)) \]  

(16)

Using Equation (4) for the definition of average power and letting \( t_2 - t_1 = T_0 \), the observation time interval, the approximate average power due to the finite \( T_0 \) is

\[ P = \frac{V_m I_m}{2} \cos \phi - \left( \frac{V_m I_m T_P}{8\pi T_0} \right) (\sin(4\pi T_0/T_P + \phi) - \sin \phi) \]  

(17)

where \( T_P = \frac{2\pi}{\omega} \). The true average power is given by the first term in Equation (17). The second term can be interpreted as an error term which oscillates with a period \( T_P/2 \) and decreases as the observation time, \( T_0 \), becomes large with respect to the period \( T_P \). The normalized power error, NPE, is defined in terms of true average power,

\[ \text{NPE} = \frac{P - \tilde{P}}{P_T} = \frac{(\sin(4\pi C + \phi) - \sin \phi)}{(4\pi C \cos \phi)} \]  

(18)

where \( C = T_0/T_P \), the number of periods or partial periods that are observed in time \( T_0 \). The normalized power error is a decreasing oscillatory function of period \( C \) and is zero for multiples of \( C/2 \). For a given \( C \) (\( C \) not equal to a multiple of \( \frac{\pi}{2} \)), NPE approaches \( \pm \infty \) as \( \theta \) approaches \( \pm 90^\circ \).

Using L'Hospital's Rule, it can be shown that if \( C \) is equal
to a multiple of $\frac{1}{2}$, NPE approaches zero even as $\phi$ approaches $+90^\circ$.

It can be concluded from the above discussion that a wattmeter capable of observing $C$ periods equal to a multiple of $\frac{1}{2}$ periods, the NPE will be zero for any value of $\phi$. If $C$ is other than a multiple of $\frac{1}{2}$ periods, NPE is not zero and there will be a difference between the true average power and approximate average power. This power error is usually small when using a conventional laboratory wattmeter because the observation time is usually much greater than the period of the signal (human response time must be considered) being monitored by the wattmeter. However, a microcomputer, with a very large memory but finite sampling interval could be programmed to determine the approximate average power over an observation time interval comparable to the period of the input voltage and current. The value of NPE could become significant, especially if the phase angle approaches $+90^\circ$.

If the input voltage and current are sampled at a finite rate and the memory size is finite, the above results for the continuous case are no longer valid in a strict sense. The normalized power error no longer keeps on decreasing with increasing $C$ because of the finite sampling rate and finite data memory size. This condition is observed when a microcomputer with finite data storage capability is programmed to function as a wattmeter. The analog input signals are sampled and processed to obtain the approximate average power. The gating time or observation time will depend on the memory size and time between samples and is given by

$$T_o = NT_s$$

where $N$ represents data memory size and $T_s$ the time between samples. For a given data memory size, the observation time is proportional to the sampling time interval. For large
sampling frequencies \((T_s\) is small) it is possible for \(T_o\) to become comparable to the period of the input signals thus causing the power measurement error to be excessive.

The discrete form of Equation (16) can be written

\[
p(nT_s) = (V_m I_m/2) \cos \theta - \cos \left(\frac{4nT_s}{T_p} + \theta\right).
\]  

(20)

The corresponding approximate average power is found by summing Equation (20) over memory size \(N\). \(\overline{P}\) is given by

\[
\overline{P} = \left(\frac{1}{(N+1)}\right) \sum_{n=0}^{N} p(nT_s).
\]

(21)

It is convenient to define a power measurement error similar to Equation (18) except that it will be called the normalized sampled power error, NSPE. The result is

\[
\text{NSPE} = 1 - \frac{\overline{P}}{P} = \left(\frac{1}{(N+1)}\right) \left( \sum_{n=0}^{N} \cos\left(\frac{4nT_s}{T_p} + \theta\right)/\cos\theta \right).
\]

(22)

Expressing the cosine function in terms of exponentials, and recognizing that the exponential summation is a geometric series, the normalized sampled power error can be expressed in term of periods or fractional periods \(C\). The result is

\[
\text{NSPE} = \left(\frac{1}{2(N+1)\cos\theta\sin(2\pi C/N)}\right) \left(\cos(\theta + \psi) - \cos(\theta + \psi + 4\pi C)\right).
\]

(23-a)

\[
\psi = \tan^{-1}\left(\frac{\sin(4\pi C/N)}{(2\sin^2(2\pi C/N))}\right).
\]

(23-b)

If \(N\) is allowed to approach infinity,

\[
\psi \to \pi/2
\]

\[
\cos(\theta + \psi) \to -\sin\theta
\]

\[
\cos(\theta + 4\pi C) \to -\sin(\theta + 4\pi C)
\]

\[
\sin(2\pi C/N) \to 2\pi C/N.
\]
The result is exactly the same as for the continuous case (Equation (18)). If C is chosen to be a multiple of \( \frac{1}{2} \), NSPE is zero. This is also consistent with the continuous case.

The major difference between Equations (23-a) and (18) is the factor \( \sin(2\pi C/N) \) instead of \( 4\pi C \). The sine function is cyclic and appears in Equation (23-a) because the input signals are being sampled at a finite rate and the memory size is finite. For a specified N (memory size) and N >> 1, the NSPE will approach +1 and -1 as C approaches 0 and N/2, respectively. The case for C approaching 0 implies that the observation time as well as the sampling time is approaching zero (Equation (19)). This means \( \tilde{P}/P \) is approaching zero in the limit or NSPE is a +1 (Equation 22)). As C approaches N/2, the number of samples per period, N/C, approaches 2.

The angle \( \psi \) (Equation 23-b) approaches \( \pi/2 \) and NSPE (Equation 23-a) becomes indeterminant. Using L'Hospital's Rule, it can be shown that NSPE \( \rightarrow -1 \) as C \( \rightarrow N/2 \).

If C in Equation (23) is replaced by \( C_n + \Delta C \), where \( C_n \) is an integer, the behavior of NSPE can be studied within a given period \( C_n \). It is assumed that the scanning parameter, \( \Delta C \), is restricted to a range from zero to unity. This procedure permits the comparison of NSPE of one period with another period as shown in Figure 5 and 6. Figure 5 shows the behavior of NSPE for \( C_n = 1 \) and \( C_n = 255 \) assuming \( N = 512 \) and \( \theta = 30^\circ \). The plot shows for \( C_n = 1 \) that the NSPE will reach a maximum of approximately 0.04 and a minimum of approximately -0.10 for \( \Delta C \) equal to approximately 0.10 and 0.35, respectively. If the power instrument observation time happens to coincide with C = 1.15, or C = 1.35, the power measurement error would be too large for meaningful measurements. For the period 255, which is just before the period where C equals 512/2, the NSPE begins to increase because of the \( \sin(2\pi C/N) \) factor in Equation (23-a). Note that NSPE for C = 255 is read along the right hand side of the vertical axis in Figure 5.
Again, the power measurement could be meaningless if the observation time is chosen incorrectly. In both cases, the phase angle was fixed at 30°.

Between $C_n = 0$ and $C_n = 256$, NSPE decreases because the $\sin(2\pi C/N)$ factor in Equation (23-a) is increasing in value. Figure 6 shows the behavior of NSPE for $C_n = 50$, 100, and 127; $\theta = 30^\circ$; and $N = 512$. Note that the NSPE is considerably less than for $C_n = 1$ and 255. According to Figure 6, if 50.4 periods were observed, the value of NSPE is approximately -0.0017 and the approximate average power is $P_T(1+0.0017)$ or 0.17% above the true power. This power measurement error is well within the acceptable limit for most power measurements. Figure 6 also reflects that the maximum absolute error is smaller for $C_n = 100$ rather than for $C_n = 127$ where the $\sin(2\pi C/N)$ is approximately unity. This is due to the phase shift angle $\theta$ which is $30^\circ$ for this case. Since NSPE is oscillatory, it would be advantageous to determine the maximum and minimum values for any period between $C=1$ and 255. This approach would give the worst case error for any period ($1 \leq C \leq 255$). The behavior of the minimum worst case as a function of $C$ can be studied for various values of phase angles.

A computer program was developed to determine $\text{NSPE}_{\text{max}}$ and $\text{NSPE}_{\text{min}}$ for any period $C_n$ where $C_n$ could vary from 1 to 255. Figure 7 shows the behavior of $\text{NSPE}_{\text{max}}$ as a function of periods observed for $\theta = \pm 30^\circ$ and $N = 512$. For the stated phase angles, $\text{NSPE}_{\text{max}}$ reaches approximately the same global minimum but in different numbers of periods. This minimization is primarily due to the $\sin(2\pi C/N)$ factor and the phase angle. Figure 8 shows the variation of $\text{NSPE}_{\text{min}}$ for the same range of $C$ as in Figure 7.

The results of the section reflect the importance of having a matched frequency response for $H_V$ and $H_I$ when the bandwidth of the power meter is comparable to the highest important
harmonic power associated with periodic voltage and current signals. Also, harmonics with large voltage and current magnitudes may contribute very little average power if the phase angle is near \(\pm90^\circ\).

In summary, it was found that sampling the voltage and current and processing the results using a microcomputer as a wattmeter can generate excessive power measurement errors if the observation time is comparable to the period of the input signals or if the number of observation periods approaches half the memory size used to store the samples of voltage or current in the computer.
IV. POWER ERROR ANALYSIS OF A SIMPLE CHOPPER SYSTEM

As pointed out in Section II, power measurement error is strongly affected by the waveform of the instantaneous voltage and current. Hence, in order to understand the behavior of power measurement error, a specific set of waveforms must be investigated. This section of the report will analyze the power measurement error associated with an ideal simple chopper system [7] that controls the power from the source to a load. In this case, the load will be an ideal shunt motor. The duty cycle of the chopper and the motor's back emf have strong influences on the power measurement error.

In order to evaluate the harmonic input and output power content in an electronic chopper or power controller such as employed in an electric vehicle, the steady state instantaneous input/output voltage and current must be known in terms of the system parameters. A simplified schematic for a DC/DC chopper is shown in Figure 9. Power that is delivered to the shunt motor from the DC source is controlled by switch SW that is activated by an electronic system not shown in the model. By varying the on-time with respect to the time of one period, power supplied to the motor can be varied from zero to a maximum value which depends on the system parameters. For the purpose of analysis, it will be assumed that the time constants of the electric motor and the connecting mechanical load are much larger than the time constant of the power controller.

The resistances $R_1$, $R_2$, and $R_3$ represent the internal resistance of the DC source and input leads; on-resistance of the switch SW; and resistance of the armature of the shunt motor, respectively. Inductance $L_3$ accounts for the inductance of the armature. Voltages $E_1$ and $E_2$ represents the open-circuit voltage of the D.C. source and the back emf of the motor, respectively, while voltages $E_3$ and $E_4$ account for the semiconductor offset voltage. Listed in Figure 9 are the numerical
values of the system parameters used in the harmonic analysis of the power controller's input and output signals.

Diode $D_1$ is necessary to allow the current $i_2$ to continue to flow after SW is turned off; otherwise the induced voltage across $L_3$ will approach infinity as $i_2$ decreases instantaneously to zero. This will cause a voltage breakdown in the power controller. The free-wheeling action of the diode and $L_3$ increases DC component substantially by taking advantage of the energy stored in the inductor.

Typical voltage and current waveforms are shown in Figure 10. The on-time is represented by $T_D$ and the period by $T_p$. Obviously, $T_D$ can be varied from 0 to $T_p$ and for purpose of analysis, the period is fixed at 0.001 second.

The harmonic structure of the input/output voltage and current will be required in order to study the behavior of the harmonic power content. The on-time and back emf are the two system parameters that can be varied easily in an electric vehicle. The duty cycle, $T_D/T_p$, is controlled by the vehicle's operator via the power controller while the back emf depends on the magnetic flux and the speed of the motor. Neglecting armature reaction, the net flux will essentially remain constant for a given shunt field current and armature current. Under this condition, the back emf is directly proportional to the speed of the armature.

The amplitude and phase angle of the harmonics contained in $e_1$, $i_1$, $e_2$ and $i_2$ will vary with duty cycle for a given back emf. Before quantitatively expressing the harmonic behavior as a function of the on-time, a qualitative assessment can be conducted. This approach reinforces the quantitative results. Starting with a 100% duty cycle, the voltages and currents in the system are pure DC assuming the electrical system in Figure 9 has reached a steady-state condition. As the duty cycle is reduced from 100%, the signals become rich in harmonics and this richness grows as the duty cycle
decreases. However, as the duty cycle approaches zero, the instantaneous voltages and currents and corresponding harmonics as well as the DC component approach zero. For a given duty cycle, the harmonic content in the instantaneous voltages and currents decreases as the back emf approaches the input voltage. This is obvious because the back emf bucks the voltage $E_1$. The instantaneous voltages and currents are therefore very rich in harmonics when the duty cycle is small and the back emf is approaching zero.

Since the power associated with any given harmonic depends on the amplitude of the voltage and current as well as the cosine difference of the phase angles, large harmonic amplitudes that are approximately in quadrature with each other contribute very little to the total average power. If the DC components of the instantaneous voltage and currents are suppressed as shown in Figure 11, very interesting results can be observed. The fundamental input voltage and current as shown by the dotted curves are approximately $180^\circ$ out of phase. The exact phase relationship will be a function of the duty cycle. However, the fundamental output voltage and current appear to be in quadrature, thus contributing very little to the total average power. This is primarily due to the inductive filtering action by the armature inductance which takes place via the diode $D_1$. Qualitatively, the frequency specifications of a wattmeter monitoring the input power of the power controller will be more stringent than for a wattmeter that is monitoring the power output of the same controller.

A. Fourier Analysis of the Signals Associated with the Simple Chopper System

In order to evaluate the harmonic content of $e_1$, $i_1$, $e_2$ and $i_2$, the system must be in steady state; otherwise the Fourier series analysis is meaningless. A set of equations representing the instantaneous voltages and currents will be
derived based on circuit boundary conditions. The results of such analysis will allow the determination of total average power, harmonic power content via the Fourier series, and power error due to a wattmeter with a finite bandwidth.

The current, $i_1$, can be expressed in the form

$$i_1 = K_1 + K_2 \exp\left(-\frac{t}{T_1}\right); \quad 0 \leq t \leq T_D \quad (24\text{-a})$$

$$i_0 = 0 \quad \text{; } T_D < t \leq T_P \quad (24\text{-b})$$

where $K_1$ represents the value of $i_1$ if the switch SW remains closed indefinitely and is equal to $(E_1-E_4-E_2)/(R_1+R_2+R_3)$, $K_2=i_2(0^-)-K_1$, and $T_1=L_2/(R_1+R_2+R_3)$. The current $i_2(0^-)$ is the minimum value of the output current as indicated in Figure 10. During the time interval when SW is closed, $i_1=i_2$, and during the remaining portion of the period when SW is open, $i_2$ can be expressed as

$$i_2 = K_3 \exp\left(-\frac{(t-T_D)}{T_2}\right); \quad T_D < t \leq T_P \quad (25)$$

where $K_3 = \left.i_1\right|_{t=T_D}$ and $T_2=L_3/R_3$. It is assumed that $i_2$ never reaches zero before the switch is closed again. This assumption is reasonable since the time constant $T_2$ is usually much larger than the period $T_P$. Equations (24-a) and (25) must have the same value at $t=T_D$ and Equation (25) must be equal to $i_2(0^-)$ at $T=T_P$ since the system is assumed to be in a steady state condition. Thus,

$$K_1 + (i_2(0^-)-K_1)\exp\left(-\frac{T_D}{T_1}\right) = K_3; \quad t=T_D \quad (26\text{-a})$$

$$i_2(0^-) = K_3 \exp\left(-\frac{(T_P-T_D)}{T_2}\right); \quad t=T_P \quad (26\text{-b})$$

From Equations (26-a) and (26-b), $i_2(0^-)$ can be expressed
in terms of $K_1, T_D, T_P, T_1$ and $T_2$ as

\[
i_2(0^-) = K_1 (1 - \exp(-T_D/T_1)) / (\exp((T_P-T_D)/T_2) - \exp(-T_D/T_1)).
\]  

(27)

The value of $i_2(0^-)$ at $t=0$ and $t=T_P$ is in agreement with the electrical bounds on the system, namely, $i_2(0^-)=0$ and $i_2(0^-) = K_1 = (E_1-E_2)/(R_1+R_2+R_3)$, respectively. The instantaneous input and output voltages can be expressed in terms of the respective currents $i_1$ and $i_2$

\[
e_1 = E_1 - R_1 i_1 ; \quad 0 \leq t \leq T_D
\]  

(28-a)

\[
e_1 = E_1 ; \quad T_D \leq t \leq T_P
\]  

(28-b)

\[
e_2 = E_1 - (R_1+R_2) i_1 ; \quad 0 \leq t \leq T_D
\]  

(28-c)

\[
e_2 = -E_3 ; \quad T_D \leq t \leq T_P
\]  

(28-d)

Equations (25), (26), (27), (28) are the necessary set of equations to determine the total input and output power, voltage and current harmonics, harmonic power content, and power error due to a wattmeter with a finite bandwidth.

The harmonic content associated with the controller's instantaneous input and output signals can be expressed as a set of algebraic equations whose coefficients are a function of the system parameters. The equations are listed below. See the Appendix for the functional relationship between $X_1, X_2, Y_1, Y_2, Y_4, Y_5$ and the system parameters.

**Input Side of the Power Controller**

**Voltage Terms**

\[
W_o = E_1 T_D/T_P - R_1 K_1 T_D/T_P - (R_1 T_1 K_2/T_P) (1 - \exp(-T_P/T_1)) + E_1 (T_P-T_D)/T_P
\]  

(29-a)
\[ W_1 = -R(K_1X_1 + K_2X_2) \]  
\[ W_2 = -R_1(K_1Y_1 + K_2Y_2) \] 

**Current Terms**

\[ W_{oo} = K_1T_D/T_P + (K_2T_1/T_P)(1-\exp(-T_D/T_1)) \]  
\[ W_3 = K_1X_1 + K_2X_2 \]  
\[ W_4 = K_1Y_1 + K_2Y_2 \]  
\[ |V_{n_i}| = ((W_1)^2+(W_2)^2)^{\frac{1}{2}} \quad \text{and} \quad \frac{V_{n_i}}{V_{n_i}} = -\tan^{-1}(W_2/W_1) \]  
\[ |I_{n_i}| = ((W_3)^2+(W_4)^2)^{\frac{1}{2}} \quad \text{and} \quad \frac{I_{n_i}}{I_{n_i}} = -\tan^{-1}(W_4/W_3) \] 

**Output Side of the Power Controller**

**Voltage Terms**

\[ k_o = (E_1-E_4)T_D/T_P - (R_1+R_2)K_1T_D/T_P - ((R_1+R_2)T_1K_2/T_P)(1-\exp(-T_D/T_1)) - E_3(T_P-T_D)/T_P \]  
\[ Z_1 = (E_1-E_4)X_1 - (R_1+R_2)(K_1X_1+K_2X_2) + E_3X_1 \]  
\[ Z_2 = (E_1-E_4)Y_1 - (R_1+R_2)(K_1Y_1+K_2Y_2) + E_3Y_1 \] 

**Current Terms**

\[ X_{oo} = K_1T_D/T_P + (K_2T_1/T_P)(1-\exp(T_D/T_1)) + (K_3T_2/T_P)(1-\exp(-(T_P-T_D)/T_2)) \]  
\[ Z_3 = K_1X_1 + K_2X_2 + K_3Y_4 \]
Equation (31) and (34) were evaluated using a computer. A typical computer printout is shown in Figure 12. The first thirty harmonics of input/output voltage and current were calculated as a function of on-time $T_D$ for a given $E_2$. For example, the case where $T_D = 0.0001$ second and $E_2 = 25$ volts, the input fundamental voltage and current are for all practical purposes $180^\circ$ out of phase while the output fundamental voltage and current are $90^\circ$ out of phase. This is consistent with the previous discussion about the harmonic phase relationship between voltage and current at both the input and output of the power controller. Although the value of the phase angles for the individual voltage and current are dependent on $T_D$ and $E_2$, the angular difference between either the input voltage and current or output voltage and current remains independent of $T_D$ and $E_2$, which is $180^\circ$ and $90^\circ$ for the input and output, respectively. Results indicate that the amplitude of the harmonics decreases for increasing $T_D$ and $E_2$ which is consistent with a physical system. The results of this section are needed for the calculation of the harmonic power content at the input and output of the controller.

B. Total and Harmonic Power of a Simple Chopper System

Total average input and output power can be determined from Equations (24), (25), (26), (27), and (28) by multiplying $e_1$ by $i_1$, and $e_2$ by $i_2$, and averaging the results over one period. The results are

\[ Z_4 = K_1 Y_1 + K_2 Y_2 + K_3 Y_5 \]  
\[ |V_{n_0}| = \left( (Z_1)^2 + (Z_2)^2 \right)^{\frac{1}{2}} \text{ and } \tan^{-1}(Z_2/Z_1) \] 
\[ |I_{n_0}| = \left( (Z_3)^2 + (Z_4)^2 \right)^{\frac{1}{2}} \text{ and } \tan^{-1}(Z_4/Z_3) \]
\[ P_1 = E_1 I_{o1} - \left( R_1 K_1^2 T_D / T_p \right) - \left( 2K_1 K_2 T_1 / T_p \right) (1 - \exp(-T_D / T_1)) \]
\[ - (K_2^2 T_1 R_1 / (2T_p))(1 - \exp(-2T_D / T_1)) \]  
(35)

\[ P_o = (E_1 - E_4) I_{o1} - \left( R_1 + R_2 \right) \left( K_1^2 T_D / T_p \right) + \left( 2K_1 K_2 T_1 / T_p \right) (1 - \exp(-T_D / T_1)) \]
\[ + (K_2^2 T_1 / (2T_p))(1 - \exp(-2T_D / T_1)) - \left( E_3 K_3 T_2 / T_p \right)(1 - \exp(T_p - T_D / T_2)) \]  
(36)

where \( I_{o1} \) represents the DC input current. See the Appendix.

Harmonic distribution of average power can be determined from the knowledge of the magnitude and phase angle of voltage and current. Frequency roll-off due to the first order input transfer functions of a wattmeter can be incorporated very easily into the power equations. The results are

\[ P_{I\text{APP}} = W_0 W_{oo} + \left( \frac{1}{2} \right) \sum_{n=1}^{N_1} \left( V_{no} I_{no} \cos(-\tan^{-1}(W_{2}/W_{1}) + \tan^{-1}(W_{4}/W_{3}) - \tan^{-1}(n\omega_o / \omega_1) + \tan^{-1}(n\omega_o / \omega_1)) \right) \]  
(37)

\[ P_{o\text{APP}} = X_{o} X_{oo} + \left( \frac{1}{2} \right) \sum_{n=1}^{N_1} \left( V_{no} I_{no} \cos(-\tan^{-1}(Z_{2}/Z_{1}) + \tan^{-1}(Z_{4}/Z_{3}) - \tan^{-1}(n\omega_o / \omega_1) + \tan^{-1}(n\omega_o / \omega_1)) \right) \]  
(38)

where \( N_1 \) represents the highest harmonic of interest. The other terms were defined in Equations 6, 7, 8, and 9. As long as \( \omega_1 \) and \( k \) remain finite, the power calculated from Equations (37) and (38) will be an approximation of the results from Equations (35) and (36) even if \( N_1 \to \infty \). This difference is due to suppression of the higher harmonic power terms by the transfer functions \( h_v \) and \( h_i \).

A computer program was developed to evaluate Equations (35), (36), (37) and (38) as functions of the back emf \( E_2 \).
and the on-time $T_D$. The computer program calculated a running power sum of approximate input/output power (Equations (37) and (38)) as a function of $N_1$, total input/output power Equations (35) and (36), and the power measurement error.

If the transfer functions' corner frequencies are at least 100 times larger than the fundamental frequency of the periodic signals, it can be reasonably assumed that $H_V$ and $H_I$ are essentially unity and do not effect the power measurement. Assuming wide bandwidth transfer functions, the power measurement error will approach zero as the number of harmonics approaches infinity. However, from a practical viewpoint it is better to consider the necessary number of harmonics in order to achieve a certain power measurement error. For analysis purposes, a power error of 0.01 (1\%) was chosen. With this power error objective, the desired error can be attained with relatively few harmonics assuming infinite frequency response. As the corner frequency of the transfer functions begins to approach the fundamental frequency of the periodic signals, more harmonics will be required to achieve a power error of 0.01. If the corner frequencies of the transfer functions are set equal to the fundamental frequency, the power error will be so large that it may be impossible to achieve a power error of 0.01 for certain combinations of back emf $E_2$ and on-time $T_D$.

The results of power measurement error versus number of harmonics are shown in Figure 13 a-d. The figures are arranged in an array to emphasize the behavior of power measurement error and the required number of harmonics necessary to achieve a specified numerical value of the power measurement error as a function of $E_2$ and $T_D$. The parameters $k$ and $f_1$ which set the corner frequencies of the transfer functions are varied to study the behavior of the power error. The fundamental frequency is 1000 hertz.
If an error of 0.01 cannot be achieved, this is reflected by indicating the actual error when all 30 harmonics are considered. This will occur when $f_1$ ($f_1 = \omega_1 / 2\pi$) is comparable to the fundamental frequency of the signal in the power controller. When $T_D$ is equal to $T_P$, the power measurement error is zero because the power controller's switch is closed continuously and the voltages and currents are pure DC signals. This is shown in the last row of the array.

The input power measurement error for the case of a wideband wattmeter is shown in Figure 13-a. With $k=1$ and $f_1 = 100f_o$, it is obvious that an error 0.01 can be achieved for all combinations of $E_2$ and $T_D$ shown. It should be noted that the number of harmonics required to attain 0.01 error varies depending on the combination of $E_2$ and $T_D$. The most severe case occurring when $E_2=25$ and $T_D=0.0001$ second. Moving diagonally across the array, the required number of harmonics decreases for 0.01 error. This is consistent with the electrical model in Figure 9 since the duty cycle of the power controller is increasing and the $E_2$ is approaching $E_1$ which is equal to 100 volts.

Reducing the bandwidth of the wattmeter will cause the power measurement error to increase as shown in Figure 13-b. The first column depicts a condition where an error objective could not be attained even when thirty harmonics were considered. The result is due to the frequency roll-off of the transfer functions interacting with the higher harmonics. Again, moving diagonally across the array the 0.01 error can be achieved with less than 30 harmonics.

If the bandwidth of the transfer functions equal the fundamental frequency, the power measurement error increases drastically and exceeds the 0.01 criterion over more than 50% of the array as shown in Figure 13-c. It is obvious that a wattmeter whose bandwidth is equal to the fundamental
frequency would be practically useless, especially for low values of $E_2$.

The results shown in Figure 13-d are somewhat similar to Figure 13-c except that the corner frequency of the two wattmeter transfer functions are numerically different. With $k=0.5$, one corner frequency is twice the other. Power measurement errors are generally lower for $k=0.5$ which is to be expected since the effect of the transfer functions on the magnitude of the harmonics is less pronounced. However, with $k$ not equal to unity, the phase angles of the transfer functions do not nullify each other according to Equations (37) and (38) and this causes a phase angle error which in turn affects the power measurement error.

The results of this section of the report illustrate that the harmonic power content at the input is more important than that at the power controller's output. The reason is due to the electrical time constant of the shunt motor. In other words, the inductive reactance $X_L$ is the predominant compared to the armature resistance, $R_3$, at the harmonic frequencies. Hence, a wattmeter having a broader bandwidth must monitor the power input to the power controller.

Depending on the back emf of the shunt motor and the bandwidth of the power meter, there were particular cases where a power measurement error of 0.01 was exceeded, even with all 30 harmonics. This occurred for low duty cycles and small back emfs.
V. POWER ERROR ANALYSIS OF A MICROCOMPUTER WATTMETER

In Section II-B a theoretical investigation was performed to determine the power measurement error due to sampling an input sinusoidal voltage and current. The results indicate that the Normalized Sampled Power Error, NSPE, was very large if a portion of a period was sampled or if the number of periods sampled approached half of the data memory capacity, N/2, devoted to storing the voltage or current data. A global minimum value for NSPE occurred between $C = 0$ and $N/2$ with the position of the minimum NSPE functionally dependent on the phase angle $\theta$.

This section is primarily concerned with programming a microcomputer as a wattmeter and studying the behavior of the microcomputer's output error as a function of observed periods and phase angles. A commercial 16-bit microcomputer with a 12-bit I/O subsystem was programmed to accept voltage data on two of the 16 differential protected input channels. Input channels 0 and 1 were chosen in this case. After computations were completed by the microcomputer, the output channel 1 displayed the results on a digital voltmeter.

In order to be consistent with Section II-B, the microcomputer's data memory capacity was set at 512 for each channel with channel 0 acting as the triggering channel. The triggering was accomplished by having the microcomputer check channel 0 for positive zero crossing. This permitted the microcomputer to process the equivalent of the same data in case the output reading was questionable.

A program flow chart describing the microcomputer operation as a wattmeter is shown in Figures 14 a-e. There are essentially three main parts to this program. The first segment of the program requires the programmer to set the sampling interval using a five digit number between 00010
and 10000. The microcomputer's internal timing system is such that a five digit number (xxxxx) divided by 46,875 equals sampling interval in seconds. Therefore, the sampling interval can be varied from approximately 213 microseconds to 213 milliseconds. The minimum sampling time interval was chosen to be ten times the time between sampling channels 0 and 1.

Once the sampling time interval has been set and the teletype return carriage key actuated, the microcomputer observes channel 0 and waits until the signal goes through a positive zero crossing. At that point, both input channels 0 and 1 alternately sample their respective input voltage signals, continuing until the data memories are completely filled. In this case, it would be 512 data points for each channel.

The second part of the program multiplies the first datum from each channel and continues this multiplication in a sequential manner. After each multiplication, the result is added to the results of the previous multiplications with this operation continuing until there are 512 terms. The sum is averaged over the number products and scaled to fit the range of the analog output.

The final part of the program directs the microcomputer back to the start position, ready for the calculation for the next sample interval.

A mathematical relationship between the periods observed, \( C \), and the input frequency, \( f \), can be derived if the sampling time interval \( T_s \) is specified. The result is

\[
C = NfT_s \quad (39)
\]

where \( N \) represents the size of the data memory. As previously stated in this section, the sampling time interval \( T_s \) is

\[
T_s = (xxxxx)/46875 \quad (40)
\]
Combining Equations (39) and (40), the number of periods observed is

\[ C = N f(xxxxx)/46875 \]  

A program following the flow chart in Figures 14 a-e was written and implemented on a commercial microcomputer. With \( N \) equal to 512 and sampling time interval capable of being varied from 213 microseconds to 213 milliseconds, the input frequency was set 36.74 hertz. The choice of frequency was based on the fact that small number of periods were to be observed in order to study the behavior pattern of NSPE. This low frequency also permitted the observation of NSPE for periods approaching \( N/2 \).

The results of this section of the report are divided into two segments. The first segment deals with the comparison of the calculated NSPE and theoretical NSPE for the same period of observation. The second segment studies the variation of the microcomputer's output as \( C \) approaches \( N/2 \).

Figures 15 a-e compare the calculated NSPE with the theoretical NSPE for different phase angles. With an input voltage of 5.010 volts for both channels 0 and 1 and a frequency of 36.74 hertz, the correlation between calculated and theoretical NSPE is poor. This lack of correlation between the two normalized sample power error is believed to be due to either a slight input frequency shifting during the observation time or jitter in the sampling time interval. These effects can cause an uncertainty in the number of periods that are actually observed. The calculation of the theoretical NSPE is based on the numbers in the first column. The calculated NSPE tends to increase with increasing power factor angle which is consistent with the theoretical calculations of NSPE.
Figure 16 shows the microcomputer's output for different observation periods and phase angles. The bottom row marked true power output reading is used for comparison with actual output readings. For periods 265.64 and 269.66 the output readings are reasonably close to the corresponding theoretical output readings. However, at and near period 267.65, the output readings deviate substantially from the theoretical predictions. The differences are so great that the microcomputer would be useless as a wattmeter for periods observed in the vicinity of 267.65. It is noted that there is a slight difference between the period where the errors are excessive and the predicted period of 256 which is half of the data memory size (N=512). This discrepancy amounts to approximately 5% and is believed to be caused by not knowing the absolute value of the input frequency accurately. As a cross check, the behavior of the microcomputer's output was studied in the vicinity two times 267.65 periods and it was experimentally observed at 536.5 periods the output error was excessive; this is consistent with theory. The ratio of 536.5 to 267.65 is 2.007 which is as close to two as experimentally possible.

The results of this section demonstrate that a microcomputer can be used as a wattmeter providing that the periods observed for the computation is larger than several periods but less than half of the data memory size. As the periods observed approaches N/2, the error is so large that the output reading of the microcomputer is meaningless. This is consistent with the theory presented in Section II-B of this report where Equation (23) relates the functional behavior of NSPE and the observed number of periods. In the denominator of Equation (23-a) the sine function, \( \sin(2\pi C/N) \), approaches zero as C approaches N/2 causing the power measurement error to be excessive.
Although the above analysis is based on a single frequency, the results are applicable for the general case of periodic signals. If superposition of power is assumed, it is possible for the observation periods of the harmonics to be near N/2 or multiples of N/2 causing a serious power measurement error.
VI. CONCLUDING REMARKS

This study establishes the behavior of power measurement errors due to the bandwidth of $H_v(j\omega)$ and $H_i(j\omega)$, the input transfer functions of a power meter, and the sampling of the input voltage and current of a power instrument.

The frequency response of the power meter’s input transfer functions affects both the magnitude and phase angle of the corresponding input sinusoidal voltage and current to the instrument. Since average power depends on the product of the magnitude of voltage and current times the cosine of the power phase angle, the effect of the frequency response is to cause both amplitude and phase distortion which affects the magnitude of the input sinusoidal voltage and current, and the power factor angle, respectively. The power measurement error due to $H_v(j\omega)$ and $H_i(j\omega)$ becomes more pronounced as the frequency of the input voltage and current approaches the bandwidth of $H_v(j\omega)$ and $H_i(j\omega)$, and the power factor approaches zero. Assuming that $H_v(j\omega)$ and $H_i(j\omega)$ are first order transfer functions, the power measurement error due to phase distortion can be eliminated if the two transfer functions have identical frequency responses. Reducing the power measurement error by matching the frequency response of $H_v(j\omega)$ and $H_i(j\omega)$ can be extended to higher order transfer functions. The reason this is true is due to the fact that the voltage and current phase error are subtracted when determining the actual phase angle. Of course, there will always be a power measurement error due to the amplitude distortion of $H_v(j\omega)$ and $H_i(j\omega)$, and the behavior of this error will be strongly dependent on the order of the transfer functions.

When the input sinusoidal voltage and current are sampled, a power measurement error can occur if the samples of the input voltage and current are taken over fractions of a period (not equal to a multiple of half periods) or if the total number of periods observed is equal to one-half
the memory size of either the voltage or current data memory. The behavior of power measurement error with respect to cycles observed is due, in part, to the cyclic behavior of the function, \( \sin(2\pi C/N) \), which occurs in the denominator of the Normalized Sampled Power Error, NSPE (Equation 23-a). As \( C \to N/2 \), the sine function approaches zero causing the power measurement error to increase. The numerical value of NSPE is bounded and equal to -1 as \( C \to N/2 \) because the difference between the cosine functions is also approaching zero causing Equation (23-a) to have an indeterminate form at \( N/2 \). It can be shown that the bound of NSPE at \( C = N/2 \) is indeed -1 if \( N \gg 1 \).

Although the above power measurement errors are based on single frequency analysis, the results are applicable to more complex periodic signals. Unfortunately, in order to express the results in a closed form, the periodic signals must first be analyzed using the Fourier series before the harmonic power content can be determined. Once the harmonic power analysis is completed, each harmonic power measurement error can be determined based on the single frequency analysis with the resultant power measurement error being the sum of the harmonic power measurement errors. For periodic signals it would be more expedient to determine the harmonic power content contained in periodic signals by directly applying Fourier series analysis and using Parseval's theorem to determine the harmonic power distribution. This approach permits the inclusion of amplitude and phase distortion due to the presence of the transfer functions \( H_V(j\omega) \) and \( H_I(j\omega) \).

Since the total power measurement error is dependent on the weighting factor, \( P_n/P_T \), as indicated in the introduction of this report, the harmonic power distribution does influence the total power measurement error when the waveform of either the input voltage or current is changed. Therefore a power measurement error analysis must be performed on a
given set of voltage and current signals. Input and output voltage and current signals of a simple DC/DC chopper system offer one such set of signals for power measurement error analysis.

Using the duty cycle of the DC/DC chopper and back emf of a shunt motor which is the electrical load for the chopper as the independent variables, a power measurement error analysis was performed by computer. The results indicate that the worst case occurs when the duty cycle of the DC/DC chopper and the back emf of the shunt motor are numerically small. As a general rule, the power measurement error decreases as the duty cycle approaches unity and the back emf of the shunt motor approaches the DC/DC chopper supply voltage.

The results also show that if the shunt motor armature inductance is large with respect to the armature resistance, the output harmonic power content, excluding the DC power component, is small as compared to the input harmonic power content. This is due to the approximate quadrature phase relationship between the \( n^{\text{th}} \) harmonic output voltage and current which is caused by the dominance of the inductive reactance at the \( n^{\text{th}} \) harmonic. Hence, for the DC/DC chopper that was analyzed in this report, the bandwidth specifications for the wattmeter that is measuring the power input to the chopper would be more stringent as compared to the wattmeter that is measuring the power output of the chopper. Although not considered in the electrical model in this report, such electrical phenomena as hysteresis and eddy-current losses can be represented by an equivalent resistance in series with the armature resistance. This resistance combination may be sufficiently large as compared to the armature inductance to cause the output harmonic power to become significant.
This study also investigated the feasibility of using a microcomputer as a wattmeter. Since the microcomputer samples the input voltage and current, the average power for sinusoidal input signals as determined by the microcomputer showed a power measurement error due to sampling. The power measurement error became significant when the number of observed periods $C$ was approximately equal to $N/2$. The normalized sampled power error was substantially smaller when $C$ was much different from $N/2$.

The advantages of using a microcomputer as a wattmeter is that instantaneous sampled power, peak power, and the instantaneous sampled voltage and current can be stored and retrieved at a convenient time. When not using the microcomputer as a wattmeter, the microcomputer can be assigned other measuring tasks.

The results of this study can be extended in several areas. For example, in the model of the simple DC/DC chopper system, switching was assumed to be ideal with no losses during the opening and closing of switch SW. Switching transients tend to cause the rate of change of signals to be finite, thus decreasing the amplitudes of the high frequency components in the signal. However, if power analysis of a chopper is desired, the switching losses should be considered. This is especially true if the fundamental chopper frequency is increased to a relative high value. If the signals during switching can be represented by straight-line analysis, the switching power loss can be analyzed separately from the power analysis of the model of the DC/DC chopper in this investigation. By combining the results of both power analyses, the behavior of the power measurement error would represent a more realistic chopper system.

The ideal shunt motor that was assumed in this study could be modified to account for armature reaction and
eddy-current and hysteresis losses. The effect would be a larger output harmonic power content from the chopper as compared to the results of this investigation.

The behavior of the power measurement error with respect to back emf and duty cycle would be of great interest if the shunt motor were replaced by a series motor. The results could be useful in the electrical efficiency study of an electrical vehicle since most electric vehicles use a series motor because of its torque characteristic. However, power analysis would involve a set of nonlinear equations due to the nonlinear relationship between the back emf of the series motor and the DC current output from the chopper.

Although the use of a microcomputer in this study was restricted to positive zero crossing input signals, a computer program can be devised so that the microcomputer can accept a more general class of input signals. With such an arrangement, the output power reading could be automatically up-dated. Also, the microcomputer could store such quantities as peak voltage, current, and power and display this information with the appropriate command.
Fourier Analysis of the Input/Output Voltage and Current of a Simple DC/DC Chopper System and the Corresponding Input/Output Total Average Power.

In Section III of this report, a set of algebraic equations Equations (31) and (34) were presented based on the Fourier analysis of the instantaneous voltage and current at the input and output of a simplified DC/DC chopper system. These equations were derived from the trigonometric form of the Fourier series and the general form is given by

\[
f(t) = a_0 + \sum_{n=1}^{\infty} A_n \cos(n\omega_0 t + \psi_n)\]  

\[
a_0 = \langle f(t) \rangle = \frac{1}{T_p} \int_{-T_p/2}^{T_p/2} f(t) dt\]  

\[
a_n = \frac{2}{T_p} \int_{-T_p/2}^{T_p/2} f(t) \cos n\omega_0 t dt\]  

\[
b_n = \frac{2}{T_p} \int_{-T_p/2}^{T_p/2} f(t) \sin n\omega_0 t dt\]  

\[
A_n = \sqrt{a_n^2 + b_n^2} \quad \text{and} \quad \psi_n = -\tan^{-1}\left(\frac{b_n}{a_n}\right)\]

where \(f(t)\) is a periodic function; \(a_0\) represents the average component of \(f(t)\); \(a_n\) and \(b_n\) represent the in-phase and quadrature component of the \(n\)th harmonic, respectively; \(A_n\) and \(\psi_n\) represent the amplitude and phase angle of the \(n\)th harmonic, respectively. The angular frequency, \(\omega_0\), is
equal to $2\pi/T_p$ where $T_p$ is the time of one period.

This appendix will develop the Fourier series for the input and output voltage and current of the DC/DC simple chopper system and the corresponding input/output total average power. For convenience, the chopper's output signals will be analyzed first using Equation (A-1) and the representation of the instantaneous output voltage and current as developed in Section III.

Output Voltage $e_2$

$$e_2 = E_1 - R_1 i_1 \quad ; \quad 0 \leq t \leq T_D \quad (A \ 2-a)$$

$$e_2 = -E_3 \quad ; \quad T_D \leq t \leq T_P \quad (A \ 2-b)$$

$$i_2 = -K_1 + K_2 \exp(-t/T_1) \quad ; \quad 0 \leq t \leq T_D \quad (A \ 2-c)$$

$$i_2 = K_3 \exp(-(t-T_D)/T_2); \quad T_D \leq t \leq T_P \quad (A \ 2-d)$$

$$a_n = \frac{2}{T_P} \int_0^{T_D} (E_1 - E - (R_1 + R_2)(K_1 + K_2 \exp(-t/T_1))) \cos(n \omega_0 t) \, dt$$

$$- \frac{2E_3}{T_P} \int_{T_D}^{T_P} \cos(n \omega_0 t) \, dt \quad (A \ 3-a)$$

$$b_n = \frac{2}{T_P} \int_0^{T_D} (E_1 - E - (R_1 + R_2)(K_1 + K_2 \exp(-t/T_1))) \sin(n \omega_0 t) \, dt$$

$$- \frac{2E_3}{T_P} \int_{T_D}^{T_P} \sin(n \omega_0 t) \, dt \quad (A \ 3-b)$$

$$a_0 = \frac{1}{T_P} \int_0^{T_D} (E_1 - E - (R_1 + R_2)(K_1 + K_2 \exp(-t/T_1))) \, dt - \frac{E_3}{T_P} \int_{T_D}^{T_P} \, dt. \quad (A \ 3-c)$$
It is convenient to evaluate the following set of integrals because they occur in several places in Equation (A3).

\[ X_1 = \frac{2}{T_P} \int_0^{T_P} \cos(n \omega_0 t) dt = 2 \sin(2 \pi n T_D / T_P) / (2 \pi n) \]  
(A 4-a)

\[ X_2 = \frac{2}{T_P} \int_0^{T_D} \exp(-t/T_1) \cos(n \omega_0 t) dt = \frac{2}{(1/T_1^2 + (n \omega_0)^2)} \]  
\((\exp(-T_D/T_1))(\frac{-1}{T_P T_1}) \cos(2 \pi n T_D / T_P) + (2 \pi n / T_P)^2 \sin(2 \pi n T_D / T_P)) + \frac{1}{T_P T_1} \)  
(A 4-b)

\[ X_3 = -\frac{2}{T_P} \int_{T_D}^{T_P} \cos(n \omega_0 t) dt = 2 \sin(2 \pi n T_D / T_P) / (2 \pi n) \]  
(A 4-c)

\[ X_0 = (E_1 - E_4) T_D / T_P - (R_1 + R_2) K_1 T_D / T_P - (R_1 + R_2) T_1 K_2 / T_P (1 - \exp(-T_D / T_1)) \]  
- \( E_3 (T_P - T_D) / T_P \)  
(A 4-d)

\[ Y_1 = \frac{2}{T_P} \int_0^{T_D} \sin(n \omega_0 t) dt = 2(1 - \cos(2 \pi n T_D / T_P)) / (2 \pi n) \]  
(A 4-e)

\[ Y_2 = \frac{2}{T_P} \int_0^{T_D} \exp(-t/T_1) \sin(n \omega_0 t) dt = \]  
\( \frac{2}{(1/T_1^2 + (n \omega_0)^2)} (\exp(-T_D / T_1))(\frac{-1}{T_P T_1}) \sin(2 \pi n T_D / T_P) \)  
\(- (2 \pi n / T_P)^2 \cos(2 \pi n T_D / T_P) + 2 \pi n / T_P^2 \)  
(A 4-f)
\[ Y_3 = \frac{-2}{T_p} \int_{T_D}^{T_p} \sin(n\omega_0 t) dt = 2(1 - \cos(2\pi n T_D/T_p))/(2\pi n) = Y_1. \quad (A\ 4-g) \]

Let
\[ Z_1 = (E_1 - E_4)(X_1) - (R_1 + R_2)(K_1 X_1 + K_2 X_2) + E_3 X_1 \quad (A\ 5-a) \]
\[ Z_2 = (E_1 - E_4)(Y_1) - (R_1 + R_2)(K_1 Y_1 + K_2 Y_2) + E_3 Y_1. \quad (A\ 5-b) \]

The amplitude and phase angle of the \( n^{\text{th}} \) harmonic output voltage can be expressed in terms of \( Z_1 \) and \( Z_2 \) as follows:
\[ V_{n_0} = \left( (Z_1)^2 + (Z_2)^2 \right)^{1/2} \quad \text{and} \quad V_{n_0} = -\tan^{-1}(Z_2/Z_1). \quad (A\ 6) \]

Hence the Fourier series for the output voltage is
\[ e_2(t) = X_0 + \sum_{n=1}^{\infty} V_{n_0} \cos(n\omega_0 t - \tan^{-1}(Z_2/Z_1)). \quad (A\ 7) \]

Output Current \( i_2 \)
\[ a_n = \frac{2}{T_p} \int_{0}^{T_D} (K_1 + K_2 \exp(-t/T_1)) \cos(n\omega_0 t) dt \]
\[ + \frac{2}{T_p} \int_{T_D}^{T_p} (K_3 \exp(-(t-T_D)/T_2)) \cos(n\omega_0 t) dt \quad (A\ 8-b) \]
\[ b_n = \frac{2}{T_p} \int_0^{T_D} \left( K_1 + K_2 \exp\left( -\frac{t}{T_1} \right) \right) \sin(n\omega_0 t) \, dt \]  
(A 8-b)

\[ + \frac{2}{T_p} \int_{T_D}^{T_P} \left( K_3 \exp\left( -\frac{(t-T_D)}{T_2} \right) \right) \sin(n\omega_0 t) \, dt \]

\[ a_0 = \frac{1}{T_p} \int_0^{T_D} \left( K_1 + K_2 \exp\left( -\frac{t}{T_1} \right) \right) \, dt + \frac{1}{T_p} \int_{T_D}^{T_P} \left( K_3 \exp\left( -\frac{(t-T_D)}{T_2} \right) \right) \, dt. \quad (A 8-c) \]

Again, it is convenient to evaluate the following set of integrals because they occur in several places in Equation (A 8).

\[ Y_4 = \frac{(2 \exp(T_D/T_2))}{T_p} \int_{T_D}^{T_P} \left( \exp\left( -\frac{t}{T_2} \right) \right) \cos(n\omega_0 t) \, dt = \]

\[ \left( \frac{2 \exp(T_D/T_2)}{(1/T_2)^2 + (n\omega_0)^2} \right) \left( -1/(T_p T_2^2) \right) \exp(-T_p/T_2) \]

\[ - \exp(-T_D/T_2) \left( -1/(T_p T_2) \right) \cos(2\pi n T_D/T_p) \]

\[ + (2\pi n/T_p^2) \sin(2\pi n T_D/T_p) \]  
(A 9-a)

\[ Y_5 = \frac{(2 \exp(T_D/T_2))}{T_p} \int_{T_D}^{T_P} \exp\left( -\frac{t}{T_2} \right) \sin(n\omega_0 t) \, dt = \]

\[ \left( \frac{2 \exp(T_D/T_2)}{(1/T_2)^2 + (n\omega_0)^2} \right) \left( -2\pi n/T_p^2 \right) \exp(-T_p/T_2) \]

\[ - \exp(-T_D/T_2) \left( -1/(T_p T_2) \right) \sin(2\pi n T_D/T_p) \]

\[ - (2\pi n/T_p^2) \cos(2\pi n T_D/T_p) \]  
(A 9-b)
\[ Y_o = K_1 T_D/T_P + (K_2 T_1/T_P)(1 - \exp(-T_D/T_1)) + (K_3 T_2/T_P)(1 - \exp(-(T_P - T_D)/T_2)). \] (A 9-c)

Let
\[ Z_3 = K_1 X_1 + K_2 X_2 + K_3 X_4 \] (A 10-a)
\[ Z_4 = K_1 Y_1 + K_2 Y_2 + K_3 Y_5. \] (A 10-b)

The amplitude and phase angle of the \( n \)th harmonic output current can be expressed in terms of \( Z_3 \) and \( Z_4 \).
\[ I_{n_o} = ((Z_3)^2 + (Z_4)^2)^{1/2} \text{ and } I_{n_o} = -\tan^{-1}(Z_4/Z_3). \] (A 11)

Hence the Fourier series for the output current is
\[ i_2(t) = Y_o + \sum_{n=1}^{\infty} I_{n_o} \cos(n\omega_0 t - \tan^{-1}(Z_4/Z_3)). \] (A 12)

At the input to the simple DC/DC chopper system, the instantaneous voltage and current is
\[ e_1 = E_1 - R_1(K_1 + K_2 \exp(-t/T_1)); \quad 0 \leq t \leq T_D \] (A 13-a)
\[ e_1 = E_1 \quad ; \quad T_D \leq t \leq T_P \] (A 13-b)
\[ i_1 = K_1 + K_2 \exp(-t/T_1) \quad ; \quad 0 \leq t \leq T_D \] (A 13-c)
\[ i_1 = 0 \quad ; \quad T_D \leq t \leq T_P \] (A 13-d)

The in-phase, quadrature, and average Fourier series components for the input voltage are
Input Voltage $e_1$

$$a_n = (2/T_p) \int_0^{T_D} (E_1 - R_1 (K_1 + K_2 \exp(-t/T_1))) \cos(n\omega_0 t) \, dt$$

$$+ (2E_1/T_p) \int_{T_D}^{T_p} \cos(n\omega_0 t) \, dt \quad \text{(A 14-a)}$$

$$b_n = (2/T_p) \int_0^{T_D} (E_1 - R_1 (K_1 + K_2 \exp(-t/T_1))) \sin(n\omega_0 t) \, dt$$

$$+ (2E_1/T_p) \int_{T_D}^{T_p} \sin(n\omega_0 t) \, dt \quad \text{(A 14-b)}$$

$$a_0 = (1/T_p) \int_0^{T_D} (E_1 - R_1 (K_1 + K_2 \exp(-t/T_1))) \, dt + (E_1/T_p) \int_{T_D}^{T_p} \, dt. \quad \text{(A 14-c)}$$

Since the mathematical form of Equation (A 14) is similar to Equation (A 3), the amplitude and phase of the $n^{th}$ harmonic is given by

$$W_1 = -R_1 (K_1 X_1 + K_2 X_2) \quad \text{(A 15-a)}$$

$$W_2 = -R_1 (K_1 Y_1 + K_2 Y_2) \quad \text{(A 15-b)}$$

$$W_0 = E_1 T_D/T_p - R_1 K_1 T_D/T_p - (R_1 T_1 K_2/T_p) (1 - \exp(-T_D/T_1)) + E_1 (T_p - T_D)/T_p \quad \text{(A 15-c)}$$

$$V_{n_1} = ((W_1)^2 + (W_2)^2)^{1/2} \text{ and } \sqrt{V_{n_1}} = -\tan^{-1}(W_2/W_1). \quad \text{(A 16)}$$

The Fourier series for the input voltage $e_1$ is

$$e_1 = W_0 + \sum_{n=1}^{\infty} V_{n_1} \cos(n\omega_0 t - \tan^{-1}(W_2/W_1)) \quad \text{(A 17)}$$
**Input Current $i_1$**

The in-phase, quadrature, and average Fourier series components for the input voltage are

$$a_n = \frac{2}{T_p} \int_0^{T_D} (K_1 + K_2 \exp(-t/T_1)) \cos(n\omega_0 t) \, dt$$ \hspace{1cm} (A 18-a)

$$b_n = \frac{2}{T_p} \int_0^{T_D} (K_1 + K_2 \exp(-t/T_1)) \sin(n\omega_0 t) \, dt$$ \hspace{1cm} (A 18-b)

$$a_0 = \frac{1}{T_p} \int_0^{T_D} (K_1 + K_2 \exp(-t/T_1)) \, dt.$$ \hspace{1cm} (A 18-c)

Since the mathematical form of Equation (A 18) is similar to Equation (A 8), the amplitude and phase of the $n^{th}$ harmonic are given by

$$W_3 = K_1 X_1 + K_2 X_2$$ \hspace{1cm} (A 19-a)

$$W_4 = K_1 Y_1 + K_2 Y_2$$ \hspace{1cm} (A 19-b)

$$W_{oo} = K_1 T_D/T_p + (K_2 T_1/T_p)(1-\exp(-T_D/T_1))$$ \hspace{1cm} (A 19-c)

$$I_{n_i} = (W_3)^2 + (W_4)^2 \frac{1}{2} \text{ and } I_{\sqrt{n_i}} = -\tan^{-1}(W_4/W_3).$$ \hspace{1cm} (A 20)

The Fourier series for the input current $i_1$ is

$$i = W_{oo} + \sum_{n=1}^{\infty} I_{n_i} \cos(n\omega_0 t - \tan^{-1}(W_4/W_3)).$$ \hspace{1cm} (A 21)
In Section III of this report, Equations (35) and (36) represent the total average power input and output of a simple DC/DC chopper system. The total average input and output power can be determined from Equations (24), (25), (26), (27), and (28) by multiplying $e_1$ by $i_1$ and $e_2$ by $i_2$, respectively; and averaging the results over one period. The instantaneous input and output power is

\[
\begin{align*}
    p_i &= (E_1 - R_1 i_1) i_1 ; \quad 0 \leq t \leq T_D \\
    p_i &= 0 \quad ; \quad T_D \leq t \leq T_P \\
    p_o &= (E_1 - E_4 - (R_1 + R_2) i_1) i_1 ; \quad 0 \leq t \leq T_D \\
    p_o &= -E_3 i_2 \quad ; \quad T_D \leq t \leq T_P
\end{align*}
\]

The average total input and output power is

\[
\begin{align*}
    P_i &= \frac{E_1}{T_P} \int_0^{T_D} i_1 dt - (\frac{R_1}{T_P}) \int_0^{T_P} i_1^2 dt \quad (A\ 23-a) \\
    P_o &= (\frac{E_1 - E_4}{T_P}) \int_0^{T_D} i_1^2 dt - (\frac{R_1 + R_2}{T_P}) \int_0^{T_P} i_1^2 dt - (\frac{E_3}{T_P}) \int_0^{T_P} i_2^2 dt \quad (A\ 23-b)
\end{align*}
\]

respectively. Evaluating Equation (23) the results are

\[
\begin{align*}
    P_i &= E_1 I_{o_1} - R_1 K_1^2 T_D / T_P - (2K_1 K_2 T_1 R_1 / T_P) (1 - \exp(-T_D / T_1)) \\
     & \quad - (K_2^2 T_1 R_1 / (2T_P)) (1 - \exp(-2T_D / T_1)) \quad (A\ 24-a)
\end{align*}
\]

\[
\begin{align*}
    P_o &= (E_1 - E_4) I_{o_1} - (R_1 + R_2) (K_1^2 T_D / T_P) + (2K_1 K_2 T_1 / T_P) (1 - \exp(-T_D / T_1)) \\
     & \quad + (K_2^2 T_1 / (2T_P)) (1 - \exp(-2T_D / T_1)) - (E_3 K_3 T_2 / T_P) (1 - \exp(- (T_P - T_D) / T_2)) \quad (A\ 24-b)
\end{align*}
\]
Where $I_{o1}$ is given by

$$I_{o1} = \frac{1}{T_p} \int_0^{T_D} i_1 dt = \frac{K_i T_D}{T_p} + \left( \frac{K_2 T_1}{T_p} \right) (1 - \exp(-T_D/T_1)) \quad (A 25)$$

Equations (A 6), (A 7), (A 11), (A 12), (A 16), (A 17), (A 20), (A 21), (A 22), (A 23), (A 24), and (A 25) were programmed on a computer. The program was arranged so that either the behavioral harmonic distribution up to and including the first 30 harmonics of the signals associated with simplified DC/DC chopper system could be studied as a function of on-time $T_D$ and back emf, $E_2$, or the power distribution over the same range of harmonics could be studied as a function of on-time and back emf.
DEFINITION OF SYMBOLS

C = number of observed periods
C_n = nth number of observed periods
ΔC = scanning parameter
E_1 = open-circuit voltage of the DC source (volts)
E_2 = shunt motor back emf (volts)
E_3 = semiconductor offset voltage (volts)
E_4 = semiconductor offset voltage (volts)
e_1 = instantaneous chopper input voltage (volts)
e_2 = instantaneous chopper output voltage (volts)
f = frequency (hertz)
f_0 = corner frequency (hertz)
f_{o_0} = fundamental frequency (hertz)
H_I = transfer function in the current branch of the wattmeter
H_V = transfer function in the voltage branch of the wattmeter
I_m = amplitude of a sinusoidal current (amperes)
I_n = amplitude of the nth harmonic current (amperes)
I_{n_i} = amplitude of the nth harmonic chopper input current (amperes)
I_{n_o} = amplitude of the nth harmonic chopper output current (amperes)
I_o = DC component of current (amperes)
i_1(t) = instantaneous chopper input current (amperes)
i_2(t) = instantaneous chopper output current (amperes)
i_{2(o^-)} = minimum chopper output current (amperes)
k = ratio of the 3-db frequencies
Δk = deviation of the ratio of the 3-db frequencies
L_3 = shunt motor armature inductance (henrys)
N = data memory size
N_1 = highest harmonic of interest.
NCF = normalized power correction factor
NPE = normalized power error
NSPE = normalized sampled power error
n = integer
P_{APP} = approximate total average power (watts)
P_{i_{APP}} = approximate total average chopper input power (watts)
P_{o_{APP}} = approximate total average chopper output power (watts)
p(t) = instantaneous power (watts)
p(nT_s) = sampled instantaneous power (watts)
R_1 = equivalent resistance of the DC source and input leads (ohms)
R_2 = on-resistance of switch SW (ohms)
R_3 = shunt motor armature resistance (ohms)
SW = chopper switch
T_D = on-time of chopper (seconds)
T_o = observation time (seconds)
T_p = fundamental period (seconds)
T_s = sampling time interval (seconds)
T_1 = electrical time constant of chopper system (seconds)
T_2 = electrical time constant of shunt motor (seconds)
V_m = amplitude of a sinusoidal voltage (volts)
V_n = amplitude of the n^{th} harmonic voltage (volts)
V_{ni} = amplitude of the n^{th} harmonic chopper input voltage (volts)
\angle V_{ni} = phase angle of the n^{th} harmonic chopper input voltage (degrees)
V_{no} = amplitude of the n^{th} harmonic chopper output voltage (volts)
\angle V_{no} = phase angle of the n^{th} harmonic chopper input voltage (degrees)
V_o = DC component of voltage (volts)
\[ x = \text{normalized frequency } (f/f_1) \]
\[ \theta = \text{phase angle between sinusoidal voltage and current (degrees)} \]
\[ \phi_n = \text{phase angle of the } n^{\text{th}} \text{ harmonic current (degrees)} \]
\[ \psi_n = \text{phase angle of the } n^{\text{th}} \text{ harmonic voltage (degrees)} \]
\[ \omega = \text{angular frequency (radians/sec.)} \]
\[ \omega_1 = \text{corner angular frequency (radians/sec.)} \]
\[ \omega_0 = \text{fundamental angular frequency (radians/sec.)} \]
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FIGURE 1. General block diagram of a wattmeter.
FIGURE 2. Normalized correction factor versus normalized frequency (k=0.5 and 1.0).
FIGURE 3 Normalized correction factor versus normalized frequency (k=0).
FIGURE 4. Normalized correction factor versus normalized frequency (k=0.1).
FIGURE 5. Normalized sampled power error versus scanning parameter ($C_n=1$ and 255).
FIGURE 6. Normalized sampled power error versus scanning parameter \(C_n = 50, 100, \text{ and } 127\).
FIGURE 7. Maximum value of the normalized sampled power error versus periods of observation.
FIGURE 8. The magnitude of the minimum value of
the normalized sampled power error versus
periods of observation.
$E_1 = 100 \text{ volt}$

$E_3 = 1 \text{ volt}$

$E_4 = 1 \text{ volt}$

$R_1 = 0.05 \text{ ohm}$

$R_2 = 0.03 \text{ ohm}$

$R_3 = 0.02 \text{ ohm}$

$L_3 = 0.0002 \text{ henny}$

FIGURE 9. A schematic for a simple DC/DC chopper.
FIGURE 10. Typical operating characteristics for a DC/DC chopper.
VOLTS

TUE

---Fundamental component of the periodic signal.

FIGURE 11. Typical operating characteristics for a DC/DC chopper with the DC component suppressed.
FIGURE 12. Typical input/output harmonic distribution for a simple DC/DC chopper (TD=0.0001 second and E2=25 volts).
Power Measurement Error/Minimum Number of Harmonics
Required to Achieve a 0.01 Error (If Possible)

<table>
<thead>
<tr>
<th>$T_p$</th>
<th>25 VOLTS</th>
<th>50 VOLTS</th>
<th>75 VOLTS</th>
<th>90 VOLTS</th>
<th>95 VOLTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0001</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>SECOND</td>
<td>16</td>
<td>8</td>
<td>5</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>0.0002</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>8</td>
<td>3</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>0.0003</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>7</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0.0004</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>6</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0.0005</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0.0006</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0.0007</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0.0008</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0.0009</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

FIGURE 13-a. Input power measurement error versus number of harmonics.
\[ f_1 = 10^4 \text{ Hertz} \]

Power Measurement Error/Minimum Number of Harmonics
Required to Achieve a 0.01 Error (If Possible)

<table>
<thead>
<tr>
<th>( E_2 )</th>
<th>25 VOLTS</th>
<th>50 VOLTS</th>
<th>75 VOLTS</th>
<th>90 VOLTS</th>
<th>95 VOLTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001 SECOND</td>
<td>0.02*</td>
<td>0.02*</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>0.0002</td>
<td>0.02*</td>
<td>0.01*</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>0.0003</td>
<td>0.02*</td>
<td>0.01*</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>0.0004</td>
<td>0.02*</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>0.0005</td>
<td>0.01*</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>0.0006</td>
<td>0.01*</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>0.0007</td>
<td>0.01*</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>0.0008</td>
<td>0.01*</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>0.0009</td>
<td>0.01*</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

* Minimum error achieved by the first 30 harmonics.

FIGURE 13-b. Input power measurement error versus number of harmonics.
Power Measurement Error/Minimum Number of Harmonics Required to Achieve a 0.01 Error (If Possible)

<table>
<thead>
<tr>
<th>k = 1</th>
<th>( f_1 = 10^3 ) Hertz</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>( E^2 )</th>
<th>25 VOLTS</th>
<th>50 VOLTS</th>
<th>75 VOLTS</th>
<th>90 VOLTS</th>
<th>95 VOLTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001 SECOND</td>
<td>0.11*</td>
<td>0.07*</td>
<td>0.03*</td>
<td>0.01*</td>
<td>0.01</td>
</tr>
<tr>
<td>0.0002</td>
<td>0.15*</td>
<td>0.09*</td>
<td>0.04*</td>
<td>0.01*</td>
<td>0.01</td>
</tr>
<tr>
<td>0.0003</td>
<td>0.15*</td>
<td>0.09*</td>
<td>0.04*</td>
<td>0.01*</td>
<td>0.01</td>
</tr>
<tr>
<td>0.0004</td>
<td>0.16*</td>
<td>0.08*</td>
<td>0.04*</td>
<td>0.01*</td>
<td>0.01</td>
</tr>
<tr>
<td>0.0005</td>
<td>0.13*</td>
<td>0.08*</td>
<td>0.03*</td>
<td>0.01*</td>
<td>0.01</td>
</tr>
<tr>
<td>0.0006</td>
<td>0.12*</td>
<td>0.07*</td>
<td>0.03*</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>0.0007</td>
<td>0.10*</td>
<td>0.06*</td>
<td>0.02*</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>0.0008</td>
<td>0.08*</td>
<td>0.04*</td>
<td>0.02*</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>0.0009</td>
<td>0.05*</td>
<td>0.03*</td>
<td>0.01*</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

* Minimum error achieved by the first 30 harmonics.

FIGURE 13-c. Input power measurement error versus number of harmonics.
Power Measurement Error/Minimum Number of Harmonics
Required to Achieve a 0.01 Error (If Possible)

<table>
<thead>
<tr>
<th>Td</th>
<th>E2</th>
<th>25 Volts</th>
<th>50 Volts</th>
<th>75 Volts</th>
<th>90 Volts</th>
<th>95 Volts</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>.10*</td>
<td>.07*</td>
<td>.03*</td>
<td>.01*</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.07</td>
<td>.03</td>
<td>.01</td>
<td>.01</td>
<td></td>
</tr>
</tbody>
</table>

* Minimum error achieved by the first 30 harmonics.

FIGURE 13-d. Input power measurement error versus number of harmonics.
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FIGURE 14-a. Flow chart for a microcomputer wattmeter.
FIGURE 14-b. Flow chart for a microcomputer wattmeter (continued).
FIGURE 14-c. Flow chart for a microcomputer wattmeter (continued).
FIGURE 14-d. Flow chart for a microcomputer wattmeter (continued).
FIGURE 14-e. Flow chart for a microcomputer wattmeter (continued).
Phase Shift = 0 Degrees
Input Voltage to Channel 0 = 5.010 Volts
Input Voltage to Channel 1 = 5.010 Volts
Frequency of Input Signals = 36.74 Hertz

<table>
<thead>
<tr>
<th>PERIODS OBSERVED</th>
<th>OUTPUT READING OF MICROCOMPUTER (WATTS)</th>
<th>NSPE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MICROCOMPUTER</td>
</tr>
<tr>
<td>4.01</td>
<td>25.234</td>
<td>-0.0053</td>
</tr>
<tr>
<td>4.41</td>
<td>25.238</td>
<td>-0.0055</td>
</tr>
<tr>
<td>4.81</td>
<td>25.240</td>
<td>-0.0056</td>
</tr>
<tr>
<td>5.22</td>
<td>24.847</td>
<td>0.0101</td>
</tr>
<tr>
<td>5.62</td>
<td>24.904</td>
<td>0.0078</td>
</tr>
<tr>
<td>6.02</td>
<td>25.429</td>
<td>0.0131</td>
</tr>
<tr>
<td>6.42</td>
<td>25.142</td>
<td>0.0017</td>
</tr>
<tr>
<td>6.82</td>
<td>24.794</td>
<td>0.0122</td>
</tr>
<tr>
<td>7.22</td>
<td>25.042</td>
<td>0.0023</td>
</tr>
<tr>
<td>7.62</td>
<td>25.190</td>
<td>-0.0036</td>
</tr>
<tr>
<td>8.02</td>
<td>25.281</td>
<td>-0.0072</td>
</tr>
</tbody>
</table>

FIGURE 15-a. Microcomputer output, microcomputer NSPE, and theoretical NSPE versus periods observed.
Phase Shift = 30 Degrees  
Input Voltage to Channel 0 = 5.010 Volts  
Input Voltage to Channel 1 = 5.010 Volts  
Frequency of Input Signals = 36.74 Hertz

<table>
<thead>
<tr>
<th>PERIODS OBSERVED</th>
<th>OUTPUT READING OF MICROCOMPUTER (WATTS)</th>
<th>NSPE</th>
<th>MICROCOMPUTER</th>
<th>THEORETICAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.01</td>
<td>22.153</td>
<td>-0.0191</td>
<td>0.0025</td>
<td></td>
</tr>
<tr>
<td>4.41</td>
<td>22.013</td>
<td>-0.0127</td>
<td>-0.0222</td>
<td></td>
</tr>
<tr>
<td>4.81</td>
<td>21.712</td>
<td>0.0012</td>
<td>-0.0265</td>
<td></td>
</tr>
<tr>
<td>5.22</td>
<td>21.624</td>
<td>0.0052</td>
<td>-0.0092</td>
<td></td>
</tr>
<tr>
<td>5.62</td>
<td>21.816</td>
<td>-0.0036</td>
<td>0.0079</td>
<td></td>
</tr>
<tr>
<td>6.02</td>
<td>22.251</td>
<td>-0.0236</td>
<td>0.0032</td>
<td></td>
</tr>
<tr>
<td>6.42</td>
<td>21.817</td>
<td>-0.0037</td>
<td>-0.0138</td>
<td></td>
</tr>
<tr>
<td>6.82</td>
<td>21.472</td>
<td>0.0122</td>
<td>-0.0188</td>
<td></td>
</tr>
<tr>
<td>7.22</td>
<td>21.959</td>
<td>-0.0102</td>
<td>-0.0061</td>
<td></td>
</tr>
<tr>
<td>7.62</td>
<td>22.013</td>
<td>-0.0127</td>
<td>0.0062</td>
<td></td>
</tr>
<tr>
<td>8.02</td>
<td>22.006</td>
<td>-0.0124</td>
<td>0.0024</td>
<td></td>
</tr>
</tbody>
</table>

FIGURE 15-b. Microcomputer output, microcomputer NSPE, and theoretical NSPE versus periods observed.
Phase Shift = -30 Degrees
Input Voltage to Channel 0 = 5.010 Volts
Input Voltage to Channel 1 = 5.010 Volts
Frequency of Input Signals = 36.74 Hertz

<table>
<thead>
<tr>
<th>PERIODS OBSERVED</th>
<th>OUTPUT READING OF MICROCOMPUTER (WATTS)</th>
<th>.NSPE</th>
<th>MICROCOMPUTER</th>
<th>THEORETICAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.01</td>
<td>21.718</td>
<td>0.0009</td>
<td>0.0025</td>
<td></td>
</tr>
<tr>
<td>4.41</td>
<td>21.914</td>
<td>-0.0081</td>
<td>0.0092</td>
<td></td>
</tr>
<tr>
<td>4.81</td>
<td>22.103</td>
<td>-0.0168</td>
<td>0.0072</td>
<td></td>
</tr>
<tr>
<td>5.22</td>
<td>21.578</td>
<td>0.0073</td>
<td>0.0242</td>
<td></td>
</tr>
<tr>
<td>5.62</td>
<td>21.424</td>
<td>0.0144</td>
<td>0.0221</td>
<td></td>
</tr>
<tr>
<td>6.02</td>
<td>22.009</td>
<td>-0.0125</td>
<td>0.0034</td>
<td></td>
</tr>
<tr>
<td>6.42</td>
<td>21.817</td>
<td>-0.0037</td>
<td>-0.0062</td>
<td></td>
</tr>
<tr>
<td>6.82</td>
<td>21.666</td>
<td>0.0033</td>
<td>0.0041</td>
<td></td>
</tr>
<tr>
<td>7.22</td>
<td>21.575</td>
<td>0.0075</td>
<td>0.0179</td>
<td></td>
</tr>
<tr>
<td>7.62</td>
<td>21.717</td>
<td>0.0009</td>
<td>0.0163</td>
<td></td>
</tr>
<tr>
<td>8.02</td>
<td>21.959</td>
<td>-0.0102</td>
<td>0.0025</td>
<td></td>
</tr>
</tbody>
</table>

FIGURE 15-c. Microcomputer output, microcomputer NSPE, and theoretical NSPE versus periods observed.
Phase Shift = +60 Degrees
Input Voltage to Channel 0 = 5.010 Volts
Input Voltage to Channel 1 = 5.010 Volts
Frequency of Input Signals = 36.74 Hertz

<table>
<thead>
<tr>
<th>PERIODS OBSERVED</th>
<th>OUTPUT READING OF MICROCOMPUTER (WATTS)</th>
<th>MICROCOMPUTER</th>
<th>THEORETICAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.01</td>
<td>13.176</td>
<td>-0.0499</td>
<td>0.0024</td>
</tr>
<tr>
<td>4.41</td>
<td>12.840</td>
<td>-0.0231</td>
<td>-0.0351</td>
</tr>
<tr>
<td>4.81</td>
<td>12.542</td>
<td>0.0006</td>
<td>-0.0502</td>
</tr>
<tr>
<td>5.22</td>
<td>12.737</td>
<td>-0.0149</td>
<td>-0.0427</td>
</tr>
<tr>
<td>5.62</td>
<td>12.987</td>
<td>-0.0348</td>
<td>-0.0062</td>
</tr>
<tr>
<td>6.02</td>
<td>13.124</td>
<td>-0.0457</td>
<td>0.0030</td>
</tr>
<tr>
<td>6.42</td>
<td>12.741</td>
<td>-0.0152</td>
<td>-0.0213</td>
</tr>
<tr>
<td>6.82</td>
<td>12.542</td>
<td>0.0006</td>
<td>-0.0416</td>
</tr>
<tr>
<td>7.22</td>
<td>13.127</td>
<td>-0.0460</td>
<td>-0.0301</td>
</tr>
<tr>
<td>7.62</td>
<td>13.036</td>
<td>-0.0387</td>
<td>-0.0039</td>
</tr>
<tr>
<td>8.02</td>
<td>12.883</td>
<td>-0.0265</td>
<td>-0.0024</td>
</tr>
</tbody>
</table>

FIGURE 15-d. Microcomputer output, microcomputer NSPE, and theoretical NSPE versus periods observed.
Phase Shift = -60 Degrees  
Input Voltage to Channel 0 = 5.010 Volts  
Input Voltage to Channel 1 = 5.010 Volts  
Frequency of Input Signals = 36.74 Hertz

<table>
<thead>
<tr>
<th>PERIODS OBSERVED</th>
<th>OUTPUT READING OF MICROCOMPUTER (WATTS)</th>
<th>NSPE</th>
<th>MICROCOMPUTER</th>
<th>THEORETICAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.01</td>
<td>12.497</td>
<td>0.0042</td>
<td>0.0025</td>
<td></td>
</tr>
<tr>
<td>4.41</td>
<td>12.738</td>
<td>-0.0150</td>
<td>0.0037</td>
<td></td>
</tr>
<tr>
<td>4.81</td>
<td>13.128</td>
<td>-0.0461</td>
<td>0.0409</td>
<td></td>
</tr>
<tr>
<td>5.22</td>
<td>12.597</td>
<td>-0.0037</td>
<td>0.0576</td>
<td></td>
</tr>
<tr>
<td>5.62</td>
<td>12.246</td>
<td>0.0242</td>
<td>0.0362</td>
<td></td>
</tr>
<tr>
<td>6.02</td>
<td>12.790</td>
<td>-0.0191</td>
<td>0.0036</td>
<td></td>
</tr>
<tr>
<td>6.42</td>
<td>12.789</td>
<td>-0.0190</td>
<td>0.0014</td>
<td></td>
</tr>
<tr>
<td>6.82</td>
<td>12.687</td>
<td>-0.0109</td>
<td>0.0269</td>
<td></td>
</tr>
<tr>
<td>7.22</td>
<td>12.450</td>
<td>0.0080</td>
<td>0.0420</td>
<td></td>
</tr>
<tr>
<td>7.62</td>
<td>12.493</td>
<td>0.0045</td>
<td>0.0265</td>
<td></td>
</tr>
<tr>
<td>8.02</td>
<td>12.884</td>
<td>-0.0266</td>
<td>0.0026</td>
<td></td>
</tr>
</tbody>
</table>

FIGURE 15-e. Microcomputer output, microcomputer NSPE, and theoretical NSPE versus periods observed.
Input Voltage to Channel 0 = 5.010 Volts
Input Voltage to Channel 1 = 5.010 Volts
Frequency of Input Signals = 36.74 Hertz

<table>
<thead>
<tr>
<th>PERIODS OBSERVED</th>
<th>OUTPUT READING OF MICROCOMPUTER (WATTS)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\theta = 0^\circ$</td>
</tr>
<tr>
<td>266.45</td>
<td>24.262</td>
</tr>
<tr>
<td>266.85</td>
<td>21.331</td>
</tr>
<tr>
<td>267.65</td>
<td>17.475</td>
</tr>
<tr>
<td>268.05</td>
<td>24.701</td>
</tr>
<tr>
<td>268.45</td>
<td>27.927</td>
</tr>
</tbody>
</table>

| TRUE POWER READING | 25.10 | 21.74/21.74 | 12.55/12.55 |

FIGURE 16. Microcomputer output versus the periods observed for different phase angles.