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ABSTRACT

A methodology for enhancing the significant specinal features in
Landsat data 48 introduced.

The process, by which signigicant spectral features are de,te/Lm
ned, uses a minimum entropy model fo gudide subsequent - analysis
egfonts.

CLassification nesults using traditional and minimum entropy me-
Zhod are presented and discussed.

. INTRODUCTION

The Landsat satellite system was designed to provide a global e-
arth observation system capable 0§ deliverning digital Zape data
~and photoghaphy to a wide audience 0§ researcherns as well as pra
cticing resource managers. The widespread adoption of Landsat da
ta as a wseful source of Angornmation forn on-golng eanth . resor~ .
ces proghams has made the original concept a high success.

This very success has created a Large and growing community of u
sens who need sophisticated pattern recognition techniques, but
who Zhemselves are not prepared to personally develope and nefi-
ne the required techniques'. This new "breed" of usen, ogten a
practicing environmental resounce manager or an individual of 44
milar training and experiences, generally has Limited time  and
gunds to support computer alded analysdis of Landsat data.
Nevertheless, he wants sophisiicated analysis that can be done
quickly and cheaply. Thus there is a need, as well as an opporitu
nty, to join technique developers with usens to Lmprove  those
Zechniques that effectively transform the raw data into useabl
Angormation at the Lowest possible speed and cost. This study re
ports, on the efforts of fust such a parntneship, bainging  toge-
then two individuals with difgerning yet complementary dLnteresits
X0 effdciently thanslate Landsat data into information readily u
seable by the varied usern community of the Landsat system.  The
problem addressed in this study, at Least in an Lntroductory way,
was how Zo Amprove the process of spectral peature selfection,
that 44, Locating the spectral thaining sets which are to compri
se the prototypes fon classification 0§ Zhe entine data
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2. THE MINIMUM-ENTROPY CONCEPT

Enthopy 48 a statistical measwrie of uncertainty. AL the onset of
a Landsat data analysis eggornt,one is congronted with vonsidera-
ble unceitainty as to the number and kind of spectral  claxses.
that are contained on the data tape. In fact,condider an ensem-
ble of potential spectnal classes, the optimum feature selection
mode will be that which chooses features which minimize zthe en- -
trhopy ofthis ensemble. Since this 4is equivalent to minimizing
the dispension of the various pattern ppulations, it is neasond-
ble to expect thatsuch a feature selection mode will have cluszte
ring properties. This concept can be effectively used in the de-
aign of an oplimum featune sefection process within a pattern re
cognition system (refer to Tou and Heydown, 1967).

Considen a pattern recognition Ayé/tem which 48 desdigned to reco-
gnize K pattern classes.

For each 'pattern class, the 4eature selection process within the
system will deteamine the set of discniminating features  which
are necessary for a correet recognition of these classes.

Assume that each 04 the K pattern population 44 characterized by
a nohmal probability density«function and the covariance matrni~
ces, desenibing the u:a/tusacé of the_ K pattenn classes, are  e-
qual .

Let, f4orn Landsatl satellite daz:a:

(nxm) ;@ mataix of "n" pixels in "m" spectral  bands.
! - This matrnix 48 a pattern of L-th r/uwunq set,
where LEK.
y : a matnix 05 "n" pcxeu Ain p<m Amages thansfor
(n,p) S
(mAp) ¢ a trhansfonmation mccmx 04 the specthal bands.

The columns o4 this matrnix are the feature

vectons of the pattern classes.

- The method employed generates a Linear /t/zaméonmauon mcwz,éx A

fon "p" geature vectors) which operates on ( ) o yce,ﬁda. '&’up)
’



matrhix )’ 40 that the inthaset dispersion (eniropy) of (')
A8 muwniz This Zransgormation may be wiitten as: ’p

(an) } (n)fm) ..(m'i\p}

I§ one assumes a muliivariate normal distrnibution fon each pat-
Ztern population, this funetion is charactenized by its mean vec-
Zorn and covariance matnix which 45, in turn, characterized by its
eigenvalues and eigenvectons. These eigenvectons carny the infor
mation deschibing the properties of the patterns under considera
Zion. However, some of these elgenvectors bearn Less Lingormation,

An a pattern recognition sense, than others, and may be Lignonred.
In fact it would be desineable to use a method which provides for
the selection of only the most significant feature vectons. Such
a method is possible since the entropy funetion o L A mi

mimized when we select "p" elgenvectons associated m%hp )’p" smal
Lest edigenvalues by forming the Transformation matnix A ., [re
fer agadin to Tou + Heydonn,1967, or Watanabe, 1969). ‘_(m,p)

3. PROPERTIES OF THE MINIMUM-ENTROPY TRANSFORMATION
The main properties of this method are:

a. The reduction 4in dimensionality of Zthe pattenrns.

In fact, the minimization of the entropy gunction implies  the
mathematical Lidea of Lnformation compression over the coordina-

Ze system s0 that most of the nandom patierns anre concentrated

on a gew coondinates Lnstead of widely distrnibuted among alt of

Zthem. '

b. The enthononmality of the featurcs and the transfommed image.
This 4s due Zo the gact that the primary vectorns are the edlgen-
vectons o4 a real symmetrie mathix (covardiance matrnix). The: on-
thononmality implies that the images transfonrmed are uncorrela-
ted. Note, however, that gon Landsat satellite data there is 50
me redundancy in the information content between contiguous



bands.

¢. Rank onderning of the 5eamu as a. function of their refative
diseruiminant {importance.
In gact this nank {48 made according to the descending onden o4
the associated eigenvalues. Since L% L5 possible to demonstrate,
see i.e. Kendall (1972), zhat there exists an equivalence betwe-
en the values of the eigenvalues and the variances of the geatu
nes, the nesulting featunes will contain,: for its Low  vailance,
Zhe maximum possible discriiminating i.nﬁofcma,téon concerning  Zhe
pattern classes.
In nelation to ithe p'z.ope/z,tce/s discussed above and the physical
characternistics of the Landsat spectral bands,it'spossible to de
gine a vectorn of features formed by the 18X eigenvectorn, associa
Ted with the smaklest elgenvalues,for the pain contiguous  4spet
hal bands: ’

4 (0.5 - 0.6 pm) and 5 (0.6 - 0.7 um)

5 (0.6 - 0.7 m) and 6 (0.7 - 0.8 mm)

6 (0.7 - 0.8 um) and 7 0.8 - 1.1 jum)
This vectorn 4is wsed forn thaining set selection.

4. AN EXAMPLE OF THE MINIMUM ENTROPY MODEL AS APPLIED TO LANDSAT
DATA

Landsat data fon the border area between Lucca and PLsa  provin-
ce, zthe fonested showline nearn Lake Massaciuccole, were proces-
sed using "standarnd" pattern recognition methods, that is, com-
monly used digital techniques for conducting an unsupervised clas
sification, Leading to a Land use type map. Figune 1 shows a black
and white print of the final colon classification Limage (map). Wa

tern at the Lowen Legt (Tynrhenina Sea) and upper right (Lake Mazs-‘

saciuccole) are very dark,while unclassified areas (orimanily a-
gricultunal Land types) a)ze. depicted as off-white.

Thhee classes of woodland are depicted 4in the centen of the scene
as Light, medium and dark ghey. An assessment of the cotrectness
04 this classigication map into Zhree woodland classes was @ veri-
fied using black and white ae/btai’- photoghaphy at a .-scale  of

- 1:13,000.

Thus , This cﬁmuﬁmaz‘,wn coectly discens three gonest  types
Zhatvarny in thein density lof trees), age (free height and width),
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and/or composition (e.g. ratio of trees to brush).

What s most important o note, moreover ., 4is Zhe fact that in ma
ny cases the "accuracy" of the classification as determined — by
the usen will very ogten be subjectively determined agter viewding
the ginal classdgication map (image). With the more  Ztraditional
approach to processing and analysing Landsat data,as was used 2o
make this classifdication, such an Aimage L& not available — until
the very end of the processing progham.

The use o4 the minimum entropy model to prepare a transformed Ama
ge,that is made available early in Zhe processing program,is  an
Anitiol advantage oven traditional procedurnes. Figure 2 (also  a
black and white print of the colorn oniginal) show just such an L-
mage gor a sbigthly Larger area than thai depicted in Figure 1.
- Flgure 2 shows more vf the Tynrhenian Sea on:the Ledt and Lake Mas
saciuccolein the upper centen o4 the image. In Zthe center, . grey™
Levels indicate the vanying same spectral diversity amongst  the
wooded shoneline as was shown in Figure 1. However, Zhis {mage Ls -
made. available to the usen early in the processing progham (refen
Zo Figure 3), and can be used immediately as a guide to trainding
set selection .

EmpLoyment of the minimum entropy model also provides zthe user
with a very powerful analytic toolzo complement his subjective re
actions ‘to the 1s% trhansgonmed image. '

As was suggested earlien ', At is very Amportant o proceed in a
rnecognition progham with thaining sets that are difgerent and ne-
presentative of the entirne scene.

The hierarchical classdification method, applied to the feature vec
tons (refen, agadn, o Figure 3), provdide the analyst/usern . with

a convenient means to satisfy these conditions, that is, diffe-

rent yet representative.

The hierarchical classification is represented diagrammaticaly Ln
Figure 4. This gigure summarizes the relationships between every
pairn of groups (Tradning sets, entire scene, and cumulative beha-
viowrof thaining sets) Ln the goam of a dendrogham.These relation
ships ane expressed in teams of conrefation coefficents 4o that a
statistical thrneshold, set by the user, can be employed.

What can be seen 4in Figure 4(a) 4s that the §ive specthal classes
(3 woodland, 2 water) are difgerent, but they are not representa-
tive of the entire scene. Why? o

Regen back to Figure 1. Note that this scene {includes unclassi-
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FIGURE 2 - Mindmum-entropy transformation colon-composite Amage.
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 FIGURE 4 - Esemple of dendrograms obtained after the hierarchical

classigication.,

{a) ALL Training sets ane different but not representa

tve of the

entine scene.

(b} ALL training sets are different and representative
0§ the entine scene. '
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§ied areas which are depicted An an off-white colon. Thus the hie-
nanchical classigien 48 reponting comrectly, that the three wood
Land and two water classes, while different, ane not representati
ve 04 the entire scene. In Figure 4(b), where the dimension 0f
Zthe scene have been neduced o exclude unclassified areas (o044~
white), we gind that the classes are now both different and repre
sentative o4 the entine scene. The feedback Loop . characterizing
this process, which provides sets of featunes for review by the u
sern,as shown Ln Figunre 3 is easdily and rapidly performed by the
Lorzpu/te/L

5. CONCLUSTON

A proven pattern recognition procedure, Zhe minimun entrepy model,
. has been employed for processing a small portion of Landsat data.
This uial  was conducted to Lnvestigate the impact of the model
upon the speed, clarnity and accuracy of the ginal results when
compared with a more traditional approach. The Authois have found
that the minimum entropy model may provide several useful advanta
ges oven twadition techniques., Fiust, total computern time to con-
duct a complete pattern recognition process L4 reduced. Second,
subjective (transfommed image), as well as statisiicolly derdived,
Anpormation are made available to the analyst/usern much earliendin
the analysis process. A rapid geedback Loop in which numerous Zra
ining set combination can be fested éo}z, d&éﬁe}aence and nepresenita
tiveness L4 available.
Additional tests of Landsat data moce/.séx.ng usding the minimunm en-
Zropy model are clearly jusitifled. Data sets ¢of differing  ASpec-
el composition, drnawn grom vthern areas and othen season, should
be evaluated before general conclusion and recommendations.



11,

REFERENCES

Kendall, M.G., 1972, A cowwse in mubltivariate analysis. Griffin,
London. '

Tou, J.T., and Heydonn, R.P., 1967, Some Approaches o  Opfimum
Feature cxtraction, Computer and Information Scdlences - 11

Watanabe, S., 1969, Feature Selection fon Pattern Recognition Sy
stem, Methodologies 04 Pattern Recognition, Academic. Press, 495-
498.




