NASA Conference Publication 2103

NASA-CP-2103 19790025667

Models of Human Operators
in Vision Dependent Tasks

FOR REFERENCE

mrmurmnmtmxoou

Proceedings of two tutorial seminars
held in Boston, Massachusetts,
October 29 - November 1, 1979

LIBRARY £SF

OCT 28 14y

{LANGLEY RESEARCH CENTER
LIBRARY, NASA
HAMPTON, VIRGINIA

NNASAN 6,60






NASA Conference Publication 2103

Models of Human Operators
in Vision Dependent Tasks

Marvin C. Waller, Editor

Proceedings of two tutorial seminars

held in conjunction with the Human
Factors Society 1979 Annual Meeting
Sponsored by the HFS Visual Performance
Technical Group and NASA Langiey
Research Center, Hampton, Virginia,

and held in Boston, Massachusetts,
October 29 - November 1, 1979

NASAN

National Aeronautics
and Space Administration

Scientific and Technical
Information Branch

1979






FOREWORD

The Visual Performance Technical Group of the Human Factors Society (HFS)
was organized in October of 1978 at the Society's Annual Meeting. One of the
events that had transpired earlier and that contributed to the thinking of many
of those involved was the 1977 HFS tutorial seminar organized by Dr. H. Zwahlen
of Ohio University and Dr. Thomas Rockwell of Ohio State University on the sub~-
ject of operator scanning behavior. Discussions in this tutorial led to the
conclusion that insufficient progress was being made in developing a body of
theory to describe how operators visually absorb information from displays and
explain operator scanning behavior. Many of the participants in that 1977 tuto-
rial are now active members of the Visual Performance Technical Group. The con-
cerns expressed in the 1977 tutorial seminar have, in part, supplied the motiva-
tion to organize these tutorial seminars on modelling of the human operator in a
vision dependent task.

The focus of the Visual Performance Group in this modelling effort is on a
submodel to represent how the visual system acquires information from a display
or scene and how this process contributes to and interacts with the overall
operation of the system. Since operator information acquisition does interact
with the overall control of the system, it is clear that the visual information
channel should be studied and modelled within the context of the larger frame-
work of which it is a part. Therefore, visual performance researchers should
be cognizant of the structure of existing large-scale, computer-implemented
models so that their research contributions can be properly integrated into
the model structure.

NASA Langley Research Center, through its Terminal Configured Vehicle (TCV)
program, is engaged in research and development to improve airborne systems and
operational procedures, with emphasis on terminal area operation. A major area
of this research is the proper integration of the pilot as an integral part of
the total aircraft system. Numerous simulator-based and flight investigations
have been conducted in conjunction with this research program to understand fac-
tors in the display and control systems which contribute to pilot performance,
workload, and overall system reliability and safety. It is highly desirable in
the long term to integrate the results of these investigations into a theory-
based model of the total flight system including the pilot. Such a model would
benefit the program's future research efforts by allowing many studies to be
made on an analytical basis and reduce the requirement for extensive empirical
investigations. The model would additionally be a catalog of the wealth of
information being acquired through the research efforts of this program.

Interest in the use of computerized models in flight management research
is not an all together new idea at NASA Langley Research Center nor in the TCV
program. Some applications of the optimum control model in display research
have been pursued under contract with Bolt Beranek and Newman, Inc. Also,
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Langley has sponsored an effort to develop a timeline analysis workload eval-
uation program under contract with Boeing Company of Seattle. NASA's involve-
ment in these tutorials results from its continuing interest in the use of
modelling techniques as a research tool.

Two tutorial seminars have been organized to cover related topics in this
field of human factors research. The first session, entitled '""Modelling of the
Human Operator,'" is a review of some of the research and development conducted
to date to model the complete operator functions during vision dependent tasks.
The second tutorial, entitled '"Modelling of Visual Information Processing,"
will address the structure and details of the submodels on visual information
processing included in the large computerized models covered in the first tuto-
rial. Some additional approaches to visual information evaluation are also
presented.

Recognizing the significant level of effort required to develop such models,
dissemination of information on the operation and current status of existing
models and their application to the area of visual performance research is the
primary goal of these tutorials. The two subject tutorials have been organized
to present an overview of work in the human operator and vision information pro-
cessing modelling areas. Some choices had to be made on what material to pre-
sent since the time allowed would not permit even a reasonable overview of all
of the known work in these areas. It is anticipated, however, that enough
details of the modelling efforts of the selected works will be included in the
seminar to permit the participants to develop a realistic concept of some of
the pragmatic considerations involved in selecting and using a model of the
human operator in vision dependent tasks.

Use of trade names or names of manufacturers in this report does not con-

stitute an official endorsement of such products or manufacturers, either
expressed or implied, by the National Aeronautics and Space Administration.
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A SURVEY OF APPLIED PSYCHOLOGICAL SERVICES'
MODELS OF THE HUMAN OPERATOR

Arthur 1. Siegel and J. Jay Wolf
Applied Psychological Services, Inc.

SUMMARY

A historical perspective is presented in terms of the major features and
status of two families of computer simulation models developed by Applied Psy-
chological Services in which the human operator plays the primary role. Both
task oriented and message oriented models are included.

Two other recent efforts are summarized which deal with visual information
processing. They involve not whole model development but a family of subrou-
tines customized to add the human aspects to existing models.

A global diagram of the generalized model development/validation process
is presented and related to 15 criteria for model evaluation.

INTRODUCTION

Our goal in this report is to distill the essence of over 21 years of con-
tinuous effort at Applied Psychological Services to develop and validate digit~
al computer models. Our primary area of concentration has been the emulation
of systems in which the key element is the human who operates and/or maintains
equipment systems. Over 30 projects (contracts) have been devoted to the ef-
forts reported and the models have been applied to systems for all of the mili-
tary services as well as NASA and industry.

The models are summarized in three families as outlined in Table 1. Three
"task oriented models' were developed to simulate man-machine systems. Their
major distinguishing feature is the size of the crews which they simulate. They
all operate on input data describing a list of tasks or subtasks which the oper-
ator(s) or groups of operators perform. Each task is simulated sequentially by
the logic of the model implemented by a computer program so as to allow operators
to: work independently or together, wait for each other, talk to each other,
monitor and operate controls and displays, wait for equipment, skip nonessential
subtasks if the operators are busy, make decisions which can alter the subtask
sequence, recycle if required in the event of an operator failure, become par-
tially or completely incapacitated, and respond to unexpected failures and emer-
gencies.

The major attribute of the two models in the second family is that they
track each message in a communications system. Embedded in each of these, how-
ever, is a task oriented module--a miniature of the first model family.



Table 1

Model Families

Family Family Name Models

I Task Oriented Models One-two Man Model
Intermediate Crew Model
Large Group Model

11 Message Oriented Models Tactical Operations Message Handling
Field Exercise Monitoring

ITL Human Oriented Subroutines Target Detection & Classification
for Models Facility Defense Combat



The paper also describes two recent efforts not directed at development of
an entire model--because the model in question had already been developed. In
these cases, it was realized after model completion that the human aspects were
not adequately simulated. As a result, a group of subroutines was developed to
add the realism of a human element in tasks such as scan, detection, and target
classification.

All of these models were designed for use in simulating difficult or un-
tried missions~--those in which the operator's physical and mental limitations
may play an important part in the ability of the man-machine system to perform
its function. The conceptual design of each member of each model was based on
our unwavering belief that human behavior in a dynamic environment cannot be
validly represented by deterministic methods. Last, the paper discusses model
validation and a set of validation criteria.

FAMILY OF TASK ORIENTED MODELS

Consider first the family of task oriented models--the mainstay in our ar-—
senal of simulation tools.

All models in this family were prepared to simulate men operating and/or
maintaining equipment. All have major simulation variables to reflect the re-
alities of the equipment, the mission itself, and one or more important time
functions. Yet they all possess, in addition (and this represents their dis-
tinctive feature), psychological and social variables pertaining to the operator
or to groups of operators., Examples of these are stress, orientation, profi-
ciency, mental load, and fatigue. Flexibility in simulation is provided in the
models through the ability to allow parametric variation of such factors as the
speed of the operators, their stress breaking points, and mission time limits.
In addition to the more common or system oriented results such as equipment re-
liability, working hours, and operator failures which one has come to expect
from computer models, these three models generate data on personnel performance,
morale, cohesiveness, goal orientation, and man-machine system efficiency. All
yield computer output tabulations reflective of the man-machine system under
study in order to predict system ''performance,' personnel overloads, periods of
unusual stress and excessive delays, distributions of how mission time is spent,
a variety of end-of-mission conditions, and implications of manning strategies.

The principal features and differences between the three models are shown
in Table 2.

The 1-2 man model (the first entry) simulates one or two operators and ac-
commodates up to 300 individual actions by each operator. Each such operator
action which would require a few seconds or minutes of operator performance is
simulated by the computer in about 3 milliseconds. Consequently, 100 computer
iterations of a maximum task (300 actions for each operator) take about two to
four minutes of computer time.

In the intermediate model, a crew of up to 20 men may be simulated. It
handles the case of multi-day missions in which the times of individual events



NAME

One-Two Man Model

Intermediate Crew

Large Group

Major Features

Table 2

of the Task Oriented Models

Number of
Personnel Simulated

1-2

3-20

20-100

Duration of
Mission

minutes, hours

a few days

many days

Duration of
Tasks, Events

seconds, minutes

tenths of hours

tenths of hours, hours

Number of
Tasks, Events

up to 300

80 per day

100 per day



are measured in minutes or hours. This is accomplished by processing tasks per-
formed by groups of one or more men. Here, the computer simulates each of these
longer events in about 20 milliseconds. In this case, 100 iterations of a max-
imum mission (80 crew events per day) for, say, a five day mission, take about
10 to 15 minutes of computer time.

In the largest model, a crew of from 20 to as many as 100 men may be simu-
lated. The mission is composed of work units which may be minutes or hours in
duration and the total mission may last for several dozen days. The limit here
is principally a practical one based on computer running time.

Table 3 itemizes the principal concepts of the task oriented models. The
elements in the table are presented principally to indicate the scope of models.
Listed under "Major Human Features and Variables'" are the types of functions the
model can handle, i.e., the principal variables it considers. The operator-
oriented variables selected for incorporation into the models are those which
psychologists have determined to be influential on the performance of an indi-
vidual or of a closed social group. Listed under "Principal Parameters'" are the
items that the systems analyst who is using the model can vary--that is, he can
select values for each parameter for each computer run of the model. Under 'Ma-
jor Outputs' the principal categories of printed computer output are shown.

THE ONE~TWO MAN MODEL

This 1-2 man model has been in active use for almost two decades. It has
been tested against real life and against laboratory controlled criteria, and
has found to give reasonable, interesting, and valuable results.

The major results from using this model are:

® the probability of success--that is, the percentage of times
that the prescribed sequence of subtasks was completed with-
in the time limit.

® the shape of the stress function during the simulation.

® the distribution of time spent working, waiting, and
in repeating work not properly performed.

This model is still in active use by a variety of government and commer-
cial users. Several applications have been made by the originators and many by
others including landing an aircraft on an aircraft carrier, launching an air-
to-air missile, an inflight intercept of an enemy aircraft, and simulation of
an inflight refueling operation. These represent both one and two operator sim-
ulations,

A preprocessor program has been developed which yields another version of
the model. It calculates adjustments to data normally provided as model input
prior to simulation. In this case, the effect of radiation exposure on perform-
ance time and success probability is determined for man and/or machine degrada-
tion.



NAME

Major Human Fea-
tures and Vari-
ables

Principal Equip-
ment /Environment
Variables & Fea-
tures

Major Outputs

Principal Para-
meters

Table 3

Features of the Task Oriented Models

1-2 Man Model

proficiency
time stress

cohesiveness
decision making

reliability

equipment re-
sponse

success probabil-
ity

stress profile
work, idle, fail-
ure time
performance

task repetition
time

tasks failed, ig-
nored

operator time lim-
its

operator stress
threshold

operator individu-
ality factor
nuclear radiation
dose

Intermediate Crew

Large Group

proficiency

time stress & men-
tal load

fatigue & sleep
physical capability
intelligence
learning

aspiration
supervisors expecta-
tion
sickness/incapacity

reliability (fail-
ures)

emergencies
communications
task postponement
consumables

hazard level

success probabil-
ity

stress profile
work, repair, idle,
failure time

MTBF, MITR, availa-
bility

performance adequa-
cy

tasks failed, ig-
nored

operator stress
threshold
crew work pace

work day length

acceptable perform-
ance level

crew qualification
level

proficiency
time stress

fatigue

norms & goals
cohesiveness
social pressure
learning
morale

reliability

emergencies
communications

task postponement
consumables

mean time to repair

success probabil-
ity

crew efficiency
morale

tasks failed, ig-
nored

work, idle, failure,
repair time

crew size, increment
operator proficiency

operator stress
threshold
acceptable perform-
ance level

work hours per day

crew composition



Table 3 (con't)

Application aircraft landing USCG Patrol Gunboat  FBM submarine
stationary under-
water station

inflight intercept AN/SQS-76 Sonar nuclear missile
sonar

inflight refueling

misgile launching

Current Use yes yes no

The 1-2 man model was also adapted for subject-to-computer dynamic, on-line
interaction. Here, the model simulates the performance of perceptual-motor acts
and routine operations while one or two subjects, who are seated at independent
graphic video display terminals, perform selected task elements.

THE INTERMEDIATE CREW SIZE MODEL

In the intermediate crew size model, a crew of up to 20 men and multi-day
missions may be simulated.

The model, which is heavily group oriented, includes the use of several
types of statistical distributions. For example, numbers are drawn from an ex-
ponential distribution to determine the time(s) that equipment failures are to
be imposed, from a rectangular distribution to determine placement of the emer-—
gencies in the list of events each day, from a normal distribution for estimates
of mean performance time, and from a poisson distribution to select the number
of days duration of sickness of operators. The general simulation sequence is:

® Crew formation--The model identifies each crew member
and assigns a value for speed, aspiration, and competence.

® Daily schedule generation--This is done by interspersing
prearranged mission events with unforeseen repairs and
emergencies.

® Personnel assignment for each event sequentially--Here,
the model selects an individual man or a group of men to
accomplish the work of each event, ignoring events depend-
ing on the essentiality of the events and other factors,
The leader of the group is also assigned.



® Event simulation--Calculation of conditions existing
prior to the event, and how well and how quickly the
assigned men accomplish the work event, and selection
of the next course of action.

® Update--Modification of the numerical status of psycho-
social and other variables as a result of group perform-
ance.

® OQutput--Selection and printing the value of key variables
and summarizing end conditions for each event, each day,
each mission iteration, and a summary of all iterations.

The intermediate model was tested to assess its sensitivity and to esti-
mate its validity--that is, the extent to which the model's output agrees with
independent criterion data. The mission selected for simulation was that of an
82—~foot U.S. Coast Guard boat responsible for patrol of Vietnamese waters. This
four-day mission involved a heavy schedule of investigating various river craft,
boarding a suspected boat for search operations, navigation, steering, engine
monitoring, cleanup, clerical work, preventive maintenance, administrative du-
ties, meal preparation and eating--60 to 65 events in all.

This model has been in almost continuous use since its initial development
and validation in 1969. It has been improved by developing a version which sim-
ulates equipment, human, and system reliability oriented calculations. As a
result, the model yields a number of output numerics believed to possess consid-
erable relevance to human and system availability and reliability prediction.
These include: human reliability, availability, and MTTR; equipment reliability,
availability, MTTR, and MIBF; and system reliability, availability, and MTTR.
This use advances the role of the reliability engineer from that of an actuarial
to that of a true system designer or system design advisor who provides an ac~-
tive and ongoing contribution to the total system design and effectiveness as-
surance process.

This model was also the subject of a set of parametric computer runs for
the purpose of developing a set of human tradeoff curves. These were published
to show, in handbook format for design engineering use, the relative impact of
some human oriented variables on system performance.

THE LARGE GROUP MODEL

In the large group model, the mission is composed of work units, each of
which may be minutes or hours in duration, and the total mission may last for
several dozen days. Since this model is concerned with group performance, the
inputs to the model are principally concerned with group oriented variables sa-
lient to behavior. In this mode, variables such as crew morale, cohesiveness,
operator orientation, proficiency, performance time, overtime, communications,
sickness, and system effectiveness are computed.



In the use of this model, we conceive of supervisors and workers who to-
gether form a relatively large crew. In the performance of each job, the com-
puter "selects" the proper number of appropriately skilled men to form a group
who "accomplishes" the work in a time and under other conditions which are numer-
ically calculated.

The large group model is the only one of the family in which the computer
is programmed to calculate the crew size. This is an optional feature so that
simulation runs can be made with the crew composition prespecified, or if left
unspecified, simulation will be initiated with what is considered a minimum crew
as determined by the logic of the model. Then additional simulations are per-
formed successively--each time with a larger crew. For each increase, the com-
puter selects the most needed man or men to be added to the crew. This process
continues uninterrupted until a preset parametric limit on crew size is exceed-
ed, or until the crew reaches a size which eliminates the need for overtime work.

Sensitivity runs made on this model were based on application to a fleet
ballistic missile submarine. A series of 10 day missions was simulated with
crew sizes which ranged from 33 to 44 men working at five stations, using actu-
al data available during the FBM planning stage. The model was run through
cruise operations, stationary submerged operations, and emergency drills which
are representative of typical missions. The results compared favorably with
actual system mission data. In particular, predictions from the model of sys-
tem effectiveness, in the composition of the crew, and in its proficiency agreed
very well with quantitative data as well as qualitative opinion summarized from
interviews with officers of FBM submarines.

Operational validation of this model was completed using data from under-
seas craft of the 627 class of submarines. Numerous computer simulations of a
21~day mission were made with crew sizes varying from 48 to 61.

It is noted that this model requires extensive data input, and possibly, as
a result, this is the only model of the three task oriented models which has
had no recent activity.

MESSAGE ORIENTED MODELS

Two models were developed to simulate those aspects of systems whose pri=-
mary purpose is the operational handling of messages. These models keep track
of each message text processed in the system and also simulate the acts and be-
haviors of operations personnel as they receive, prioritize, code, and enter
messages in the system. The models are completely general and allow for the
simulation of personnel of different competencies and stress tolerances, along
with a variation in message load and content.

These models combine the effects of such features as message generation
and queuing, detailed message processing procedure, error rates, and personnel
characteristics, along with stochastic variations to yield predictions of sys-
tem performance. As in the task oriented family, the basic nature of both mod-
els is stochastic. As a result, a number of repetitions is required to produce



a stable result.

Along with the simulation of human message processing, the models include
the simulation of the computer embedded in each of the target systems. Some
global information about both of the message processing models is given in Ta-
ble 4, Both models handle multiple message types of varying priorities.

The first of the models, initiated in 1972, was directed to the simulation
of message processing within the Tactical Operations System., TOS is an auto-
mated, secure information processing system designed to assist military command-
ers and their staffs at Field Army, Corps, and Division levels in the conduct
of tactical operations.

There are up to four sequences of task elements provided to represent the
tasks executed by an operator in performing his duties. Each sequence has the
capacity of up to 20 task elements. The model handles up to 6 men of 2 types,
4 types of operator errors, 7 types of messages, 4 message priority classifica-
tions, and a shift length of up to 12 hours.

At the start of simulation for a new TOS shift, a backlog subroutine gen-
erates data representing messages in the action officer's "in-box" at the start
of each iteration. A message generation subroutine develops data representing
messages which will arrive during the coming hour. These are merged with the
backlog in order by time of arrival, and each message of this hourly message
queue is processed in turn by a single selected operator. The operator stress
and aspiration conditions applicable to that situation are calculated next.

The detailed task element-by-task element simulation for the message and opera-
tor selected is accomplished by a subroutine which manipulates mission task an-
alysis data in a way very similar to that used in the 1-2 man model described
earlier.

OQutput from the model includes detailed and summary tabulations including
an hourly summary, shift summary, and run summary.

The simulation run summary includes sections for manpower utilization, mes-—
sage processing time, overall efficiency indicator, workload summary, and error
summary. In this form, the original sensitivity tests were run, and the model
was validated against a set of error data collected from an independent source.
A high degree of correspondence with the independent data was found.

In a follow-on effort, the model was modified to operate in an interactive
time sharing mode, allowing the experimenter and one or more subjects to interact
in a "conversational" mode with the model and to enter data "on line." Various
extensions of the original model were also made at this time. A variant of the
original model was also included which allowed collection of data during an ex~
periment in which one or more actual operators performed a part of the process
and the computer simulated the remainder of the TOS activity.

More recently, the TOS model was adapted for the UNIVAC 1108 computer, and

several new capabilities were added which increase the realism of the simulation.
It was modified to exchange data with two other independent Army computer models

10



Table 4

Description of Message Handling Models

System Simulated

Program Name

Maximum Number of Men
Simulated

Types of Personnel

Major Input Parameters

Major Output

Tactical Operational
System

MANMOD

6
2

Shift Length

Number of Personnel
Error Rates

Operator Characteristics
Speed

Precision

Aspiration

Stress

Message Characteristics

System Effectiveness
Time Worked

Operator Stress, Aspira-
tion

Message Processing Sta-
tistics

Errors

Military Exercise Control/
Evaluation System

NETMAN

57
4

Shift Length

Number of Personnel
Error Rates

Operator Characteristics
Speed

Precision

Aspiration

Stress

Message Characteristics
Network Data

System Effectiveness
Time Worked

Operator Stress, Aspira-
tion

Message Processing Sta-
tistics

11



in such a way as to maximize the strong points of each of the models.
The end result is the ability to answer questions such as:
®  How does system effectiveness vary as a function of message
load, operator level of aspiration, message arrival time

distribution, or personnel proficiency?

® What is the effect of increasing or decreasing the manning
level or personnel proficiency?

® How much stress was on the operators during the perform-
ance of the work of each hour?

® VWhat is the error rate for various message types and for
various mannings and personnel attributes within manning?

® How much time was spent, on the average, processing each
type of message?

The Army Field Exercise Model

Most of the techniques used in the TOS model were utilized in developing
an expanded model for simulating the message handling aspects of Army field ex-
ercises in which up to 27 referees, 27 radio operators, and 3 controllers inter-
act in a fixed, closed loop network of communication lines while sharing time
on a central computer. Messages introduced into the system are prepared, proc-
essed, and entered into the computer by various personnel and delivered to the
controllers for evaluation.

Each computer run of the model represents a simulation of up to 10 hours
in duration, in which up to 2000 messages can be processed. 1In this model,
each operator type has its own task analysis.

This model has recently been the subject of both sensitivity and validation
testing. A series of 59 computer runs enabled statistical test on the effects
of a variety of personnel and workload variables, manpower configurations, and
task variables. The results were found to be reasonable and appropriate; the
most influential variables were operator speed, operator precision, and network
configuration., The psychological factors (stress, aspiration level) exerted a
much less powerful effect on output.

HUMAN ORIENTED SUBROUTINES

Two other developments have recently been completed which led to the spe-
cification of several computer subroutines designed to provide the capability
to simulate the personal, psychosocial, and group interactive aspects involved
in the target system. The subroutines are designed to be suitable for inter-
facing with a parent program which simulates other aspects of the system.

12



The first effort produced four types of different, yet related, computer
subroutines or modules. Each of these was conceived to operate as a part of a
global computer program whose goal is to simulate the principal ground based,
man-machine operations involved in the AN/UPD-X system. In this USAF system,
video type displays present replicas in real time from processed data sensed by
a side looking radar, mounted in a USAF reconnaissance aircraft.

The subroutines, defined here are those human oriented functions, involved
with the capability of simulated operators to perform basic tasks:

® 1In the SCAN/DETECT Module the operator scans a cathode
ray tube (CRT) screen for the presence of targets and
detects targets.

® The CLASSIFY Module involves determining which type of
target has been detected.

® The DECISION Module simulates operator decision making.

® The COMMUNICATIONS Module involves simulation of inter-
operator communications during AN/UPD-X operations.

Each of these subroutines determines the amount of operator time required
in the simulated performance of these tasks and determines whether or not the
simulated operator(s) performed these tasks adequately (i.e., sucessfully or
unsuccessfully).

The AN/UPD-X system was in the design or "evaluation of alternatives' phase
during the model development period. As a result, the human oriented subroutines
were developed in a sufficiently general way to allow their use during compara-
tive simulation of alternative AN/UPD-X system designs——even those developed by
different industrial contractor teams including different AN/UPD-X equipment con-
figurations and diverse operator sequences. Generality was a goal in these mod-
ule designs--so that the modules will be valid across various equipment and AN/
UPD~-X system designs developed by several USAF contractors. This objective was
achieved in that a user of these modules need only modify inputs to subroutines
in order to accommodate system oriented feature differences such as:

® radar coverage area

® (CRT display characteristics and size
@ target types

® operator ability

® mission time

® communications load

13



NUCLEAR FACILITY ATTACK SIMULATION

The other effort leading to human effect modules was directed to a model
which pitted an attacking force against a force defending a nuclear facility.
The hostile intruder attack had been simulated by a hostile attack simulation
model which previously had no human behavioral features.

Four features were selected because of their important effect on human per-
formance and were incorporated:

® effects of nuclear radiation
® visual effects of illumination (light level)
® eoffects of stress

® oroup cohesiveness effect

MODEL VALIDATION CONCEPTS

Emshoff and Sisson (1970) in a discussion of model validity concluded that:

"the only possible evidence of validity for a simulation model that has been de-
veloped specifically for a situation is that the model has made satisfactory pre-
dictions in the past.'" They suggested five '"preliminary criteria for evaluating
first time models" as described by Hermann (1967). These five are identified by
an asterisk in the more comprehensive list of 15 criteria for evaluating a simu-
lation model which are displayed in Table 5. These criteria are not necessarily
mutually exclusive. Some are overlapping, but all are considered important in
some sense and/or for some classes of models.

In order to place these criteria into some perspective and to view the se-
quential steps through which our models pass, consider Figure 1, which attempts
to tie together the various model development/validation phases with these 15
criteria for model evaluation. This figure displays the major steps (large rec-
tangles) from concept and model requirements derivation through the situation in
which the model can be considered for decision aiding and eventually for decision
making. The 15 numbered vertical arrows, representing the 15 c¢riteria, show that
"each step in the process yields some measure of utility, feasibility, cost, rea-
sonableness, or validity. It is suggested that a model whose design meets the
criteria emanating from the model design box be said to be ''suitable" (see lowest
oval). A model which is programmed and debugged enters a state here called "tes-
table." After sensitivity testing (and the implementation of correctioms to
the model as required), the model is said to be ''reasonable." Following adequate
validation testing, the model is termed "valid" or "useable' for decision aiding
and, after the experience of use, the model is "operative,' "proven," or "effec-
tive." The various types of data and information required as inputs to each
phase are shown entering from the left with the resulting documentation outputs
exiting to the right.
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10.

11.

12.

Table 5

Criteria for Evaluating the Utility of a Computer Model

Criterion

Internal consistency

Indifference to trivial aggregation

Correct prediction in the extreme
(predictive or empirical validity)

Correct prediction in midrange
(predictive or empirical validity)
Construct validity

Content (variable parameter)
validity (Fidelity)*

Realism or "face validity'*

Richness of output

Ease of use

Cost of development

Transportability~generality

Cost of use

Definition

Extent to which the constructs of the
model are marked by coherence and sim~
ilarity of treatment

Potential of the model to avoid major
changes in output when input groupings
or conditions undergo insignificant
fluctuations

Extent of agreement (correctness of
predictions) between model and actu-
al performance at very high/low val-
ues of conditions

Like above for middle ranges values
of conditions

Theoretic adequacy of the model con-
structs

Extent to which the model's variables/
parameters match real life conditions

Extent to which selected content
matches each attribute modeled

Number and type of output variables
and forms of presentation

Extent to which an analyst can readily
prepare data for, apply, and extract
understandable results from the model

Value of effort to conceive, develop,
test, document, and support

Extent to which different systems,
missions, and configurations can be
simulated

Value of all effort involving use of
model including data gathering, input,
data processing, and analysis of re-
sults
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13.

14.

15.

16

Internal validity* Extent to which outputs are repeat-

able when inputs are unchanged

Event or time series validity#* Extent to which simulation predicts
event and event patterns

Hypothesis validity* Extent to which model relationships

correspond to similar relationships
in the observable universe

* Approaches to validation defined by Hermann (1967)



FOOTNOTE

The task oriented models were originally developed under contract with the
Engineering Psychology Programs and Organizational Psychology Programs, Office
of Naval Research. Enhancements for radiation (and other decrement effects) and
reliability/availability effects were sponsored by the Aeromedical Research La-
boratory, Wright-Patterson Air Force Base and the Naval Sea Systems Command, re-
spectively. The message oriented models were sponsored by the U.S. Army Research
Institute for the Behavioral and Social Sciences.

The modules relating to hostile attack on nuclear facilities were developed
for Sandia Laboratories, and those relating to electronic processed imagery sys-
tems were sponsored by Aerospace Medical Research Laboratory and the University
of Dayton Research Institute.
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VISUAL PERFORMANCE MODELING IN THE HUMAN OPERATOR SIMULATOR

Melvin I. Strieb
Analytics
Willow Grove, Pa.

ABSTRACT

A brief description of the history of the development of the Human
Operator Simulator (HOS) model is presented. Features of the HOS micro-
models that impact on the obtainment of visual performance data are discussed
along with preliminary details on a HOS pilot model designed to predict the
results of visual performance workload data obtained through oculometer
studies on pilots in real and simulated approaches and landings.

INTRODUCTION

The HOS model has been under development for approximately 10 years.
The concept behind the model was formulated by Wherry (Ref. 1) in 1969.
Analytics began the task for formalizing Wherry's ideas and converting them
into a functioning model (Ref. 2) in 1971. Development of the basic model
was completed in 1976 (Refs. 3, 4, 5, 6, 7, 8) when the model was first
applied to a major Naval weapons system (Ref. 9). Since that time, the model
has been applied to several other Naval systems (Refs. 10, 11, 12, 13). Each
application has resulted in an increasing confidence in the validity and
generality of the model and in an expansion of its range of applicability to
more and more complex situations.

HOS developed as a result of Wherry's work in the field of crewstation
design, test and evaluation. He recognized that the task analyses that were
being prepared for the Navy suffered from several major flaws. First, the
analyses never adequately expressed what was expected of the operator. Tasks
were specified at varying and usually macroscopic levels of detail (e.g.,
"Pilot acquires and locks on target") and the times assigned to activities
were, at best, educated guesses. The analyses would never indicate that the
operator was too busy to perform all the assigned functions (though in actual
operational situations, the operator might have been) because the analyses
were being prepared by equipment manufacturers who had vested interests in
making their systems Took good. The analyses did not realistically represent
either the dynamics of interactions between mission functions or the inter-
actions between the external world and operator activities.

Whekry concluded that, since there were not standards that the Navy

could apply to ensure an unbiased and consistent evaluation, the structure of
a task analysis, its level of detail, and its insensitivity to variations
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in crewstation design did not permit the realistic evaluation of design alter-
natives. Proposed designs could still only be evaluated by building mockups,
simulators, and prototypes and running subjects through test scenarios. But
such studies, in addition to being costly, time-consuming and confounded by
inter~subject variability, could only be performed so late in the design pro-
cess that the results of the studies could have only minimal impact on the
ultimate system design.

Wherry proposed the development of a computer simulation model that
would be capable of simulating an operator in a complex crewstation to the
level of detail needed for realistic evaluation of alternative designs within
the context of simulated missions. The model would be capable of producing
the types of data that had been obtainable only from man-in-the-Toop experi-
mentation. The characteristics of the crewstation, the performance require-
ments of the operator and the details of the missions that could be specified
to the model were to be completely general, The simulation would become a
specific operator with specific tasks to accomplish when the analyst supplied
a description of the crewstation, the procedures the operator was to follow
to utilize the equipment and a description of the behavior of the external
world, just as a human being becomes the operator of a system when placed
in a crewstation, told how to use the equipment and given a specific job to
do.

To facilitate the process of defining the crewstation, the operator pro-
cedures, and the external world, an English/FORTRAN-Tike language -- the Human
Operator Procedures (HOPROC) language -- was developed. HOS translates HOPROC
statements describing macro-level operator actions into micro-level activities
whose performance times are dependent on basic human performance characteris-
tics and the mission dynamics (Ref. 14).

The HOS approach differs significantly from the approaches used in models
Tike SAINT (Refs. 15, 16, 17, 18), Siegel-Wolf (Refs. 19, 20, 21), TLA (Refs.
22, 23) and the various control theory models (Refs. 24, 25). The essence of
HOS is an explicit model of the operator and of how the operator translates
procedural statements into activities. Underlying the HOS model is the
assumption that human performance (in general) and the performance of a well-
trained operator (in particular) is explainable as the concatenation of micro-
activities. The performance time for each micro-activity is predictable and
expressed functionally by the micro-model for that micro-activity. Since the
human performance micro-models are based on experimental data, HOS is not only
a means of evaluating complex systems, but also a structure within which
experimental models of human performance can be tested and evaluated.

THE HOS OPERATOR MODELS

There are five major micro-models in HOS -- an anatomy movement model,
an information absorption model, a mental computation model, a decision-
making model, and a control manipulation model. These models were developed
from analyses of both published and unpublished data on human performance.
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Where no data or models were found to exist, "common-sense" models were
developed. These models can be modified either as new data becomes available
or as specific applications indicate the need for model improvements. The
models and the sources from which they were derived are discussed in detail
elsewhere (Ref. 14). However, for the purposes of understanding visual per-
formance as modeled in HOS, it is necessary to briefly review the eye move-
ment features of the anatomy movement micro-model and the information absorp-
tion micro-model and the HOS models of operator variability and error,

Eye Movement

When a HOPROC instruction (e.g., READ THE ALTIMETER) requires the
operator to move his eyes to a specific device, the eye movement micro-model
is accessed. This model computes a movement time based on location of the
current eye fixation point and the new fixation point. The equations used in
this micro-model are based on published experimental data on lateral eye
movements (Ref. 26) and data from an unpublished experiment by Wherry and
Bittner involving both lateral and convergence movements. Figure 1 indicates
the range of eye movement times for situations involving only lateral move-
ments between two fixation points on a plane 71 cm (28 in.) from the operator.

Information Absorption

The HOS information absorption micro-model is dependent on a hab
strength parameter, derived from Hull's Tearning theory habit strength con-
cept. Information is absorbed in discrete chunks (micro-absorptions). Each
micro-absorption increases the operator's confidence (hab strength) until the
operator is sufficiently confident in his knowledge of the value of the de-
vice, at which time the absorption process is terminated.

Each micro-absorption results in the addition of a miecro-absorption
time charge whose value is dependent on input quantities supplied by the
analyst in combination with characteristics of the device (e.g., whether the
device is discrete or continuous, how many settings it has, etc.), Figure 2
indicates how hab strength varies as a function of time for four different
devices.

Operator Performance Variability

The HOS model views operator performance variability as the result of
differences in the performance capabilities of different subjects coupled
with differences in operator strategies. Differences in performance capa-
bilities are represented by parametric differences in the functional relation-
ships in the micro-models. Differences in operator strategies are repre-
sentable as either different decision rules in the operator procedures or

21



as differing prioritizations of the operator procedures. By parametrically
varying these quantities, HOS can be used to evaluate both the operator per-
formance required by a system and alternative operator strategies and priori-
tization schemes. The first type of evaluation (operator performance capa-
bilities) can be useful in the process of screening candidate operators. The
latter evaluation (strategies and prioritization schemes) can help to develop
training procedures that will ensure that operators are trained to optimally
utilize the system's capabilities. Although both of these possible uses of
HOS have yet to be explored, they were anticipated in Wherry's original con-
ceptualization of HOS. The former was implied by the "o-state" (operator
state) concept that allows variations in the operator performance equations
throughout the mission; the tatter in the criticality values assigned to dif-
ferent operator procedures that can be (and are) dynamically modified through-
out the simulation! and in the English-like syntax of the HOPROC language
that enables the HOS procedures to be used directly as training materials.

Operator Error

One of the most controversial issues associated with HOS is its model of
operator error. To understand this model, it is important to remember that
the primary objective for which HOS was developed was the evaluation of the
nominal performance of a system by a well-trained, average operator. By
definition, a well-trained operator is one who carries out instructions "by
the book," without omitting a step, making an incorrect decision (based
on the decision rules specified in the instruction set), or incorrectly
carrying out an instruction. However, this definition does not preclude all
sources of operator error. For HOS, the significant sources of operator
error are:

(1) Requiring the operator to perform more activities in a given period
of time than possible (because of human and/or equipment Timita-
tions), thereby causing the operator to "fall behind" in the
mission.

(2) Giving the operator an incorrect set of decision rules and/or
operating instructions, thereby causing tactical and/or operational
errors.

(3) Giving the operator poor displays and/or controls that do not per-
mit information to be read or controlled with sufficient accuracy
to permit proper operation of the system, causing errors to occur
in carrying out subsequent {or concurrent) operations and/or
requiring the operator to invest more time, once again causing the
operator to fall behind in the mission.

These types of errors result in operator performance errors, but are
really failures in the design of the system -- flaws which the human factors
engineer must address in proposing design modifications. They are problems
created when system designers fail to take into account human performance

22



lTimitations. Clearly, they are not errors of the same sort as when an opera-
tor inadvertently pushes a wrong button -- such errors are either random and
of Tow frequency (in which case it is unfair to use them to evaluate the
nominal performance of the system) or caused by working the operator beyond
capacity. They are, however, the types of errors that must be engineered
out of the system.

VALIDATION

Validation of any complex model (and particularly a Monte Carlo simula-
tion model like HOS) is fraught with difficulties. One can argue that such
models can never be fully validated -- the best one can hope for is that in
specific situations, given well-defined sets of inputs, the model can be shown
to produce the outputs that match expectations, experience and available data.
The problem is even more complex with a model 1ike HOS because, unlike simula-
tion systems that manipulate the user's model of a situation (i.e., the
inputs) according to incontrovertible mathematical formulae, in HOS there is
both the HOS model of the operator and the user's model of how the system
functions and how the operator will utilize it. Both models must be valid
for the results of any particular simulation to be valid. But since human
behavior is so complex, one can never be sure that all possible circumstances
have been fully described and all possible alternatives foreseen. It is
therefore almost impossible to validate any specific model.

Notwithstanding these difficulties, efforts have been made to ensure
both the validity of the HOS operator model and the reasonableness of the out-
puts obtained from specific user models. Tests of the validity of the HOS
model have involved simulations of specific experiments drawn from the human
factors and experimental psychological literature (Refs. 8, 10, 11). User
model validations have inciuded simulations of specific Navy crewstations
(Refs. 9, 12, 13). Both types of simulations have confirmed the general
validity of HOS.

Although comparing model results with experimental data has generally
been straightforward, validation of the model in complex military situations
has been problematical because of the difficulties associated with attempting
to capture all the potentially significant variables in the simulation. The
converse of this problem is also true -- one can establish a scenario that can
be run through HOS, but it is difficult (if not impossible) to set up real-
world situations (e.g., at-sea exercises) that will conform to the hypothetical
situations modeled in the simulations. Further confirmation of the HOS model
is expected as the result of a series of HOS simulations coupled with Tabora-
tory experiments that are currently in the planning stages. These simula-
tions will attempt to ensure the validity of the model (and will determine the
values of certain input data quantities needed by the model) for a range of
situations of varying complexity commonly experienced in Naval weapons systems.
In addition, an effort is currently underway with NASA Langley that will test
a HOS pilot model through its conformance with visual performance data col-
Jected by Spady and Kurbjun (Ref. 27). Preliminary details on this model are
presented below.
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THE HOS/NASA LANGLEY PILOT MODEL

An operator can be modeled as timesharing his attention among a set of
monitoring procedures designed to keep specific displayed items of information
at their nominal values. For example, in the approach phase of an IFR land-
ing, a pilot timeshares his attention among at least eight different instru-
ments simultaneously -- the ADF, the radar altimeter, the horizontal and
vertical situation indicators, the barometric altimeter, the airspeed indica-
tor, the clock, and the flight director, HOS enables the analyst to describe
the pilot's monitoring behavior by a set of monitor procedures. Each instru-
ment has its own monitor procedure, e.g.:

DEFINE THE PROCEDURE TO MONITOR THE ALTIMETER.
IF THE ESTIMATED VALUE OF THE ALTIMETER IS WITHIN LIMITS
THEN WAIT.?

Such procedures define the actions that the operator is to perform in
order to keep the specified instrument within a predefined (and dynamically
modifiable) set of 1limits. These limits, which are defined around a desired
value (also dynamically modifiable) can be set to a value of zero, in which
case the pilot will act like an optimal controller by continuously taking
actions to minimize the error. Alternatively, the Timits can be set to some
non-zero value, in which case the pilot will only take corrective action when
the displayed item exceeds its allowable range of variability.

Monitor procedures are executed periodically with a frequency dependent
upon a set of decision rules that are part of the HOS decision-making micro-
model. These rules use values of how long it has been since the procedure
was last executed, how close the device being monitored is to its desired
value and the criticality of the device to determine which procedure to work
on next. Thus, if all devices are of equal criticality and at their nominal
values, each monitor procedure would be executed once before any procedure
was executed a second time. By assigning appropriate criticalities to the
devices (or to the monitor procedures, themselves), the analyst can control
the frequency with which the procedures are executed. When the value of the
device differs from the nominal, the HOS decision-making algorithms will
perturb the a priori criticalities (and hence the nominal monitoring fre-
quencies) by an amount dependent on the deviation of each device from its
nominal value. These changes in the monitoring frequencies correspond to
the effects that one sees in a pilot's performance when certain devices
become more critical during certain mission phases or when the pilot dedicates
more time to maintaining control over certain items because they are harder
to control.

Spady and Kurbjun collected (Ref, 27) oculometer data on pilot eye
movements during both actual and simulated approaches and landings. Their
data functionally describes the variation in the pilot's perceived criticality
under varying circumstances. The data on coupled (i.e., autopilot engaged)
approaches, for example, (Figure 3), is indicative of operator monitoring
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frequencies when the operator has a minimum number of functions to perform,
i.e., when all devices remain within their limits and no corrective actions
are required by the operator.® Their data for uncoupled (autopilot disengaged)
approaches (Figure 4) indicates how these frequencies change when additional
pilot control functions are added. In HOS, this corresponds to increasing

the pilot's hab strength thresholds when the pilot is performing the control
functions and to the addition of the control activities defined by succeeding
statements in the monitor procedures.

It is expected that the HOS micro-models will produce eye movement data
directly comparable to the data obtained by Spady and Kurbjun (Figures 3
through 5).

SUMMARY AND IMPLEMENTATION CONSIDERATIONS

This paper has discussed those aspects of the HOS model pertaining to
the modeling of visual performance data and the efforts that are currently
underway to confirm the validity of those models.

CDR Norman Lane, Naval Air Development Center, Warminster, Pa., directs
the Navy's HOS modeling efforts. The Navy is anxious to encourage others to
use the model and will provide access to the model for those wishing to.

HOS consists of three major programs which are in FORTRAN, but use some
CDC-specific features. The programs would therefore require some (relatively
minor) conversion before they could be used on another computer system. The
program is large (it can use 200Ks words or more of storage for complex
simulations") and, for complex problems, can be expensive to run. However, it
offers the potential for substantial savings when used as a substitute for
real-time simulations and as a means for obtaining types of data that might be
virtually impossible to obtain by any other means. HOS should also be con-
sidered as an integral part of the system design process, enabling the human
factors engineer to propose, test, and either justify or reject proposed sys-
tem designs based upon a clear and consistent model of human performance.
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FOOTNOTES

ICriticalities can be explicitly modified by procedural statements and are
implicitly modified by the model's decision-making micro-model.

2This statement can also be written as either

IF THE ALTIMETER IS WITHIN LIMITS THEN WAIT.

or
IF ALTIMETER IS OK THEN WAIT.

or in any one of a number of other semantically equivalent forms. The HOPROC
syntactical analyzer program translates them all into a standard form for use
by the simulator.

3These data are only indicative of the monitoring frequencies because the
Piedmont 737's flown were not equipped with an auto throttle; therefore, the
pilot was required to control the airspeed with the throttle.

“A version of HOS that uses the CDC Extended Core Storage facility is also
available.
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A BRIEF OVERVIEW OF THE THEORY AND APPLICATION OF

THE OPTIMAL CONTROL MODEL OF THE HUMAN OPERATOR

Sheldon Baron
Bolt Beranek and Newman Inc., Cambridge, Mass.

SUMMARY

This tutorial reviews the Optimal Control Model of the human operator.
First, underlying motivation and concepts are presented, along with a
review of the development and application of the model. Then, the
structure of the model is described. Finally, results validating the
model are presented.

INTRODUCTION

This paper reviews the Optimal Control Model (OCM) of the human
operator developed principally by Kleinman, Levison, and the author
(refs. 1 and 2, for example) at Bolt Beranek and Newman Inc. The OCM
was originally developed for describing and predicting total system
performance in continuous, manual control tasks. However, the model (or
portions of it) has proven to be useful in a broader range of problems.
Moreover, though not intended to be a structural analog of the human
operator, many features of the model have interesting interpretations
from an information processing view of human performance (ref. 3). The
aim of this paper is to provide the reader with an overview of the OCM
and a guide to the literature for more detailed information. Accordingly,
it begins with a discussion of underlying motivation and a review of the
development and application of the model. This is followed by a
discussion of the important structural features of the model, some basic
validation results and brief concluding remarks.

MOTIVATION AND REVIEW

The human controller is self-adaptive and, if motivated and given
information about his performance, will attempt to change characteristics
so as to perform better. On the other hand, human performance is limited
by certain inherent constraints or limitations and by the extent to which
the human understands the objectives of the task. These observations
serve as the basis for the fundamental assumption underlying the 0OCM,
namely, that the well-motivated, well-trained human operator will act in
a near optimal manner subject to the operator's internal limitations and
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understanding of the task. This assumption is not new in manual control
(e.g., (ref. 4)) or in traditional human engineering (e.g., Simon (ref. 5)
calls it the Principle of Bounded Rationality). What is novel are the
methods used to represent human limitations, the inclusion in the model of
elements that compensate optimally for these limitations, and the extensive
use of state-space concepts and the techniques of modern control theory.

Clearly, if the basic optimality assumption is to yield good results,
it is necessary to have reliable, accurate, and meaningful models for
human limitations. Insofar as possible, these models (or their
parameters) should reflect intrinsic human limitations or should depend
primarily on the interaction of the operator with the environment and not
on the specifics of the control task. It is also desirable that the
description of human limitations involves as few parameters as possible
and that it be commensurate with the modern control system framework that
is being employed. These principles have guided the development of the
models for human limitations that will be described below.

There were several reasons for employing a modern control approach
to analyzing manual control tasks, even though methods based on classical
control techniques had been fairly successful. Initially, the principal
motivation was provided by the basic logic of the optimality assumption
and by the belief that state~space techniques provided a systematic
approach to multi-input, multi-output systems that avoided some of the
difficulties associated with the application of multi-loop analysis to
man—in-the-loop problems. The powerful computational schemes associated
with these techniques also were attractive in light of the complex monitoring
and control problems that were becoming of interest. The basic approach
to human limitations and the optimality assumption appeared to suggest a
model that might adapt to task specifications and requirements
"automatically" and not through a subsidiary set of adjustment rules.
Finally, it was expected that the use of a normative modell and time-domain
analysis would facilitate "modular" and "graceful" development of the model
as new facets of human behavior were considered and understood.

A review of the progress and evolution of the OCM will provide some
feel for the extent that the above-mentioned objectives and expectations
have been fulfilled. Further insights will be provided by the
discussions of the model and the validation results.

1The model is normative in that it predicts what the human should do,
given his limitations and the task. Thus, for a new situation, one need
only determine the operative limitations and what should be done. The
fact that this assumption works well is testimony to the adaptability and
capability of the trained human operator.
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The first large-scale attempt at using the machinery of optimal
control theory to model the human controller was initiated by Elkind et al.
(ref. 6). Their study demomstrated the feasibility of predicting control
characteristics and display requirements by systems analysis techniques
based on optimal control theory. However, extremely simple versions of
the human's limitations, information processing behavior, and compensation
were used, leading to gaps and deficiencies in the results. What is
essentially the current structure of the OCM was first proposed by Baron
and Kleinman (ref. 1). They also proposed a visual scanning model that
could be included in the optimization framework. Levison, Baron, and
Kleinman (ref. 7) established the connection between observation noise and
controller remnant, thus relating a measurable human limitation to
parameters of the OCM and providing a mechanism for predicting remnant.
Baron, Kleinman, et al. (ref. 8) used the remnant results and the structure
developed previously to predict human performance in a complex, multi-loop
VIOL hover task. These results demonstrated that one could proceed from
relatively simple calibration experiments on single displays to prediction
and explanation of human behavior in more realistic tasks involving two
displays. This study also revealed the importance of including bandwidth
limitations and randomness (motor-noise) at the controller s output as
part of representation of human limitatiomns.

Kleinman, Baron, and Levison (ref. 2) showed that the model could be
used with a relatively invariant set of parameters quantifying human
limitations to predict performance in three basic tracking tasks involving
a range of control strategies. Excellent agreement between experimental
data and model predictions of describing functions, remnant spectra, and
state and control variances was obtained. This provided the most detailed
validation of the model and demonstrated its capability for adapting to
different control situations without resorting to auxiliary adjustment
rules.

Baron and Kleinman (ref. 9) applied the model to study the human's
precision control of a hovering VTOL-type vehicle. The effects of
changes in aircraft stability derivatives on rms hovering performance
were computed using the model. The results were compared with
experimental simulator data and showed excellent correlation (within + 1 ©
in the data) in most cases. 1In this study, parameters characterizing the
pilot were essentially the same as for the basic tracking tasks mentioned
above.

Kleinman and Baron (ref. 10) analyzed a piloted approach-to-landing
task to evaluate pictorial display requirements. This problem involved
a time-varying information base for the pilot. The effects of different
display formats and display symbology were predicted in cases where the
aircraft was subjected to turbulence and/or constant updrafts. The
ability of the pilot to estimate these external disturbances and take the
appropriate corrective action to minimize glide path errors was analyzed.
Predictions of system performance were compared with data obtained in
independent experimental investigations. The model-data agreements were
excellent and demonstrated the model's ability to predict the time-varying
adaptability of a pilot to updraft disturbances. 1In addition, the
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agreement between model results and data for cases in which there was no
turbulence disturbing the aircraft provided further evidence of the valid-
ity of the model for human randomness (remnant).

Theoretical and empirical work proceeded to extend the model to more
realistic situations and more complex systems. Levison et al. (ref. 11)
developed and tested a mechanism for predicting task-interference in
multi-task environments (not involving scanning). In addition, a method
for estimating the relative attentional workload associated with a given
task was devised. Levison (ref. 12) also investigated the relationship
between observation noise and certain display characteristics. This
provided direct empirical evidence for the scaling observation noise model
and also showed how an equivalent observation noise could be used to
account for perceptual thresholds. Levison and Kleinman (ref. 13) modeled
a carrier-approach task that involved varying display gains, sudden changes
in information base, and a more complex time-varying disturbance. Baron
and Levison (ref. 14) used the model as a basis for a display analysis
methodology and applied it to the analysis of vertical situation displays
for STOL. The response to wind shears and the design of flight directors
were also considered. These latter two studies were analytic in nature
and did not involve any experimental verificationm.

Kleinman and Killingsworth (ref. 15) used the OCM to predict pilot
performance during the flare and touchdown phase of STOL aircraft landing.
This was an ambitious modelling effort since the vehicle dynamics were
highly complex, ground effects and turbulence affected the motion of the
aircraft, and the pilot was required to land within a short touchdown
area. To analyze this situation, the model was extended to include the
generation of open-loop commands by the human operator. In this study,
model predictions were made first; subsequent comparison of these results
with the test data showed very good agreement.

Kleinman and Perkins (ref. 16) used the OCM in an antiaircraft
tracking task. The operator's task was to track an aircraft target in
both azimuth and elevation using a visual gunsight. The dynamics of the
sight and associated gun mount varied with time, making the tracking
task very difficult. 1In addition, the target motion could be quite
arbitrary (although not stochastic) and was unknown a priori by the gunner.
Comparison of model vs. human ensemble statistics for the several typical
aircraft trajectories showed good qualitative and quantitative agreement.
Baron and Levison (ref. 17) also applied the OCM to data obtained from a
simulated antiaircraft tracking task. This application demonstrated the
model's utility in analysis and interpretation of experimental data. 1In
particular, it showed that parameters of the perceptual portion of the
OCM were affected in consistent ways by manipulation of experimental
variables related to visual processing.

Harvey and Dillow (ref. 18) applied the OCM to predict pilot perfor-
mance in air-to-air combat. They reported that "The major conclusion
is that the model worked!" and that it was "reasonably simple to develop."
Significantly, they used model parameters which, with the exception of
motor noise, corresponded to those used in previous applications of the OCM.
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The model was also being used to develop systematic design procedures
for systems involving closed-loop control. As noted above, Baron and
Levison (ref. 14) proposed a display design methodology based on the OCM.
This methodology utilized performance/workload tradeoffs generated by the
OCM to arrive at information requirements and certain display requirements
to meet system specifications. Similar ideas were utilized to analyze
both display and control characteristics for an aircraft with an advanced
avionics configuration (ref. 19). Hess (ref. 20) proposed a more formal
display design procedure using the OCM and included predictions of pilot
rating as part of the process. Hoffman, Curry, et al. (ref. 21) developed
a methodology aimed at display design for highly automated aircraft.

They examined problems of simultaneous monitoring and control and explored
different metrics for monitoring performance and workload with the aim

of developing techniques for investigating tradeoffs between control and
display sophistication.

Although display problems have received the most attention, other
aspects of the system design problem have not been neglected completely.
Levison (ref. 22) has explored the use of the model in analyzing control
stick design problems in a vibration environment. Stengel and Broussard
(ref. 23) have used the basic structure of the 0CM, along with some
assumptions concerning suboptimal adaptation, to determine stability
boundaries in high-g maneuvering flight. And, recently, Schmidt (ref. 24)
has proposed a design procedure for stability augmentation systems based
on closed-loop analysis with the OCM.

The increased interest in flight simulators has spurred some
additional extensions and applications of the meodel. Grunwald and Merhav
(ref. 25) and Wewerinke (ref. 26) have incorporated mechanisms for
describing the utilization of external visual cues in the OCM and have
obtained preliminary experimental validation of their approaches. Although
the subtleties and complexities associated with human perception of a
complex scene are by no means resolved, these studies do suggest that the
OCM could be useful for analyzing closed-loop control behavior based on
external visual cues. The OCM has also been used to model continuous
control performance in a multi-cue environment. Levison and Junker (ref. 27)
studied roll-axis tracking in disturbance-regulation and target-following
tasks and compared performance when only visual cues were available with
performance when the visual cues were augmented with confirming motion
cues. They found that the OCM could provide a task-independent framework
for explaining performance under all possible experimental conditions.
The availability of motion cues was modelled by augmenting the set of
perceptual variables to include position, rate, acceleration, and
acceleration rate of the motion simulator. This straightforward
informational model allowed accurate model predictions of the effects of
motion cues on a variety of response measures, for both the target-
following and disturbance-regulation tasks.
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In a somewhat different vein, Baron, Muralidharan, and Kleinman
(ref. 28) used the OCM to develop a closed-loop model for analyzing
engineering requirements for flight simulators. They predicted the effects
on performance of certain simulation design parameters, such as an inte-
gration scheme and a sample rate. Model predictions were later verified
in an empirical study by Ashworth et al. (ref. 29).

The above studies all focused on the operator in continuous control
tasks. But the structure of the OCM, particularly the information
processing submodel, also lends itself to modelling tasks in which
monitoring and decision-making are the major concerns of the operator. The
first attempt to exploit this aspect of the OCM was by Levison and Tanner
(ref. 30) who studied the problem of how well subjects could determine
whether a signal, embedded in added noise, was within specified tolerances.
Their experiments were a visual analog of classical signal detection
experiments except that "'signal-present" corresponded to the situation of
the signal being within tolerance. They retained the estimator/predictor
and the equivalent perceptual models of the OCM and replaced the control
law with an optimal (Bayesian) decision rule just as has been used in
some popular behavioral decision-theory models. Model predictions compared
favorably with experimental data for a variety of conditions involving
different signal/noise ratios and different noise bandwidths.

Phatak and Kleinman (ref. 31) examined the application of the OCM
information processing structure to failure detection and suggested
several possible theoretical approaches to the problem. Gai and Curry
(refs. 32 and 33) used the OCM information processing structure to
analyze failure detection in a simple laboratory task and in an experiment
simulating pilot monitoring of an automatic approach. They reported good
agreement between predicted and observed detection times for both the
simple and more realistic situations. 1In the latter case, the model was
used in a multi-instrument monitoring task and accounted for attention
sharing in the usual OCM fashion.

Finally, as indicative of future directions for OCM research, a
recent study of Muralidharan and Baron (ref. 34) should be mentioned.
In this work, the information processing structure of the OCM was used
in conjunction with control and decision theoretic ideas to model
ground-based operator control of a number of remotely piloted vehicles.
Though the results have not been subjected to experimental validation, they
demonstrate that these techniques are suited to the analysis of systems in
which operators make decisions at discrete times and exercise direct
control infrequently. 1In other words, the techniques appear suitable
for supervisory control problems.

MODEL DESCRIPTION

In this section, the detailed structure of the OCM is reviewed. The
discussion will be conceptual and verbal; the reader is referred to the
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previous references, particularly references 2 and 8, for mathematical
details. Also, some relations to more traditional human performance
theories will be mentioned.

In order to apply the OCM, the following features of the environment
must be given: 1) a linearized state variable representation or model of
the system being controlled; 2) a stochastic or deterministic represen-
tation of the driving function or environmental disturbances over which
the operator must exert control; 3) a linearized "display vector"
summarizing the sensory information utilized by the operator (including
visual, vestibular, and other sources as appropriate); and 4) a
quantitative statement of the criterion or performance index for
assessing operator/machine performance. Criteria such as minimizing rms
tracking error and control effort are typical. The specific assumptions
concerning this description that are necessary to apply the theory are
given in reference 2.

Given this environmental description, the model of the operator's
behavior incorporates the elements shown in Figure 1. The figure
illustrates only a single dimensional control task but the variables
illustrated should be regarded as multi-dimensional vectors. First, the
displayed variables are assumed to be corrupted by "observational noise"
introduced by the human operator.2 This noise is analogous to the internal
noise level postulated in signal detection theory and provides one means
by which the model can mimic human limitations in processing and
attentional capacity. Different noise levels may be assumed for different
displayed variables, and, if several visual displays are providing useful
information, the noise level associated with each may be adjusted to
account for the distribution of attention assigned by the operator.
Alternatively, a model of attentional scanning (ref. 11) may be introduced
to predict the noise level associated with each variable in order to
produce optimal performance with respect to the criterion variable. This
attention sharing model is crucial for predicting performance in complex,
multivariable tasks. It can also serve as a basis for developing a
variety of operator monitoring models (ref. 35).

At this point the model is dealing with a noisy representation of
the displayed quantities. That representation is then delayed by an
amount, T, representing internal human processing delays. It is possible
to assume differential delays for different sensory channels, but this
additional complication has not been found necessary in past model
applications to mariual control data.

2If visual or indifference thresholds are important, such as with
nonideal displays or external visual cues, these can be introduced in
the model at this point (ref. 10). The method employed involves a
statistical threshold that results in a rapid increase in observation
noise when the signal is below the assumed threshold value. This is
directly analogous to the threshold notions of signal detection theory.
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The central elements of the model are represented in the blocks
described as the Kalman estimator and predictor. Their purpose is to
generate the best estimate of the current state of the displayed variables,
based on the noisy, delayed perceptual information available. These
blocks compute the estimate of this state so as to minimize the residual
estimation uncertainty. What is being captured is a representation of
the operator's ability to comstruct, from his understanding of the system
and his incomplete knowledge of the moment-by-moment state of the system,

a set of expectancies concerning the system behavior at the next moment

in time. It is in these blocks that it is assumed that the operator has
both an internal model of the dynamics of the system being controlled and
a representation of the statistics of the disturbances driving the system.
This representation is analogous to the schema of current human performance
theories, and it is interesting to note that, in this formulation, the
schema must incorporate knowledge of both the expected signals and the
system dynamics being controlled.

Given the best estimate of the current system state, the next block
assigns a set of control gains or weighting factors to the elements of
the estimated state in order to produce control actions that will minimize
the defined performance criterion. As might be expected, the particular
choice of the performance criterion determines the weighting factors and
thus the effective control law gains.

Just as an observation noise is postulated to account for input
processing inadequacies, a motor noise is introduced to account for an
inability to generate noise-free output control actions. In many
applications this noise level is insignificant in comparison to the
observation noise, but where very precise control is important to the
conditions being analyzed, motor noise can assume greater significance in
the model. Finally, the noisy output is assumed to be filtered or smoothed
by a filter that accounts for an operator bandwidth constraint. In the
model, this constraint arises directly as a result of a penalty on
excessive control rates introduced intc the performance criterion. The
constraint may mimic actual physiological constraints of the neuromotor
system or it may reflect subjective limitations imposed by the operator.

As the previous discussion shows, control strategy and motor
response are separated from information processing in the OCM. This
structure allows the OCM to be modified so as to treat decision-making
problems. The estimator/predictor portion of the model generates all
the statistical information necessary for optimal decision-making, given
the assumptions that have been made concerning the system. Thus, by
simply replacing the controcl law with an appropriate decision rule, one
has a theoretical model for human decision making. For a normative
model, the decision rule must be determined from optimization of an
appropriate decision criterion (such as expected utility).

40



This, then, provides a conceptual description of the elements of the
Optimal Control Model of the human operator. It should be emphasized
that the parameter values that must be provided by the investigator
correspond to the human limitations that constrain behavior. With these
limitations as the constraints within which performance is produced, the
model predicts the best that the operator can do. A large backlog of
empirical research provides the data necessary to make realistic estimates
of the appropriate parameter settings in the manual control context. This
research has shown that these parameters are relatively invariant with
respect to changes in task environment, thus enhancing the model's
predictive capacity.

OCM VALIDATION STUDIES

The Optimal Control Model has been validated against experimental
data for a variety of tasks, and detailed results may be found in the
previously cited references. Here, a few of these results are presented
in order to provide the reader with more of the background and with some
feeling for the modelling accuracy attainable with the OCM.

Figures 2 and 3 (from ref. 2) illustrate the model's validity for
two simple, but important systems: rate (K/s) and acceleration (K/sz)
command systems. In the figures, measured and theoretical human
controller describing functions (hg) and remnant spectra (®,,) are
compared. The describing function gain and phase may be thought of as
measures of control strategy, whereas the remnant may be considered a
measure of operator randomness. As can be seen, the model reproduces the
characteristics of the subjects with remarkable fidelity. Moreover, the
parameters of the model that quantify pilot limitations are virtually
constant for the two situations. Table 1 compares measured and theoretical
scores for the above cases. Results for a position command (X) system
and for two tasks involving attitude regulation of a high performance
aircraft are also shown. It is important to note that these results were
obtained with a highly constant, though not identical, set of parameter
values. (See ref. 36.)

These early single-—input single-output studies served as the basic
means of validating the model, but the OCM was principally directed at
modelling human performance in more complicated situations. As we have
discussed, an important part of this modelling is accounting for
attention-sharing on the part of the operator. The basic empirical
validation for the attention-sharing model was obtained in a four-axis
tracking task (ref. 11). 1In this task, subjects had to control four
independent rate-control systems with the errors in each system presented
on separated displays. The subjects were required to fixate one display
and use peripheral vision for tracking the other axes throughout the
experiment (i.e., scanning was not allowed). The results for each axis
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performed alone and for all four together are presented in Table 2. Again,
theoretical and measured results are in close agreement. Note that the
effect of interference on total score is predicted better than its effect
on individual scores. This appears to be true in other tests of the
interference model, too. Analytic investigations of the tasks show that,
for these experiments, tradeoffs in performance between subtasks do not
effect overall performance substantially. When this is the case, the
subjects are not motivated to seek the "absolute'" optimal allocation (and
they may not obtain the necessary feedback in training). Then,
idiosynchratic behavior becomes more acceptable. The effects of attention
sharing on the operator's describing function and remnant are given in
reference 16. The result of adding a task is an increase in remmant, a
decrease in operator gain, and an increase in high frequency phase lag.
All these effects are predicted quite accurately by the OCM and the
attention-sharing model.

CONCLUDING REMARKS

To summarize, the OCM has proven capable of predicting or matching
human performance with considerable fidelity in a variety of tasks. Model
parameters that account for basic human limitations have been isolated
and shown to be essentially independent of system dynamics and forcing
function characteristics; this enhances the model's predictive capability.
Furthermore, submodels and parameters that reflect changes in display
characteristics (such as thresholds, multiple displays, etc.) have been
developed. An advantage of the OCM is that it contains an explicit model
for information processing that also allows it to be used for analyzing
monitoring and decision-making behavior.

There are, of course, limitations and problems associated with the
model and its application. A major problem is the selection of an
appropriate performance index in complex, realistic tasks. Though fairly
systematic methods exist for making this selection, there is no guarantee
that human operators will optimize the criterion selected by the theorist
rather than some other, subjective one. Another limitation is the
assumption of a perfect internal model. While this works quite well for
trained operators, it can cause problems in modeling the performance of
naive subjects (such as those in training) and can increase computational
complexity beyond that which is necessary.
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TABLE 1.- MEASURED AND THEORETICAL

HUMAN PERFORMANCE

MS Error MS Control

System Meas. Theor. Meas. Theor.
Position Control .13 .14 .53 .54
Rate Control .13 .12 4.2 3.83
Acceleration
Control .014 .014 1.43 1.28
High Performance
Aircraft (Pitch) .026 .026 .0032 .0034
High Performance
Aircraft (Roll) .03 .026 .080 .086

TABLE 2.- COMPARISON OF MEASURED AND PREDICTED ERROR VARIANCE

SCORES FOR 4-AXIS EXPERIMENT

Viewing Condition
16° Peripn | 16° Periph | 22° Periph|Total
Measurement Foveal Ref Ext. No Ref Ext| No Ref Ext| Score
{a) Measured l-axis L1l .25 .42 .96 1.7
4-axis .27 .94 1.3 1.6 4.1
(b) Predicted: l-axis .11 .25 .39 .98
ngimal Behavior 4-axis .49 .82 1.1 1.8
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SAINT: A COMBINED SIMULATION LANGUAGE FOR
MODELING MAN-MACHINE SYSTEMS

‘Deborah J., Seifert
Department of Operational Planning
AjResearch Manufacturing Company of Arizona

SUMMARY

SAINT is an acronym for: Systems Analysis of Integrated Networks of
Tasks. SAINT is a network modeling and simulation technique for design and
analysis of complex man-machine systems. SAINT provides the conceptual frame-
work for representing systems that consist of discrete task elements, continu-
ous state variables, and interactions between them. It provides a mechanism
for combining human performance models and dynamic system behaviors in a
single modeling structure. SAINT facilitates an assessment of the contribu-
tion that system components make to overall system performance.

INTRODUCTION

SAINT is a computer simulation tool for modeling and analyzing man-
machine systems. While SAINT was designed for modeling wmanned systems in
which human performance is a major concern, it is potentially applicable to
to a broad class of problems--those in which discrete and continuous elements
are to be portrayed and the behavior exhibits time varying properties. SAINT

provides a mechanism for describing these dynamics so analyses can be per-
formed.

SAINT evolved from two separate technologies. Task analysis and the
Monte Carlo simulation of operator performance under workload stress as repre=-
sented by Siegel and Wolf (ref. 1) were the origin for the human factors de-
velopment. Many of the features eventually incorporated into SAINT were
identified as requirements based upon experience in applying this technology.
The second origin of SAINT was in the GASP family of simulation techniques
(ref. 2). The earliest version of SAINT was an incorporation of the Siegel~-
Wolf model in a modified P-GERT package (ref. 3). The subsequent evolution
of SAINT adapted features of GASP IV and allowed SAINT to become a flexible,
sophisticated, combined modeling technique where networks of discrete events
could be modeled along with the dynamics of continuous processes.

It is this ability to combine models of dynamics (e.g., aircraft equa-
tions of motion) with models of discrete activity sequences (e.g., operator
actions) that permits the systems analyst to describe both hardware and human
performance in the context of a single model. This affords the system engi-
neer the opportunity to analyze system effectiveness and quantify the relative
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contributions of man and machine.

SAINT CONCEPTS

For the discrete event simulation, a graphical~network approach to model-
ing is taken, whereby a user of SAINT describes the system to be analyzed via
a network model and auxiliary descriptions (e.g., equipment and operator per-
formance parameters). A symbol set has been devised for diagraming the dis-
crete task network. The SAINT computer simulation program accepts a descrip-
tion of the network to be simulated and automatically performs an analysis
to obtain statistical estimates of system performance. For the continuous
process representation, the user is expected to provide FORTRAN statements
of the relevant state equations to be solved. Mechanisms are provided for
creating an interaction between the discrete and continuous components of the
model.

Discrete Task-Oriented Model Component

The discrete task-oriented component of the SAINT model consists of nodes
and branches, each node representing a task. Tasks are described by a set of
characteristics (e.g., performance time duration, priority, resource require-
ments). Branches connecting the nodes indicate precedence relations and are
used to model the sequencing and looping requirements among the tasks. Complex
precedence relations have been designed into SAINT to allow predecessor-suc=-
cesgor relationships which are deterministic, probabilistic, and conditional.
Resources, either human operators or hardware equipment, perform the tasks in
accordance with the network prescribed precedence relations, subject to re-
source availability. The precedence relations also indicate the flow of
information through the network. Information is organized into packets, with
each packet containing attributes that characterize the information being pro-
cessed. The information packet can characterize items flowing through the
network, or any other concept related to network flow. When a task is com-
pleted, the information packet residing at the task is transmitted along each
precedence branch selected. Information attribute values can be assigned or
modified at any task in the network and can influence both task performance
times and task branching relations.

Resources perform tasks either individually or in groups. Each resource
included in a SAINT model is described by a set of attributes. These attri-
butes are also organized into packets, with each packet characterizing a par-
ticular resource. Examples of operator attributes include such parameters as
level of training, age, height, etc. Machine reliability is an example of an
equipment attribute. Resource attributes are used in conjunction with the task
descriptions in order to make a general network model resource-specific. The
initial values of these user-defined resource attributes are assigned prior to
the start of the simulation. The values may be dynamically changed at any
task in the network and can be used as parameters in determining both task
performance times and precedence relations.
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In many instances it may be desirable to specify attributes which are not
directly applicable to an information-oriented or resouce-oriented characteri-
zation. These attributes are global in nature and do not flow through or move
about the network as information and resource packets do. Temperature and time
remaining in a mission are examples of model parameters which may be character~
ized as system attributes. Just as with information and resource attributes,
system attributes may influence the task network performance and flow.

Each task in a SAINT network has two requirements which must be satisfied
before the task can be performed. First, a specified number of predecessor
tasks must be completed before the task is released. Second, once the task
has been released, the resources required to perform the task must be avail-
able (that is, not be busy performing other tasks). All tasks which have
been released (all predecessor requirements have been satisfied) but whose
required resources are not available are ranked in a queue according to their
priority. Task priority may be assigned at the start of the simulation and
may change dynamically as a function of system parameters and contingencies.
When the required resources become available with task completions, the tasks
in the waiting queue are started. The time to perform a task may be specified
as a random variable defined by a probability distribution. SAINT supplies
the user with 11 different distributions (Normal, Gamma, Beta, Weibull, etc.)

Frequently the task performance time is also a function of the type of
task, the resource or resources performing the task, the status of the system,
or the condition of the environment at the time the task is executed. SAINT
provides for the specification of factors which influence task performance via
user-written moderator functions. It is presumed the modeler can describe
(e.g., by least squares techniques) the functional relationshps between a set
of conditions and a performance parameter or attribute of interest. For ex~
ample, one might hypothesize that fatigue affects operator performance such
that the average task time increases as a function of mission duration. Re-
search data must be obtained to postulate the functional form of this relation=-
ship and fit a curve to these results. This empirically derived relationship
can then be implemented in SAINT as a moderator function to determine the
possible impact fatigue could have on operator performance. In addition to
moderator functions, user-written functions can be developed for specifying
attribute assignments. Both types of functions are written in FORTRAN or a
FORTRAN~-compatible language.

Contingencies, decision making, and emergency conditions can be repre-
sented via SAINT's flexible attribute assignment and branching logic. SAINT
provides two additional mechanisms for modeling system performance.

The first of these is termed task modification.. This feature enables the
user to modify task parameters as a function of ongoing system events. For
example, consider a task which may require repetition due to a possibility of
failure on the first attempt. The second time the task is performed the per=~
formance time may be significantly smaller than the initial execution. SAINT
provides for the modification of the task time distribution after the initial
attempt. Other task parameters can be modified in a similar fashion.
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The second SAINT modeling construct of interest is ''clearing'. Both
tasks and resources can be cleared. ''Task'" clearing halts a specified task in
progress, contingent on the completion of another task. '"Resource'" clearing
halts whatever task the specified resource is performing. Both types of clear-
ing may specify an additional task to be signaled. As an example, consider
the simulation of an emergency condition in which all operators must stop
their ongoing activites to assist in the emergency operations. This situation
is best modeled in SAINT with resource clearing. The onset of the unexpected
event would "free-up" (clear) the operators. Concurrently, emergency handling
tasks would be signaled for initiation (and release if all other precedents
were satisfied). Task and resource clearing provide dynamic realism in man-
machine simulation modeling. The network symbol used to diagram a task in a
SAINT model is illustrated in Figure 1. The input side of the node reflects
the precedence requirements for releasing a task. The number of requirements
for releasing a task the first time is on the top (PR1) and the number of
requirements for releasing a task on subsequent times is on the bottom (PR2).

The center portion of the task symbol contains all task description in-
formation, such as performance time characteristics, statistics to be collect-
ed, and attributes to be assigned. It is subdivided into rows, with each row
containing a specific type of descriptive information about the task. Further,
‘each row is divided into two parts. The left~hand part contains the task de-
scription code. It is used to identify the type of information that appears
in the right-hand part of the row, and can be any of the 17 available codes
shown in Table I.

The LABL permits an eight character identifier to be associated with this
node to depict the nature of the task/activity represented. The TIME parameters
indicate the distribution type and parameter values for the characterization
of task duration. If activity times are known to be a function of specifiable
factors (e.g., task, system, or information attributes), a moderator function
(MODF) may be employed (as a FORTRAN subroutine) to generate the activity
duration instead of generating a time value by Monte Carlo methods. If Monte
Carlo methods are employed (via TIME specification), a modification can be
effected during model execution by using the DMOD feature to identify an alter~
nate distribution and/or parameter set when specified event conditions prevail.
RESR may be used to specify the type and quantity of resources and whether
multiple resources imply substitution ('or") rather than conjoint ("and")
requirements. If priority (PRTY) is a concern, it can be specified a priori
and subsequently manipulated dynamically during model execution. Since infor-
mation packets can arrive at a task from several sources, but only one will
exit, it is necessary to specify which incoming packet will be passed along,
INCM. The default condition for processing information packets is to simply
pass the last one arriving at the node. If different predecessor completions
are required in order for the task to be released, the DIFF option must be
specified. Otherwise the multiple occurrence of any predecessor may cause the
task to be prematurely released. When two or more tasks have identical com-
pletion times, it is necessary to specify which will take precedence (PREC)
over the others. User-defined task characteristics (UTCH) permit the user to
specify additional attributes of a task (e.g., difficulty, complexity, etc.),
and these attributes can be modified upon task execution. Information, re=-
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source, and system attributes can be assigned or updated (ATAS) upon task
release, start, or completion as required. The statistics to be collected
(STAT) are described in subsequent discussion. A particular task can be used
to mark the start point (MARK) for timing how long it takes to traverse a path
to some other task of interest. The MARK feature allows elapsed time compu=
tations within the network (e.g., time between events). Task and resource
clearing operations are established by specifying the appropriate parameters
associated with the TCLR and RCLR mnemonics. Upon completion of a task, SWIT
allows a switch or flag to be set for subsequent examination in the continuous
state variable component of the model. The REGL mnemonic is used as a device
for regulating values employed in the continuous process model, where a task
is permitted to alter a state variable, foxr example.

By selectively using these description codes, only the information neces=
sary to describe a task need be shown on the task symbol. In this manner,
any or all of the task description codes can be specified for a particular
task. If more than the four rows provided are required for a complete descrip-
tion, the user simply adds the necessary number of additional rows to the
bottom of the task description portion of the task symbol.

The output side of the node contains the task number (TSK). 1In addition,
the shape of the output side indicates the branching operation to be performed
upon task completion. It specifies the process to be employed in selecting
the successor tasks whose precedence requirements should be reduced by one.
The four branching types included in SAINT are deterministic, probabilistic,
conditional take~first, and conditional take-all. Their shapes are depicted
in Figure 2.

When deterministic branching is specified, the number of requirements
for all successor tasks is reduced by one. For probabilistic branching, each
branch emanating from the task has an associated probability of selection.
These probabilities may be specified directly or obtained from information,
operator or system attributes. Only a single successor task is selected. For
conditional take~first branching, each branch has an associated condition,
and the branches are ordered. Each condition is tested in the prescribed
order, and the first branch whose condition is satisfied is selected. Condi-
tional take-all branching operates in the same manner, but selects all branches
whose conditions are satisfied. Conditions may be based on task completions,
simulated time, or attribute values.

The above discussion only included the basic task node symbology, Addi-
tional symbolism is available for task modification, task signaling as a re=
sult of task or resource clearing, task signaling resulting from a threshold
crossing, and state variable monitors (refs. 4 and 5).

Continuous State Variable Model Component
The second component of a SAINT model is the state variable description.
The SAINT user defines these state variables by writing the algebraic, differ-

ence, or differential equations that govern their time~dependent behavior. The
use of state variables in SAINT is optional.
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The SAINT user writes the state variable equations in a FORTRAN sub-
routine (subroutine STATE). State variables represented by algebraic or
difference equations are defined in subroutine STATE as SS(*) variables.
Those represented by differential equations are written in terms of DD(*)
variables. SAINT employs a Runge-Kutta-England (RKE) numerical algorithm to
integrate the equations of subroutine STATE written in terms of the DD(*)
variables. The RKE algorithm obtains a solution to a set of simultaneous
first order ordinary differential equations. Higher order differential equa=
tions can be modeled by placing the equations in canonical form. Subroutine
STATE can be used to model state variables using a combination of DD(*) and
SS(*) variables.

In SAINT, simulated time is advanced in accordance with the type of
system being wodeled. If no state variables are included, simulated time is
advanced from one task completion to the next., When state variables are
included in the model, time is also incremented in steps between scheduled
task completions for the purpose of updating the values of the state variables.
The step size is a function of user-specified accuracy requirements.

Discrete and Continuous Component Interactions

The interactions between tasks and state variables are initiated either
by tasks being completed or by state variables crossing specified threshold
values, Upon the completion of a task, state variables may be discretely
regulated by increasing or decreasing their values. In addition, task com=
pletions can change the values of logical variables which can be used to alter
state variable equation forms or the network structure. In this wanner the
discrete task~oriented component of the model affects the continuous state
variable component.

Threshold crossings by state variables can signal or initiate tasks. Thus
the values of state variables can influence task performance characteristics
and precedence relations. Threshold crossings can also change the values of
logical variables which, in turn, can be used to alter equation forms or
change task precedence.

As an example of discrete and continuous component interactions, consider
a gystem in which a pilot must keep the aircraft altitude within specified
constraints. The pilot's inputs might be modeled as discrete tasks and the
aircraft dynamics as continuous state variables. When the altitude state varie-
able crosses the allowable threshold value, the corresponding discrete pilot
makes the appropriate input and regulates the state variable(s) which deter-
mine altitude. Thus, through this component interaction, the aircraft altitude
is brought back within acceptable limits.

STATISTICAL OUTPUT

Once the model has been built, the modeler can impose a data collection
structure to obtain information about his description of the system as it is
exercised. A variety of data can be obtained; these fall into four major
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categories. The first type of output is a statistical description of the
execution of specific nodes or collections of nodes. There are sixteen possible
combinations of interval and task completion statistics that one can collect
using the built-in features of SAINT. Since users can create their own func-
tions for updating attributes and for moderating network parameters, it has
been necessary to allow the user to collect his own statistics on those parts
of the model which cannot be predefined because the user creates them himself.
SAINT supplies statistical subroutines for collecting data on user-supplied
parts of the model. Tabular summaries of the computed descriptive statistics
can then be generated to portray the results of a single iteration, a set of
iterations, or a series of iterated runs showing the trends induced by some
systematic variation of run conditions.

A second type of output which SAINT provides is resource utilization
statistics. Information on the busy/idle status for both the human resources
as well 8s the equipment resources is automatically presented at the completion
of each simulation run. These statistics can be employed in evaluating work-
load and system capacity issues.

The third type of output is a graphic portrayal of the probability and
cumulative density functions for a distributed variable. These histograms
provide a quick look at the shape of the data. An experienced user can store
the actual values on an external device; later, the data can be fed to a plot-
ting package for reproducible drawings.

Time traces of the state variables are a fourth type of output. Up to 10
variables can be plotted on the same graph with user specified scale factors
and plotting symbols. Multiple graphs can be generated. Tabled values of the
variables can also be obtained. The tabulated plot provided by SAINT equips
the user to quickly examine the results of his simulation run.

THE SAINT PROGRAM

Development of the SAINT simulation package has been completed and is
fully documented (refs. 4, 5, 6, and 7). SAINT was developed in ANSI standard
FORTRAN and, consequently, is machine-independent. The user, however, must
supply his own system-specific random number generator. The task network data
is punched on cards in free-form. SAINT includes an extensive input error-
checking feature to assist users in debugging their models. For production
runs, users can select a more efficient non-error-checking version of SAINT. A
separate FORTRAN program has been devised to create a source module with the
COMMON blocks sized to the problem being run. SAINT also includes provisions
that allow formatting model outputs so they can be processed by available
statistical analysis packages (ref. 7).

APPLICATIONS OF SAINT

SAINT has been used to analyze a wide variety of man-machine systems. It
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is gaining a wide and enthusiastic acceptance by systems modelers and analysts
of many disciplines. The following is a list of completed or ongoing modeling
and simulation efforts involving the use of SAINT: SAINT has been used by the
Aerospace Medical Research Laboratory (AMRL) to evaluate alternatives for a
Remotely Piloted Vehicle/Drone Control Facility (RPV/DCF) in which operators
monitor and control the flight of RPV's through the use of visual (CRT) dise
plays (ref. 8). SAINT was used, also, to provide flight control performance
predictions for the Digital Avionics Information System (DAIS) cockpit con-
figuration in which dedicated instruments, displays, and subsystem status
displays have been replaced with interactive multipurpose displays and multi-
function keyboard switching. A first model of this system employed discrete
task networks to represent the pilot's activities and continuous state equa-
tions to represent the vehicle dynamics (ref. 9). More recently, a model of
DAIS has been developed in which the pilot's discrete information storage and
retrieval activities were modeled by tasks; however, the pilot's flight control
was represented by a variation of the Optimal Control Model developed by Bolt,
Beranek and Newman. In this combined discrete/continuous model of the human
operator the pilot operates in a so-called "open loop" preprogrammed fashion
between flight control variable sampling (ref. 10). SAINT is currently being
used by AMRL to provide cost trade-off design analyses of proposed alternative
~configurations for the UPD-X All Weather Wide Area Surveillance ground exploi=
tation station. AMRL plans to utilize SAINT to analyze design proposals in a
B-52 strategic navigation system involving complex crew activities and task
management (ref. 11). SAINT has been used by the Air Force Human Resources
Laboratory to explore the feasibility of employing computer simulation for
evaluating human effects on nuclear systems safety in a missile loading opera=-
tion (ref. 12). SAINT was employed by Air Force Weapons Laboratory to examine
workload sharing and nuclear radiation effects on pilot performance in an air-
to-air refueling mission (ref. 13). Purdue University researchers utilized
SAINT to investigate the effect of higher degrees of automation, different
capacities of process limiting operations, and alternative task allocations

on the operator's idle times in a hot strip mill (ref. 14). SAINT has been
used by the U. S, Department of Commerce Office of Telecommunications to
analyze communication frequency utilization in a railroad switching yard.
SAINT has been used by New Mexico State to compare theoretical human per=-
formance predictions with empirically derived performance data (ref. 15).
SAINT is being employed by Pritsker and Associates in support of the Army
Research Institute to analyze human system performance in an AN/TSQ-73 guided
missile air defense system operation (ref. 16). SAINT is also being utilized
by several universities both in the classroom and for research activities.
Among these are Purdue, Iowa State, North Carolina State, Ohio State, and
Arizona State.
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LABL
TIME
MODF
DMOD
RESR
PRTY
INCM
DIFF
PREC
UTCH
ATAS
STAT
MARK
TCLR
RCLR
SWIT
REGL

TABLE I
TASK DESCRIPTION CODES

task label

performance time characteristics
moderator functions

distribution modification
resource requirements

priority

information choice mode
different predecessor option
completion precedence
user-defined task characteristics
attribute assignments

statistics

mark information

task clearing

resource clearing

switching

regulation
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Rl
TSK
PR2
INPUT | TASK | OUTPUT
SIDE DESCRIPTION  SIDE

! I
PR1 NUMBER OF PREDECESSOR COMPLETIONS REQUIRED FOR FIRST RELEASE
OF THE TASK

PR2 NUMBER OF PREDECESSOR COMPLETIONS REQUIRED FOR SUBSEQUENT RELEASE
OF THE TASK

TSK TASK NUMBER

Figure 1.- Task symbol.
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CONDITIONAL CONDITIONAL

TAKE-FIRST TAKE-ALL

Figure 2.~ Task branching symbolism.



ANALYSIS OF VISUAL ESTIMATION OF SYSTEM
STATE FROM ARBITRARY DISPLAYS

Patrick A. Gainer
Langley Research Center

SUMMARY

A method is presented for implementing the state estimator of the manual
control model when the system output is a visual display of arbitrary form;
that is, the display may be pictorial, including real world, or made up of
dials and pointers. The method is used to provide error criteria for a look-
point controller that appears to be capable of modeling human scanning
behavior. This model, if combined with a model of the control process, should
be useful in predicting effects of changes in displays on performance of flight
tasks.

INTRODUCTION

One of the most important elements of a model of manual control 1s some
form of state estimator. This element receives system outputs and converts
them into an estimate of the system state in a form suitable for input to a
control algorithm.

The state estimator is usually modelled as a Kalman estimator, which
minimizes the variance of the estimated state, and which is capable of
accepting sampled data. The output of the estimator includes an estimate of
the covariance of the state estimate. This covariance depends on the probable
errors in the data, and not on the data. In many cases, such an estimate of
covariance is sufficient for an analysis of system performance by the use of
covariance propagation techniques. Furthermore, when covariance can be
estimated prior to actual data input, an optimum sequence of samples can be
predetermined.

Due to the nature of the visual sense, human observers are usually forced
to scan a scene in a series of lookpoints in order to extract its information
content. If the scene is changing, each lookpoint constitutes a sample of
output data of a dynamic system. All that 1s required for applying the Kalman
estimator as a model of human visual observation is a means of estimating
probable errors of observation at any lookpoint.

This paper presents a means of estimating the errors to be expected when
a human observer estimates the state of a system by looking at a display of
some set of system outputs. The display may be pictorial, including "real
world," or made up of discrete dials, pointers, etc.
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First, the method of estimating the covariance of the state estimate at a
given lookpoint will be described. Then the means, and some results, of
devising a lookpoint controller to simulate human scanning behavior will be
discussed. This latter work is presented in full detail in reference 1.

SYMBOLS
X state vector
x estimated state vector
y output vector
[c¢] matrix of coefficients relating state and output vectors
i standard error of observation of output
(et transpose of C
[cov(y)] covariance matrix of output vector
[cov(x)] covariance matrix of estimated state vector
0 pitch angle
¢ roll angle
1 yaw angle
Abbreviation:
V81 Vertical Speed Indicator
G3T Glide Slope Indicator

A dot over a varlable denotes a derivative with respect to time.

METHOD OF ANALYSIS

Figure 1 is a manual control block diagram that is borrowed from
reference 2. The state estimator in figure 1 will be considered to have in it
some means of solving the relationship:

y(t) = ¢ x(t) + V(t) (1)

where x(t) is system state vector
C is a matrix of constant sensitivities
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y(t) is visible system output vector
V(t) is random error vector

The sources of error V(t) are in the display and measurements Vm(t)

and in the visual sensing of the pilot Vd(t),
V(t) = Vm(t) + Vd(t)

The visual errors Vd are the ones that vary with lookpoint. Thus, figure 1

may be considered to represent the pilot model at a fixed lookpoint. At a
different lookpoint, Vd , and therefore y and X, may be different.

The perceived system output y(t), which is the input to the
state estimation process, might be specified in several ways. For example,
in a display composed of discrete instruments, one of the elements of y(t)
might be taken to be the altitude, since that quantity is displayed by the
altimeter. A more general approach that allows treatment of pictorial as well
as discrete displays is to take as elements of y(t) the displacement, rate
of change of displacement, and rate of change of displacement of points in the
display (e.g., points on the altimeter needle). Consider the display to be
broken into segments. The portion of the display in each segment is rigid so
that one point in a segment may be taken to represent the whole segment.
Rotating display elements should be represented by more than one segment, so
that rotation of any one segment can be neglected. This point may be seen to
move vertically or horizontally or both in response to one or more of the state
variables x(t). Taking each component as a separate indicator of system out-
put, each point in the display may provide four elements of y(t): vertical
and horizontal displacement and vertical and horizontal rate of change of
displacement from a nominal position.

The next step is to perturb each state variable in turn and to calculate
the resulting effects on each display segment. These effects will be expressed
as linear influence coefficients which are, either exactly or approximately,
partial derivatives of vertical and horizontal angular displacement and rate
of displacement, as measured at the observer's eye, with respect to the system
state variables. These influence coefficients are, of course, the elements of
the matrix C in equation 1.

The random error V(t) remains to be specified. That part of it that is

due to the visual sense Vd(t) depends on the observer's acuity at each dis-

play point, which in turn depends on the location of the display point with
respect to the observer's lookpoint. From a knowledge of the observer's
resolving power at any point in his visual field and of where he is looking,,
one can estimate the element of V(t) for each display segment. Typical
resolution curves are shown in figures 2 and 3. For any given lookpoint, the
eccentricity angle (visual angle between lookpoint and display point) of each
display point is calculated, and the corresponding resolutions from figures 2
and 3 are taken as standard deviations for calculating Vd(t).
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Now the minimum variance estimate of x(t) may be formulated from
equation 1. This estimate is:

%(t) = [CT [eov(y)]~L c] T Leov(y) 17T y(t) (2)

The matrix cov(y) is the covariance of y(t) which, for the case of
uncorrelated measurement errors, is a diagonal matrix formed by squaring the
elements of V(t). If measurement errors are known to be correlated, there
will of course be off-diagonal terms in cov(y), but equation 2 is still valid.
What is required in this paper, as well as x(t), is an estimate of its
covariance. It may be shown (ref. 3) that the covariance of x(t) is:

cov (&) = [CT [cov(y)] -1 C] -1 (3)

It is seen that, since for each different lookpoint there is a different
matrix [Cov(y)], the covariance of the estimated state varies with lookpoint.

Example

In order to demonstrate how to calculate cov(x) for a given lookpoint, a
simple example has been concocted. Two hypothetical displays will be compared
for each of two lookpoints.

Figure b shows two displays, each of which is capable of showing three
variables. When all three variables are at zero, both displays look the same.
In Display A all three line segments move together as in figure 4(b). In
Display B, each segment responds to a different variable, as in figure U(ec).
Suppose that the variables presented are pitch, roll and yaw angles, and let
the display be viewed from such a distance that movement of 1 degree visual
angle represents 1 degree pitch or yaw (according to direction), and 1 degree
rotation of the display in its plane represents 1 degree of roll.

The displays are of such size that each line segment subtend 11 degrees
of visual angle.

The display area must be divided into discrete areas, a point in each area
being taken as the indicator of system output for that area as shown in figure
5. Sensitivities of these points to changes in state variables are calculated
in terms of change of visual angle or angular rate per unit change in each
state variable. These calculated sensitivities are given in table I. The
sensitivity matrix [C] would have in the general case four rows for each
segment. For the illustrative cases in this paper, certain movements were
considered negligible or not visible, The sensitivities of these movements,
being zero, were omitted from the table to save space. For example, horizontal
movement, due to rotation, of a point on a horizontal line was neglected.

Also, motion along a line was considered not visible. If the lines were really
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made up of dots, this motion could be seen, and the sensitivity matrix would
have corresponding terms. Segment 6 is, in fact, the only one in which both
vertical and horizontal components of motion were considered to be visible,
and so 1t appears four times in table I for each display.

The accuracy of observation depends on the observer's acuity and his
lockpoint. In order to simplify estimation of parafoveal aculty, it is assumed
that contours of constant acuity are circles centered on the lookpoint. This
assumption is not essential to the method, but the spread of available acuity
data is great enough that a more detailed mapping seems unwarranted.

Two lookpoints were chosen for illustrating the method: one at the
intersection of the lines, and one 6 degrees to the right of the intersection,
on the horizontal line. For each lookpoint, eccentricities were calculated
for the points in the display for which sensitivities were calculated. For
these eccentricities, resolutions were read from the curves. The resolutions
were used as the elements of [cov(y)].

The covariance matrices of the estimated state cov(x) were computed from
equation 3 and presented in tables II and III. Table II is for Display A.
Note the way correlation between pitch, roll, and yaw, as shown by the off-
diagonal terms, changes with lookpoint. There is no correlation between
displacement and rate for either lookpoint.

The covariances for Display B are diagonal matrices for both lookpoints.

As might be expected, the variance of estimate of any given state variable
depends on lookpoint. This dependence on lookpoint is much less for those
variables that are perceived through sensation of rate, as rate resolution
varies much less across the field of vision than does position resolution.

Scanning Behavior

If the display elements did not move while the observer looked around, the
covariance of x(t) could be reduced by combining directly the information from
several lookpoints. This reduction would be easy to estimate. However, since
2(t) represents the state of a dynamic system, the observer, in trying to
improve his estimate of any state variable by attending to another point in the
display, finds that the uncertainty of the information he obtained from the
first point increases while he looks at the second. The optimum means of
combining sequential observations of a dynamic system is the Kalman estimator.
This estimation algorithm also provides a method for deciding which one of a
number of possible observations it would be best to make, provided that the
probable error of each possible observation is known beforehand. Combining
the Kalman estimator with the method of this paper, for estimating the covari~
ance matrix of the output, cov(y), one may devise a lookpoint controller, as
has been done in reference 1, from which the following material is taken.
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Figure 6 shows the information flow for this controller, which has been
applied to the instrument array shown in figure 7. Figure 8 shows what happens
to the variances when the lookpoint is arbitrarily forced to follow the time
history in the figure. For these results, the system state transition matrix
that governs the growth of covariance is taken to be that of a second order
dynamic system without damping or cross-coupling.

In order for the lookpoint controller to choose its own lookpoint, it
must have some strategy. Figure 9 illustrates what happens when the lookpoint
is chosen so as to provide information about the state variable with the
greatest weighted variance. (It is necessary to weight the variances because
of dimensionality of each state variable and its importance in control of the
system.) Figure 9 represents a case of an autopilot-controlled ("coupled")
landing approach where the command bars in the flight director are inactive.
Figure 10 is the computed time history of lookpoints over 6.5 seconds, when
the GSI and artificial horizon are combined into a single lookpoint identified
as Flight Director.

A manually controlled landing approach was simulated simply by adding
command bars as variables that need attention. The same lookpoint selection
strategy was used, with results as shown in figure 11 when command bars are
included along with GSI and artificial horizon in the Flight Director.

In spite of the many simplifying assumptions, the time histories in
figures 10 and 11 are quite "Humanoid." The flight director gets most of the
attention, and it gets more attention in manual control than in monitoring the
autopilot (68 percent of total time compared to 57 percent in monitoring),
During monitoring, transitions between peripheral instruments are more likely
to happen than during manual control, where nearly all transitions are between
flight director and peripheral instruments. However, because of the assump-
tions and especially because a number of instruments were omitted (Horizontal
Situation Indicator, for example), there is no direct comparison with available
eye movement data.

CONCLUDING REMARKS

A method has been presented for implementing the state estimator of the
manual control model when the system output is a visual display of arbitrary
form; that i1s, the display may be pictorial, including real world, or made up
of dials and pointers. The method has been used to provide error criteria for
a lookpoint controller that appears to be capable of modeling human scanning
behavior. This model, if combined with a model of the control process, should
be useful in predicting effects of changes in displays on performance of
flight tasks.
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TABLE I.- SENSITIVITY COEFFICIENTS

(a)

Display A

State Variable:

Segment 6 ) Y 0 ¢ ]
1 1 -.1738 0 0 0 0
2 1 -.1301 0 0 0 0
3 1 -.1045 0 0 0 0
i 1 -.070 0 0 0 0
5 1 -.035 0 0 0 0
6 1 0 0 0 0 0
6 0 0 1 0 0 0
7 0 .035 0 0 0 0
8 0 .070 0 0 0 0
9 0 L1045 0 0 0 0

10 0 .1391 0 0 0 0
11 0 L1738 0 0 0 0
12 0 .035 1 0 0 0
13 0 .070 1 0 0 0
1k 0 .10L5 1 0 0 0
15 0 .1391 1 0 0 0
16 0 .1738 1 0 0 0
1 0 0 0 1 L1738 0
2 0 0 0 1 L1391 0
3 0 0 0 1 .1045 0
i 0 0 0 1 .070 0
5 0 0 0 1 .035 0
6 0 0 0 1 0 0
6 0 0 0 0 0 1
7 0 0 0 0 .035 0
8 0 0 0 0 .070 0
9 0 0 0 0 .10L45 0
10 0 0 0 0 .1391 0
11 0 0 0 0 .1738 0
12 0 0 0 0 .035 1
13 0 0 0 0 .070 1
1k 0 0 0 0 .10Ls5 1
15 0 0 0 0 .1391 1
16 0 0 0 0 .1738 1




TABLE I.- Concluded

Display B
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TABLE II.- DISPLAY A COVARIANCES

[ﬁnits are (arc min)2 and (arc min/sec)2]

Lookpoint at Intersection

) 0 ¢ ¢> Y

B Lok 0 0 0 0 0 ]
0 488 0 0 0 0
0 0 130 0 ~1.66 0
0 0 0 39080 0 -3970
0 0 -1.66 0 496 0
B 0 0 0 -3970 0 1&89_J
Lookpoint at 6° to Right of Intersection
B 1.1k6 0 -11.41 0 . 824 ()—U
0 508 0 -403 0 3h.1
-11.41 0 178 0 -12.8 0
0 -403 0 37146 0 -31k43
.82L 0 -12.8 0 5.48 0
0 34,1 0 -3143 0 1218
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TABLE IIT.- DISPLAY B COVARIANCES

[hnits are {arc min)? and (arc min/sec)%]

Lookpoint at Igtersection .
6 6 ¢ 9 v v
— —
4TS 0 0] 0 0 0
0 886 0 0 0 0
0 0 37k 0 0 0
0 0 0 85561 0 0
0 0 0 0 475 C
0 0 0 0 0 886
Lookpoint at 6° to Right of Intersection
__5.98 0 0 0 0 O-H
6] 1006 0 0] 0 0
0 0 38.8 0 0 0
0 0 0 75960 0 0
0 0 0 0 .56 0
L.O 0 0 0 0 952—_
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Figure 1.- Manual control system block diagram.
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Figure 2.~ Displacement resolution versus foveal eccentricity.
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Figure 3.~ Rate resolution versus foveal eccentricity.



(a) Display formats A and B at rest.
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(b) Display A deflected in pitch, roll, and yaw.

(c) Display B deflected in pitch, roll, and yaw.

Figure 4.- Fictitious displays used in illustrative example.
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Figure 6.~ Information flow for dynamic system.
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Figure 8.- Fixed lookpoints.
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Figure 9.- Lookpoint controller minimizing maximum weighted variance
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Figure 10.- Time history of lookpoints predicted by model for "coupled" landing approach.



8

AIRSPEED T~ ] ]
VERTICAL SPEED _| 1 ) . _ ]
INDICATOR
LOOKPOINT
ALTIMETER H
o 1 e e
DIRECTOR
L I | 1 | I 1 1 | ! ] 1 1 I
0 1 2 3 4 5 6
TIME, SEC
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