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1.
1.1

(1)

(2)

(3)

_o[:'nCom

Communications Syste.. Performance Analysis performed for NASA Johnson
Space Center under Contract NAS 9-15799 directed by William Teasdale
and Sid Novosad. It represents a portion of the wamk accomplishéd

during the period April 20, 1979 through January 24, 1980.

INTRODUCTION
General

This document presents the final report on the Shuttle/TDRSS

The general objectives of the overall contract are the following:
T modify and refine the existing Shuttle/TDRSS link simulation
programs to model the post-RFI TDRS hardware and to provide the
ability to evaluate the link performance degradation due to

RFI effects. This analysis had to include the S-band synchroniza-
tion vulnerability to the TDRSS RFI environment.

To use the refined 1ink models to determine, evaluate and assess
expected link performance that will result from not meeting each
TDRSS user constraint; individually, and in various combinations.
The effects and system performance implications of the latest user
constraint values had to be evaluated. The refined results of

this task were to be used by JSC as a technical base for negotiating
interface parameters between Shuttle and TDRSS.

To continue the review of ESTL Task 501 TDRSS system configuration
(using flight equivalent TDRSS hardware) and recommend changes
an/or modifications as required. LinCom continued its support

of ESTL Task 501 TDRSS system performance prediction capability

by providing math modeling and computer models necessary to provide
valid system level performance predictions for forward and return

link-certification testing.
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(4) To identify test requirements to evaluate user-constraints for

the refined TDRSS model and update Shuttle Ku-band and S-band

system characteristics.

In what follows an overall description of the contractual effort
and a brief summary of the results is given. This is followed by backup
material which includes simulation data and analyses from which our
summary results and recommendations have been drawn.

1.1.1 Final Report Contents

This report addresses and documents LinCom's findings on the
task statements detailed in the Statement of Work. All task statements
pertain to the performance prediction of Shuttle forward and return
links through the Tracking and Data Relay Satellite System (TDRSS).

Chapter 2 presents user constraint sensitivity data for Shuttle/
TDRSS S-band and Ku-band return links. These simulation results are
based on refined TDRS model and up-to-date user constraint values.
They apply to links without RFI problems. The current system
parameter values are also listed.

Chapter 3 contains a comprehensive performance analysis for the
Shuttle/TDRSS ground station carrier and timing recovery circuits.

It contains performance data for the current system parameters and
link budget for both Ku-band links and S-band links. Thé effects of
RFI are not considered in this analysis.

Chapter 4 discusses the effects of RFI on link performance. The
RFI environment is described in detail and the RFI-related hardware
changes in the TDRS and TDRSS ground station are indicated. The
analytical models used to characterize the bit error rate and

synchronization performance are described. Preliminary results for
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the BER and synchronization vulnerability to RFI are also included.

In Chapter 5 the problem of simulat;ng,the RFI effects with
ESTL's flight equivalent TDRSS hardware is addressed. The RFI pulse
characteristics which might have to be considered in the design of
an RF] test generator are discussed and a simple implementation based
on unciassified RFI characteristics is presented.

Chapter 6 comprises a number of small studies performed under
this contract in response to specific requests by JSC.

1.2 Summary and Recommendations

1.2.1 Shuttle S-band Return Link Performance Study

The performance degradation of the Shuttle/TDRSS return link
due to Shuttle signal imperfections has been evaluated for the
expected Shuttle distortion values based on current 1ink budgets
and TDRS/ground station hardware data. The results show a loss
relative to ideaf BPSK of 1.65 dB at the nominal bit error
probability of 10'4. The TDRS and ground station contribute
.9 dB to this loss and the Shuttle the remaining .75 dB. This is
illustrated in Fig. 1.1.

The single biggest contributor to the Shuttle degradation
is the phase noise which is specified as 10° rms in the frequency
interval 0 to 270 Hz. We recommend to separate the phase noise
into components lying inside and outside the carrier tracking loop
bandwidth, respective1y; since these components affect the bit
error rate performance differently. Such a refinement of the
specification could greatly improve the accuracy of the predicted
performance results. Since oﬁr present prediction is based on

worst-case assumptions the overall degradation would be reduced.

:’[}n&m -
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1.2.2 Shuttle Ku-Band Return Link Performance Summary

In the user constraint sensitivity analysis for the Ku-band
return link, Mode 1, it was found that the total degradation in link

performance due to the TDRS, the ground station and the user
constraints set at their nom%na] Qalues results in a signal-to-
noise ratio loss of 3.9 dB for channel 1, 4.6 dB for channel 2

and 2.3 d8 for channel 3. (These values do not include the effects
of hardware imperfections.) The portion attributable to the TDRS
and ground station is 1.9 dB8, 2 dB, and 1.2 dB for channels 1, 2,
and 3, respectively, while 2 dB, 2.6 d3, and 1.1 dB, respectively,
result from the user constraints set to their nominal values.

1.2.3 Shuttle/TDRSS Ground Station Synchronization Performance

The carrier and timing recovery performance was analyzed for the
Shuttle/TDRSS S- and Ku-band return link subcarrier extraction was
studied. The carrier and clock jitter values for typical 1link budgets
and stable oscillators are summarized in Tables 1-1 and 1-2. From these
data it may be concluded that the effects of band limiting, nonlinear
amplification and thermal noise on the synchronization performance will
not greatly affect the overall 4é;k performance.

1.2.4 RFI Effects on Shuttle/TDRSS Links

The effects of RFI both on the bit error rate and the synchronization
performance of the Shuttle/TDRSS S-band return 1ink was evaluated.
For the TDRS West (which sees a less severe RFI environment than
the TORS East) and the S-band frequency 2217.5 MHz the CER was
found to be degraded by .2 dB for 4 degrees off-pointing, by .6 dB
for 1.5 degrees off-pointing and by almost 6 dB when the Shuttle is

directly over the RFI zone. This is illustrated in Fig. 1.2.
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Table 1-1. Carrier and Subcarrier Recovery Performance.

Link

[ .
Data Rate Ep/Ng R.M.S. Jitter (deg) i

%3;5322r) 10 Mb/s 4 dB 3
Ku-Band 192 kb/s
(Subcarrier) Bi-¢ 15 dB 1.3
p-pand. 96 kb/s

LinCom—
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Table 1-2. Timing Recovery Performance.

-Channél | Data Rate Eb/N0 RMS Jitter (Symbol Fraction)
Chaner 1 | 192 kors 10 dB .056%
ool 2 | 600 kb/s N 15%
Channe 2 | 10 /s 4 dB 2.2%
$-Band 96 kb/s 4d8 .68%
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1.2.5 ESTL Hardware RF] Testing

-

The question of designing an RFI test generator for use in conju-
tion with the EZSTL TDRSS flight equivalent nardware is addressed and
a simple test generator implementation is proposed. This design is
based on unclassified data bases describing the RFI statistics. It
is recommended to review the more detailed classified data base prior
to the final hardware design to insure that-all pertinent RFI pulse !

characteristics are properly modeled.
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2. LinCsim PREDICTIONS OF SHUTTLE/TDRSS RETURN LINK BER PERFORMANCE

2.1 Introduction

The Shuttle return link communications hardware does not meet all
the specifications set forth in the User Constraint Table of the TDRSS
Users' Guide [1]. Since the TDRSS performance predictions are based
on these interface parameter values they may not be applicable to the
Shuttle links. In this chapter the performance sensitivity to these
user constraint values is documented. The design point is based on the
latest hardware data and user constraint values available. All data
apply for a non-RFI environment.

Section 2.2 presents sensitivity data for the Shuttle/TDRSS S-band
return link, Mode 2. Since this is the high rate mode it is more
susceptible to most of the distortion effects and the resulting sensitivities
are therefore an upper bound on the degradations in the low-rate mode.
Section 2.3 presents the results for all three channels of the Ku-band
return link, Mode 1.

2.2 Performance Prediction for Shuttle S-band Return Link

This section presents the sensitivity of the Shuttle S-band return
link BER performance to variations of tne user constraint values
based on current 1ink budgets, nominal user constraint value estimates
and TDRS/grourd station hardware data.

The link characteristics assumed are summarized in Table 2.1.
The nominal values of the user constraints are listed in Table 2.2.
They agree with the expected Shuttle values obtained from JSC. The
link budget is reproduced in Table 2.3. It is based on the budgets
contained in Ref, 2 with some updates obtained from Dr Kwei Tu.
Table 2.4 lists the user constraints whose effect on performance was

studied.

c-[:'nam -
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Table 2.1. Shuttle S-band Return Link Characteristics
Used for LinCsim

Data Rate 192 Kbps

Data Format BPSK, 2iphase, Unspread

Coding Rate 1/3 Convolutional
Code

Carrier Noncohersnt with Forward
Link

Design Error Rate 107

o[}nam -
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Table 2.2. Nominal User Constraint Values Used for

LinCsim
Data Bit Jitter (30) .6%
Modulator Phase Imbalance ne
Modulator Gain Imbalance .1 dB
Data Asymmetry 3.8%
Phase Nonlinearity 3°
Gain Flatness .4 dB peak
Gain Slope .1 dB/MHz
ayRM 14° /de
3 dB Bandwidth 100 MHz

Phase Noise

1 Hz - 10 Hz 0°
10 Hz ~ 100 Hz 1°
100 Hz - 1 kHz 10°
1 kHz - 6 MHz 1°

oa'nam -
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Table 2.3.Shuttle S-Band Return Link Power Budget.

Shuttle-to-TDRS Link
Shuttle EiIRP
Space Loss
Polarization Loss

TORS G/T

TORS-to-Ground Link
TDRS TWT max Output Power
TUT Output Backoff
SSA Power Allocation
TORS Hardiaare Losses
TDRS Antenna Gain
Pointing Loss
Space Loss
Polarization Loss
Atmospheric Loss

Ground Station G/T

16.7 dBW
192.1 dB
.5 dB

9.55 dB/°K

13.4 dBW
2 d8

~10 dB
2.46 B
45.9 4B

.65 dB

207.7 dB
.1 dB

.8 dB

40.3 dB/°K

-13-
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Table 2.4.parameters ‘-tudied.

Modulator Gain Imbalance
Modulator Phase Imbalance
Data Asymmetry

Data Bit Jitter

Data Static Timing Offset
XTR AM/AM

XTR AM/PM

Static Phase Error

XTR Gain Slope

XTR Gain Flatness

XTR Phase Nonlinearity
Phase Noise R.M.S.

-14-
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The results are shown in two differenf forms. The BER curves
show the bit error probability as a function of Shuttle-to-TDRS link
carrier-to-noise ratio (CNR) variation around the nominal link budget
of Table 2.3. The horizoﬁtal distance between the bit error rate curve
and the design point shown represents the margin in carrier-to-noise
ratio which can be allocated to the various subsystems for hardware
degradations. The sensitivity curves show the increase in the Shuttle-
to-TDRSS CHR needed to offset the performance degradation (relative to
the nominal performance) due to the variation of a single parameter at the
design error rate of ]0'4.
The error rate curve in Fig. 2.1 represents the BER performance of
a Shuttle transponder transmitting a perfect signal (i.e., all
user cocnstraints are set to zero). The CNR loss shown (.9 dB)
can be attributed to the TDRS and the ground station. This BER curve
is reproduced on all other BER plots and labeled "Perfect User." The
horizontal distance between this curve and one of the other BER curves
represents the CNR Toss due to the combined effect of all the user
constraints. For the nominal conditions this loss amounts to .75 dB.
Fig. 2.20 shows that by far the biggest contribution of degradation
comes from the phase noise which is specified as 10° yms in the 0 to
270 Hz frequency range. As a worst-case assumption this noise power
was concentrated in the 100-270 Hz range (i.e. outside the tracking
loop bandwidth). A more accurate performance prediction could be
made if the noise power inside and outside the tracking loop bandwidth
were known separately.
Tables 2.5 and 2.6 contain a complete 1ist of all nominal system
parameters used in LinCsim, including those pertaining to the TDRS and

TORSS ground station,

C>l{}fl(ii;lfl-_—_—

-15-



“"‘c-[:'nCom

Table2.5. Complete List of Simulation Parameters.

PRESENT Wil RE DATE
PARAMEYER VALUE OBTAINID OBTAINED OLD VALUL SOURCE OLD VALUE
DATA RATE - 1 .- 192 Kbps S-805-1
UATA RAIE - Q 0 5.A05-1
POWER SPLIT 1: 0 <.R05-1
MODULATOR PHASE
IMCALANCE {B2SK) 43¢ S-805-1
REL, PHASE BE-
TWEEN 180 CHANNELY NA 5-805-1
DATA ASYMMETRY 32 $-805-1
PN ASYMMETRY $-805-1
DATA SKEM NA S-805-1
PN SKEU KA S-805-1
ToDaLATOR GAIN +0.25 d8 5-805-1
XTR GAIN FLAINESS +0.3 dB S-805-1
XTR GAIN SLOPE +0.1d8/MHz2 $-805-1
i e
XT FILTER BW 1.2 Mz $-805-1
XT FILTER ORDER 4 LinCom estimate
XT FILTER RIPPLE 0.1 d8 LinCom estimate
XTR AM/AM 1 d8/dB LinTom estinate
XTR AM/PM 12°/d8 LinCom estirate
TORS TWT MAX AYPM 10° /d8 LinCom estimate
TORS TWT AM/AM i 0 d8/dE {inCom estimate
TORS TWT AMN/PM 6°/dd LinCor estimate
;?ﬁ[ngy END 10 M4z LinCom estimate
Crlic K v, CIRCOT TS TaLE
Rirrit 0.1 tinCom esti-zte
}?ﬁ&r‘g;"s"” 621 Mz LinCom estimate
ORDcR rd Tinlcn escinate
kIpPFLE 0.2 1inCon estimate
PN TIMING QOFFSET 1y Liplon ectimate
PN TIMING JITTER 1% poak <.£06.1
DATA TIMING OFFSE]] 1e | inten potimate
DATA TIMINGJITTE 1% peak $-805-1

-16-
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Table 2.6. Complete List of Simulation Parameters.

PRESENT WHERE DATE SOURCE
FARAMETER VALUE 0BTAINED | OBTAINED OLD VALUE OLD VALUE
TINK BUORET
KR EIRP: UNCOOED - -
DATA
AaraE1RP: COOED 19.2 a8 [sS Circuit Margin, /77
SPACE LOSS -192.1 SS Circuit Margin)/77
POLARIZATICH LOSS 0.5 a8 SS Circult Margin, 177
ATMOSPHERIC LOSS 0 dB SS Circuit MarqimVI7
IDRS G/1 5.55{(nominal) TPM 3718 8.3 dB/°K ISS Circuit Margin,V77
gﬁ?;u}";ogég 13.4 @8 M 378 12.5 d8W iU Proposal,7/76
;g::oggf ouTPuT 2.0 @8 M 3/18 2.0 dBW U Proposal, 7/76
POWER ALLOCATION  |-10.0 b ToH 3778 375 obR <0 Proposal, 7776
CHANNEL FOWER 1.4 ¢8 PM 3/18 0.6 dBw ~U Frojosal,7/’6 N
TORS HARUAZRE LOSS | 2.45 d8 TN 3778 1.7 a8 0 Prcposal, 7776
TORS ANTEN%A GAIN | 45.90 dB PN 3/78 21.3 d8 U Proposal, 7/16
POINTING LOSS 0.65 g3 TP 3/78 0.7 d8 i Proposal, 1776
SPACE LOSS 207.7 d8 WU Prorosal, 1/76
PGLARIZATION LOSS 0.1 d8 WU Proposal, 7/76
ATMOSPHERIC LOSS 0.8 d8 WU Proposal, 1/76
RK ANIENNA GFT 40.3 dB % Proposal, 1776

PHASE KOISE BUDGET

XT OSC,COHERENT

TURNAROUND

T 1o 10 Hz TV rms 5-805-1
| "10 Hz to 1 kHz T° ms S-Eus-1

T kHz to ¢ Hi2Z T ms $-505-T

XT 0SC NONCOHERENT

TURNAROUND

1V to 10 H2 Z° ras S-205-1
T0 to 1.J h2 17 res $-505-1
TG0 HzZ to 1 RRZ " "os 5-505-T
T kiz 1o b iz T ros S-oUb-1

TORS OSCILLATORS 3.28rss TP¥ 3/18 3° $-805-1

RX OSCILLATORS 1° S-805-1

RX CARRIZR TRACKING

LCoP
STATIC #iASE ERROR 3° inCom Estimate
BANDWITH 40 Hz TPAd, 8777
UAMNPITING Z nCom tstimate
SQUARING LOSS 2 d8 LinCom Estimate

-17-
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2.3 Performance Prediction for Snuttle Ku-Band Return Link, Mode 1

This section presents the sensitivity of the Shuttle/TDRSS
Ku-band return link BER performance to variations of the user
constraint values. The all-digital mode 1 is considered and results
are given for all three data channels. The link characteristics
assumed are summarized in Table 2.7. The nominal values of the user
codstraints are listed in Table 2.8. They agree with the expected
Shuttle values whereever such data were available from JSC. The
link dubget is reproduced in Table 2.9; it is based on Ref. 2.

Table 2.10 lists the user constraints whose effect on performance was
studied.

The results are shown in two different forms. The 8ER plots show
the bit error probability as a function of the Shuttle-to-TDRS link
carrier-to-noise ratio (CNR) variation around the nominal link budget
of Table 2.9. The horizontal distance between the bit error rate curve
and the design point shown represents the margin in carrier-to-noise
ratio which can be allccated to the various subsystems for hardware
degradations. Tae sensitivity curves show the increase in Shuttle-to-
TORSS CKR needed to offset the performance degradation (relative to
the nominal performance) due to the variation of a single parameter at
the design error rate of 1075,

The error rate curves in Figs. 2.23, 2 .40 and 2 .57 represent the
8ER performance of channels 1, 2, and 3, respectiva2ly, for a Shuttle
transponder transmitting a perfect signal-(i.e. all user constraints
are set to zero). The CNR ioss shown (Table 2.11) can be attributed to
the TDRS and the ground station. This BER curve is reproduced on all

other BER plots and labeled "Perfect Shuttle." The horizontal distance

'o[:'nGm -
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between this curve and one of the other BER curves represents the
CNR loss due to the combined effect of all the user constraints.
For the nominal conditions this loss is shown in Table 4.11. Table
4.12 lists the major contributors to this loss for each of the three
channels.

Table 4.13 contains a complete list of all nominal system
parameters used ‘n LinCsim, including those pertaining to the TDRS

and TDRSS ground station.
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Data Rate

Date Format

Coding

Carrier

Subcarrier

Channel
Channel
Channel
Channel
Chénnel
Channel
Channel
Channel

Channel

Design Erro* Rate

W N = W N

Table 2.7.Shuttle Ku-Band Return Link Characteristics
Used for LinCsim.

192 kb/sec
2 Mb/sec

50 Mb/sec

Bi-phase
NRZ

NRZ
none
none

rate 1/2

Noncoherent with Forward Link

Square Wave

10

-6
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Relative Phase Between
I and Q Channels

Data Asymmetry
Modulator Gain Imbalance
Gain Flatness

Gain Slope

Phase Nonlinearity
AM/PH

Data Bit Jitter

3 dB Bandwidth

Carrier Phase Noise
100 Hz - 1 kHz

1 k Hz - 150 MHz

Subcarrier Phase Noise

Table2.8. Nominal User Constraint VaTues Used for LinCsim

20
10%

.5 d8
.3dB

.01 dB/MHz
7°

5°/dB

.01% rms
200 MHz

17° rms
3° rms

1° rmns
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Table 2.9.Shuttle Ku-Band Return Link Power Budget.

Shuttle-to-TDRS

Shuttle EIRP 48.1 dBW
Space iLoss 208.5 dB
Polarization Loss .3 dB

TDRS G/T 22.6 dB/°K

TDRS-to-Ground Link
TDRS TWT max OQutput Power 12.5 dBW

TWT Output Backoff .5 dB

TDRS Hardware Losses 1.2 dB
TDRS Antenna Gain 41.3 dB
Pointing Loss .7 dB
Space Loss 207.7 d8
Polarization Loss .1.dB
Atmospheric Loss .8 dB
Ground Station G/T 40.3 dB/°K

-44-
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Table 2.10. Parameters Studied.

Carrier Power Split

Modulator Gain Imbalance

Relative Phase Between I and Q Channels
Data Asymmetry

Data Bit Jitter

Transmitter AM/AM

Transmitter AM/PM

Carrier Phase Noise

Gain Flatness

Gain Slope

Phase Nonlinearity

o[:'nam -
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Table 2.11.CNR Loss.

CHANNEL CNR LOSS (dB)
PERFECT NOMINAL USER
SHUTTLE SHUTTLE CONSTRAINTS
] 1.9 3.9 2.0
2 2.0 4.6 2.6
3 1.2 2.3 1.1

-46-
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Table 2.12Major Contributors to CNR Loss.

Channel 1:
Modulator Gain Imbalance .25 dB
AM/AM .5 dB
Data Asymmetry .7 dB
Subcarrier Power Split Error .9dB

Channel 2:
Modulator Gain Imbalance .55 dB
Carrier I/Q Relative Phase .5 dB
AM/AM .6 dB
AM/PM .75 dB
Data Asymmetry 2.0 dB

Channel 3:
Modulator Gain Imbalance .1 dB
Carrier I/Q Relative Phase .1 dB
Data Asymmetry .25 dB
AM/PM .2 dB
Phase Nonlinearity .4 dB
Gain Flatness .2 dB
Gain Slope .2 dB
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Table 2.13.Complete List of Simu\at_ion Parameters.

PRESENT WHLRE DAY
PARAMLTLR VALUL OB1ALINED OBTIALINED OLD YALUL SOURCE OLD VALUE
- 1¢Ch 192 xb/s
DATA RATE , 1 . 2 Muls 5-805-1
Ch. 3 50 Mu/s
PO4ER SPLIT 20: 4: 1 $-805-1
EODULATOR PHASE o 805
IMEALANCE (BPSK) 5° Jsc /18 13 5-805-1
REL. PHASE BE-
WeEn e oannyg 2 J5¢ 11/78 +3° $-£05-)
OATA ASYIZICTIRY 103 JsC 11/78 432 $-505-1
P ASYEMLTRY 7R S-805-T
DATA SKEW N/A $-805-1
PN SKEW NJA 5-805-1
VODULATOR GAIN -§05-
IMIALANCE .5 d8 Js¢ 11/78 +0.25 ¢8 $-805-1
XTR GAIN FLAINESS 40.3 d8 5-805-1
XTR GAIN SLOPE .0V ¢8Iy Jst 11/78 +0.1dB/Mdz | $-805-1
XTR PHASE NON- v 13° S-805-1
LIKEARITY : Jst n/ms 1
XT FILTER BW 200 MHz Jst 1718 § 225 M2 LinCom Estimate
XT FILTER ORDER 4 LinCom estimate
X1 FILTER RIPPLE 0.1 LinCom estimate
XIR AM/AM ™ E 1 d8/d8 LinCom estimate
XTR AM/PM 5°/d8 Jst 11/78 12°/d8 S-B05-1
TORS THT MAX AMPMT S 10°/d8 LinCom estimate
T0RS THT AM/AM 0 d8/dB LinCor timate
JORS THT ANYPM - 6°/dB LinCom estimate
TORS FRONT END R
FILTER 8¢ 225 MH2 WU Proposal, 7/76
DRUER — T R €07 e 4 K1 d Jmma
KIPPLE 0.1 LinCom estimate
}?'ESSE;RS:SHIT 225 MHz LinCom estimate
unDbLR L 3 Linlom esimate
— RIPPLE - -
0.2 LinCom estimate__ |
PN TIMING OFFSET 13 LinCom estimate
PN TIMING JITIER 1 ¥peak $-805-1
DATA TIMINGOFFSET 12 LinCom estimate
T OATA TIMINGIITTER] .01% rms Jsc¢ 11/78 1% peak $-805-1

-48-
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Table 2 .13 (cont 3)

PRESENT WHERE DATE SOURCe
PARAMETER VALUE OBTAINED OBTAINEOD OLD VALUE OLD VALUE
—TIRC BUNCET :

-XTR EIRP- 43.1 dBu ?;F](; Circuit Margin,
SPACE LOSS 208.5 dB ??72; Circuit Margin,
POLARIZATICH LOSS -0.3 d8 3386 Circuit Margin,
ATMOSPHERIC LOSS 0 d8 SSRF CircuitMargin1/77
TORS 6/7 22.6 dB/°K SSRF Circuit Marqin 1/71
t‘)gﬁu}“zoﬁﬁ o . 12.5 dB WU Proposal, 7/76

,
POJER ALLUCATION | -2.5 dB TPH#8 3/78 -2.4 48 WU Proposal, 7/76
CHANKEL POWER LOTpOSILE B0 Wi Proposaly, 7/76 -
TORS HARDWARE LOSS 1.2d8 _ |LinCom estirate

TORS ARTENNA GAIN - 41.3 d8 WU Proposal, 7/76
POINTING LOSS - 0.7 d8 4y Proposal, 7/76
SPACE LOSS 207.7 d8 TORSS Users Guide £3 |
POLARIZATI0H LOSS 0.14d8 TORSS Users Guide £3
ATFMOSPHERIC L0SS 0.8 d8 TORSS Users Guide #3
RX ANTENNA G/T 40.3 dB TORSS Users Guide #3

PHASE NOISE BUDGET

TX 05C, NONCOHERENT
JURKAROUND

1 to 10 Hz 15° rms S-¢05-1

[ 10_to 104 1z . 7.5° res S-805-1
00 Hz to 1 ¥Hz i7°ns JsC 11/78 2° rms S-R05-1
KAz to 150 Milz 3 s JSC 11/78 2° rms S-505-1 -

TORS 0SCILLATORS 3.4° TPMY8 /78 3° $-805-1
RX OSCILLATCRS 1° $-805-1
RX CARRIER TRACKING -
L00?

STATIC PHASE ERROR 3° LinCon Estimate
BANDAIDTH 1000 Hz TRd, 8/77

DAMPING 2 LinCom Estimate
SQUARING LSS Dey: 2 ds LinCom Estimate
SUBCARRIER
PAVAVE TERS :

POMER SPLIT ERROR 1 48 It 11/

PHASE ROTSF 19 ronn J5 11778
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3. LinCsim MODELING OF CARRIER AND TIMING RECOVERY

3.1 Introduction

This chapter presents models of catrigr and timing recovery for
the Shuttle/TDRSS S-band and Ku-band mode i return links in the absence
of radio-frequency interference (RFI). The generalized nonlinedr 1ink
is described in Section 3.2. Sections 3.3 and 3.4 present expressions
for the S-curve and r.m.s. recovered phase error for the S-band and
Ku-band mode 1, respectively. Two sections are taken for carrier
recovery because the two 1inks use different loops. The carrier is
assumed to have constant phase and frequency. Section 3.5 presents
expressions for the S-curve and normalized r.m.s. recovered timing
error for both NRZ and biphase (i.e., Manchester) symbols.

The chapter following this one gives models for the RFI effects
on the loops and gives numerical results in the form of curves for
both no-RFI and RFI si%ﬁations, assuming some typical link parameter
values. -

3.2 Generalized Link Description

In order to study the phase and symbol-timing recovery, we must
characterize the signal at the input to the White Sands ground station.
Thg general.link diagram used herein for both S-band and Ku-band mode 1
return links is shown in Figure 3.1. For S-band, only one symbol stream
is present. The three symbol streams on the Ku-band return link are
handled by treating channel 3 and the modulated square-wave subcarrier
as one UQPSK signal and then channels 2 and 1 as another.

Let us start by assuming that the Shuttle transmits the signal

y(t) = /fﬁsd](t)cos wt - /55; dy(t) sin ut (1)

o[}nam -
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where
d1 = unit-power stream of NRZ or biphase symbols, i = 1,2
(It may be the output of an encoder. Nonetheless, any
two symbols are assumed independent and are equally likely

to have either polarity.)
Pi = power of iEﬂ»symbol stream, i = 1,2

radian carrier frequency

€
]

Also, P].g 0 and P2 > 0.
The TDR satellite filters the modulated carrier plus uplink thermal
noise. The bandwidth of this filter is wide enough to pass the data

undistorted; thus, the signal at the output can be written

Yp(t) = yy(t) +n,(t) (2)

where
nu(t) = 2 nu](t)cos wt - J?'nuz(t)sin wt (3)

and N1 My are independent, identically distributed, baseband Gaussian

processes. y, can be rewritten

Yplt) = VZRel[(fPidin ;) + j(/ﬁgdzmuz)_',ejwt}'
= /2 Re[r(t)ed (v(t)Hut); (4)
where
r(t) = (Fydymg)? ¢ (Fydyin )2 (5)
sin v(t) = @dﬁm“z , cos v(t) = ﬁi}:'"—‘ (6)

C:If}lltif:;lTl'-_-'
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Still in the TDR satellite, the signal goes through a bandpass
nonlinearity characterized by AM-AM and AM-PM distortion functions
f{r) and g(r), respectively. The nonlinearity consists of an ALC/MIC
clipper followed by a TWT amplifier. The signal at the output can be

written

y3(t) ./2'Re[f(r(t))ej("(t)+g(r(t))*“’t)]

/Z Ret[hy (r(t)) + dhy(r(t))Ir(t)el (V(EIRE), (7

where
hy(r) + dny(r) = ELrd G3la(r)-s) (8)

The latter equation is a characterization of the nonlinearity, where
§ is an average phase shift introduced by g. It should be noted that
if the nonlinearity is linear, then h2 = 0.

The signal at input to the ground station is

.V4(t) = .Y3(t) + nd(t) (9)

where Ng» the downlink thermal noise, is expressed
nd(t) = J?'nd](t)cos(wt+6) - J?’ndz(t)sin(mt+6) (10)
The input signal has quadrature components X and Xo3 i.e.,
y4(t) = /Z Redlx, (t)+ixy(t) Jed (0P8 )y (1)

The appropriate characterization of X1 and Xy depends on the loop

under consideration.

<:>lf}li‘tfz)iil -
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3.3 Carrier Tracking with Costas Loop
3.3.1 Introduction
The first loop we'll study is the Costas loop for use on the S-

band return link with its BPSK signal.
3.3.2 Further Characterization of Link

Since Ku-band mode 1 return link will not use the Costas loop, we
can specialize the sional to the S-band characteristics. The trans-
mitted signal is given by (1), where now Py =0and d2 is a stream of
biphase symbols. The symbol stream has two possible rates RZ’ 288 Ksps
(mode 1) and 576 Ksps (mode 2). These rates are three times the data-
bit rates since the data bits are convolutionally encoded at rate 1/3.

The best way to write the quadrature components X and Xy of the

ground station input signal is as follows:

X = -(Ehz(r))./F'zd2 + N
Xy, = (Eh](r))JFEdz + N, (12)
where
N = -(hz(r)-Ehz(r))Jﬁzdz +g tng
N, = (h](r)-Eh](r))/FEd2 tv, +ng,
vi#ivy = (hy(r)+ih,(r))(n 4in o) (13)

We see that Xy contains most of the data and Xy just a little. Since
most of the power entering the TDRS bandpass nonlinearity is due to
noise and not data and the noise is a much faster process than d2’
theq the r process defined in (5) is practically independent of d2'

Similarly, hi(r)d2 is practically indeperdent of d,, i=1,2. Thus,

LinCom—
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we will assume that the noise part Ni of X3 {s independent of d2’
i=1,2. However, N] and Nz are not independent.

We will obtain some statistics of the processes that will be
useful later, namely, the correlation functions. They are given as

follows:

1-3R, itl, [t] <V/2R,

Rdz(t) = Ryfti-1, 2R, < |t] <R, (14)
0, It} 31/R2
(t) < (1P, + R (1) + M 5(e), 11,2 (15)
= + + t ’ i= ’

RN.' Rh3-i 2 Vi T !
R (t) = , =1, 1
' LI RhZ"u,3-i(t) : te)
RNI’NZ(t) £ -szh],hz(t) +Rv],v2(t) (17)
R t) = t) - 18
'1'"2( ) R ) R”l"uz’“z"uz(t) (13)

Now that we know all about the signal that enters the loop, we
are prepared to see what the loop does.

3.3.3 Costas Loop Operation

The Costas loop is shown in Figure 3.2, Input is the signal Yg
with quadrature components ) and Xy- After multiplication by
sin(wt+5(t)) ana cos(mt+5(t)), where a(t) is the loop's phase estimate,
the signal in each arm goes through the arm filter G, which has bandwidth
on the order of the symbol rate. When RFI is absent the power
spectral densities (psd's) of N] and N2 are much wider than G, so that
after filtering by G, N] and N2 are practically Gaussian and thus not
too hard to handle. The method of analysis of the locp is to study a

continuous-wave (CW) phase-locked loop with the same dynamic phase error

| LinCom—
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Figure 3.2. Costas Loop.

figure 3.3. Equivalent CW Phase-Locked Loop.
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process z entering the loop filter F as we have here.

The phase error < is defined by
@(t) = & - a(t) (19)

It is the difference between the actual (constant) phase § and the
loop estimate. Since ¥ varies slowly, the z process can be broken up -

into two parts:

2(t) = S(4) + ny(t) (20)

where

S(e) = E[z(t)}er] (S-curve)
n,,(t) = z(t) - S(¢), @ fixed (equivalent noise)(21)

The equivalent loop is shown in Figure 3.3.

S(ef) is given by
S(@) = § sin(ElRA(e)-(t)1-cos (LR, (£I5,(1)] (22)

where we define for any signal a,

a(t) = G(pla(t) (23)

The second term in the S-curve definition is 0 if <P has been properly
defined so that S(0) = 0. This requirement allows us to calculate §,
as we will do later. The S-curve is needed for nonlinear analysis of
the loop, which will not be pursued here.

Our main goal is to obtain the variance-agp of phase error. To
do so, we assume that |¢p] is almost always small so that the equivalent
Toop can be linearized. Since [1] gives full details of how this is

done, we need only say that

o[:'n(?om -
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«t) = ) {H (20)

where H is a filter and n = ngy- Then when the psd of n is much wider
than the bandwidth of H, we have

o2 = B My(s'(0))2 (25)

where BL is the one-sided noise bandwidth of H and N& is the one-sided
psd of n. Therefore, to calculate qs we need S'(0) and Né, which we
will later express in terms of statistics of i} and ié.

3.3.4 Statistics of x, and x,

We recall (cf. (12)) that each of i} and Eé consists of some of
the filtered symbol stream Hé plus an independent noise part, iﬁ and
: ﬁé, respectively, the important statistics of which are given below.

Rg,(t) = GRIEERIR, (t) (26)

Re © (t) = S (0)G*(p)G t), i,k =1,2 27)
Ni,Nk() NN )6*(p)6(p)s (t), i (

sNi ’Nk(O) - L Ry iﬁk(t)dt, ik=1,2  (28)

The expression for RN@N (t) is valid only when thermal noise is the only
k
interference in the Tink.

3.3.5 Expression foré

Before we go on to express S*(0) and Né, let us first find the
angle 6. It has been defined as that angle which allows S(0) = 0,
which ensures that the loop has been 1inearized near the lock-up point.

From (22) we find

o&n&m -
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S(0) = -E[K, (£),(t)] (29)

so from (12), (26), (27), (28), (17), and (18), the requirement is
seen to be that )

(6, )(Eny)PyR7 (0) = 2855y y, (0) (30)
where BG is the one-sided'noise bandwidth of the a filter.
Tnis equation is solved below for 6 in terms of statistics obtatned
by assuming §=0.

The first step is to note from (8) that

h‘(r) = !ggl-cos(g(r)-c) cos 5~hlo(r) + sin s-hzo(r)

hz(r) = flgl-sinfj(r)-a) cos s-hzo(r) - sin s-h]o(r) (31)

wher'e
hyo(r) + jhyg(r) = f(r)/r-exp(3o(r)} (32)
Then

(Ehy)(Eh,) = cos(Zs)(Ehlo)(Ehzo)—sin(Za)%(Ehlo)z-(Ehzo)z) (33)
- < roy)
S 0, (0) = cos()Sy, p, (O)-sin(Z)lsy, (0)-5,, (O))  (3¢)

(0)-s (0)]

haoPui h 0™z 202

(0)-S (0)+S
Ml Moz = P02

S ’VZ(O) = cos(Zs)[Sh]onu]’

V-. -

(0)3
(35)

1
- sin(@)afs, o (0)-Sy

Writing S (0) as
- - sin(2s)] 36
SVI’VZ(O) = ¢os(25)A SIn(ZG)ZB (36)

where the definitions of A and B are obvious, then one finds

LinCom—!
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tan(2) = {2B.[A-P (0)1-P.R= (0)(Eh, ) (EN.)}/{B.[B-P,(S, (0)
n(2s) st 2%, 92hs0 2*g, 100 (Engg )1/ (Bg[B-Py(S;,
1 2 2
-S 0 - = P.R= (0 )¢- ) 37
g O] - 3 PR (ON((G, 175, 1N (37)

3.3.6 Expressions for S$'(0) and N;,

Now that we have the § that properly defines ¢, we may proceed to
obtain the quantities S$'(0) and N(') needed in the calculation of the

phase error variance a?p given in (25). Since now
S(@) = 7 sin(2R)ELG(t) K3 (¢)] (38)
then the derivative at 0 is

s*(0)

RIZ(O) - R;] (0)

((sn,)Z-uzhz)"’wzua2 (0) + (5, (0)-5) 0N (39)

The equivalent noise n(t) and its two-sided psd N(')/Z are given by

n(t) -Y] (t)?z(t)

(En, )P, d, (£)N,(t) - (En))/Pdo(t)N, (t)

- ()Ry(t) + (Eh,)(En,)P,d5(t) (40)
Ny/2 = PZREZ(O)[(Eh])ZSN](0)+(Eh2)ZSN2(0)-2(Eh])(Ehz)SN] (0]
* Sy 0) (1)

Since in the absence of FFI N'] and 'I\Tz are usually not very correlated
and since the G filter is RC-type, it is sufficient to approximate

Si 7 (0) by
MK,

o[:'nC)m -
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0) = 8 0)s,, (0 42
SR, ¢ 88, (015, (0) (a2)

3.4 garrier Tracking with Two-Channel Costas Loop
3.4.1 Introduction '

The Shuttle Ku-band mode 1 return link will use a two-channel
(i.e., quadriphase) Costas loop with hard-limiters to track each of
the carrier and subcarrier. In order to study both cases with the
same model, we keep the full generality of the link model shown in
Figure 3.1 and of the signal characterization given in Section 3.2.

3.4.2. Further Characterization of Link

Since now both symbol streams d! and d2 are to be used for carrier
tracking, the most useful expressions for the quadrature components x

and X, of the loop input signal are different from before; they are

where Vi’hi’ i=1,2, are as defined before in (8) and (13) and now$§

is defined by

6 =
so that

It will be shown later that this definition of 6 is adequate.

1

xp = (En)VPd; + N

Xy = (Ehy)YPyd, + N,
Ny, = (h](r)-Eh])/ﬁad] - hz(r)Jﬁzdz + vy +'"d]
”2 = (h](r)-Eh]’)v’Fédz + hz(r)/P—]d] + v, + Ny, (43)

o=t

tan [E(f(r)/r-sin g(r))/E(f(r)/r-cos g(r))] (44)

Ehz(r) = 0 (45)

o[}naln o
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Just as for the Costas loop, we assume that the symbol streams
d; and d, are independent of N, and N,. For channels 2 and 1 (those
on the subcarrier) this is practically true by the same reasoning as
for the Costas loop used at S-band. This applies also to roughly half
of the transmission on channel 3 (on the carrier), the most powerful
channel. For the highest data rates or for the highest values of
Eb/Nou (data-bit energy to one-sided psd of uplink noise) which will be
used for any particular data rate on channel 3, we must appeal to the
argument that h](r)-Eh] and hz(r) are small in order t6 justify the
assumption.

We will need later the correlation functions of di and Ni’ given

below.
1-R. [t], [t] < 1/R,
R, (t) = ( iltl 1 (NRZ)
i 0, [t] > /R,
1-3Ri|t|, [t] f_]IZRi
= §Rlt]-1, V2R < [t] < /R, (Biphase)
0, tl >R, (45)

: N
2 0d .
Ry (t) = R (t)P, + R (t)Py + R (t) + =C6(t), i=1,2
i 3-i i i
(47)
R (t) = (p,-P,)R (t) +R (t) (48)
N],N2 12 hi’hZ VisVy
where Ri is the symbol rate of di’ i =1,2, and where correlation
functions of 2 and v, are the same as given in (16) and (18).

We now know what the signal is that enters the Toop, so we can

start to Yook at the loop.

o[:'nCJm -
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3.4.3 Operation of Two-Channel Costas Loop

The two-channel (i.e., quadriphase) Costas loop with hard-limiters
that will be in the ground station is shown in Figure 3.4. As opposed
to a more optimal implementation [1], this implementation uses the
same filter 6 in all the arms. The ratio Czlcl will'be 2 when PZ/PI =4,
Just as for the Costas loop, the method of analysis is to study an
equivalent CW phase-locked loop with the same dynamic phase error
process & input to the loop filter F.

Since the operation of this loop is fully described in [1], we
will go over it only briefly. The phase error < is defined as in (19).

The ¢ process is the sum of two others, as shown in Figure 3.4:
e = -gte (49)

The S-curve S(«) and the equivalent noise n¢(t) are given by the
following:

S(¢#) = E(cle) (50)

ng(t) = e(t) - S() for fixedes (51)

We obtain below the S-curve and the quantities S'(0) and N6 for
the equivalent loop. The latter two are used to calculate the variance

of ep using (25). Al1 are expressed in terms of statistics of Ii and ié.

3.4.4 Properties of E& and ié

The bandwidth of the G filter is chosen to pass most of the
power of both d] and d2' Unlike for the Costas loop, we need to assume
here that the effect of G on d] and on d2 is merely to reduce their

power; i.e.,

CBI{}lt(:E:)ITl‘————-
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'ii(t) = Aidi +\VIi

Ay = /nglEn) Py

ny = Rg(0) (52)
1

In the absence of RFI ﬁl and N'z are approximately Gaussian. The

correlation functions of 'cTi and N'k are as given in Section 3.3.4.

3.4.5 S-Curve S(%)

Now we are able to write an expression for S(«), which from (49)

is seen to be the sum of two terms.
S@) = -5;() + S,(eh)
Si(Q) 2 E[ei(t)l‘f] (53)

From [1] we obtain

e]/C] [-sin‘(’.(l\l d' +N'] )-(:os‘l’-(l\2 d2+N'2 )]sgn[cos'l’-(A] d];,ﬁ] )
- sin‘f’-(l\2 d2+ﬁ2 )]
[~sin‘P-A] d]-cos'l’-l\2 d2+(-sin‘f’-'ﬁ] —cos‘l’-'N'2 )]

+sgnfcos®-Ay d)-sin®-A,dy+( cos¥.N, -sin®T, )] (54)

so that for correlated W] and ﬁz,

cos '?-A] -sin‘f’-lx2
/o,

cos ¥ A] +sin‘P-A2'
/%o,

S](‘?)/C] = . %{sin?-l\] +Ccos ¢- Az)erf

- plsin®n, -cos A, Jerf

o[}nc:m R

-117-



"‘"ol}nCom

1 2 2
7 sin(Z’«P)(ON'Z ‘GN] . ) - cos(2¢) RN-] ’NZ(O) .

* 0’] ) 72'1?

. 2,, 2 R 2,5, 2
~(cos¥-A, -sin®-A, )" /20 -(cos¥-A, +sin@ A, )°/20
e ! b Vit 1] o 1i2my,

(55)

where
2 2, \ 2 2,00 2 .
of = cos“(w)og + sin®(q)og - sin(2¢)R (0)
L n, N R
and the facts have been used that for Gaussiar. random variables u,v

and constant A,

E sgn(Aw) = erf(yzﬁ;) (56)
) 2,, 2
-A"/2q
E[v jsgn(A+u)] = E—%’-v—)— J:Zi‘ tf: u  (57)
X 2
erf(x) = 7%\[ e dy (58)
’ 0

Similarly, € is given by

e,/C, 2 [cos®(A d]+N] )-sin®-(A, d2+ﬁ'2 )]sgn[-sin‘P.(A] d]+N'] )

~cos - (A, d,+N, 1] (5¢)
so that
1 sin®.A +cos?A,
52(")/(32 = - é(cos'P-A] -sin‘x’-l\Z )erf( 7, )

] . . Siﬂ‘f’A] ‘COS(P'AZ
- 2—(cos‘f-l\] +sm‘€-A2 )erf( mz )

o[:'nC)m —
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c]A]+C2A2 and S(0) is much less.

3.4.6 Psd Né of Equivalent Noise
Still needed to evaluate (25) for the phase error variance is

the one-sided psd Ny of n(t) = no(t). One finds

n(t) = ey tey t S](O) - 52(0)

C](A d.+N

o4, 2)sgn(A]d]+N']) - C2(A1d1+ﬁi)sgn(A2d2+ﬂé)

+5,(0) - 5,(0) (64)

I Re](t)dt+f Rez(t)dt- 2 J:.,, Re],ez(t)dt (65)

No/2

The expression for Né in the case of Ni,ﬁé uncorrelated is given in
(79) of [1].
3.5 Symbol Tracking with Digital Data-Transition Tracking Loop

3.5.1 Introduction

The digita! data-transition tracking loop (DTTL) will be used
for both NRZ and biphase symbol synchronization on the Shuttle/TDRSS
S-band and Ku-band mode 1 return 17 . The loop input is one of the
quadrature components X and X5 of ..e ground station input Ya» given
by (12) for S-band and by (43) for Ku-band mode 1. Figure 3.5 shows
the loop, the exact operation of which is described in [2]. The input
to the loop is of the form Ad(t+e)+w(t), where d is a unit-power
stream of NRZ °f biphase symbols and w is white Gaussian noise of
one-sided power spectral density (psd) NO‘ We obtain below the S-curve
and the noise psd tor an equivalent CW/ phase-locked loop, shown in

Figure 3.3; then we compute the sigma of the normalized timing error

o[:'n(;)m -
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ognam

The derivative of the S-curve at =0 is, therefore,

$'(0) = -S]'(O) + Sé(O)
2 2 ]
q TAZ -H% -‘-rzﬁ Ry ,i‘_(o) -a,/2
: cfa ef(]d)- 2z 1 lzo-(u-l—e]
1] \12 of : OT N,y 2l n
1 N,
L i
. (2.2 2 R O)\2
) AI +aﬁ1 oﬁz, N]vﬁz( ) ,nz/z
+ Cz 1 AZ erf( wi U'ﬁ ut S a— aﬁz ((!2"] ;e
2 N
L 2.
(61)
where the signal-to-noise ratios o have been defined by
2 P
1= ],2 (‘62)

1 2 2
3 Sié(z‘p)(onz -ON] ) - t:os(th?)Rﬁl ’“2(0) 1

%2

+

_[e—(sin?-Al +cos?-A, )21205 . e-(sin'f-A] -cos¥-A, )ZIZcrg:l
‘ (60)

cg = sinz(fp)o:] +cosz(w)q-ﬁ2 +sin(2¢).Rﬁ-l’N-z(0)

. - 2
.a.i - Ai I%i 9

In order that the range of values of & where || is small include
This

the loop lock-up point, it is necessary that S(0)/S'(0) be small.
Let

has previously been assumed to follow when & is as defined in (44).

us now check it. With this s, S(0) is

Re w (0) Ry & (0)
N, ,N. ~a,/2 N, N -a,/2
. 172 2 1 172 2 2
w ¢ o A D

If N] (t),Nz(t) are little correlated, as is the case, then S(0)/S'(C)

is small. It is also small if ajs0y are large because then S'(0) =

o[:'nC)m -
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for the linearized equivalent loop.

3.5.2 Tracking NRZ Symbols

The performance of the DTTL on NRZ symbols is extensively analyzed

in [3]. The S-curve and equivalent-noise psd expressions given below

come from that source.

The normalized timing error A is defined by
A= {e-eMT (86)

where A is the timing of the data signal, ; is the timing estimate
produced in the loop, and T is the symbol time. The S-curve g{1)
of the equivalent loop is defined by

g(x) = E[e 2] (67)
and is given by
2 erf(Z(1-22)) - § Tey-2a]

2
'[ef‘f(ﬁ;) - erf(./ﬁ;(l-ZA))] for A _<__-9-

2
3
\ -E—S‘.)-erf(./fz's'(l-h)) for—g-ik 5_%
(68)

LinCom—
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where
2
R, = AT/N, (69)
The two-sided psd of the equivalent noise when A = 0 is given
- b’

5(0,0) = TE[el]a=0] + 21 is[e;emnwl (70)
mn=

& &
h(0) = % =1+2R - 2exp?i-r)

N
o
‘gio*r
E"./li'exp(sz)erf(.fk‘) 0 p erf2(/E
B s s'—fsr(s) (71)

From (68), we see that

BO) = et - 2 () ()

r

so we find that for the linearized loop

(018, T
S
= (73)

9,(0)

where B, is the one-sided loop bandwidth. In order to compare

later the loop's performance for NRZ and biphase symbols, we note

€8 T
. 0L
im o = o (74)
Row A J‘Zﬂs

S

that

LinCom—
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3.5.3 Tracking Biphase Symbols
He assume that the DTTL tracks a stream of biphase symbols as

if it were a stream of double-rate NRZ symbols. Figure 3.5 still shows
the loop operation if T Is replaced by T/2 and if now £g is a fraction

of T/2, the duration of half a biphase symbol.
The normalized timing error A is still defined as in (66). The

S-curve g(A) now has period 1/2. Starting from Equation (A-14) in [3]

we find the S-curve:

R
f % - ig_) erf (J’g) + (-5-;- + f%)erf(,l—_% (1-41\»,
%0
Atz = 50 = Pxrie
3 R £
\——42 erf(,j-—-% (]-419 , "2‘1 A 1‘14‘
(75)

Its derivative at zero is given by

g, [R. -R_/2
g:(0) = 3en<J§-)-7g- -ge s (76)

From Equatfons (B-37) and (B-42) in B ] after some work we obtain

. E[ekek+m|x=0] = 0 forallm>1 (77)
so that the psd of the equivalent noise for A= 0 is given by

5(0,0) = Ele|x=0] (78)

From Equation (B-30) in [3] we obtain

LinCom—
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n(0) 5—5-(2;“);‘,—- = 1+ f-g—-i-exp(-k)
R
.(%_ Rs 50 f{F) —2. 2-7- exp( —-;—)erf(r-) (79)

where Rs is defined as in (69). Then °, is given by (73).

In the case of low noise, for the same values of go, Rs’ and BI.T
biphase symbols will give a smaller timing sigma than NRZ symbols will,
as can be seen from (74) and the fact that for biphase symbols

€8T

lim o, = (80)
Row A R Y
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4. RFI EFFECTS ON SHUTTLE/TORSS LINK
4.1 Introduction

The Russian air defense system uses large numbers of powerful
radars whose carrier frequencies coincide with the TDRSS SSA return
link frequenqy_band. The TDRSS payload and ground station hardware
had to be redesigned to minimize the deleterious effect of the radio
frequency interference (RFI) resulting from these radars. The overall
effect of the RFI and the hardware changes is impaired system perform-
ance both with RFI and without.

This chapter gives a statistical description of the RFI environment
and lists the hardware changes in the TDR satellites and ground station.
Then analytical models are described to assess the performance impact
both for the bit error probability and for carrier and data tracking.
Finally, preliminary performance results are given.

4.2 RFI Environment

The radio frequency interference is caused by large numbers of
high-powered radars (peak EIRP in excess of 100 dBW) in eastern Europe
and Russia. The radar region as seen from the orbital locations of
the two active TDRSS satellites is shown in Figs. 4.1 and 4.2. The
illumination of the TDRS occurs through the radars' main, side, and
backlobes, resulting in a large dynamic range of the composite RFI.

The radar pulses consist of pulsed sine waves (C4) accompanied
by wideband Gaussian noise (Fig. 4.3). The pulse duration is in the
2 to 5 microsecond range. Table 4.1 shows an unclassified coarse
approximation to the actual distribution of pulse power and pulse
duration. The first two lines correspond to radar pulses whose CW

component lies outside the TDRS input band; hence, only the wideband

LinCom
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noise affects performance. The remaining lines represent CW pulses
within the TDRS band. Since the CW power by far exceeds the wideband
noise power in this case, the latter may be neglected. The first
column shows the RFI EIRP in the direction.of the TDRS (for noise-like
pulses it is measured in a 20 MHz bandwidth) quantized in ten-dB steps.
The pulse durat on has been quantized into two values, two and five
microseconds. The numbers in the second and third column represent
the number of pulses per second with a given power and duration. The
duty cycle listed in the fourth column is the product of repetition
rate (PPS) and pulse duration. The enviromment shown in Table 4.1
applies to the TDRS over the Pacific and for the center frequency
2217.5 MHz. It is generally referred to as the non-benign Shuttle
environment [1]. The RFI environment encountéred by the eastern
TORS is worse, the other Shuttle S-band frequency, 2287.5 Miz, is
less severely affected on both satellites. Table 4.2 shows a more
severe TDRSS SSA RFI environment which is being used for program
testing. _

The TDRS S-band antenna pattern can reduce the interference
when the Shuttle is not too close to the RFI region. The antenna gain
drops about 12 dB at 1.5 degrees off-pointing and about 24 dB at
4 degrees off-pointing (Fig. 4.4). Figs. 4.1 arnd 4.2 show where
those of f-pointing angles are reached.

4.3 TODRSS RFI Hardware Changes

The TDRSS RFI hardware modifications have the purpose of removing
powerful spikes from the signal. This is accomplished by clipping the

signal when it exceeds a certain level,
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Table 4.1. Moderate SSA RFI Environment.

SIVMPLIED TEST ENVIRONMENT
(PACIFIC TDRS)

Moderate SSA  (Including Non-Benign Shuttle)

Interference fjgi Duty Cycle
a3H S usec 2 wsec (percent)
25 2000 8000 2.6
35 6000 2000 3.4
45 2000 300 1.1
55 2300 100 1.2
65 250 50 .24
75 25~ 5 .001
110 1 N/A

-130-
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Table 4.2. Severe SSA RFI Environment.
SIMPLIED TEST ENVIRONMENT
(PACIFIC TDRS)
Severe SSA
Interference PPS Duty Cycle Signal Type

a8u 5usec 2 usec (percent)

25 500 1000 0.5 Noise

35 4000 1600 2.3 Noise
45 4000 15000 5.0 W
55 6500 3100 3.9 c
65 600 500 0.4 o]

75 60 40 .03 W
110 1 N/A ]

-131-
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In the satellite this clinping is performed by a 1imiting micro-
wave integrated circuit (MIC) amplifier located in the automatic level
control (ALC) circuit. This set-up is shown in Fig. 4.5. The
characteristic of the MIC amplifier (Fig. 4.6) shows good linearity
below the clipping level and a sharp cutoff at this point. Presently
the nominal operating level is set 6 dB below saturation but this
setting can be varied between 2 aﬁd 10 dB below saturatfon in steps
of .5 dB.

Unfortunately, the limiter also introduces nonlinear phase
distortion in the form of AM/PM conversion. This characteristic is
shown in Fig. 4.7.

There will also be a clipper in the TDRSS ground station. However,
its characteristics and nominal operating level are not defined at
present.

4.4 LinCsim Modeling of RFI Effects on Bit Error Rate

4,41 Introduction

This section presents the models and algorithms used in LinCsim
“to compute the bit error probability of the nonlinear TDRS channel
in the presence of RFI.

The R?I environment as presently characterized for the TDRSS
coﬁsists of RF pulses, either noise-1ike or pulsed CW, of approximately
2 to 5 pusec duration and a wide range of power levels. Typically, a
large number of the pulses exceed the signal power level. The duty
cycle of the RFI, i.e., the product of pulse ruration and number of
pulses per second, is used to characterize the severity of the

disturbance. Typical values are between 20 and 30%.
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The basic approach is to condition first the error probability
on the satellite repeater output. (The conditioning is not done on the
complete repeater output waveform but rather on a parameter which
provides a sufficient statistic for the signal in the detection process.
This parameter, called the decision variable ZIM below, is the demodulated
repeater output integrated over a symbol time.) Since the only random
disturbance left is the downlink noise this conditional error rate is
given by a simple expression involving the standard error function.

This conditional error rate is then averaged over the statistics of
the decision variable.

For this averaging of the conditional error rate different
approaches are used for low and high data rates, where the break-
point is the inverse of the RFI pulse duration. The first approach
is to compute the probability density function {p.d.f.) of the
decision variable using the classical moment technique and then
to average the conditional BER over this p.d.f. This applies to
the case of low data rates since the RFI puise duration is only a
fraction of the data symbol time. The second approach, used for
the case of high data rates, is based on the assumption that one
bit is only affected by at most one RFI pulse. The error rate is '
therefore computed conditioned on the presence of a particular RFI
pulse characteristic and then averaged over the probability distribution
of the pulse characteristics.

The detailed description of these two approaches is given in
Section 4.4.3,4.4.4. Section44.2defines the models for the channel
and for the RFI and defines the notation used in the remainder of the

chapter. Section 44.5 addresses the problem of computing the moments

o[:'n&m -
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needed in the approximation of the decision variable p.d.f. These

moments are derived from the characteristic¢ function, in part
analytically, in part through fast numerical algorithms, depending

on the character of the random variable.

4.4.2 Description of Model
4.4.2.1 RFI Model

The RFI environment as seen by the TDRSS satellites consists of
two classes: pulsed wideband Gaussian noise and pulsed CW tones.

These two classes arg.further divided iqto groups with different
power levels. The pulses from each such group are assumed to arrive
at the TDRS as a Poisson process and independently from all other
groups. HWe will however assume that no pulse overlaps occur which
is true with good accuracy for duty cycles up to 30% and provides

an upper bound on the error rate for higher duty cycles since
effectively a larger portion of each symbol is affected by RFI.

The pulsed RFI is represented as follows

_ aE) = I (t) + () 0
where
. Nc n&c - .
g (t) = Z Z ch exp(Jmotwkc,zc)p(t—tkczc) (2a)
kc=l %t=1
Ny "ﬁg
J (t) = Z J, n(t)p(t-t Jexp(juwat) (2b)
9 3 L kg kgtc 0
kgz-l i)

n(t) = a complex baseband Gaussian random process
with mean zero and variance 1/2.

1 0<t<r
] (3)

o[:. nCnn '

Pk (t) = g

0 elsewhere
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1 = Pulse duration

N
(4
N }= ;mmber of groups of the RFI for CW tone and noise-like,
9 respectively.

t
") number of RFI pulses in group k. (or k) arrived in
nt {the observation interval (to,t) 9
k
9
t0 = the beginning of the observation time, usually the
beginning of a symbol.

1:i 2 = the arrival time of the gth RFI pulse in the ith group.

Here, the variables n:c and nt are homogenecus Poisson random variables.

The W tone RFI will be further expressed as folldws:

N
c T
It = {3 3 & (-t Jexp(y, , Nexpliugt)
K1 o1 c c¢c cc
c (
= 19,1 exp ilugtty,) (4)
where ’
z' e \
19| Z Z I P(t t )cos Y o
k cC
\
Ne Pk 2
+ Z E Jk P(ttkl)smﬁkl
k =1 g l
c
N Pk
z Z J P(t-tk . )sin "k 3
k=1 21 e
1.“) = tan? €€
J Nc k. y )
J t-t cos ¢
Zal 2; kc kc'c kczc
kc !.c 1

Note that [Jcl and @c(t) are functions of time because of the pulse
pit-t, 2 ). However the variations of 'Jcl and wJ(t) are much slower

than the carrier frequency m0/2n and they remain constant over the

LinCom—

RFI pulse duration t.
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4.4.2.2 Channel Model

The mathematical model of the TORS link is depicted in Fig. 4.8
where there is RFI in the uplink channel and Gaussian noise in the
uplink and downlink channels. The signal transmitted is a BPSK

signal or a QPSK signal modulated with independent inphase and quadrature
data streams, so at the receiver the data messages are detected

for the inphase and quadrature phase separatelj. In this study
we shall discuss the BPSK signal case. The signal received at the

satellite transponder can be expressed as

x(t) = V exp(j(ugtte(t)) + I(t) + n (t) (5)
where
vle = signal power
e(t) = transmitted phase
wg/2u = carrier frequency

J(t) = RFI, as defined by eq. (1)

) nu(t) = uplink channel noise with mean zero and variance °3

Using the RFI model of eq. (1), the eipression for x(t) is rewritten
as

x(t) = Vexp(i(ugtte(t))) + 9 (t) + ny(t) (6)
where

N dj(t) = nu(t) + Jg(t)

Note that the noise process n](t) still has zero mean but its variance
changes with time (conditioned on the RFI arrival process) because
of the presence of the noise-like RFI, By the assumption that the

channel noise process and the RFI are statistically independent of

c>lf}:z¢ff:;;¢z -
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each other, the variance of n](t) may be either equal to o, Or
oﬁ + J: /2, dependingon which group of RFI is present. Here we assume
C

that samples taken from these noise processes at the Nyquist rate

are statistically independent of each other with variance oﬁ

2 2
RFI is present, or Oy + Jkg/2 if RFI of kg!:ﬂ group is present.

if no

Now the signal x(t) passes through the satellite transponder

and becomes

y(t) = f(Rlexp(ilugtta(t) +nt gR))) (7)
where
R = the envelope of x(t)
n = the phase of x(t)

f(R) = A%/AM distortion
g(R) = AM/PM distortion

One can show, [see 2] that the probability density function of R and

n, after averaging over the random phase of RFI, ¢ J°

P(Rsﬂsldcl) = P]‘Rsﬂ)f(R9nlec,) (8)
where
P(Rm) = R exp) - L (REWZ-2RV cos 4 (%a)
Zno] Zo]

19| Vel 7= ‘
f(R,n,IJcl) = exp (- 5 )IO > JRE+VE-2RV cos n
20 o
1 1
(9b)
-l 1]
Io(x) = ;f exp(x cos e)de
0

If IJCI equals 0, the expression P(R,n,0) reduces to that for normal

channel condition, that is

P(R,n,o) = P](R’n) . (]O)

oa'n&m o
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4.4.3 Conditional Error Probability

At the ground station, the received signal can be represented
as

r(t) = Rely(t)] + n,(t)
where nd(t) is the downlink.Gaussian noise with mean zero and
variance oﬁ in the receiver channel band. The signal is first
demodulated by a local carrier 2 cos(mot¥§), ideally tracking the
received phase of the signal and processed through an integrate-and-

dump (18D) device which gives

T
2, = -f'-f d f(R)cos(e+ntg(R)-g)dt tn, (1)
d -9
where

n, = baseband noise process whose mean is zero and variance
2 2
Td = integration interval of the 1&D, assumed to be the same as

the data symbbl interval.

The integral term represents the desired signal for the detection in
the absence of uplink interference such as channel Gaussian noise

and RFI. Denote the power associated with this term as Ed, then the
downlink bit energy to roise spectral density ratio (Eb/NO) is defined
as Ed/og where og is the variance of the downlink noise in the data'" '
bandwidth.

When the uplink interference is present, the power Ed is shared
by the retransmitted signal and interference. Thérefore, the effect
of the uplink interference is two-fold--power robbing and signal
perturbation. Since the integrand in (11) is a nonlinear function

of the uplink signal, noise and RFI the statistics of the associated

oa'n&m -
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integral cannot be found exactly. However, this integral can be

_ well approximated by the sum of signal samples taken at the Nyquist

rate of the repeater input signal:

ZI = ZIM +n, (12)
where
1 N
Im = w4 (13)
i=1

N = product of the channel bandwidth BIF prior to the
nonlinearity and the data symbol time Td

a; = f(R;)cos(n;+g(R;)-0) (14)

-1
IF

of each other, but not necessarily identically distributed because

The samples a;s taken every B.,. sec, are statistically independent

of the possible presence of RFI. The impact of an RFI pulsed on

the variable ZIM can be classified into two cases--(1) all a; are
affected.by an RFI pulse, (2) pérts of the samples of ZIM are affected.
Denote the pulse duration of an RFI Pulse by . If BIFr'is smaller
than N, i.e., the data symbol is longer than the pulse duration ¢,
only some of the samples a; are affected by the RFI. We shall group
those independent and identically distributed (iid) a; into groups

as follows

Z

2| -

= ’EC:N a(k)+i ‘ga(k)+nzo:a(0)
m R T 2 2 o ) 2

5)

where
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Mo ) (15b)

RFI group arrived in a symbol iﬁtEFVal T

T

d
"$c _ { the number of pulses from the k_-th or (k_-th)
Jal d
kg

ar(O) = samples not affected by any RFI pulses

N N
c . 9
no.-N- Z Nk+2 N,
k=t % k=1 9
g
_For a high data rate, all of the samples are completely hit by a

single RFI pulse. So the variable Z

N
3 a4lk,) (16)

i=1

M for symbol detection is

Iy =

2|

conditioned on the klgg group of RFI pulses. Equations (15) and (16)
point out the difference between the Tow and high data rate models -
alluded to in the introduction. In both cases the error probability

conditioned on the decision variable Z N takes the form

I

’ 4
= ; IM
Pe(zm) = .5 erfC(m—;) (‘7)
‘where

erfc(x) Q 7§.[ exp(-tz)dt
*Ix

The averaging over ZIM however is done differently in these two cases.
Th%s will be explored in the next section.

4.4.4 Bit Error Probability

Due to the different impact of RFI pulses on the decision variable

Z two approaches are needed to evaluate the bit error probability

IM?
for high and low data rates, respectively.

-145-
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4.4.4.1 Low Data Rate Case

In principle, the error probability for low data rates can be
obtained by averaging the conditional error probability oi eq. (17)

over the statistics of the variable ZIM' which is not explicitly

known.
P = E, |0.5erfc 2 (18)
e ZIM ' ;202

However, we shall use the classical moment technique to construct

the approximate probability density of ZIM' To do- this we need to
evaluate the moments of ZIM with respect to the statistics of the RFI
pulses and their arrival distribution and the uplink channel ncise.
For example, the kth moment of ZIM can be found in a straightforward

manner as below:

N, N NN n6 k
_ ]
Moo= Bl 2 2wt 3 At D
k=1 r=l 2 B B S
(o g
(19)

One can recognize that the evaluation of the abovz equation is non-
trivial. Thus the characteristic function will be used to evaluate
the needed moments, as discussed in Section 415, Based on the
calculated moments of the classical moment technique, the expectation
of the error probability in eq. (18) can be written as

v Iy
PE = 0.5 2 Wi erfc (m—z—) (20)
k=1

where (“k’zlk) is a discrete probability density function (p.d.f.)
approximating the continuous p.d.f. of the variable ZIM and v is

the number of points Z]k with nonzero probability wy -
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4.4,4,2 High Data Rate Case

Since the duration of an RFI pulse becomes longer than the
symbol duration for a high data rate, the arror probability
conditioned on a type of RFI pulse shouid be computed, then averaged

over the arrival distributicn of the RFI pulses. Cenote by pe(kz)
the bit error probability conditioned on kk-gg_group of RFI pulses

Then the overall bit error probability is (see Appendix)

Nc : N
Py = 35 PlkIP(kc) + S PLIP (k) + BP0 (21)
| kc=] kg=1

where

P(kc) Probability of a symbol being hit by an RFI
= { pulse of k_-th (or k_-th) group

o ¢ — g —

.(kg)

Po = Probability of a symbol not hit by any RFI pulse

P (0) = Error probability conditioned on the absence of RFI
e pulses

One can express P0 as below:

/'Nc ) ' Ng
PD = 1 -\Z P(kc) + Z P(kg) (22)
kc-l kg-l
The probability P(kl) takes the form
P(kz)‘ = AT (23)
x 2
where
lk = Arrival rate of the kz-gh_grOup RFI pulses
2
L Pulse duration of the gzgh:group RFI pulses
L

Here we have assumed that the overlaps between RFI pulses are negligible

C>Zr}lltif:)l1l -

and that A, 1, 1is small (less than one).
k!, k!,
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4.4.5 Evaluation of Momeats

In computing the conditional error probability for high data rates
or overall error probability for low data rates, the moments of the

decision variable ZIH are needed in constructing the probability density

function of ZIM' In this study, the characteristic function approach

is used,
Denote the characteristic function to be 0, (jw)
M
9, (Ju) = E[exp(jmzlu)] (24)
M
© I 4
- (Jw)
= :E: m T (25)
k=0
where
E = expectation taken over all random variables
_ +th
mk = k— moment of ZIH

A comparison between eq. (15) and (16) shows that the high-rate'
model can be evaluated as a simple special case of the low-rate
model, hence only the averaging for the low-rate case is discussed
below.

Substituting eq. (15) into eq.(24) and based on the assumption
that samples in each group are statistically independent and
samples among one group are iid, we can write the characteristic

function as follows:

\ N N
b, () = 05 P k‘!j] e Taun oo
where
0g(w) = Elexp(juwa,(0)] (27)

c>l{}?2 (77 A
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& o) = gy Elexplioa (k)] (282)
st o) - soar Elexplioa, (k)] (28b)
% )
ch(ju) E{sokcc(jm); (29a)
Ny )
Okg(ju) = EL’*:””" (29)

Here we denote sokc(ju) (or <%k (jw)) to be the characteristic function
of a single sample ar(kc) (or ar(kg)), divided by the characteristic
function of a single sample ar(O), and okc(ﬁm) (or & (w)) to be the
resultant characteristic function averaged over the statistics of

the Poisson arrival rate of tbe‘kc-gh_or (kg.gg) group of RFI pulses. .
For a given data rate R, the total number N of samples ar(kz)’

kz = 0,1,2,..., can be written as

N = By/R (30)

Thus the variable Y o defined by Eqs. (15a) and (15b) can be
2

expressed as

(e ), (@)
N = NR'[ n N
Ky Pk,
and Eqs. (29) become: T4
: n
T NRt .] kc -
o (ju) = Ef| o Plio) (32a)
kc | S kc 4
and . n{d
- NRx 179
o, (3w} = E{} .o, Pliw) (32b)
k s’k ]
g 3 g9
Here nI and n{ are the only random variables and their probability
(o

distributions are characterized as Poisson processes:

c>lf}fl(ii;{:z

-149-



""‘c:lzzrz(fE:)lrz

k1) -PT
= 2 L
sz(n) —r (33)
where
Pt = Pulse repetition rate of gth group of RFI

T

Observation period.

To simplify the notations, we denote

) : NRtp "

sz(Ju) = <% 8] R‘) (34)
and

Hylin) = o3 B (35)
Then, after taking the expectation with respect to NI for Eq. (32a)

(=
or to N{ for Eq. (32b), we have
g
; 0 = 3 Y~
o R = exply Tyl (o)1) (36)

In general, the functions Hk (ju) can be expanded in terms of power
[}
series in (ju) and Ho(jw) in terms of its semi-invariants:

) . 21
i () = D milk,) Yol (372)
L 2o
or i=0 . .
s 1
Hotdw) = exp[ 20 a0y Uk (37b)
i=1

Note that the variable mi(kz) is not the moment of some physical
random variable. However it is a function of the moments of the

sample ar(O) and the moments of the sum of the samples ar(kz)’
nkc nkg
either :E% a (k) or ar(kg)
r= r=

Now using Eq. (37a) and (37b) we have

LinCom—
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N
e (5
ozm(ju) = exp E (Ai(o) + 2: Pkc‘rdmi(kc)
i=1 kcﬂ
% (ju)?
+ P, T (k )) i (38)
> P Tgm T
kg1 g @19

This yields the resultant i-th semi-invariant of ZIH

N N
. C g
A; = a;(0) + 2‘ P, Tm. (k) + P Tm (k) (39)
i i kc=l k. d"it%c kzi; kg di g

for i = 1,2,3,...m

Therefore, the moments of Zlﬂ can be recursively computed from the set

of semi-invariants A as follows

K\ ke

m = 2 Gahme k=23,
=

-

vhere
(n) - _ nb
L L {n)7

4.5 LinCsim Modeling of RFI Effects on Synchronization Loops

4.5.1 Introduction

RFI will degrade carrier phase and symbol timing tracking when
it is present on the Shutt:ia/TDRSS S-band return link. In this section
the RFI environment of Table 4.1 is assumed. The duty cycles are so
Tow that we can well assume that no pulses overlap. The way in which

the RFI will affect each tracking loop depends on the relationships

o[:. n&m
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among the symbol rate, RFI pulse durations, and RFI pulse repetition
rates. HWe will give new expressions for r.m.s. phase error and timing
error, to replace those presented in Chapter 3, that take RFI into
account.

4.5.2 RFI Effect on Ground-Station Input Signal

Let us examine what the RFI effect is on the signal at input to the
ground station. HWe refer to the generalized link shown in Figure 3.1.
Since the correlation time of the TDRS input filter (about .05 usec) is
much less than the pulse durations, that filter passes the RFI essentially
undistorted except for bandlimiting it. The nonlinearity (combination
clipper and THT) is memoryless. Thus, at the input to the ground
station a set of signal statistics something Tike those in Section 3.3.2
can be found conditioned on each RFI situation. Since the power levels
of the WGH RFI are relatively low, during no RFI or a WGN-RFI pulse
the clipper doesn't have much effect. The ncise power entering the
THT is just somewhat larger during a WGn-RFI pulse. However, the power
levels of the CH RFI are much higher than those of the data and uplink
noise, so that the clipper suppresses the data; little more than a tone
enters the TWT.

He now proceed to treat the carrier and symbol tracking loops
separately.

4.5.3 RFI Effect on Carrier Tracking

4.5.3.1 General Description of RFI in the Loop

HWe need to model the effect on the Costas 1oop, shown in Figure 3.2,
of each RFI process. Fortunately, the general behavior is the same for
all since the pulse duration and repetition rates of all bear the same
relationships to the two S-band symbol rates. The meaning of this will

be made clear below.

oﬁnc)om -
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First step in the modeling is to concider the response of the
arm filters G to a signal with a RFI pulse. The one-sided noise
bandwidth BG of G is .471 Miz for S-band mode 1 (symbol rate 288 Ksps)
ard .942 Mz for mode 2 (symbol rate 576 Ksps) [3], corresponding to
a correlation time of 11486, which is ".53 psec and .27 usec for
modes 1 and 2, respectively. This is much less than the pulse duration,
especially since most of the higher-power RFI pulses, the ones that
matter the most, have duration 5 pysec. Therefore, we assume that at
the output of each of the arm filters, signal statistics can be obtained
conditioned on each RFI situation.

The next step is to realize that since the 1oop merely multiplies
the outputs of the arm filters to obtain the dynamic phase error process
z, then the statistics of z are similarly conditioned.

Therefore, because of the definition (3-21) of the S-curve S(),
$'(0) for use in the calculation (3-25) of phase-error variance is

given by

$*'(0) = [S*'(0)|no RFI]-Pr[no RFI]

+ Z [S'(0)]in a pulse of kth WGN-RFI process]
k=1

-(duty cycle of kth WGN-RFI process)

M
C
+ Z [S'(0)!in a pulse of kth CH-RFI process]
k=1
.(duty cycle of kth CW-RFI process) (40)

o[:'n&m -

-153-



"“z=1{3)1<:3;111

where it is assumed that the pulses of each RFI process occur at a

constant rate and where Hu and "‘C are the numbders of WGN- and CW-RFI
processes, respectively. Since phase error ¥ is just scaled z
passed through a filter H of very long correlation time (cf. (3-24)),
then N6 for use in (3-25) is given by a similar equation-to (40).

be must now obtain conditioned quantities.

4.5.3.2 5'(0) and NS During No RFI or WGN RFI

The situation during a WGN-RFI pulse is like that of no RFI since
WGN RFI looks like increased uplink thermal noise. Therefore, S'(0)
and N6 conditioned on one of these situations are calculated from
(3-39) and (3-41) using the conditioned values of Eh, and S (0),
i
i=1,2, of S (0) and of Sz = (0). Since the clipper doesn't
L) NN
do much during WGl RFI, then H] and NZ are still almost independent,

so (3-42) can be used to approximate Sﬁ- ﬁ-(O).
2

1
4.5.3.3 §'(0) and N) During Cd RFI

The signal arriving at the ground station during a CH pulse is
essentia’ly just a tone of constant power. This is because the RFI
power is at least 15.7 dB above that of uplink themmal noise in the
bandwidth of the TDRS input filter and the noise power is greater than
that of the data. The TDRS clipper cuts down the power to a fixed level
and the TWT amplifies the signal. The downlink noise is inconsequential.

Let =< consider what the loop's arm filter G does to the tones.
Since the correlation time of G is much less than the pulse durations,
the tones appear to G to have infinite duration. The filtered quadrature

components X and Xy of the loop input signal during the ith pulse are

c>Z{}:z¢ff:>;;z -
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x(t) = 6lp)xy(t) = flupleoslugtio;) + g (t)
x(t) = 6(PIxy(t) ¢ vllagdcoslugtiag) + g,(t)  (41)
where
w3 |2 l
. i -
nlog) = IG(??) 1+[mi/2u)/zss/n)]‘ (42)

BG is the one-sided noise bandwidth cf G, Q is the maximum power out
of the TOR satellite, milzu and 6y are chosen with uniform pdf's on
[-10 Mz, 10 MHz] and [0,2x]), respectively, and N and ngp are the
quadrature components of the downlink noise. 10 MHz is half the
bandwidth of the TDRS input filter.

The contribution of the CW pulses to S'(0) is given by
[S'(O)[in a pulse of CW RFI] = 0 (43)

This is because during such a pulse of a tone characterized by

w; and o,

sin wiTq
_— COS(mito"'Zei) (44)

ER(6)(6)] = -Gnlu;)

©“i%o

where 19 T 5 usec is pulse duration. Averaging over wj and 0, yields
zero.

Now let us obtain N6 conditioned on the presence of CW RFI.
N6 is the one-sided psd of n, which is the same as the z process

when ¢# = 0. During the ith pulse n is given by
n(t) = KIRME) = -Qnlw;) F sin 2w t+o;) (45)

where we have neglected downlink noise. Since 79 << l/ZBL (the

correlation time of the H filter), then n during the pulse looks like

C:l{}ll m |
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To sin Ni'l'o
a s-function input to H of area -Qn(w.) = o sin(w, 1,426 ).
sin witg | ;70 10
The first zero crossing of ——— is at wi/2n = 1/210 = 1 MHz, -

. Ni'lo
while “(“i) is still close to one for w;/in several times greater
than that. So the operation of integrating over a pulse duration
passes only a small fraction of the tones that G does. If we assume
that the H filter integrates over intervals of length l/ZBL and
multiplies the result by ZBL, then the output of H due to CW RFI
A28 sin w; T

- 0 Lo 10 Sin(w, 7,+26,) where A is th
is ZBLQ-—Z—A);‘ n(q) —Ji—T—o—-—snmito ;) where X is the
repetition rate of the Ci! RFI process. Since x >> BL we can assume
that in any interval of length I/ZBL the distribution of the ag's and
ei's of the tones is about the same as the statistical distribution
of'w] and 8y, say. So the variance of that part of H(p)n(t) due

to CW RFI is given by

2 TO Sin w]‘l‘o . 2
Var = BLATOQ 7 Ew] ,9] n(w]) —;—ﬁ_ sm(m]tow])
2 Tp sin “1To 2
BLM:OQ Y Eu] "("’]) ——-———wlro (46)

where wy/2n is uniformly distributed on [-10 MHz, 10 MHz]. But we

have -
. 2
SIN w,T
10 PO R I 1
Fon [n(m]) 17 } S 2z 10 Mz @)
Therefore, the conditioned N& is
Vi3 s a2 1., 1
[Nolln pulse of CiW RFI] = Q°- 1€ " To Wiz (48)

In the evaluations of phase error for S-band done in Section 4.6.3,
the contribution to the sum Nd made by CW RFI is an order of magnitude

greater than that made by the more powerful of the two WGN RFI

LinCom
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processes and on the same order as thiat made by the no-RF1 situation,
which has much larger duty cycle.
4.5.4 RF] Effect on Symbol Tracking

4.5.4.1 General Description of RFI in the Loop

We need to obtain a model for the RFI in the digital-transition
tracking loop (DTTL) shown in Figure 3.5 and then a new expression
for timing-error variance. The loop handles the stream of biphase
symbols as if it were a stream of double-rate NRZ symbols. Just as
for the carrier loop, the modeling for RFI effects depends on the
particular S-band symbol rates and RFI environment. The relationships
among the important parameters aren't as favorable here as for the
carrier loop, so this model is probably not as good as that one. The
parameters we consider at this point are two: T, the duration of
half a biphase symbol which has value 1.736 usec (mode 1) or .868
usec (mode 2); and pulse duration, which is 5 usec for almost all the
more powerful RFI pulses.

In order to analyze this loop in a way similar to the carrier
loop, we make this loop be confinuous-time by considering step
functions I, J, and e which take on, respectively, the values Ik’ Jk,
and e, (shown in Figure 3.5) on intervels of length T. Then e is just
the dynamic phase error process, 1ike the z process for the Costas loop.
The correlation times of I and J ara, respectively, 2T and T, so that
the correlation time of e lies between those values. Now, 2T = 3.5
usec or 1.7 usec. We will assume, not with great accuracy, that
pulse durations are enough greater than the correiation time of e
so that e has two types of characteristics; one during no RFI

or a pulse of WGN RFI and the other during a pulse of CW RFI.

c>l{}fz 111.“"J
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Then (40) holds for S'(0) and so does a similar equation for
Nb. $*(0) = ¢*'(0) and Né = 25(0,0) in the notation of Section 3.5.
We must obtain the conditioned quantities.

4.5.4.2 S$'(0) and N During No RFI or WGN RFI

Just as for the carrier loop, the situation during a WGN-RFI
pulse is like that of no RFI except for an increase in uplink thermal
noise. So the conditioned values of $'(0) and of N6 are just obtained
from (3-76) and (3-79) using conditioned values of symbol r.m.s.
voltage A and one-sided noise psd NO‘ It should be noted that "T*
in those equations refers to biphase symbol duration.

4.5.4.3 S'(0) and N} During CW RFI

Just as for the carrier loop, we combine the CW RFI processes

into one with pulse duration ¢, = 5 ysec and say that during the

0
ith pulse the loop input is merely a tone / ccs(wit+ei), where Q

is the maximum power out of the TDR satellite and wi/2w and 8; are

chosen with uniform pdf's over [-10 MHz, 10 MHz] and [0,2x], respectively.

Then the important loop quantities have the values given below:

1 sin(w.T/2) 1
Ik = 5 [sign(—uTiTTZ——)][sign cos(mi(k- 2—)T+ei)

L
- sign cos(k+ %)T+ei)] (49)
Jk = KZV,Q EOTW COS(wikT"‘ei) (50)
e = L9, (51)

The contribution to g'{0) is zero for the CW RFI.
We must find an equivalent N6 conditioned on the occurrence

of CW RFI. It must be recalled that in the linearized CW phase-

CBZf}Il‘if:;lit'_'-_J
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locked loop equivalent to the DITL, a filter H filters the scaled
equivalent noise process n to yield timing error. The n process
equals the e process when timing error is zero. Since 1y << 1/2B,
where BL is the one-sided loop bandwidth (of H), thea the ith _
pulse looks like a §-function input to H of area T g, e, » where
M=1/T = 2.9 (mode 1) or 5.8 (mode 2). If H corregggnds to
integration over an interval of length 1/28 and multiplication by
ZBL, then the var;ance gf the filter output due to the CW RFI is
ZBLATZE 0y, ( Eg% ek) , where A is the CW pulse repetition rate,

k= 212 $d ¥
so that the equivalent N0 value is —;6- E”]’ei ( f:i ek) .

In the evaluations of r.m.s. timing error for the S-band done
in Section 4.6.3, the contribution to the sum N6 made by CW RFI
is about the same as that made by the re powerful of the two
WGN RFI proces;es.

4.6 Preliminary LinCsim Performance Predictions

4.6.1 Introduction

Sections 4.6.1 and 4.6.2 have been omitted pending
clarification of NASA Headquarters TWX 1/0083 of 2 January
1980 which pertained to the handling of information related

to TDRSS vulnerability information analysis, data, etc.
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4.6.3 Predicted Synchronization Performance

Parts of this section have been omitted pending
clarification of NASA Headquarters TWX 1/0083 of

2 January 1980 which pertained to the handling of
information related to kDRSS vulnerability information

analysis, data, etc.

This section gives the predicted_performance of the ground-station carrier/
subcarrier phase and symboi-timing recovery for the Shuttle Ku-band
mode 1 and S-band return links. Results were obtained from analytical
models implemented as computer programs for the two-channel Costas
loop with hard-limiters, single-channel Costas loop, and data transition
trackirg loop. Plots of the r.m.s. phase error due to noise are given
for the carrier and square-wave subcarrier of Ku-band mode 1 and for,
the S-band carrier for the allowable range of data rates and symbol
types (NRZ or biphase). Plots of the r.m.s. timing error due to noise
are given for all three channels of Ku-band mode 1 and the one S-band
channel for the allowable range of data rates and symbol types. For
S-band, results are shown both with and without the RFI model given
in Table4.1. Tables 4.5,4.6 and 4.7 list the link parameter values assumed.
One conclusion that can be drawn from the plots is that for Ku-
band subcarrier recovery, NRZ and biphase symbols in channel 2 give

Ppractically the same results, for any data rate.
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(Biphase) 30,21,32
® For S-Band Return Link--
oR.M.S. Carrier Phase Error, With and Without RFI 33
eNormalizad R.M.S. Timing Error, With and Without

RF1 34

c>lr}ll¢fji)l7l

~170-




f'"'oﬁnCom

CARRIER OF XU-BAND RETURH LINK MODE 1

-171-

c[}nC)om -



[ o[:'nCom

Table 45 . LinCsim Parameter Values for Figures 416 through 420 .

Link: Ku-band mode 1 dedicated return link
Signal Modulation: UQPSK
Power Split (1/Q): 4N
I Channel (Representing Channel 3):
Data rate = 2 Mbps to 50 Mbps, NRZ symbols,
unspread, convolutionally encoded at rate 1/2
Q Channel: Modulated square-wave subcarrier
TDRS Front-End Filter Bandwidth: 225 MHz
TORS THT: max AM/F = 10°/dB, input backoff=10 dB
E,/Hy on Downlink: > 30 dB
Receiver Carrier-Recovery Loop:
Two-channel loop with hard limiters and amplitude
ratio 2/1; am filters noise bandwidth = § x & x
max{ 2xI-channel data rate, 22.666 MHz } ; one-sided loop
bandwidth = 1 kHz
Receiver Symbol-Timing Recovery Loop:
Daia transition tracking loop with & = .25 and with
(1oop bandwidth)/(2xI-channel data rate)
.267%, 2 tbps < I-channel data rate < 37.5 Hbps

200 KHz/(2xI-channel data rate),
37.5 Mbps < I-channel data rate
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Table4.6. LinCsim Parameter Values for Figures 4.21 through 4 .32.

Link: Ku-band mode 1 dedicated return link
Signal Modulation: UQPSK
Power Split (1/Q): 4/1
I Channel (Representing Channel 2):
Data rate = 16 Kbps to 2 Mbps (MRZ) or 16 Kbps to 1024 Kbps
(biphase), NRZ or biphase symbols, unspread, uncoded
Q Channel (Representing Channel 1):
Data rate = 192 Kbps, biphase symbols, unspread, uncoded
TDRS Front-End Filter Bandwidth: 225 MHz
TDRS TWT: max AM/PM = 10°/dB, input backoff = 10 dB
EblN0 on Downlink: > 30 dB
Signal Power is Reduced in Receiver (by multiplying it by 8/n2)
to Reflect Effect of Demodulating the Squarc-Wave Subcarrier
with a Sine Wave,
Receiver Carrier-Recovery Loop:
Two-channel loup with hard-limiters and amplitude ratio 2/1;

.3, 300 kbps < R X < 600 Kbps

ma
3 ] = 1
arm~f1]]:“e‘§}sizno1se b.w. =5 x} .6, 600 Kbps < R < 1.5 Mbps
1.2, 1.5 Mbps f-Rmax < 3 Mbps
max{384 Kbps, I-channel data rate}, I NRZ
where Rmax z

max{384 Kbps, 2xI-channel data rate}, I biphase;
one-sided loop b.w. = 1 KHz

Receiver Symbol-Timing Recovery Locp:
Data transition tracking loop with g ° .25 and with loop
bandwidth/data rate = .01% for channels 1 and Q.
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APPENDIX
A DERIVATION I+ EQ. (21)

Here we derive the eq. (21) of the text. Suppose that we observe
the stream of received data over T sec during which period there are
Ns = TR symbols. The average error probabilityv over NS symbols can

be written as

] Nc I Tk Ng Tk
= 1 ~c T2
PelNs) = - 120 ™ ( T ) Pelke) * 37 ny (T )Pe(kg)
S (k=1 ¢ d g d
C

kg=l |
+ NO(NS)Pe(O)‘ (A.1)
vhere '
NC ‘tk Ng Tk
v R (%) Ra(l) e
- ka1 < 0 k= 9

Note that we have assumed NO(NS) > 0 and also allowed to have non-
integer values for the ratios (Tkled)‘ In practice, it is always
possible to choose T sufficiently large so that NO(NS) is larger than
0. The noninteger (rkled) implies that the symbol partially hit by
a RFI pulse is counted as the symbol errar caused by the RFI pulse
weighted with the fractional part of the ratio (Tkled). This will
yield a slightly pessimistic result when tk~ ratio (rkled) is near
unity. And it becomes insignificant fur (Tkz/Td) > 1. Rewriting

eq. (A.1) we have

N nT
c kC
Pe(Ns) L Z (—T—)ch(Pe(kc) - Pe(o))
kc=] nI

N
+ ﬁ (—rg-)ch(Pe(kg) - P (0)) (A.3)
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By the assumption that the variables Ny and n, are random processes
c 9
with a Poisson distribution

(n"
pi(n) = —y— erp{-\;T) (A.4)

where

pulse repetition rate of ish~gr0up of the RFI

A
T

I,

observation period.

T T
K and nk

He average the Pe(Ns) over the statistics of n
c g

N
C
P(N) = 1+ P 7 (Po(k.)-P (0))
k=1 ¢ ¢
¢ N
9
+
kg”

which is independent of T. Implicitly, we have assumed that T is

Pk Tk (Pe(kg)-Pe(O)) (A.5)
1 99

sufficiently large such that the statistics of the variables n{

(d
and n{ satisfy the eq. (A.4). Therefore, we conclude that
g
P = }12 Pe(Ns)
N N
= i Pk tche(kc) + i Pk T Pe(kg) + POPe(o) (A.6)
k=1 © k=1 99
c g
wnere
Nc Ng
Pp = 1- :E: Pty - }E: P 7k (A.7)
kst ¢ kA CFf

and also that eqs. (22)and (23) of the text hold.
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5. PROPOSED ESTL RFI TESTING

5.1 Introduction

Since NASA/JSC has a complete hardware simulation system for
the non-RFI Shuttle/TDRSS Link it is certainly worthwhile to
extend this simulation capability to RFI environments by adding
an RF] test generator. For the design of such an RF1 test generator
several things must be taken into account. First the available data
on the RFI sources have to be reviewed and all useful statistical data
must be extracted. Then the link performance sensitivity to these
RFI features must be estimated in order to decide which statistical
parameters must be modeled in the simulator for reasonably accurate
performance predictions. The third consideration would be the
complexity of the resulting simulator.

. Section 5.2 reviews some of the features which might be found in
the RFI signal and which, from our experience with LinCsim may
substantially affect the overall link performance. Section 5.3 presents
a simple RFI test generator implementation based solely on the statistical
information contained in the RFI test environments. It is in our
opinion the simplest test generator which might still give meaningful
results.

5.2 Desirable Features for RFI Simulator

The RFI test generator should duplicate all those known RFI
characteristics which affect thie overall Shuttle/TDRSS 1ink perform-
ance. This includes the following features:

(1) Type of interfereice. There is a significant difference in
the effect of wideband Gaussian noise and pulsed CH interference

on BER performance, even if both have t:e same power. Therefore,

o[:'nC)ln -
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both interference types must be generated.

(2) Power level. The wide range of power levels could be approximated
by the histogram defined by the unclassified RFI test environments
discussed in Chapter 4. The realism of the simulation can be
improved however by approximating the actual distributions with
steps smaller than 10 dB.

(3) Pulse duration. The actual pulse length distribution can be
approximated b, the two values used in the RFI test environment or,
preferably, by a discrete distribution over more sample points.

(4) CW frequency. The p.d.f. of the center frequency of the CW
pulses should be known and modeled.

(5) Periodicity. If there is any correlation between the RFI pulse
arrival times it should be modeled if the correlated ~ulses are
separated by less than the demodulator memory time.

(6) Modulation. If the radar pulses have signatures such as chirp
or phase coding their modeling as CW pulses may be very pessimistic.
In certain cases it might be more appropriate to use a narrowband
Gaussian noise to simulate such modulated pulses.

(7) Pulse overlaps. The simultaneous presence of more than one Cl
pulse might be worth simulating because of the intermodulation
effects. However,the probability of such overlaps should be
compared 2 accuracy of the pulse rate estimates before such
a decision is made.

5.3 Proposed ESTL RFI Simulator

The RFI simulatov design to be proposed is based on the consider-
ations listed in the previous section, on the RFl test environment

discussed in Section 4.2 and on the assumptions listed there,

CBI{}!1<CEZ;IPZ

-201-



C:J!} om

For the RFI gencrator design it was decided that no effort
should be made to model the overlap of pulses. This is based on
the following reasons: If pulses with different power levels interact,
_the resulting intermodulation levels are so much smaller than the
larger of the two signals that they may be neclected. The overlap of
two pulses of the same power level on the other haad has negligible
probability.

The proposed RFI test set up is shown in Fig. 5.1. The RFI test
generator produces én S-band output signal whose bandwidth and center
frequency agree with the values of the Shuttle S-band link under test.
This signal is addad to the return link signal between the spaceloss
simulator an+ tha 77 <ipulator.

The R {15t s weOr 3 shown in more detail in Fig. 5.2. 1t
contains three ¢~ s, one to cenerate noise bursts and two to
generate CW bursts. The cating and puwer level selection is done by
a prougrammable attenuator under control of the burst timing and power
control logic.

The frequency of the CW tone bursts is given hy the instantaneous
frequency of the sweep generators. To avoid generating chirp signals
the sweep rate has to be slow enough to leave the frequency approximately
constant over one burst. This means however, that consecutive W
pulses have very similar center frequencies. The effect of this
unwanted correlaticn is minimized by using twou sweep generators, one
covering the data bandwidth, the other the rest of the channel bandwidth,
Since ihe inband sweep generator is gated at a very low duty cycle
it can change its freauercy by an adequat. amount between pulses to

minimize the unwanted correlation.
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Figure 5.1. Proposed ESTL RFI Test Setup.
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Figure 5.2. Proposed RFI Test Generator.
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6. MISCELLANEQUS ANALYSES AND RECOMMENDATIONS
6.1 Introduction

This chapter documents several analyses performed under the
current contract. These studies were short-term efforts in support
of JSC but not directly related to the contract task statements.
The findings and recommendations were communicated to JSC personnel
in the form of short memos.

6.2 Maveguide Effects on PSK Signals

6.2.1 Introduction

In a typical satellite terminal there may bealong waveguide
section from the low-noise amplifier near the antenna to the
remaining signal processing equipment. Based on measurements taken
at KSC it was predicted that the linear distortion in a 100 m
section of HR62 copper waveguide could result in more than 10 dB
performance degradation. LinCom predicted the degradation analytically
using LinCsim and found it to be a fraction of a dB. A similar
analysis was then made for the ESTL/SAIL test setup and an interpreta-
tion of the KSC measurements was found.

6.2.2 Linear Distortion of a Waveguide

The major linear distortion in a long waveguide section is the
éuadratic phase nonlinearity. Fig. 6.1 shows the phase characteristic
of a 100 m section of waveguide WR62 for the center frequency 15.0034
GHz. The resulting performance degradation for a 50 Mb/sec BPSK NRZ
bitstream is shown in Fig. 6.2.

The ESTL Shuttle/TDRSS 1ink simulator uses a 275 ft section of
the same waveguide and its effect was also analyzed using LinCsim.

The results depend on the center frequency of the signal. For the
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Figure 6.1, Phase Characteristic of 100m Haveguide Section.
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Figure6.2. Effect of Waveguide on Coded BER Performance

50 Mb/sec, rate 1/2 coded NRZ,BPSK.
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$S0-to-TDRS link (fc = 15.0085 GHz) the degradation is approximately
.1 dB as shown in Fig. 6.3. For the TDRS-to-Ground link (fc =
13.9375 GHz) the CNR ioss is close to .4 dB (Fig. 6.4). This is

due to the increased linear distortion in closer proximity to the
cutoff-frequency fo = 9,49 GHz,

6.2.3 Interpretation of KSC Measurements

The system assumed for the above computations is sketched in

Fig. 6.5. There are two loss components which will be observed in
the measurement setup, viz., signal attenuation.and phase dispersion.
Note that the signal-to-noise ratio is set by the LNA before the
waveguide run. The signal distortion effect which the wavequide
produced on Eb/N0 is a linear phase dispersion which degrades 1ink
performance by .2 dB for 100 m waveguide in a coded system and may
be .5 dB in an uncoded system. If the LNA at the antenna output is
not present the signal-to-noise ratio is set after the waveguide
and the waveguide attenuation shows up as an Eb/N0 loss. This loss
is tabulated in Table 6.1. From the magnitude of this loss it is
obvious that no system should be implemented in this fashion. Also,
the problem could not be solved by using a different type of waveguide.

The two sources of loss have different effects on the shape of the
BER vs CNR curve and it is recommended that the measurement results
of KSC be analyzed in order to find the source of the losses. If
the BER curve looks like a shifted ideal BPSK curve of Fig. 6.6,

the source of the loss is pure attenuation! If the curve levels

off as illustrated in Fig. 6.7, the source of loss is phase dispersion.

6.3 S-Band Low Power Mode

6.3.1 Introduction

There is a requirement for the Shuttle S-band link to operate with

LinCom—

-210-



F""c:l!%)t‘ifi)lrt

ANTENNA

LNA

WAVEGUIDE

RCVR

Figure 6.5. Receiver Configuration Assumed.

WITH WAVEGUIDE

IDEAL N\ CATTENUATION LOSS

BPSK

Figure 66. BER Curve for Attenuation Loss.

CMR (dB)

$¢ 0036

-211-

LinCom—



LinCom

IDEAL
BPSK

WITH WAVEGUIDE
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3= CNR

Length

Attenuation (dB)

280 ft
100 m
200 m

14.4 (KSC Experiment
16.8
33.7

Table 6.1. Waveguide Attenuation.
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reduced prime power consumption during periods not requiring the trans-
mission of high data rates. This section addresses the options available
to reach this goal with minor modifications of the present hardware.
First the options and the functional requirements of the relevant TDRSS
services are discussed, then the available Shuttie equipmént is reviewed
and the necessary modifications are identified. Finally a solution is
recommended.

6.3.2 TDRSS Services and Functional Requirements

For S-band return links the TDRSS offers the SSA and MA services.
However, MA requires a greater user EIRP for a given data rate without
providing any compensating advantages, hence its use is not recommended
if the TDRSS SSA service is available. Tables 6.2 and 6.3 1ist the
pertinent SSA return link characteristics for PN-spread and unspread
signals, respectively. It must be noted that during acquisition the
data modulation must be inhibited in both cases. Also, despite the fact
that the acquisition EIRP is presently specified 10 dB higher for an
unspread signal than for a PN-spread one, there is no reason to
expect the hardware to show this difference in performance. Hence
the unspread signal can be expected to be acquired with the same
user EIRP as the PN-spread signal.

6.3.3 Shuttle Equipment Options

The Shuttle uses for its direct links to GSTDN, in addition to
the regular SSO-TDRSS configuration, a low power mode of the above
system and an FM link, both equipped with an omni antenna.

6.3.3.1 Low Power PM Mode

Making the low power PM mode (output power 2W, EIRP 1 dBW)
available for SSO-TDRSS links would require PN spreading to meet the

acquisition EIRP requirements. However, since there is no justification
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Table 6.2. SSA Return Link Characteristics for PN-Spread Signals.

Minimum Data Rate 100 b/s
EIRP for Above Rate -15 dBW
Min. Acquisition EIRP -6 dBW

'Iable 6.3. SSA Return Link Characteristics for Unspread Signals

Minimum Data Rate 1 kb/s
EIRP for Above Rate -6 dBW
Min. Acquisition EIRP 4 dBW

C>ZT}I2(:223172 -
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for the restrictive specification on the unspread signal it should be
possible to have the required acquisition EIRP specification reduced to
less than 1 dBW. Otherwise, the PN modulation would have to be included.
Since the design 1-dB bandwidth is greater than 5 MHz, it should be
sufficient for the spread signal.

Since the resulting signal satisfies regular SSA specificaticns,
except for the FEC code used, the impact on the ground station is
minimal: the soft-decision symbois from the low-rate demodulator have
to be routed to the rate 1/3 Viterbi decoder.
6.3.3.2 FM Equipment

The FM link (output power 10W, EIRP 4.1 dBW) satisfies the present
TDRSS EIRP specification for signals without PN spreading. However, a
phase-modulator would have to be provided in order to obtain a signaling
format compatible with the ground station equipment. Otherwise, the
TDRSS IF service can be used with FM demodulation performed by NASA.
This latter approach may suffer from the fact that the IF channel
characteristics are presently not well defined due to the RFI
hardware changes.

6.3.4 Reconmendations

In the 11ght of the above discussion we propose to use the low
power PM mode for low rate data transmission. A discussion with Goddard
personnel about the minimum acquisition EIRP for unspread links is
recommended before the decision is made to add PN spieading to this
link.

6.4 Effect of Spacelab Data Transition Density on Clock Recovery and BER

6.4.1 Introduction

The Spacelab data do not meet the specifications imposed on the
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transition density and on the maximum length of transition-free runs.
The effect of these two factors on the quality of the recovered clock
and on the bit error probability was estimated using a worst-case
analysis. The results show that for a reasonable loop bandwidth

(.1% of symbol rate) the tracking loop can track well through the
transition free runs and that the recovered clock and the bit ervor
rate are only slichtly degraded by the low transition density. The
error rate cegradation is expected to be less than .1 dB. The follow-
ing sections summarize the known facts about the data transition
stctistics and the analysis supporting the above results.

6.4.2 Characterization of Spacelab Data Transition Density

Kaximum all-zero or all-one runs into cucoder are 128 bits long.
Maximm runs occur frequently; up to one every 256 bits.
Average density is 300 transitions in 1536 bits.
After the convolutional encoder the maximum ali-zero runs will be
approximately 256 symbols, spaced 256 symbols cpart. The average
transition density will be more than (300/1536), most likely in the
range 30% to 40%.
6.4.3 Analysi<
The above transition statistics can affect the clock recovery
loop performance throuch three mechanisms: 1) the recovered clock
frequen-y may drift off during transition-free periods due to loop
stress, 2) the noise-induced phase jitter may increase during such
periods since the restoring force is missing, 3) the loop signal-to-
noise ratio is lowered if the transition density is less than 50%.
If a second-order tracking system is used the first effert may

be neglected since t-e drift time-constant is the time-constant of
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the (imperfect) integrator which is typically many times higher
than the inverse of the bandwidth.

The second effect may be upper-bounded by assuming a first-order
tracking loop. Then the phase error is described by a first order
Gauss-Markov process during the transition-free period and the variance
increases by a factor of 4 over 512 symbol-times (neglecting the
reduction of the variance which takes place between two 256-symbol
all-zero strings).

The effect of the low transition density is to reduce the
effective 1oop SNR by approximately 2 dB. Since the r.m.s. tracking
error for a transition density of 50% is epxected to be 1.4% the
resulting tracking error is 1.7%, yielding in an incremental CNR
loss of .02 d6 [2]). Adding the effect of long all zero strings results
in 3.5% r.m.s. tracking error or approximately .1 dB CNR loss for the
bit error rate.

6.5 Spacelab Risetime and Jitter Specifications

6.5.1 Introduction

The predicted Spacelab symbol rise-time was increased from 3.5 ns
to 4.5 ns and the combined bit jitter and data asymmetry from 1 ns to
2 ns. In this secti>n the effect of these changes on the overall link
performance is computed.

6.5.2 Analysis

The basic pulse shape for the highest data rate is sketched in
Fig. 6.8. Due to data asymmetry and bit jitter the actual transitions
are within +1 ns from their expected time (Fig. 6.9). Since the
scrubber implementation assures that the sampling point is at least
5 ns from the worst case transition [1] it occurs always beyond the

90%-point of the transition and the signal-to-noise ratio is very
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- 20 ns

Figure 6.8.Basic Pulse Shaps.

Figure6.9. Effect of Bit Jitter/Asymmetry.
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little degraded. The remaining 8 ns interval allows approximately
6% r.m.s. jitter on the recovered clock while the predicted value is
less than 2% [2]. This value increases only slightly for increased
bit jitter since it is dominated by thermal effects [2,p.126]. He
may therefore conclude that the overall link performance is not

measurably degraded.
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