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Preface

This report presents DSN progress 1n flight project support, tracking and data acquist-
tion (TDA) research and technology, network engineering, hardware and software imple-
mentation, and operations Each 1ssue presents matertal in some, but not all, of the
following categories in the order indicated

Description of the DSN

Mission Support
Ongoing Planetary/Interplanetary Flight Projects
Advanced Flight Projects

Radio Astronomy
Special Projects

Supporting Research and Technology
Tracking and Ground-Based Nawvigation
Communications-Spacecraft/Ground
Station Control and Operations Technology
Network Control and Data Processing

Network and Facility Engineering and Implementation
Network
Network Operations Control Center
Ground Communications
Deep Space Stations
Quality Assurance

Operations
Network Operations
Network Operations Control Center
Ground Communications
Deep Space Stations

Program Planning
TDA Planning

In each 1ssue, the part entitled “Description of the DSN” describes the functions and
facilities of the DSN and may report the current configuration of one of the seven DSN
systems (Tracking, Telemetry, Command, Monitor & Control, Test & Training, Radio
Science, and Very Long Baseline Interferometry)

The work described in this report series 1s either performed or managed by the
Tracking and Data Acquisition organization of JPL for NASA
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Network Functions and Facilities

N A Renzett
Office of Tracking and Data Acquisition

The objectives, functions, and organization of the Deep Space Network are summar-
1zed, deep space station, ground communication, and network operations control capabil-

1ies are described

The Deep Space Network was established by the National
Aeronautics and Space Administration (NASA) Office of
Space Tracking and Data Systems and 1s under the system
management and technical direction of the Jet Propulsion
Laboratory (JPL) The network 1s designed for two-way com-
munications with unmanned spacecraft traveling approxi-
mately 16,000 km (10,000 miles) from Earth to the farthest
planets and to the edge of our solar system It has provided
tracking and data acquisition support for the following NASA
deep space exploration projects Ranger, Surveyor, Mariner
Venus 1962, Manner Mars 1964, Mariner Venus 1967, Mariner
Mars 1969, Mariner Mars 1971, and Manner Venus-Mercury
1973, for which JPL has been responsible for the project
management, the development of the spacecraft, and the con-
duct of mussion operations, Lunar Orbuter, for which the
Langley Research Center carried out the project management,
spacecraft development, and conduct of mussion operations,
Pioneer, for which Ames Research Center carried out the

project management, spacecraft development, and conduct of
misston operations, and Apollo, for which the Lyndon B
Johnson Space Center was the project center and the Deep
Space Network supplemented the Manned Space Flight Net-
work, which was managed by the Goddard Space Flight Cen-
ter The network s currently providing tracking and data
acquisition support for Helios, a joint U S /West German pro-
ject, Viking, for which Langley Research Center provided the
Lander spacecraft and project management until May, 1978, at
which time project management and mission operations were
transferred to JPL, and for which JPL provided the Orbiter
spacecraft, Voyager, for which JPL provides project manage-
ment, spacecraft development, and ts conducting mussion oper-
ations, and Pioneers, for which the Ames Research Center
provides project management, spacecraft development, and
conduct of mussion operations The network 1s adding new
capability to meet the requirements of the Galileo mussion to
Jupiter, for which JPL 1s providing the Orbiter spacecraft, and



the Ames Research Center the probe In addition, JPL will
carry out the project management and the conduct of mission
operations

The Deep Space Network (DSN) 1s one of two NASA
networks The other, the Spaceflight Tracking and Data Net-
work (STDN), 1s under the system management and technical
direction of the Goddard Space Fhight Center (GSFC) Its
function 1s to support manned and unmanned Earth-orbiting
satellites The Deep Space Network supports lunar, planetary,
and interplanetary flight projects

From its inception, NASA has had the objective of con-
ducting scientific investigations throughout the solar system It
was recognized that in order to meet this objective, significant
supporting research and advanced technology development
must be conducted n order to provide deep space telecom-
munications for science data return in a cost effective manner
Therefore, the Network 1s continually evolved to keep pace
with the state of the art of telecommunications and data
handhing It was also recogmized early that close coordination
would be needed between the requirements of the flight pro-
Jects for data return and the capabilities needed 1n the Net-
work Thus close collaboration was effected by the appoint-
ment of a Tracking and Data Systems Manager as part of the
flight project team from the mitiation of the project to the
end of the mission By this process, requirements were 1denti-
fied early enough to provide funding and implementation in
time for use by the flight project in 1ts flight phase

As of July 1972, NASA undertook a change 1n the interface
between the Network and the flight projects Prior to that
time, since 1 January 1964, in addition to consisting of the
Deep Space Stations and the Ground Communications Facil-
ity, the Network had also included the mussion control and
computing facilities and provided the equipment 1n the mus-
ston support areas for the conduct of mission operations The
latter facilities were housed 1n a building at JPL known as the
Space Flhight Operations Facility (SFOF) The interface change
was to accommodate a hardware interface between the sup-
port of the network operations control functions and those of
the misston control and computing functions This resulted
the flight projects assuming the cogmzance of the large
general-purpose digital computers which were used for both
network processing and mussion data processing They also
assumed cogmzance of all of the equipment in the flight
operations facility for display and communications necessary
for the conduct of mussion operations The Network then
undertook the development of hardware and computer soft-
ware necessary to do 1ts network operations control and moni-
tor functions in separate computers A characteristic of the
new 1nterface 1s that the Network provides direct data flow to
and from the stations, namely, metric data, science and engi-

neering telemetry, and such network monitor data as are
useful to the flight project This 1s done via appropriate ground
communication equipment to mission operations centers,
wherever they may be

The principal deliveries to the users of the Network are
carrnied out by data system configurations as follows

(1) The DSN Tracking System generates radio metric data
1e, angles, one- and two-way doppler and range, and
transmits raw data to Mission Control

(2) The DSN Telemetry System recetves, decodes. records,
and retransmits engineering and scientific data gener-
ated 1n the spacecraft to Mission Control

(3) The DSN Command System accepts spacecraft com-
mands from Misstion Control and transmits the com-
mands via the Ground Communications Facility to a
Deep Space Station The commands are then radiated
to the spacecraft in order to mitiate spacecraft func-
tions 1n fhight

(4) The DSN Radio Science System generates radio science
data, 1e, the frequency and amplitude of spacecraft
transmitted signals affected by passage through media
such as the solar corona, planetary atmospheres, and
planetary nngs, and transmits these data to Mission
Control

(5) The DSN Very Long Baseline Interferometry System
generates time and frequency data to synchronize the
clocks among the three Deep Space Communications
complexes It will generate umversal time and polar
motion and relative Deep Space Station locations as
by-products of the primary data delivery function

The data system configurations supporting testing, training,
and network operations control functions are as follows

(1) The DSN Momtor and Control System instruments,
transmits, records, and displays those parameters of the
DSN necessary to verify configuration and validate the
Network It provides the tools necessary for Network
Operations personnel to control and monitor the Net-
work and interface with flight project mussion control
personnel

(2) The DSN Test and Training System generates and con-
trols simulated data to support development test,
training and fault 1solation within the DSN It partici-
pates in mussion simulation with flight projects



The capabilities needed to carry out the above functions
have evolved 1n the following technical areas

(1) The Deep Space Stations, which are distributed around
Earth and which, prior to 1964, formed part of the
Deep Space Instrumentation Facility The technology
involved 1n equipping these stations 1s strongly related
to the state of the art of telecommunications and
flight-ground design considerations, and 1s almost com-
pletely multimission 1n character

(2) The Ground Communications Facility provides the
capability required for the transmisston, reception, and
monttoring of Earth-based, point-to-point communica-
tions between the stations and the Network Operations
Control Center at JPL, Pasadena, and to the JPL Mis-
sion Operations Centers Four communications disci-
plines are provided teletype, voice, high-speed, and
wideband The Ground Communtcations Facility uses
the capabilities provided by common carriers through-
out the world, engineered 1nto an integrated system by
Goddard Space Flight Center, and controlled from the
communications Center located in the Space Flight
Operations Factlity (Building 230) at JPL

The Network Operations Control Center 1s the functional
entity for centralized operational control of the Network and
interfaces with the users It has two separable functional
elements, namely, Network Operations Control and Network
Data Processing The functions of the Network Operations
Control are

(1) Control and coordination of Network support to meet
commutments to Network users

(2) Utilization of the Network data processing computing
capability to generate all standards and ltmits required
for Network operations

(3) Utilization of Network data processing computing
capability to analyze and vahdate the performance of
all Network systems

The personnel who carry out the above functions are
located 1n the Space Flight Operations Facility, where mussion
operations functions are carried out by certain flight projects
Network personnel are directed by an Operations Control
Chief The functions of the Network Data Processing are

(1) Processing of data used by Network Operations Control
for control and analysis of the Network

(2) Display 1n the Network Operations Control Area of
data processed in the Network Data Processing Area

(3) Interface with communications circuits for input to
and output from the Network Data Processing Area

(4) Data logging and production of the intermediate data
records

The personnel who carry out these functions are located
approximately 200 meters from the Space Flight Operations
Facility The equipment consists of minicomputers for real-
time data system monitoring, two XDS Sigma Ss, display,
magnetic tape recorders, and appropriate interface equipment
with the ground data communications
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DSN Telemetry System: Design for Megabit Telemetry

E C Gatz
TDA Engineering

A descnpnion 1s presented of the functional design of the additions to the DSN
Telemetry System to handle increased data rates up to 30 megasymbols per second The
new system design includes a new demodulator, additional digital recording and
formatting, and augmented monitor and control capability

I. Introduction

The Deep Space Network Telemetry System has been
described in Ref 1 The current configuration, Mark 1II-77,
performs three main functions

(1) Telemetry data acquisition
(2) Telemetry data conditioning and transmission

(3) Telemetry System validation

Telemetry data acquisition consists of those functions
necessary to extract the telemetry information modulated on
the downlink carrier(s) from the spacecraft Telemetry data
conditioning and transmussion consist of those functions
necessary to decode, format, record, and transmit the data to
users Telemetry system validation consists of those functions
necessary to venfy the performance of the Network in the
acquisition, conditioning, and transmission of telemetry data

Ths article describes the system design to handle data at
rates up to 30 megasymbols per second This addition 1s
planned as a multimussion capability, mitially to support the
proposed Venus Orbiter Imaging Radar (VOIR) Mission

Il. Key Characteristics

The key characterstics of the megabit addition to the DSN
Telemetry System consist of

(1) Extension of telemetry data rate capability from a
maximum of 250 kilosymbols per second to 30
megasymbols per second

(2) Maximum-likelihood decoding of short-constraint con-
volutional codes at the increased symbol rate

(3) Accommodate data modulated directly on the carrer,
1 e, with no subcarrier

(4) Accommodate either suppressed or residual carner

(5) Central station control of all functions via the Monitor
and Control Subsystem

(6) Real-ttme monttoring of the system performance at the
Network Operations Control Center (NOCC)

(7) On-site recording of detected, decoded data for deliv-
ery to project user

(8) Quick-look delvery, 1n near-real-time, of a Lmuted
sample of data



lll. Functional Description

A simplified block diagram of the megabit system 1s shown
in Fig 1 The megabit stream 1s handled by the antenna,
antenna microwave and receiver in the conventional manner A
new megabit demodulator-detector, now under development,
will be interfaced with the recever to extract and detect the
telemetry symbols A new high-rate decoder 1s also being
developed

The decoded data are then formatted for interface to a
digital recorder This formatting includes the interlacing with
the data of the following status information

(1) Receiver, demodulator, and decoder lock status
(2) Recetved signal level

(3) Signal-to-noise ratio (SNR)

(4) Configuration

(5) Data rate

The read-after-write output from the recorder 1s formatted
to allow real-ime monitoring of the system performance The
performance monitor 1s to search for, and verify, the telemetry
frame sync pattern in the recorded data This frame sync
status, together with the interlaced status data, are displayed

for local operators, and continuously sent to NOCC via GCF
high-speed data lines for central network monitoring

The standard plan for data delwery 1s to deliver the digital
record 1tself to the project user A record validation capability
will be mstalled in the GCF Central Communmcations Terminal
to facilitate this delivery However, additional capability 1s
planned to replay the record at the DSS for transmussion to
the project via the GCF Depending on the quantity of data,
this playback could occur from 224 kbuts per second up to 40
Mbit/s The GCF 1s considenng a “burst-mode” 40-megabit
channel, which could be scheduled periodically to accommo-
date this replay

To provide flight projects with a timely sample of the
megabit data, a “quick-look” sample 15 planned for near-real-
time delery The ‘“quick-look” allows for selecting and
buffering up to 30 seconds of data, or about 5 X 108 bits This
buffer can then be replayed over a conventional GCF
wideband channel, currently 56 kbit/s

The megabit capability, as described here, 1s added 1n
parallel to the current Mark I11-77 telemetry capability The
performance will be momitored in the NOCC by the Telem-
etry Real-Time Momtor (RTM), just as n the current
operation The RTM will be modified to monitor the megabit
status indicators, and the quick-look data stream

Reference

1 Gatz,E C,“DSN Telemetry System Mark 111-77,” The Deep Space Network Progress
Report 4249, pp 4-7, Jet Propulsion Laboratory, Pasadena California, February 15,

1979
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DSN Tracking System, Mark 11I-1979

G L Spradlin

TDA Engineering

The Tracking System s one of eight generic DSN systems This article describes, in
functional terms, how the Tracking System performs its primary functions of signal
acquisition, radio metnc data generation, data transmission, and performance validation
Included are the systems functional requirements and required performance based upon
wdentified user and DSN needs Block diagrams of the 26-, 34-, and 64-meter DSS
implementations are provided to indicate subsystem relationships and data flow paths

l. Introduction
A. Definition

The DSN Tracking System, one of eight generic DSN sys-
tems, consists of hardware, software, personnel, and proce-
dures necessary to perform 1ts four primary functions in sup-
port of flight project and other radio metric data users These
four primary functions are

(1) Perform spacecraft (source) signal acquisition (uplhnk
and/or downlink)

(2) Generate radio metric data
(3) Transmut radio metric data to users

(4) Perform radio metnic data validation to assure user
requirements are satisfied

Radio metric data are defined as range, range rate, and
antenna pointing data, and are used by flight project naviga-
tion teams for spacecraft orbit determmation, platform param-
eter determnation, and ephemeris development, radio metric
data are also used by radio science experimenters for interplan-
etary media investigations, relativity mvestigations, planetary

atmosphere probes, among other experiments In addition to
the observables mentioned above, system status, configuration,
data mode, and calibration (including local atmospheric and
1onospheric) data are also provided to the user

The following sections provide a functional description of
the DSN Tracking System, a description of 1its operation, and
1ts performance parameters through the 1983 era

B. Key Characteristics
The key characteristics of the DSN Tracking System are

(1) End-to-end prediction capability to efficiently and reli-
ably generate and provide data necessary to establish
and sustain spacecraft communications and for system
performance validation

(2) Automated recetver-exciter control for spacecraft
acquisition and tracking from frequency profile predic-
tions

(3) Simultaneous dual-frequency band (S-X) doppler and
near simultaneous range and DRVID (differenced range
versus integrated doppler) data at 34-m and 64-m DSSs



(4) Improved doppler quality resulting from increased
automated controls, improved data reporting, improved
frequency standards

(5) Improved ranging performance at increased planetary
distances through use of higher frequency range codes
and improved rehability

(6) Radio metric data time-tagged to microseconds accu-
racy relative to the DSN master clock

(7) Real-time reporting of DSN Tracking System status to
the Network Operations Control Center (NOCC)

(8) Generation of tracking standards and limits and perfor-
mance validation by DSN Network Operations

Each of the 26-meter DSS (Fig 1) has the capability of
generating one-way, two-way, or three-way S-band doppler
and angles from a single spacecraft carrier Each 34- and
64-meter DSS (Figs 2 and 3) has the capability of generating
one-way, two-way, or three-way S- and X-band doppler, S- and
X-band range, and S- and X-band DRVID and angles Table 1
summarizes the planned capability for doppler, range, and
DRVID generation, as well as, angle drive capability

C. Functional Breakdown

The primary functions of the DSN Tracking System are
distributed among and performed by the three elements of the
DSN the Deep Space Stations (DSSs), the Ground Communi-
cations Facility (GCF), and the Network Operations Control
Center (NOCC) Section II of this article and, 1n particular,
Figs 4, 5, and 6 delineate this distribution and provide the
relevant functional performance specifications

D. Functional Operation

Sumplified block diagrams of the DSN 26-m, 34-m and
64-m DSSs for Mark III-79 are shown in Figs 1, 2, and 3,
respectively Functional operation 1s as follows

A spacecraft ephemerns 1s receved from the project, to-
gether with standards and limits consisting of spacecraft fre-
quencies, tuning rates, tuning range, data types and rates DSN
tracking predictions are generated from the spacecraft (S/C)
ephemeris by the Network Operations Control Center (NOCC)
Tracking Subsystem After validation, the predictions are
transmitted from the NOCC to the DSS via high-speed data
lines (HSDLs) for use in acquiring the S/C carrier(s) and for
frequency control The predictions are also used in DSN
Tracking System performance validation

Data mode and system configuration messages are gener-
ated by NOCC and transmitted to the DSS by HSDL or voice,

and are used to select the radio metric data mode and system
configuration

Radio metnc data, consisting of angles, range, DRVID, and
doppler, together with associated data (1e, time, frequencies,
system configuration, data mode, and status) are measured and
sampled by the DSS Tracking Subsystem and are formatted
for transmission via HSDL Performance validation data con-
sisting of doppler, range, and angle residuals, and other ana-
lytic data, 1n addition to calibration data consisting of ground
weather data and ionosphere data, are also formatted for
transmission via HSDL An Ongnal Data Record (ODR)
1s generated for post-pass recall if necessary

The radio metric data received from the DSS by the GCF
are routed to the NOCC A log containing all data received
etther 1n real time or by recall 1s generated by the GCF Central
Communications Terminal, and 1s used to generate the project-
dependent Intermediate Data Record (IDR) for delwery to
radio metric data users

The radio metric data received by the NOCC are formatted
for digital television (DTV) and hard copy displays to be used
in performance validation, fault solation, and analysis by the
Network Operations Control Team (NOCT) A System Perfor-
mance Record (SPR) 1s generated which includes all received
radio metric and calibration data, as well as analytic data
generated from comparison of received data with predictions
(residuals and data noise estimates) The SPR s used for
nonreal-time detailed analysis of the systems performance

Il. System Functional Requirements and
Performance

A. General

The following defines specific DSN Tracking System func-
tional requirements for the Deep Space Stations (DSSs),
Ground Communications Facility (GCF) and the Network
Operations Control Center (NOCC) Figures 4, 5, and 6 pres-
ent the functional requirements, subsystems, and interfaces tor
the Deep Space Stations, Ground Communications, and NOCC
Tracking Subsystem, respectively

Availability requirements for the DSN Tracking System
duning noncntical periods 1s 96 percent, based upon utiliza-
tion of a single station Availability 1s increased to 98 percent
if redundancy 1s introduced through use of multiple stations
Durning critical periods availability 1s 98 percent with single
station support and 99 percent with two or more stations
supporting



B. Deep Space Station Requirements

The Tracking System functional requirements assigned to
the Deep Space Stations and the subsystems which perform
these functions are shown in Fig 4 The following paragraphs
further define these requirements

1 Prediction data The DSS shall receive predictions trans-
mitted via HSDL The prediction HSD blocks shall be tested
for errors and for data outages If a block error or outage 1s
detected, automatic recall shall be mitiated

The DSS shall store up to 12 sets of tracking predictions, 2
sets of uplink frequency control predictions, 2 sets of receiver
control predictions, and 2 sets of recewver control predictions
for DSS Operations Control and for DSS radio metric data
validation A set of tracking predictions 1s defined as pre-
dictions for up to 8 consecutive passes with a maximum
of 200 hnes per pass (2 hnes per HSD block) for a DSS-
spacecraft combination, or 1n the case of uphnk frequency
control and receiver control predicts, the predicts shall consist
of frequency/time pairs with up to 28 pairs per predicts set
The system desiga shall attempt to mimmize the number of
predicts transmissions necessary to support tracking opera-
tions The DSS will acknowledge receipt of predicts to the
NOCC by transmussion of an acknowledge message

The DSS shall display all predictions received upon demand
on a centrally located hard copy device

2 System configuration and data mode messages The DSS
shall receive and display system configuration and data mode
messages transmitted via HSDL The HSD blocks shall be
tested for errors or outages at the DSS, and automatic recall
shall be nitiated 1f outages or errors are detected The DSS
will acknowledge receipt of configuration and data mode
messages to the NOCC by transmussion of an acknowledge
message

The DSS shall store and display on hard copy up to 12
system configuration and data mode messages

3 System configuration and data mode control The DSS
shall configure the Tracking Subsystem and select the data
mode based on the system configuration and data mode mes-
sages The configuration and data mode selection shall be
under control of software in response to system configuration
and data mode messages

4 Antenna pomting control The DSS shall provide the
following modes of antenna pointing control

(1) Autotrack mode (26 m)

(2) Computer-aided mode with conical scan (34-m and
64-m DSSs) and without conical scan (26-m DSS)

(3) Computer aided from
(a) Predictions
(b) Three-point right ascension-declination pairs
(c) Stdereal dnive

(4) Manual-aided mode

The antenna pointing control shall continuously point the
DSS (assuming conscan in use at 34-m and 64-m DSSs) an-
tenna to within 0 004° (-0 05 dB from peak at X-band) of
the center of the beam for 64-m DSSs, and 0 010° (-0 1 dB
from peak at X-band) for 34-m DSSs, and *0 050° for 26-m
DSSs The control must be able to point the antenna under the
following conditions

HA +90° from local mendian
26- and 34-m DSSs

Angle motion about axis

Dec 270° plus local latitude to
88° for northern hemisphere
26- and 34-m DSSs

Dec 270° to 90° munus local
latitude for southern hemi-
sphere 26- and 34-m DSSs

Az £265° and E1 6° to 89° for
64-m DSSs

0001° to 0 25° per second for
64-m DSSs

0001° to 04° per second for
34-m DSSs

0001° to 08° per second for
26-m DSSs

0-48 km/h (nondegraded per-
formance)

Angle rates

Wind conditions

5 Frequency and timing The DSN Frequency and Timing
System shall support the DSN Tracking System by providing
interstation and intercomplex epoch time synchronization and
relative clock frequency data Data relating each station to a
complex master, and the DSN master to the National Bureau
of Standards (NBS) shall be provided Required performance 1s
as follows

(1) Provide time and frequency synchronization to the
DSN master clock Time synchronization to better than
10 microseconds, and knowledge of frequency synchro-
nization between 26-m DSSs and the complex master
clock to less than 3 parts in 1013 and between the



34-m and 64-m DSSs and the DSN master clock to less
than 3 parts in 1013 required, and less than 1 part 1n
1013 as a design goal

(2) Knowledge of time synchronization between the DSN
master clock and NBS shall be less than S micro-
seconds

6 Recewver and exciter assembly frequency control The
DSS shall provide software control of the receiver and exciter
assembly frequencies for S/C acquisition and tracking The
frequencies shall be referenced to predictions The recewver-
exciter programmed oscillator frequency control shall be < 3°
phase at S-band (60-second average) Frequency control reso-
lution shall be <2-12 Hz per second at S-band Exciter and
recewver reference frequencies shall be reported in the radio
metric data block so that reconstruction of the uplink by the
project orbit determination group 1s accurate to 3° phase at
S-band The capability for simultaneously supporting an
uplink and downlink on noncotncident frequency channels
shall be provided A monitor of recewver performance (actual
recetver frequency) shall be provided

7 Doppler extraction and counting The DSS shall extract
and count doppler from one S-band carrier and one X-band
carrier simultaneously at the 64-m stations, one S-band and
one X-band carrier from the 34-m stations, and one S-band
carrier at 26-m stations

One-, two-, and three-way doppler shall be extracted under
the following conditions

Doppler shift  +79 km/s (mussion life time)
35 km/s (single pass)
Doppler rate near Earth 500 m/s?

Doppler rate planetary encounter or orbit 10 m/s2

Integrated doppler resolution shall be <0 005 cycle Accu-
racy requirements for round-trip hight time (RTLT) of 1000
seconds for 26-m stations, 2000 seconds for 34-m stations, and
10,000 seconds for 64-m stations are listed 1n Table 2

Integrated three-way doppler shall conform to the same
accuracy as two-way doppler except for the offset in fre-
quency standards between the transmitting and receiving DSS
S/X-band integrated doppler, when differenced, shall be accu-
rate to 0 1 meter per 15 munutes and O 2 meter per 12 hours
Doppler sample rates shall be selectable at 10 per second, 1 per
10 seconds, 1 per 20 seconds, 1 per 30 seconds, I per minute,
1 per 2 minutes and 1 per 10 minutes Capability shall be
provided to demonstrate the required system performance
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8 Range and DRVID generation, acquisition, and measure-
ment The DSS shall extract and measure S- and X-band range
and DRVID for one spacecraft using the discrete spectrum
code Code length, probability of good acquisition, DRVID,
and range integration times shall be selectable under software
control Operator control mputs shall be minimized DRVID
data shall be available after an acquisition has been completed
The DSS shall provide a capability of automatically measuring
and reporting the DSS ranging calibration Ranging calibration
shall be included 1n the radio metric data stream, along with
pertinent configuration information

Range ambiguity shall be selectable between 150 m and
150,000 km Range and DRVID high-frequency noise errors
are a function of received ranging signal power and integration
time and may be reduced to < 1 m RMS by selection of longer
mntegration times For all other ground error sources, range 1s
required to be accurate to <45 /2 m, the design goal 1s
<3 m Range and DRVID resolution shall be < 1 nanosecond
DRVID stability shall be <10 m per 15 minutes and <10 m
per 12 hours

DRVID and range data shall be output to the HSDL for
each DRVID and range acquisition Multiple range acquisitions
shall be possible within the round-trip light time to the space-
craft DRVID data between range acquisitions shall be
possible

9 Angle readout The DSS shall provide the antenna axis
position readout in the HA/Dec* coordinate system Angle
data shall be read out to a resolution <0 001° and have an
accuracy (boresight) of <0 05° for 26-m DSSs, <0 01° for
34-m DSSs, and < 0 004° for 64-m DSSs Angle sample rates
shall be 1 per second, 1 per 10 seconds, 1 per 20 seconds, 1
per 30 seconds, 1 per mimute, 1 per 2 minutes, and 1 per 10
minutes

10 Cahbration data ground weather and 1onosphere
Ground weather data, consisting of pressure, temperature, and
relative humidity, shall be provided at each DSS complex with
the capability of digital sampling at rates of one per minute,
one per 5 minutes, one per 10 minutes, and one per 15
minutes lonosphere data in the form of Faraday rotation data
from polarimeter tracking of a stationary Earth satellite shall
be digitized and sampled at rates of one per minute, or one per
five minutes Information to determine satellite line of sight
shall be provided with the Faraday rotation data

The calibration data (ground weather and 1onosphere) shall
be formatted into a calibration data block and interlaced with

*DSS 44 angle readout will be 1n X/Y coordinates



radio metric data for transmission to the NOCC Continuous
recording of these data shall be provided to support scheduled
recall for user IDR generation

Ground weather data shall be provided to the following
accuracies

Pressure <1 0 millibar (< 100 N/m?2)

Temperature <1 0°C

Relative humidity <5 percent

Ionosphere data shall have an accuracy of < 10 0° polarization
angle Continuous recording of 10nospheric data shall be pro-
vided with no outage <5 minutes unless so scheduled The
user shall be provided 99 percent of the recorded 1onospheric
data

11 Radio metric data handling control and formatting
The DSS shall provide 1dentification by DSS and spacecraft for
data stream control, and for selective sampling of doppler,
range, DRVID, angle data, and calibration data Data sampling
shall be selectable as stated above The radio metric data with
interlaced exciter and recewer reference frequencies, system
status, and system configuration and data mode shall be for-
matted in HSD blocks for output to the GCF High-Speed Data
Subsystem Also, calibration data (ground weather and 10no-
sphere) shall be formatted in HSD blocks, separately from
radio metric data, for output to the GCF High-Speed Data
Subsystem

12 Partial status interlace with radio metric data The DSS
shall include the partial status parameters listed in Table 3
with the radio metric data In addition to Table 3 parameters,
each DSS shall also have the capability to provide the follow-
Ing status parameters

(1) Doppler residual

(2) Doppler phase jitter

(3) Estimate of doppler shipped cycles

(4) Receiver signal level (AGC) and receiver frequency
(5) Static phase error (SPE)

(6) Range residual

(7) Range and DRVID noise

(8) Ranging signal power to noise ratio (Pr/No)

Estimate of doppler slipped cycles, doppler noise, range
noise, and DRVID nose shall conform to the following
accuracies

1dB
30

Shipped cycles <1 cycle
Doppler <0002 Hz

Carrier signal level <
Static phase error <

Range <1 nanosecond Pr/No <1dB

DRVID <1 nanosecond

13 Radio metric and cahbration data output to HSDL
Radio metric and calibration data shall be sampled and trans-
mitted as requested A capability shall be provided to retrans-
mit an HSD block or blocks during an active pass in response
to a replay request from the NOCC at any sample rate up to
10 samples per second

14 DSS tracking high rate data record A High Rate Data
(HRD) Record containing all data available for replay trans-
mussion shall be made by the DSS The HRD record shall
reliably contain 99 5 percent of all data recorded within the
most recent 14 hours or more and shall be available for replay
within 10 minutes of a request The radio metnic data on the
HRD record shall be available for replay by time span and will
constitute a new data stream

15 Station location and umwversal time calibrations The
DSN VLBI System shall support the DSN Tracking System by
providing determination of DSS locations (longitude, distance
normal to the spin axis, Z-height) and UT1 (Universal Time
relative to Atomic Time) to the accuracies indicated 1n the
various Project System Instrumentation Requirements Docu-
ments (SIRDs) Baseline parameters (length, longitude, relative
Z-height, and polar motion) used in the VLBI System shall be
conveyed to the flight projects by the DSN Tracking System
The capability to determine DSS location and UT1 calibra-
tions using radio metric (two-way doppler) data shall be
retaned until the VLBI System capability 1s fully imple-
mented and verified

C. Ground Communications Requirements

The Ground Communications Facdity HSD Subsystem
transmits DSN Tracking System data between the DSS and the
NOCC via HSD lmes NOCC communications between the
NOCC Tracking Real-Time Monitor and the NOCC Display
Subsystem 1s via the Wideband Data Subsystem

The functional requirements assigned to the Ground Com-
munications Facility and the subsystems used to perform these
functions are shown in Fig 5 The following paragraphs fur-
ther define these requirements

1 Radio metric and calibration data transmission Ground

communications shall have the capability to transmit DSS
radio metric and calibration data from the DSS to the NOCC

1



via high-speed data lines Routing of the high-speed data
blocks shall be based on destination code and UDT

The maximum data transmisston outage shall be < 15 min-
utes The maximum data transmission loss due to outages or
blocks 1n error shall be <2 percent per 12 hours and <1
percent per 10 days

2 Tracking predictions transmission Ground communica-
tions shall have the capability to transmit DSS tracking predic-
tions from the Network Support Controller to the DSS via
high-speed data circuits Routing of the high-speed data blocks
shall be based on the destination code and UDT

3 System configuration and data mode message transmis-
sion Ground communications shall have the capability to
transmit system configuration and data mode messages from
the NOCC to the DSS Routing of the high-speed data blocks
shall be based on destination code and UDT

4 Error detection and correction Ground Communications
Facility HSD block errors or outages shall be detected and
corrected by automatic recall from the transmitting source An
alarm shall be generated if reception 1s not achieved 1n five or
less attempts to recall the desired data

5 Tracking ODR generation The GCF shall generate an
Ornginal Data Record (ODR) that contains > 99 percent of all
data received from the DSS Tracking Subsystem Capability
for recall of radio metric data from the ODR shall be supplied

6 Selective recall from GCF log (IDR generation) The
GCF Central Communications shall generate an Intermediate
Data Record (IDR) for radio metric data and calibration data
Data shall be selectable as project dependent and DSS indepen-
dent It shall be possible to merge 1n a time ordered sequence
data from more than one IDR to provide up to seven days of
radio metric data on a single IDR IDR data content shall be as
follows =95 percent of noncrntical phase radio metric data,
and > 95 percent of critical phase data available within 30
mimutes of receipt of request and 98 percent within 24 hours
Percent of data on an IDR 1s relative to data available on
Onginal Data Record at transmitting source

D. Network Operations Control Center
Requirements

The NOCC generates predictions from project-supplied
ephemens and generates data mode and system configuration
messages that are transmitted via HSDL for use by the DSS in
the acquisition of the S/C signal and the generation of radio
metric data The NOCC Tracking Subsystem shall generate a
System Performance Record

12

The functional requirements assigned to the NOCC Track-
ing Subsystem and the assemblies used to perform these func-
tions are presented in Fig 6 The following paragraphs further
define these requirements

1 DSS predictions The NOCC Tracking Subsystem shall
have the capability to generate DSS predictions from project-
supplied ephemeris data, S/C frequencies, and S/C standards
and limits consisting of uplink tuning rates and ranges DSS
predictions consist of the following parameters

(1) GMT

(2) Angles and angle rates (HA/dec, az/el or X/Y)
(3) One-way S-band doppler and doppler rate

(4) One-way X-band doppler and doppler rate
(5) Two-way S-band doppler and doppler rate
(6) Two-way X-band doppler and doppler rate

(7) Three-way S-band doppler for up to six transmitting
stations

(8) Three-way X-band doppler for up to six transmitting
stations

(9) Two-way range
(10) Uplink frequency and frequency rate

(11) Recewer-exciter digital-controlled oscillator predic-
tions

(12) Spacecraft nise-spacecraft set
(13) Round-trip hght time
(14) Subcarner Demodulator Assembly frequencies

The accuracy of predictions computed from project-
supplied ephemers 1s as follows

Angles < 00035°
Doppler < 0 1 meter per second (cruise phase)
< 0 2 meter per second (launch phase or orbital
phase)
Range < 5 meters (cruise phase)
< 45 meters (launch phase or orbital phase)

S/C rise/set <5 minutes (approximately 1 degree), cruise
or orbital phase

<30 seconds (approximately 2 degrees),
launch phase

Occultation events <0 1 second



Differenced range mnus integrated doppler 2 meters m 4
hours

Prediction pont-to-point relative accuracy and precision
shall be as follows

Angles 01°

[N -]

<0
Doppler < 0 07 milimeter per second
<0

Range 2 meter

2 System configuration, data mode messages The NOCC
Tracking Subsystem shall generate system configuration and
data mode messages for use by the DSS in generating radio
metric data and validation of DSN Tracking System perfor-
mance

3 Tracking predictions, system configuration, and data
mode messages The NOCC Tracking Subsystem shall format
predictions, system conﬁguratlon, and data mode messages
The NOCC Tracking Subsystem shall output these messages
for transmission to the appropriate DSS via HSDL

4 System configuration and data mode verification The
NOCC Tracking Subsystem shall verify the system configura-
tion and data mode by comparison of system configuration
and data mode parameters against standards and limits Alarms
and/or changes n system status and configuration shall be
reported to DSN Operations Control within 10 seconds after
detection

5 Radio metric data/prediction data comparisons The
NOCC Tracking Subsystem shall compare doppler data with
predictions for two data streams Two station range validation
shall be accomplished to vertfy ranging performance

6 System performance and status detection The NOCC
Tracking Subsystem shall detect system performance and
status by the analysis of system status parameters and alarms
A capability shall be provided to isolate the alarm to the
subsystem level

7 Status and alarms transmission to DSN Monitor and
Control All alarms and changes in system status shall be
reported to DSN Monitor and Control System

8 Display data transmission to Network Operations Con-
trol Area System status, configuration, modes, and performance
parameters such as data resrduals and noise estimates, HSDL
status, NOCC Tracking Subsystem status, and prediction status
shall be reported to the Network Operations Control Area for
DTV and hardcopy display A graphics capability shall provide
plotted displays of selected radio metric parameters

9 Tracking system performance record A record for sys-
tem performance, status, and alarms shall be generated for
nonreal-time analysis

10 Control messages from Network Operations Control
Area The NOCC Tracking Subsystem shall receive and respond
to control messages transmitted from the Network Operations
Control Area

11 DSN time synchronization performance monitor and
reporting The DSN Frequency and Timing System shall pro-
vide interstation time synchronization to better than 10 micro-
seconds between DSS and the DSN master clock, and to better
than 5 microseconds between the DSN master clock and
National Bureau of Standards A capability shall be provided
to monitor performance to this level with clock synchroniza-
tion data provided to radio metric users on a regular basis

12 Replay requests Requests for replay data from the
HRD record at the DSS shall be generated at the NOCC
Replay request shall be by time span and may be at any data
sample interval up to 10 samples per second Replay data shall
appear as a new data stream, and may be received along with
other radio metric data streams from a single DSS

lil. Summary

This article, composed primanly of excerpts from the
recently released Deep Space Network Systems Requirements
Document (821-9), DSN Tracking System (1979 through
1983), 1s ntended to provide an overview of the DSN Tracking
System and 1ts functional requirements and performance char-
acteristics For a more detailed description including the allo-
cation of requirements to subsystems, testing philosophy and
requirements, and implementation prionties, the reader 1s
referred to the aforementioned document Also, for a detailed
description of a major and new capability implemented in
response to the failure of the Voyager 2 spacecraft receiver,
Reference 1 1s suggested
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Table 1 Planned DSS radio metric data capability

Data type 26-m DSS 34-m DSS 64-m DSS
Doppler 1 S-band 1 S-band or 1 S-band or
1 S-and X-band 1 S- and X-band
Range N/A 1 S-band or 1 S-band or
1 S-and X-band 1 S- and X-band
DRVID N/A 1 S-band or 1 S-band or
1 S-and X-band 1 S-and X-band
Angles Auto track or Computer aided Computer aided Table 3 Partical status parameters
computer aided  with conical with comcal
scan scan Status Configuration Data mode
Doppler good-bad Block III or Block IV Sample rate

Table 2 Integrated two-way doppler accuracy

Averaging times

Accuracy

ls
60s
1000 s
12h

<0 003 m per second

<0 045 m per 60 seconds
<0 10 m per 1000 seconds
<0 50 m per 12 hours

Recewver lock

Transmitter
frequency lock

Frequency standard

Timing standard

Angle autotrack

Range acquisition
Range vahdity
DRVID acquisition
DRVID valdity

DTK hardware/
software (self-
diagnostic test)

doppler extractor
Doppler receiver reterence

Doppler bias

Exciter 1in use
(Block III — Block IV)

Transmitter on-off

Transmiter (klystron)
in use

Transmitter power level
Maser type and number
Angle type

FTS frequency standard

Predicts set 1n use

Range Modulation on-off

Carrier suppression for
ranging

Chopper frequency on-off
Pipelined acquisitions on-off

Prime range channel S-X

Doppler type
Angle mode

Conscan
mode

Range code
length (first
component,
fast

component)

Range inte-
gration times
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This arncle describes the DSN VLBI System MK 1-80 that i1s being implemented to
provide navigation support to the Voyager Project It describes the system requirements,

description and the implementation plan

l. Introduction

The DSN VLBI System MK 1-80 1s being implemented to
provide navigation support to the Voyager Project The
measurements made by Very Long Baseline Interferometry
(VLBI) will prowvide precision time and time interval between
the 64-m Deep Space Stations located at Goldstone, Cali-
fornia, Canberra, Austraha, and Madnd, Spain In addition,
measurements of interstation baseline, Earth rotation (Uni-
versal Time One) and polar motion will be made

The Voyager project navigation requirements for Saturn
encounter are < 10 usec interstation time synchronization and
<3 parts in 10'3 for intercomplex time interval measure-
ments In addition, 1t 1s desired to measure Universal Time One
to < 1 mullisecond and polar motion to <0 7 meters

A functional description, estimated accuracies and imple-
mentation phasing are discussed 1n this article

Il. System Description
A. Definition

The Deep Space Station (DSS) VLBI System 1s the
assemblage of various subsystems at a specific DSS which form
an instrument for receiving and obtaming necessary VLBI data
in conjunction with other similar DSSs and, together with
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elements involved with the monitoring and control and data
processing functions, comprise the DSN VLBI System

Elements external to the DSSs receive the data via the
Ground Communication Facility (GCF) and through further
data processing provide information 1n a form for user apph-
cation These elements are located at JPL, as portions of the
Network Operational Control Center

The DSS system, when used for VLBI apphcation, 1s
defined as the mode when observation of only extragalactic
radio source (EGRS) 1s being performed by two DSSs From
the measurements of difference in time of arrival of the EGRS
signal between stations, the position of the radio sources can
be determined, together with several other parameters of the
problem solution These other parameters include Universal
Time One (UTT), Earth polar motion, the relative position of
the observing stations, as well as the time offset and rate of
change between station clocks

B. Description

Functionally the VLBI system (Fig 1) 1s comprnsed of the
DSSs, which individually receive the RF signal and down-
convert segment bandwidths of the RF spectrum to wideo-
band frequencies which are then digitized and formatted by



digital equipment The digital data 1s then transmitted via the
GCF to the NOCC and to the VLBI processing area for signal
processing with data from other observing stations

The DSS Antenna Subsystem 1s pointed to the appropnate
signal source at the proper time by the Antenna Pointing
Subsystem, which obtains pointing information (predicts)
from the Network Data Processing Area (NOPA) of the NOCC
via the GCF and DSS Tracking Subsystem (DTS)

The Antenna Microwave Subsystem (UWV) receives the
signal flux gathered by the antenna After amplification by the
Traveling Wave Maser (TWM) the signal 1s sent to the
Recerver-Exciter Subsystem, which heterodynes this signal to
an ntermediate frequency (IF) The IF signal 1s down-
converted to video-band frequencies which are then digitized
and formatted by the DSS Radio Science Subsystem (DRS)

The Frequency and Timing Subsystem (FTS) provides the
station local clock, using a very stable hydrogen maser as the
primary standard Reference frequencies and timing signals are
derived from the clock for distribution to other subsystems
Similarly, a reference signal from the coherent reference
generator (CRG), which distributes the reference signals, will
dnve coherent comb generators located within the Microwave
Subsystem wia a coaxial-cable, phase-stabihization assembly
which effectively translates the station’s clock frequency
stability to the comb generators The comb generator provides
comblike, phase-stable, line spectra S- and X-band microwave
frequencies, which are mnjected into the respective Microwave
Subsystems prior to the input circuitry of the TWMs

These phase-stable reference signals are amplified by the
recetver and are down-converted simultaneously with the
recetved signals These reference signals will be used to cali-
brate out phase variations (which occur within the recerver,
down converter, and digital subsystems) later during the cross-
correlation and data processing procedure Since the comb
signal encounters the received signal for the first time at the
mjection point, this point 1s established as the instrument’s RF
reference point for the DSS VLBI System Thus is the point at
which the cross-correlation and postcorrelation estimation cal-
culations refer the resultant Earth parameters, station location
and clock offset and rate mnformation relative to the other
instruments

The reference 1s used to relate other station references such
as the station’s location reference pomt (intersection of
antenna axes or equivalent) and the Epoch reference point at
the FTS CRG output located within the control room The
cable stabilizer effectively translates these points with a known
time delay for interstation clock synchronization purposes
The clock Epoch reference pownt in turn will function as the

reference for all subsystems and assemblies within the respec-

tive stations ]

The DRS records the VLBI data for a real-time record and,
in near-real-time, sends the data to the NOCC and the VLBI
processing area This subsystem controls the various DSS sub-
systems for proper configuration during the operational
sequence [t also receives ancillary data from the DSS subsys-
tems which 1s forwarded to NOCC for monitoring information
and to the processing area as processing imnformation

The DSS Monitor and Control Subsystem (DMC) sends
control and configuration information to the DRS from data
recetved from NOCC via the GCF It also collects various
calibration and configuration data which 1s provided to the
DRS for logging and transmission, via the GCF, with the VLBI
data or separately for monitoring purposes

At NOCC (Fig 2), the Network Data Processing Termunal
(NDPT) uses the data for monitoring-display functions in the
Network Operations Control Area (NOCA) The NOCA also
provides the control information to the DSSs, via the GCF, to
the DMC The NDPA uses the data for real-time monitor
functions

The VLBI Processor Subsystem performs the cross-correla-
tion of the data from the observing stations and, with further
postcorrelation and estimation processing, VLBI information
1s made available to the user 1n the proper form

lil. Implementation

A. General Description

Implementation of the DSN VLBI System MK 1-80 will be
in four phases as described below

Phases 1,2, and 3 configurations (Fig 3) at the DSS remain
essentially unchanged, with the changes occurring n the
NOCC and VLBI processing area The Phase 4 configuration
change occurs largely within the DSS portion where the
Recewver-Exciter and Radio Science Subsystems are involved
The DSN VLBI System MK 1-80 configuration will exist at the
64-m DSSs with the VLBI processor in NOCC

B. Phase 1 Configuration

The Phase 1 configuration (Fig 3) will utihize the existing
DSS BLK IV recewvers for a simultaneous S- and X-band
reception capability The wide-band capability 1s achieved by
providing a separate wide-band output from the antenna
mounted assemblies and a separate coaxial cable to the control
room equipment
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The receiver outputs are mput to the Advanced Equipment
Subsystem (AES), which can select any receiver IF signal The
recewver IF signal 1s input to the IF to video down-converter
for bandwidth synthesis (BWS) function The outputs of the
down converter channels are sent to the DRS, via an interface
assembly, where the VLBI Converter Assembly and Occulta-
tion Data Assembly (ODA) digitizes and formats the data for
transmission to NOCC The ODA also provides a Real Time
Record of the data and control to the AES wia the interface
assembly

Station weather data, which 1s obtained by the Meteorologi-
cal Monmitoring Assembly (MMA) of the Technical Facility
Subsystem (FAC), 1s sent to the DSS Tracking Subsystem
(DTS) This information, together with the antenna angles sent
from the Antenna Mechanical Subsystem (ANT), 1s also sent
to the ODA and is included with the VLBI data which 1s
forwarded to the station wideband data assembly of the GCF

The antenna pownting predicts are generated by the Predict
Program within the Network Control Support Subsystem
(NCSS) of the NOCC, from the Radio Source Catalog, and are
received by the DTS via the GCF HSDL and CMF These
predicts are then used to direct the Antenna Pointing
Subsystem (APS) from a drve tape prepared via the DSS
Monitor and Control Subsystem (DMC)

The DMC obtains various momtor input information which
1s sent to the DRS as control and configuration data for
transmission to NOCC Sequence-of-Events (SOE) and status
information 1s also sent between the DMC and NOCC wia the
HSDL The NOCC NDPT displays the configuration and status
mformation at the Network Display Subsystem, with display
to and control from the Network Operations Area (NOA)

The VLBI data from the ODA 1s received by the Network
Log Processor Assembly (Fig 4) of the GCF, which generates
a network data log This data 1s used to generate an
Intermediate Data Record (IDR), which 1s then sent to the
NOCC NDPA as a precorrelation record, with similar records
from the other observing stations for cross-correlation within
the VLBI Processor Subsystem A postcorrelation record is
obtained from the correlation program of the proccessor and,
with the postcorrelation program and estimation program, the
information related to station clock synchronization, UTI and
Earth polar motion 1s made available to the user

C. Phase 2 Configuration

The DSS portion of this phase remains the same as Phase I
The main change occurs in the VLBI data transmussion and the
VLBI Processor Subsystem (Fig 5) The VLBI data from the
DRS is sent via the GCF over wide-band data lines (WBDL) to
the VLBI Processor Subsystem, located in the VLBI Processor
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Subsystem, which cross-correlates the simular precorrelation
record from the other observing station

The postcorrelation record 1s obtained from the VLBI
Processor Subsystem and, in addition, the VLBI correlator
status information 1s sent from this processor to the DMC via
the GCF HSDL The postcorrelation record 1s then used by the
postcorrelation and estimation program of the intenm VLBI
Post Correlation Processor (360/75), which 1s remotely located
from the VLBI Processing Room The resulting computed
mformation on clock synchronization, UTI and polar motion
1s obtained from the processor for user application

D. Phase 3 Configuration

The primary change of this phase occurs in the VLBI
Processor Subsystem This subsystem replaces the interim
postcorrelation (360/75) function (Fig 2) and performs all
the normal functions of cross-correlation and postcorre
lation and estimation within the VLBI Processor Subsystem

E. Phase 4 Configuration

This phase has the major change within the DSS, particu-
larly within the Receiver-Exciter and Radio Science Subsys-
tems (Fig 1) The receivers operating at both S- and X-band
replace the DSS Block [V recervers previously used These new
recetvers are phase stable and possess a wide instantaneous
bandwidth (span bandwidth of approximately 400 MHz
centered at 300 MHz)

The IF signals terminate m their individual IF to wideo
converter assembly, which replaces the BWS channels of the
AES The video converters each provide two down-converted
video band spectrum signals, in quadrature phase, which are
sent to the DRS for further operation The local oscillator
which down-converts the wide-band IF spectrum mto mdi-
vidual channels 1s comprised of 8 (for X-band) separate
frequency-set digital controlled oscillators (DCO), which are
sequentially selected to prowide the narrow segment band-
width channels This scheme permuts the mndependent fre-
quency setting and continuous operations of the individual
channel oscillators to maintain the phase continuity as they
are sequentially selected

The DRS receives the two quadrature signals from the
converters and, after digitization and further processing,
rejects the 1mage noise “foldover” of the video spectrum and
then low-pass filters this spectrum to reduce the harmonics by
using digital techniques The signal 1s then formatted and
transmitted to the VLBI Processor Subsystem via the GCF
WBDL The DRS also provides the control signals to the
recewver subsystem for DCO frequency control and channel
selection



The S-band receiver IF video converter contains only four
channels instead of the eight channels

IV. Summary

The DSN VLBI System MK 1-80 Phases 1 and 2 will be
operational to support Voyager Project navigation and wiil

meet or exceed the accuracy requirements It 1s expected that
the Gahleo project will have the same accuracy requirements
The design of the DSN VLBI System MK 1-80 anticipated a
future requirement of AVLBI (angular measurement of a
spacecraft relative to a known radio source) The DSN VLBI
System MK 1-80 can support AVLBI, with some software
additions to the VLBI Processor Subsystem
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This article describes a computer program, DSNLOAD, which provides load
forecasting information given a DSN configuration and mission requirements for a set of

proposed future NASA mussions

l. Introduction

As proposed future NASA interplanetary mission sets are
considered, 1t 1s necessary to assess the load on the DSN given
the individual tracking requirements for each of the proposed
mussions A computer program, DSNLOAD, s described which
provides DSN load forecasting information given a proposed
future NASA mussion set In DSNLOAD, the DSN 1s analy-
tically modeled so that spacecraft (S/C) tracking schedules are
determined penodically throughout the future pertod of
interest These schedules are determined from the view periods
or available tracking times for each mssion on one sample day
each month and reflect a typical or average tracking situation
for the month These typical tracking schedules are then
transformed into data which shows the load or “how busy”
each DSN station 1s “on the average” at different times of the
day The DSNLOAD model includes required pre- and
postcalibration periods and station “overhead” such as mainte-
nance or “down” time Also included in the model 1s the
option of “off-loading” some of the tracking load of a station
which 1s overloaded onto another station

DSNLOAD provides data which assists in 1dentifying time
pertods 1 the future where the DSN may be overloaded and
tracking requirements may not be satisfied for one or more
mussions It also helps to identify tracking conflicts between

mussions, particularly at cnitical periods such as launch or
encounter when intensive tracking 1s required This informa-
tion may nfluence the mussion design or a decision to alter the
capabilities of the DSN

Il. DSN Load Candidate Mission File

A flowchart of the procedure of selecting a possible future
mussion, determining a representative heliocentric orbit for the
mussion, generating view period schedules, and converting
these schedules into Basic Loading Data for each mussion at
each station 1s shown in Fig 1 The Basic Loading Data
represents the percentage of available tracking time n differ-
ent time slots during the monthly sample day The Basic
Loading Data for all possible mussions 1s stored 1n a file called
the Candidate Mission File for access by DSNLOAD Given a
proposed mussion set, DSNLOAD reads the Basic Loading Data
for the proposed mussions from thus file

The missions which are included 1 a typical load forecast-
ing study are either active or in-flight mussions, mussions which
are funded as “‘projects” and scheduled for future launch, or
musstons which are being studied and considered as becoming
possible “funded” projects in the future Research 1s currently
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being carried out for possible interplanetary mussions with
launch dates throughout the rest of the century

Early 1n the advanced studies process, a mussion reference
trajectory 1s generated The reference trajectory 1s used to
study and analyze mussion characteristics In this process, basic
mssion design parameters are determuned such as launch date,
arnval date, geocentric mjection energy (C;) required, and the
direction of the geocentric injection vector From these
mussion design parameters, a heliocentric geometric conic 1s
determined which intersects the Earth at launch and the arnval
planet (or other body such as a comet) at arrival for ballistic
trajectories or a polynomual fit which approximates the
trajectory for low-thrust trajectones For planet orbiter
musstons, the heliocentric orbit of the planet 1s used during the
orbital phase of the mmssion For missions which are “in-
flight,” the actual launch and arrival date are used to
determine the trajectory

The reference trajectories are used to determine geocentric
direction vectors as a function of time From these direction
vectors, the DSN station locations, and knowledge of the
Earth’s rotation, the view period schedules are generated The
view period schedules are generated for the 15th day of each
month for the mission duration For deep space mussions, the
configuration of view periods from station to station varies
slowly from month to month and a sample rate of one day per
month 1s adequate for generating future loading information

The current DSNLOAD Candidate Mission File includes
Basic Loading Data for 60 mussions which are either currently
mn-flight or have been proposed for launch at some future date
Also included are Basic Loading Data for each of the nine
planets, which may be used to study DSN loading for
prospective planetary orbiter missions

lll. Tracking Schedule Model

The DSNLOAD tracking schedule model considers the
tracking schedule to be represented by tracking passes which
are of a maximum required length and centered within the
view period or available tracking time for each mission If view
pertods overlap for a station, no attempt 1s made to sequence
tracking for the station or to distribute tracking over the entire
available tracking period

The assumption that each tracking pass 1s centered in the
middle of the wiew period provides a model which 1s
computationally simple, 1s easily understood by upper level
technmical management which use the results in decision
making, and which 1dentifies potential tracking requirement
conflicts or time periods where view periods for two or more
mussions overlap and tracking requirements cannot be satisfied
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In a sense, the model provides a “reasonable” upper bound on
the potential overload for a given tracking situation Since in
actual tracking, overlap 1s not possible (a station cannot
normally track more than one spacecraft at a time), a
sequencing scheme 1s worked out as a result of human
decision-making reflecting compromuses between conflicting
requirements by representatives of the active russions at that
time The DSNLOAD tracking schedule model provides a
reasonable upper bound on maximum loading or a “worst
case” situation This serves to 1dentify time periods and times
during the day when there may be potential overloading
problems and tracking requirements cannot be met Monthly
view period charts which are printed by the program through-
out the period of interest assist in determining and under-
standing where potential conflicts may occur

The basic assumptions of the DSNLOAD tracking schedule
model are now stated as follows

(1) The wiew period schedule for each mussion for each
month 1s represented by the schedule for the 24-hr day
on the 15th of the month

(2) The tracking pass for a given mussion at a station 1s
assumed to be of a required maximum length and
centered in the muiddle of the view period

(3) The tracking requirements (1e, number of tracking
passes/month requred for a mussion) are handled by
weighting multipliers

(4) For each tracking pass, pre- and postcalibration pertods
are added which are represented as an extension, at the
beginning and end, of the tracking pass

(5) The loading due to station overhead (maintenance or
“down” time) 1s added after the tracking schedule for
the mission set has been determined

The first assumption 1s based on the premuse that for
interplanetary mussions the view period configuration at each
station varies slowly from day to day and that a sample rate of
once per month 1s adequate for generating future loading
mformation Monthly loading data is then averaged into
quarterly data to prowide an overall picture of the loading
situation over the time period of interest, usuaily 10 or more
years 1n a typical loading study

The tracking requirements are provided by representatives
of each mussion and are specified as the number of tracking
passes desired during each month at each station For each
musston, the average loading contribution 1s determined by
breaking up the sample day (the 15th of the month) mto six
4-hour time slots, computing the tracking load 1n each time
slot and then multiplying each of these loading percentages by



a weighting multipher which reflects the tracking require-
ments

Load contributions for each nussion and each of the six
4-hour tume slots are computed in the same manner and the
load summed over all mussions to get the total average load
contribution at the station for the month due to spacecraft
tracking The “overhead” 1s then added for the station to get
the total load for the month Monthly loading data 1s then
averaged 1nto quarterly data and printed by the program 1n the
form of “loading matrices ”

A schematic for computing the average load for one month,
for a set of mussions at one station, 1s presented in Fig 2 The
load contnbution for each mussion 1s computed at each station
and the load 1s summed over all mussions to get the total load
at each station Maintenance or station ‘“overhead” time 1s
then added to obtan the total load contribution for the
mussion set at each station

The station maintenance model 1s designed to reflect the
load contribution which 1s due to the necessary time when the
station 1s not actually tracking, but is being repaiwred or
maintained The DSN maintenance shifts are typically 4 to 8
hours long and performed on as regular a basis as possible at
times when a station 1s least busy with spacecraft tracking The
basic strategy of the DSNLOAD maintenance algorithm 1s to
assign the maintenance load for each station, each month, to
the time slots in ascending order of load percentage and 1n
proportion to the relative amount of tracking time available in
each time slot The mamtenance load 1s almost always
distributed over at least two time slots If there 1s not enough
available time for the required mamtenance load, the time
slots with available time are filled to 100% and the remaining
maintenance load distributed evenly throughout the day The
maintenance time 1s mnput into DSNLOAD as the average
number of hours of mamtenance time required per month for
each station The maintenance load in hours/month 1s con-
verted to loading percentage in a 4-hour time slot by the
program

IV. Calculation of DSN Loading Matrices

After the total average load contrnibution, in each time slot,
1s determined at each station for each month of the period of
interest, the monthly loading data are averaged into loading
matrices which show the average quarterly loading for a year
The loading matrices give an “overall picture” of the loading
situation, as a function of time, for each quarter at each
station

A loading matrix 1s 2 6 X 4 array of numbers,

- _
441 92 413 914
43, ’
Q= )
| 961 : . Qg4 |

where each g, 1s the average percentage of time that the
station 1s busy, due to tracking and overhead, for the kth
4-hour time slot and the 1th quarter of the year An element,
4> of the loading matrnix whose value 1s greater than 100%,
indicates that the station 1s overloaded “‘on the average” for
the kth time slot and 1th quarter of that year

In assessing loading, two subnets of the DSN are usually
considered, each consisting of three stations located at
Goldstone, Califorma, Austraba and Spain The subnets are
designated the *“34-meter net” and the “64-meter net” In
terms of loading assessment, the 64-meter subnet generally has
more capability than the 34-meter subnet so that an overload
on the 34-meter subnet may be “off-loaded” onto the
64-meter subnet but not vice-versa

The DSNLOAD off-loading model considers the Q matrices
for stations m the same location of each subnet on an element
by element basis Let qi? represent the loading percentage for
the kth time slot and 1th quarter of the year for the 34-meter
station and qi? represent the loading percentage for the kth
time slot and 1th quarter of the year for the 64-meter station
The assumptions of the DSNLOAD off-loading model are as
follows

(1) If q,if < 100, no off-loading 1s necessary

(2) If g7 > 100 and ¢} > 100, off-loading from the
34-meter station to the 64-meter station 1s not per-
mutted since the 64-meter station 1s already overloaded

(3) If g3} > 100 and ¢¢7 <100 then,

(a) If g3} + qS7 <200, sphit the load equally between
the 34-meter station and the 64-meter station

(b) If qif + qg;‘ > 200, load the 64-meter station up
to 100% and assign the remaining load to the
34-meter station (Note, in this case the 34-meter
station 1s still overloaded for this time slot and
quarter )

In the DSNLOAD output, for a typical loading study, the
loading matrices for the three stations for each subnet are
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computed and printed, as well as the “off-loaded” loading
matnix for each station

Two other types of loading matrices are computed and
printed for each subnet for each year which summanze the
results over each subnet, a Maximum Loading Matrix and an
Average Loading Matrix A Maximum Loading Matrix 1s a
6 X 4 array of numbers,

m m m m
414 42 dy3 di4
mo m
o = 921
m m
. . q
| 961 64 |

where each q:’l 1s the maximum percentage of time that the
subnet 1s busy, due to tracking and overhead, or the maximum
value of g, , taken over the three stations of the subnet for the
kth time slot for the 1th quarter of the year The Maximum
Loading Matrix shows peak loading on the subnet and
identifies time pertods when the DSN as a whole 1s overloaded

An Average Loading Matrix 1s a 6 X 4 array of numbers,

a a a a
4y, 4y 43 94
a a
g a5,
a . a
| Y61 Qoa | »

where each g%, 1s the average percentage of time that the
subnet 1s busy, or the average value of g, , taken over the three
stations of the subnet for the kth time slot for the 1th quarter
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of the year The Average Loading Matrix provides an “overall
picture” of what the loading situation on the DSN will be for
each quarter of the year

For each type of loading matnx, the quarterly average 1s
computed and printed This 1s the average of the six elements
of each column of the loading matrices This prowides an
“overall picture” of what the load 1s for each quarter and
allows comparnison of the average load between quarters

V. Further Development

The DSNLOAD program, using the view period tracking
model described in this paper, 1s currently operational at JPL
and 1s used to assess future DSN capability and mussion
feasibility by JPL and NASA management This data provides
a reasonable “upper bound” on what future loading mught be
and assists 1n 1dentifying time periods where DSN overloads
may occur Detailed examination of view period charts printed
out by DSNLOAD prowides further insight into potential
overloading problems

A second DSN tracking model, which 1s now being
developed by the author, will attempt to determine an optimal
or “1deal” tracking schedule for a given nussion set Ths
optimal tracking model will utihze mathematical programming
techniques to pertodically determine a tracking schedule which
1s optimal in the sense of maximizing the tracking capability of
the DSN with respect to the tracking requurements of the
mussion In actual experience, tracking schedules are deter-
mined by human decision making, reflecting compromises of
conflicting requirements by representatives of the mussions and
are not necessarily optimal by any “predictable” performance
measure So 1t 1s intended that the optimal tracking model
provide a “lower bound” on the predicted tracking situation
and that the two models provide “best” and “worst” case
limits on what the actual loading situation might be This
lower bound information, along with current DSNLOAD
results, will advance further the technology of using a
computer model of the DSN to forecast future DSN loading
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DSN Progress Report 42-56

January and February 1980

Viking Orbiter Completion Mission and Viking Lander
Monitor Mission

R L Gillette

Deep Space Network Operations Section

This report covers from 1 December 1979 through 31 January 1980 and continues
reporting on DSN Viking Tracking Support for the same period

|. Viking Operations
A. Orbiter Completion Mission

On 6 November 1979, a Viking Mars Orbit Trim Maneuver
officially termiated the Viking Survey Mission and moved the
Project into a new phase of the Viking Mission termed the
Viking Orbiter Completion Mission The Viking Orbater
Completion Mission (VOCM) 1s the fifth phase of the Viking
Mission and 1s currently scheduled to terminate on 30 June
1980

1 Mission objective The objective of the Orbiter Comple-
tion Mission 1s to obtamn moderate resolution photographic
coverage of Martian surface areas not previously photographed
or inadequately covered during the earlier survey mission

2 Status During this reporting period the Orbiter 1 space-
craft continued to operate normally, collecting and returning
weather data and moderate resolution Mars surface photos to
Earth as well as relaying data from the Lander 2 (VL-2)
spacecraft

B. Lander Monitor Mission

On 6 November 1979, along with the start of the Orbiter
Completion Mission, the Lander-1 spacecraft became a sepa-
rate mission of 1ts own, termed the Lander Momtor Mission
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(LMM) Throughout the Lander Monitor Mission, the Lander-1
spacecraft will be 1n an automatic-mssion mode, operating
autonomously on the programs that have previously been
stored 1n the on-board computers

1 Mission objectives The objectives of the Lander Momtor
Mission are to Obtaimn S-band ranging data from the surface of
Mars periodically over a long time span for the conduct of
radio science, and, obtain meteorology and imaging data from
the surface of Mars periodically over a long time span to
monitor and disseminate information relative to any signifi-
cant changes with time

2 Status The Viking Landers continued to operate as
expected during this reporting period All Lander-1 essential
subsystems are healthy as the spacecraft collects imaging and
meteorology data for weekly transmission to Earth whenever a
Deep Space Station (DSS) 1s available All Lander 2 essential
subsystems are healthy, except for the transmitter which sup-
ports transmission of telemetry data directly to Earth All data
from Lander-2 are transmitted to Orbiter-1, and then relayed
to Earth using the Orbiter transmitter

Il. Radio Science

Duning this reporting pertod the only radio science activity
has been the near-simultaneous Lander-Orbiter Ranging Exper-
iment



lil. Ground Communication Facility
Reconfiguration

Throughout the Viking Mission the low rate telemetry,
command and radio metric data, collected at a DSS has been
transmitted to the JPL Viking Mission Control and Computing
Center over the Ground Communications Facility (GCF) 7 2
kb/s High-Speed Data Line encoded with an Error Polynomual
Code (EPC) of 33 bits

The Error Polynomial Code (EPC) is encoded into each
1200-b1t high-speed data block as 1t leaves a DSS, and 1s then
decoded upon receipt at JPL to verify that all data bits have
been received correctly As the GCF equipment was upgraded
to support new projects, the EPC was changed to 22 bits
Older GCF equipment was mamtained to continue supporting
Viking with an EPC of 33 bats

With the new extension of the Viking Mission out to 1 July
1980, and the need for additional space for new GCF equip-

ment, a plan has been developed to convert the Viking Project
over to the newer GCF equipment using an EPC of 22 bits
This requires a new cable interface between the Viking com-
puters and the GCF equipment along with software changes in
the Viking telemetry and command computers Figure 1
shows the new GCF configuration scheduled to support
Viking, starting on 3 March 1980

IV. Network Support

Table 1 shows the DSN tracking support for the Viking
Mission from August 1979 through January 1980 Since
August, there has been a continual decrease 1n the requirements
for tracking support This 1s due to the reduction in overall
tracking time required to return science data to Earth at the
higher telemetry data rate made possible as Mars approaches
opposition on 26 February 1980
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Table 1. DSN Viking Mission tracking support

1979 - 1980
DSS
Aug Sept Oct Nov Dec Jan
1 a 1 1 2 _ 2
b 6 3 11 15
12 - - - - - -
14 22 15 12 8 6 2
91 65 62 64 52
1 2
42 5 10 - B - B
1 1 1 2 2
43 5 1 6 B 13 8
4 3
44 18 B 12 B B
61 - - - - - -
2 1 6
62 2 4| - - - a1
63 29 27 19 15 16 2
131 105 104 119 142 14
Total 59 47 36 25 24 14
252 191 187 194 207 78

2Total number of Viking tracks

bTotal Viking station support in hours
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DSN Progress Report 42-56

January and February 1980

Radio Astronomy

R M Taylor

Deep Space Network Operations Section

This article reports on the actiities of the Deep Space Network in support of Radio
and Radar Astronomy operations during January and February 1980 [t also reports on
the objectives, results, and implications of the Pulsar Rotation Constancy Experiment

sponsored by OSS

l. Introduction

Deep Space Network 26-meter, 34-meter, and 64-meter
antenna stations are utilized 1n support of experiments in four
categortes NASA 0SS, NASA OSTDS, Radio Astronomy
Experiment Selection (RAES), and Host Country

ll. Radio Astronomy Operations
A. NASA OSS Category

On 17 February, the Goldstone 26-meter station and the
Tidbimbuilla 64-meter station supported for five hours the first
m the resumed senies of Alsep/Quasar VLBI observations
Support for the Jupiter Patrol observations of Planetary Radio
Astronomy has continued at prior levels at the Goldstone and
Madrnid 26-meter antenna stations Simularly, the Pulsar Rota-
tion Constancy experiment has enjoyed a consistent level of
support The following 1s a brief summary of the status of this
activity

Pulsar Rotation Constancy (OSS 188-41-52-09-55)

1 Observational objectives To measure the phase of the
pulse train from these naturally occurring radio sources at
regular intervals, e g , intervals which are short compared with
the time scale of known changes 1n the pulse train
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One unexpected benefit of being able to measure the
average observed pulse shape at Deep Space Network frequen-
cies (particularly 13 cm) allows measurement of fluctuatio
n pulse energy on intermediate time scales, possibly due to
mterstellar inhomogeneities

2 Observed results

(1) Known pulse periods vary from the 33 nulliseconds of
the Crab nebula pulsar to as long as 4 seconds

(2) Period of the pulse is slowly growing n time,1¢e , P of
the “nipple” 1s always positive No radio pulsars have
been observed with a significant negative first denivative

(3) There have been observed steps in the pertod, where
the period suddenly decreases shightly by parts in 108
(Vela pulsar) and parts in 108 (Crab pulsar)

(4) There 1s another level of observed activity consisting of
short term positive and negative changes 1n pulse period
of the order of partsin 10'% This 1s known as “timung
noise

(5) If the pulsar model 1s well maintained, then model
parameters (e g, proper motion) can be resolved over
appropriate time periods



3 Imphcations The range of periods observed is best
explained by remnants of earlier Super Nova Explosions One
of the phenomena observed, 1¢e , the consistent slowing down
of the pulsar, may indicate some measure of drag on the object
and may be linked with the pulse generation process

Current thinking 1s that a pulsar object 1s a neutron star,
but 1s a neutron star really solid neutron? Or 1s 1t a composite
structure and, if so, what are the components? It 1s currently
hypothesized that there are at least two components a crust,
composed mostly of iron, and a neutron mterior This 18
predicated by the steps exiubited in the epoch These
components may be weakly coupled, may have different spin
rates, and at the “step” time 1t could be that the crust speeds
up because 1t collapses shightly while the inner core takes time
to catch up Question Is there yet another component? The
interaction between the two or more components 1S more
complex than was previously thought and requires a lot more
work Of particular interest 1s the possibility of being able to
predict the next epoch step of the Vela pulsar, say, to within
two months

The long-term tracking requirements of these objects are
similar to spacecraft requirements so that stability of equip-
ment and personnel expertise and the availability of time 1tself
all contribute sigmficantly to a successful observing program

B. NASA OSTDS Category

Support for activity n this category 1s hmited to Planetary
Radar Imaging, and duning the period of this report support
has been at a very high level Approximately 10 hours every
4 days has been provided at the Goldstone 64-meter antenna
station, utilizing the 400-kW 13-cm transmutter and advanced
systems recewvers and radar correlator 1n observations of the
planet Mars through 1ts current opposition (26 February) On
29 January, with very short notice, the Goldstone 64-meter
faciity was made available to attempt radar imaging of the
comet Bradfield, 1979L, a singular, exciting opportunity
Almost one hour of data was gathered from a 4-hour pass

C. RAES Category

1 RA 169 On 1 February, the Goldstone and Tidbinbilla
64-meter stations supported VLBI observations of the com-
pact radio nucler of normal and extended galaxies and quasars
for five hours

This experiment was the first in a series of observations
designed to traverse the celestial sphere over a period totalling
25 houws, with the object of observing previously detected

sources at 3 8cm and searching for hitherto undetected
sources at 13 cm

At 3 8 cm the resolution obtainable from this baseline 1s
about three times greater and the sensitivity about four times
greater than on US baselines At 13 cm the resolution is
comparable with that of US baselmes at 3 8 cm, but the
sensitivity 1s an order of magnitude better

2 RA 171 On 2 and 3 February, for a total of 16 hours,
several observatones, including Owens Valley Radio Observa-
tory, Jodrell Bank Radio Observatory, and the Goldstone and
Madnd 64-meter antennas, supported VLBI observations of
M87 and NGC 6251

These observations fulfill the requirements as described in
the expertmenters’ proposal, which 1s now transferred to the
completed file Publication of the results will be forthcoming
after the data are analyzed

3 RA 176 On 26 and 27 February, the Goldstone and
Madnd 64-meter antenna stations combined with the Max
Planck Institute, Bonn Observatory, for a total of 23 hours to
observe the Twin Q S O 0957, + 56 A, B This expenment was
first supported in November 1979, and, at first, 1t was thought
to have been unsuccessful due to a precessed position error in
the source coordinates However, good science data were
obtained at 13 cm on the Bonn-Goldstone baseline, and this
latest observation was designed to replicate this with the
mcreased sensitivity available with the Mark III Data Acquisi-
tion System

The Deep Space Network does not yet have the Mark III
available on a regular basis, but a loan to the Goldstone facility
from Owens Valley Radio Observatory was arranged, enabling
both Mark IT and Mark III data to be recorded at the
Cahfornia station, supported with Mark II data in Spain and
Mark III data in Germany Also, on this occasion during the
last 90 minutes of the observation, the stations were recon-
figured to provide some data at 38 cm The data reduction
and analysis an 1 results publication are eagerly awaited

D. Host Country Category

1 Australia During this period host country actiity in
Australia has been, almost exclusively, pulsar observations at
Orroral Valley at the rate of approximately 10 hours support
per week

2 Spain There has been no host country activity 1 Spain
during this period
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X-Band Uplink Ground Systems Development

R Hartop, C Johns, and R Kolbly

Radio Frequency and Microwave Subsystems Section

The development of new ground equipment for an X-band uplink to supplement the
present S-band uphnk 1s underway The exciter and doppler extractor developments, and
the ligh-power transmutter development with some early test results are presented

l. Introduction

The requirements for increased accuracies of spacecraft
navigation as well as charged particle calibrations has
prompted the development of an uplink 1n the X-band region
with much improved short- and long-term frequency
stabilities

To provide this stable X-band uplink signal, a new exciter
design concept 1s being used In addition, an X-band phase
modulator 1s being ncorporated to provide broad instan-
taneous bandwidth to accommodate higher clock frequencies
with consequent improved resolution

The exciter design 1s discussed 1n Part II, covermng such
aspects as the block diagram, expected oscillator frequency
stability, effect of nstability of the cables between the control
room and the antenna, improvement in uplink stability
obtained with the transmutter phase control loop, expected
frequency stability of exciter references for the doppler
extractors, expected performance of the X-band range modu-
lator and the frequency stability improvement to be obtamned
with temperature control of the hardware environment

In addition to the exciter and doppler extractor, a 20-kW

transmitter 1s being designed and built for installation at DSS
13, where 1t will be evaluated for application in the Deep
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Space Network A major portion of any transmitter design 1s
the system for protection, monitor, and control of the various
subsystems associated with the transmitter Also, the Momtor
and Control System 1s a major part of overall system
rehability Part IIl1 of this article will describe the control
system to be used in the transmutter Also, further evaluation
of the VA-876 klystron will be described and the results
presented

il. Exciter

A simplified block diagram of the exciter 1s shown n Fig 1
To generate the 7 2-GHz exciter signal, the 100 MHz from the
hydrogen maser frequency standard 1s multtplied up to 6500
MHz and summed with 700 MHz generated by multiplying the
exciter’s digitally-controlled oscillator (DCO) by 16 Sixteen 1s
the minimum multiplying factor possible that permits an
X-band operating range from 7145 MHz to 7235 MHz The
himitation 1s the DCO frequency range of 40 to 51 MHz This
method of generating the exciter signal reduces the DCO
contribution to the exciter signal stability To illustrate thus,
assuming an X-band frequency of 7200 MHz, the mput
frequencies to the summing junction are 700 MHz and 6500
MHz Relative to the X-band frequency, the frequercy ratios
are 700/7200 and 6500/7200 In this configuration, the
exciter DCO contributes less than 10 percent of its rnstabihity



to the X-band signal. Since the stability of the hydrogen maser
1s considerably better than the exciter DCO, the total exciter
stability 1s improved

A. Exciter Oscillator Stability

To estabhish stability estimates for the X-band exciter, three
Dana synthesizers (DCOs) were measured using the same
techniques that are used for measuring maser stabihity (Ref 1)
Figure 2 1s a graph showing the stability of the synthesizers for
integration periods i excess of 1000 seconds For comparison,
a hydrogen maser stability curve 1s included

Figure 3 1s a stability curve computed from the data in
Fig 2 The curve shows the resultant X-band stabihty (o, )
when synthesizer B 1s algebraically added to the maser as
shown

Ope = 700/7200 Opco T 6500/7200 O, asers WOISE Case

ex

where the ratios 700/7200 and 6500/7200 are the weighting
constants for the contribution of the synthesizer and hydrogen
maser to the X-band nstability

B. 100-MHz Cable Stabilizer

Figure 4 15 a simplified block diagram of the complete
exciter The stability of the cable used to transmut the
100-MHz reference frequency from the control room to the
antenna 1s critical Environmental conditions, such as tempera-
ture and mechanical stress, will cause a cable to change
electrical length For the type cable used between the control
roon1 and antenna, measurements made at DSS 14 (Ref 2)
showed that the frequency stability (Af/f) 1s approximately
66X 10713

To 1mprove the stability of the 100-MHz reference signal
transmitted through the cable from the control room to the
antenna, a cable stabilizer will be used Lab measurements
made on a prototype cable stabilizer indicate a reduction of
phase delay change of a factor of 50 can be achieved

C Transmitter Phase Control Loop

The 20-kW X-band klystron proposed for use in the X-band
uplink 1s undergoing evaluation tests (Part IIT) including the
measuremient of the amphfier’s phase sensitivity to coolant
temperature, drive power, beam voltage, etc To stabilize the
phase of the X-band uplink signal, a phase control loop has
been mcorporated that wall reduce the phase perturbations due
to the klystron by a factor of 100

The phase control loop compares the exciter and trans-
mitter outnuts 1 a phase detector, and the error voltage 1s

filtered, amphfied, and applied to the control port of an
X-band voltage-controlled phase shifter The signal phase delay
through the phase shifter 1s automatically shifted i the
oppostite sense of the transmtter vanations, thus maintaining a
nearly constant transmitter output phase

The loop parameters were selected for a 3-dB frequency
response of 2 Hz to ehmnate any possibility of reducing
(tracking out) low-frequency command modulation signals To
accommodate future science experiments, a multibandwidth
loop can be incorporated

D. X-X Doppler Reference Generator

The frequency of the exciter reference required for the
doppler extractor must be

afb fr.,
where a/b 1s the coherent DOWN/UP ratio and equals

240/749 for X up and S down

880/749 for X up and X down

It 1s not practical to generate these frequencies entirely from
the X-band output signal due to hardware himitations An
output from the exciter at a lower frequency 1s required
However, at no point mn the exciter mechamzation does /. x/n
(where n 1s a whole number) exist Therefore, this frequency
must be generated 1n some manner

To accomplish this, the output of the exciter DCO was
selected as the reference frequency for generating the doppler
reference signal (Fig 4) Due to the mechamzation of the
exciter, the DCO output nherently contains a portion of the
6500-MHz reference signal (1€, fpcp = fr,/16 - 6500/16)
To elimmate the 6500/16 term, the DCO output 1s divided by
five to yield a frequency of fr,./80- 1300/16 and then
summed (mixed) with a 1300/16 signal resulting in an output
frequency of f /80 This frequency 1s subsequently multi-
phed by 2096/749 and then agamn by five to yield 131/749
fr, Which 15 added to the exciter output frequency to denve
the 880/749 f,., doppler reference

The stability of the doppler reference, like the exciter, 1s a
weighted combination of the exciter DCO and the 100-MHz
maser signals The worse case exciter stability was shown to
be

Opxerr = 70017200 0y, +6500/7200 0y 4 cop (1)
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and the X-X band doppler reference stability 1s

Oy_x = 131/749 0, *o

X EXC @
Substituting Eq (1) mto Eq (2), the doppler reference

stability 1s found to be

0y y =01l40,., +106lc

X MASER

E. X-S Band Doppler Reference

The doppler reference for the X-S band doppler extractor 1s
generated 1n a simular manner as the X-X band reference
(Fig 4) The 7, /80 signal 1s multiplied by 8144/749 and then
by 5 to obtain a frequency of 509/749 f., Thus frequency 1s
subtracted from the exciter output to yield the 240/749 Fre
doppler reference The S-X doppler reference stability 1s
determined by

Oy_s = Opyc = 509/749 o (3)
Again, by substituting Eq (1) into Eq (3), the X-S band
doppler stability 1s

0,_¢ = 003115 Opco 102893 OMASER 4)

F. X-Band Phase Modulator

To accommodate higher ranging clock frequencies for
mmproved navigation, an X-band phase modulator 1s being
utilized in the exciter The nstantaneous bandwidth 1s 90
MHz, established by a bandpass filter The modulator can be
modulated with frequencies up to 10 MHz Two modulation
ports are available to allow range and command signal inputs

G. Coherent Test Signals

Coherent receiver test signals are generated in the same
manner as the X-X and X-S doppler reference signals, with the
exception that the test signals can be phase modulated by
means of the X-band phase modulator To accomplish this, the
modulated X-band signal 1s summed with the 131/749 fr, and
the 509/749 fr, outputs The levels of the test signals can be
varied, by means of programmable step attenuators (not
shown 1n Fig 4), to facilitate receiver calibration and testing

H. Equipment Temperature Stabilization

To assure long-term stability of the antenna-mounted
exciter equipment, all of the RF hardware will be packaged in
temperature-stable enclosures Based on stability measure-
ments made on Block IV R/E RF modules, 1t 1s conservatively
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estimated that the temperature-controlled exciter equipment
will contribute 0 26 X 10715 to the total exciter instabality

lil. High-Power Transmitter

A DSN transmutter generally consists of four major compo-
nents separated by considerable distances These components
are the Power Amplifier Assembly, the Heat Exchanger, the
Power Supply, and the Control Panel It is a requirement that
the Power Amplifier Assembly be mounted near the antenna
feed, while the Heat Exchanger and Power Supply are
mounted on the ground The Control Panel s mounted near
the operator position 1n the control room A further require-
ment of the X-band uplink transmutter 1s that 1t be compatible
with unattended operation and DSN Station automation
Figure 5 1illustrates a typical Transmitter System

A major problem with high-power circuits distributed over
a large area 1s induced noise in the form of ground loops and in
inductive pick-up of extraneous signals, while well-shielded
multiconductor cables are bulky and expensive

A Control System

The planned Control System for the X-band uplink
transmitter will incorporate the following features

(1) Each component will respond to high-level commands
and contamn sufficient control and protective circuitry
to prevent damage to that component

(2) Communications between components wil be By
means of a single serial data circuit

(3) Control hierarchy will
between components

minimize communications

(4) Protection of hardware and personnel will not rely on
Control System software

(5) Commercially-available equipment will be used in the
Control System to the maximum extent possible

Figure 6 1s a block diagram of the Control System for the
X-band uplink transmitter By using a serial data stream and
minimizing communications between transmtter components,
it will be possible to economically use techniques for noise
reduction such as error-checking and error-correcting codes,
filtering, low data rates, and 1solation schemes such as
fiber-optic communications To meet the protection require-
ments (item 4), a hard-wired safety imnterlock between trans-
mitter components will be incorporated Since sufficient fast
protection circwitry will be incorporated in each component,
this intercomponent interlock will not be required to operate
at high speed (ten mllisecond response will be adequate)



There 1s at present a wide variety of commercially-available
Control System hardware that 1s compatible with other
manufacturers, so that 1t will be economical to utilize this type
of hardware In particular, there are industnal-grade control
modules designed to interface to high-power parts, such as
contactors, meters, relays, etc with a minimum of mechamcal
and electrical design Figures 7 and 8 show an example of this
type of industrial control equipment that will be incorporated
in the design

B. Klystron Evaluation

The signal source for driving the klystron at the Microwave
Test Facility had poor short-term phase stability (Ref 3),s0a
Hewlett-Packard Model 5065A Rubidium Frequency Stan-
dard, a Hewlett-Packard Model 5100A Frequency Synthesizer,
and a modified California Microwave, Inc , Model PES4PL-109
X75 Frequency Multiplier was installed as a new signal source
(Fig 9), replacng the HP Model 620A Signal Generator
described 1n the reference Figure 10 1llustrates the short-term
stability improvement of the X-band drive chain

Using the test configuration of Fig 9, 500-s stability tests
were conducted (Fig 11) Since the klystron phase delay 1s
most sensitive to beam voltage, this parameter 1s also recorded
on the chart

The VA-876P klystron has been tuned to operate over the
‘ull transmutter design range (7145-7235 MHz) with no degra-
da tion 1n performance The klystron has shown no nstabilities
or «rratic performance dunng these tests Figures 12 and 13

show the passband response at both high and low limits of the
DSN frequency band

Figure 14 shows the phase change across the klystron as a
function of frequency This parameter 1s sometimes referred to
as “Group Delay” and 1s used as a measure of the electrical
length of the klystron Using the values from Fig 14, the
group delay of the VA-876P klystron at midband is 44 ns The
period of the center frequency (7190 MHz) 1s 0 139 ns, giving
an electrical length of the klystron of 114 X 10° electrical
degrees

As of this reporting, Varian Klystron Model VA-876P S/N
344 has operated 692 filament hours and 545 beam hours The
test bed transmitter has operated the klystron through a total
of 155 on/off cycles

IV. Conclusions

The design of the X-band exciter and the transmutter
control system have been presented Techniques were incor-
porated mto the exciter design to assure good short- and
long-term frequency stabiity From data and conservative
estimates, the overall exciter and doppler reference stabihities
will be approximately 25X 10715 for 1000-s integration
periods The 20-kW X-band klystron tube continues to operate
satisfactonly and data 1s being obtamed that will permt
analysis and prediction of overall system performance

A future article will describe the complete X-band uplink
scheme including the recetver and doppler extractor mechani-
zation and their expected stability factors
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VLBI Detection of Crustal Plate Motion Using DSN Antennas
as Base Stations

D D Morabito, E S Claflin, and C J Steinberg
Tracking Systems and Apphications Section

Estimated crustal plate motion 1s presented with respect to each of the three Deep
Space Network (DSN) sites, Goldstone, Madnd and Canberra, based on a plate motion
model by Minster et al The techmque of Very Long Baseline Interferometry (VLBI) 1s
capable of measuring crustal movements of a few centimeters per year The estimated
crustal movement predicted by the model 1s compared with apparent movement
measured by the ARIES VLBI group at JPL across a plate boundary m Southern

California

l. Introduction

The Earth’s crust consists of six or seven major plates and
several munor plates Indirect evidence of various types
indicates that these plates are moving with respect to each
other with speeds (based on long term data averages) on the
order of several centimeters per year It was only 1n the last
few decades that geologists reahized that the Earth’s crust 1s
not ngid (Ref 1), and that the surface features of the Earth
are mostly due to the mnteractions of these plates

The relative movement between 11 of these plates has been
numerically modeled by Minster et al (Refs 2 and 3) Minster
assumed the plates to be internally rigid, and used existing
indirect geological data types consisting of ocean ndge
spreading rates, fracture zone trends and earthquake shp
vectors to obtain a self-consistent model of instantaneous
relative motions The plate motion model developed yields a
parameter known as the rotation rate vector, which describes
the rotation of each plate with respect to another reference
plate Using a DSN station as one component of a VLBI
(Very Long Baseline Interferometry) interferometer on a

reference plate, Minster’s model can be applied to predict how
much relative movement with respect to the DSN station will
be detected using a second station at any point on any other
plate The model predictions are valuable for choosing
potential new antenna sites where sigmficant contmental dnft
may be detected and measured

The VLBI measurement technique has been developed in
recent years with applications to geodesy, astronomy, and
spacecraft navigation As a geodetic tool, VLBI has the
potential to measure crustal movement with high accuracies,
yielding errors as low as a few centimeters on baselines
measuring up to several hundred kilometers, and possibly up
to mntercontinental distances

Thus, VLBI possesses the potential to make direct measure-
ments of relative crustal plate motion which may be compared
with the motions inferred from indirect geological data Such
measurements would allow important geophysical questions to
be studied and perhaps answered. One such question asks
whether the motion between plates 1s episodic or relatively
continuous Another important question of concern addresses
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the relationship between the observed motion and earth-
quakes Finally, how do such phenomena as warping and
cracking along plate boundaries modify the large scale picture
of nigid plate motion? VLBI would be a useful tool in helping
to resolve such questions

Project ARIES (Astronomucal Radio Interferometric Earth
Surveying) 1s currently performing geodetic measurements in
California (Refs 4-6) The base stations include the DSN
antennas at Goldstone and the Caltech Owens Valley Radio
Observatory, both of which reside on the North American
plate The San Andreas fault separates the North American
plate from 1ts western neighbor the Pacific plate, which
includes much of coastal Southern Califorma The ARIES
9-meter portable dish antenna has occupied several sites in thus
coastal region, and hence may be able to directly measure the
relative motion of these two plates

Ths article discusses the prospects of the VLBI technique
for detection and measurement of crustal drift using DSN
stations Potential sites for other, fixed or portable stations are
suggested by applying the model developed by Minster
Current measurements from Project ARIES are compared with
the crustal model predictions

Il. The Rigid Plate Model

The description of the displacement of a nigid plate on the
surface of a sphere may be understood in terms of ngid body
motion The correspondence becomes clear 1f one imagines
that the moving plate contamns an embedded set of body axes
and the Earth (or another plate) contains the reference axes
The two coordinate systems have common origins at the
center of the sphere (Earth) A basic theorem of ngid body
motion then assures us that any translation and/or rotation of
the plate 1s describable as purely a rotation about some axis
fixed 1n the reference system and passing through the Earth’s
center Simplicity ends here, however, because the sum of two
rotation vectors does not, in general, give a displacement equal
to the successive application of the individual rotations
However, by writing the coordinate transformation equations
m linear approximation, 1t can be shown that the rotation
vectors for small displacements are additive

The important implications of these results for plate
motion are that instantaneous relative motion of two plates
can be described completely by a single rotation rate vector
and that the relative rotation rates of plates are additive Thus
the Minster et al data was easilly applied to predict plate
motion with respect to the DSN antennas for six major plates

The magnetic anomalies used by Minster to compute
spreading rates are as old as several million years Changes in
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the mstantaneous rotation rate vectors become significant
after approximately 10 mullion years We will assume that thus
model 1s valid for current geological time

lll. Crustal Drift Rates With Respect to
DSN Stations

Plate motion has been determined using the rotation rate
vectors given by Minster et al (Ref 2), using the DSN sites as
base stations Figures 1-3, 46, and 7-9 display the plate
motions to be expected for reference stations at Goldstone
(North American plate), Austraha (Indian plate), and Madnd
(Eurasian plate), respectively Displayed for each DSN station
1s a contour map of constant total velocity magmitude, con-
stant baseline extension rate (movement along the baseline),
and constant transverse velocity magnitude (movement per-
pendicular to the baseline) Each map displays motion with
respect to five other plates The six major plates included on
the maps are the North American, Pacific, Indian, Eurasian,
African and South American plates The DSN site 1s marked
on each map with a plus sign Plate boundaries displayed are
not necessarily definitive, but are believed to be accurate
enough for the purposes of these maps

IV. VLBI as a Geodetic Tool

The techmque of VLBI may be applied to detect and
measure crustal plate dnft The VLBI system consists of two
or more radio telescopes widely separated, each residing on
different tectonic plates A VLBI experiment consists of
having both antennas of a particular baseline simultaneously
observe a sequence of extragalactic radio sources well dis-
tributed across the sky Each experiment usually lasts several
hours and each observation of a radio source lasts several
minutes The measured baseline 1s obtamed from a fit using
the measurements of the differential time of arrival of the
wavefronts from each radio source at the two antennas The
overall theoretical development and data reduction techmque
1s quite involved and will not be discussed here The reader 1s
referred to the papers by Thomas (Refs 7 and 8) for more
detailed discussions

By performing VLBI expertments over a period of many
years, we have the capability of measuring vaniations of the
baseline vector and hopefully refining current plate motion
models significantly In particular, small scale deformations
(deviations from nigid plate theory) may be determined using
this techmque Dewations from the nigid plate theory are
certam to exist Plate boundaries are diffuse, small plates do
exist, and motion along plate boundaries 1s not continuous, as
exhibited by the existence of earthquakes Movement along



plate boundaries nvolves slippage to relieve stress Accumula-
tion of stress can cause a wide zone of deformation across
plate boundaries which can go deep within a plate Also, the
motion computed from the ngid plate model 1s averaged from
data which spans millions of years and may vary over shorter
time scales

The two principal components measured by VLBI are the
baseline extension component and the transverse velocity
component The baseline extension rate 1s easily computed by
fitting a slope through the solved-for baseline lengths from
several VLBI experiments on the same baseline The baselne
length has a very low error since 1t 1s a direct consequence of
measured delay and does not depend on coordinate orienta-
tions The baseline transverse component may have a higher
error since 1t 1s dependent on baseline orientations Therefore,
VLBI may measure baseline extension rates more accurately,
and this should be taken into consideration when examining
these maps for detection opportunities

The maps indicate some excellent short baseline oppor-
tunities 1n Australia  Short baseline measurements have the
advantage over long baseline (1ntercontinental) measurements
of having lower errors and decreased cross-coupling between
estimates of baseline components Using the DSN sites 1n
Canberra, Australia as a base station, some nearby sites where
significant baseline extension may be detected and measured
are New Zealand, Southeast Asia, and some nearby slands on
the Pacific Plate Movement here 1s on the S cm/year level
Measurements of total velocities will yield larger numbers
(~10 cm/year), thus detection 1s perhaps possible after only a
couple of years of observing

The maps also mndicate many long baseline opportunities
for detecting crustal movement using Canberra as a base
station In every other crustal plate displayed, total velocities
run about 5 cm/year or greater The Hawanan slands as a
portable site have total velocities with respect to Canberra
running about 8 cm/year, with the corresponding extension
rate bemng about -55 cmfyear The Goldstone/Canberra
baseline has a predicted -3 5 cm/year baseline extension rate
Some 1slands east of Japan may yield total velocity measure-
ments of about 11 cm/year

Short baseline opportunities using Madrid as a base station
are obviously not as good since the rates m the local area are
relatively smaller Subcentimeter accuracies may become a
reality as the VLBI technique matures, thus allowing the less
dramatic crustal motions to be detected in time periods of a
few years Using Madrid as an intercontinental site shows some
Interesting opportunities with respect to total velocities on the
Indian plate (~5 cm/year in Austraha) and Pacific plate (~8
cm/year in Hawau) Using a Madrid/Goldstone interferometer

may yield basehine extension rate measurements on the order
of 2 cm/year

Goldstone as a base station has interesting opportunities for
measurement of crustal plate dnft using portable stations on
various 1slands on the Pacific plate, and the Indian plate
(Australia and vicinity) Here movement 1s on the order of
6 to 9 cm/year A Goldstone/Hawauan interferometer may
measure a 2 S-cm/year extension rate

Short baseline opportunities using Goldstone as a base
station are excellent owing to the close proximity of the
Pacific plate Short baseline experiments using Goldstone as a
base station have actually been carried out The next section
describes the results

V. Present Measurements (Project ARIES)

Project ARIES currently operates the only sophisticated
transportable VLBI system in the world, monttoring various
baselines in California The 1dea of using portable antennas to
monitor a tectonically active and complex region such as
California has been presented by Shapiro and Kmght (Ref 9)
Project ARIES has been taking data since 1973, occupying
various sites on the western side of the San Andreas fault
(Pacific Plate) while the DSN stations at Goldstone and the
Owens Valley Radio Observatory (OVRO) served as the larger
fixed base stations on the North American plate side

California 1s a tectonically complex region where the San
Andreas fault serves as the principal plate boundary Near the
boundary each plate actually consists of many blocks, each
behaving differently, hence the need for occupying many
different sites n order to understand the tectonics of the
region

The current accuracy with which an ARIES vector baseline
can be determmned 15 at the 6- to 10-cm level (one sigma) mn
each of three orthogonal components The accuracy of the
baseline length 1s at the 3-cm level Since plate motion per
year 1s at approximately the same magnitude as the error level,
detection of continuous movement 1s possible after a few years
of data taking The number of years of data taking for detec-
tion of plate dnft depends on frequency of measurement and
individual measurement error The only site (baseline) occu-
pied by the ARIES portable 9-meter antenna in which enough
data has been taken and movement apparently detected 1s the
JPL site (DSS 14/JPL baseline)

Figures 10-12 show the local California area displaying the
Minster model results, using DSS 14 at Goldstone as a base
station The ARIES JPL location 1s also shown The model
predicts that the DSS 14/JPL interferometer should detect a

61



5 5-cm/year total velocity magmitude, a -1 O-cm/year baseline
extension rate, (or +1 O-cm/year baseline compression rate)
and a 5 4-cm/year transverse velocity magnitude, all consistent
with the right lateral strike slip motion along the San Andreas
fault, which separates the North American and Pacific plates
Transformung the model results to the usual geographic
directions, one then predicts that JPL should move 36
cm/year west and 4 1 cm/year north, with respect to Gold-
stone To date the only component of movement detected
from VLBI that 1s statistically significant 1sa 5 6 1 9-cm/year
westward movement of JPL relative to Goldstone (DSS 14)
(Ref 6) This rate was measured by the ARIES group utihizing
data from VLBI experiments performed during the period
1974-1977 The measured rate 1s in reasonable agreement with
the predicted 3 6 cm/year westward rate, but 1t 1s cautioned
that 1t 1s not necessary for local measurements to match the
general plate motion model, due to the complexities of plate
tectonics previously discussed

Project ARIES 1s a current research and development VLBI
project The operational version of ARIES, now 1n the design
stages, 1s project ORION (Operational Radio Interferometry
Observing Network), which will utiize a network of many
portable stations In addition to extragalactic radio sources,
satellites may prove to be a valuable emitter of radio signals
for application to VLBI A future vanation of the ARIES
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technique 15 the newly imitiated project SERIES (Satellite
Emussion Radio Interferometric Earth Surveying) This tech-
mique will make use of military satelites as sources mstead of
natural radio sources Because the artificial satellites have
higher received signal-to-noise ratios than natural radio
sources, this techmque has the advantage of utiizing less
sophisticated ground equipment

VI. Conclusion

VLBI provides an excellent tool for measuring crustal
movements and deformation by judicious placement of anten-
nas on various sites within plates and across plate boundaries
Measurement of crustal movement will confirm the theory of
plate tectonics, and measurement of deformations may yield
valuable information regarding the structure of the plates
Thus, we will be able to get an improved picture of local
deformations, and be able to see what type of behavior 1s
occurring as a function of time Many measurements over the
course of a year can give us mcreased time resolution
Important geodetic information can be obtamed by combining
results from both short (local) and long (mtercontinental)
baselines As the VLBI techmque 1s perfected, the accuracy
1n measuring baselines has the potential of reaching the
subcentimeter level
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A Bent Pipe Design for Relaying Signals Received by an

Orbiting Deep Space Relay Station
to a Ground Station

M A Koerner

Telecommunications Systems Section

The ODSRS (Orbiting Deep Space Relay Station) would be a geostationary or
geosynchronous earth satellite designed to recewe signals from spacecraft at lunar or
planetary distances A conunumnication link will be required to transfer the data receved
by the ODSRS to a ground station This article exanunes the feasibility of using a
“bent-pipe” type system to relay the entire RF signal received by the ODSRS together
with its recetving system noise to the ground station

The analysis and numencal results presented heremn should provide an acceptable basis
for selecting an ODSRS/ground link design The use of a “bent-pipe” channel appears
feasible for each of the three ODSRS applications considered heremn Of the three
applications considered, the maximum ODSRS transmutter RF power output required
was 53 watts for a 25 Mbps, uncoded, suppressed-carner telemetry channel This
calculation assumed that the ODSRS/ground link frequency is 14 GHz, the ODSRS
antenna diameter 1s 2 m, the ground antenna diameter 1s 5 m, and the ground recewing
system uses an uncooled parametric amplifier The results presented herein also indicate
that ground adjustment of the ODSRS transmutter RF power output for different
spacecraft, different spacecraft modes of operation, and changes 1n spacecraft/ODSRS
range will normally be necessary to avord wiolation of CCIR power flux density

January and February 1980

limitations

I. Introduction

The ODSRS (Orbiting Deep Space Relay Station) would be
a geostationary or geosynchronous earth satellite designed to
receive signals from spacecraft at lunar or planetary distances
and relay these signals to a ground station The ODSRS
antenna for the spacecraft/ODSRS lLink would be a large
(about 30-m) parabolic dish capable of efficient operation at
S-band, X-band, and K-band A maser amplifier would be
provided at each of these frequencies The K-band receiving
capability of the ODSRS would be at least 6 dB greater than
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the current X-band recerving capability of a DSN 64-m station
mn clear weather The S-band and X-band receiving capability
of the ODSRS would be significantly less than that of the DSN
64-m stations and would primanly be used for those radio
metric measurements which require dual-frequency operation

An mmportant part of the ODSRS system design is the
method used to relay to Earth either the signal received by the
ODSRS from a spacecraft or the information carried by the
signal One method would be to extract the information



carried by the signal and remodulate this information on the
ODSRS/ground hink However, signal processing on the
ODSRS would increase the complexity of the ODSRS and
decrease 1ts reliability and flexibiity Since the anticipated
ODSRS Ifetime 1s at least 10 years, such ODSRS equipment
could become obsolete An alternative, which will be the
method considered 1n thus article, 1s the use of a “bent-pipe”
channel In this method, the signal received at the ODSRS,
together with the ODSRS receiving system noise, 1s translated
in frequency, amplified and retransmitted The method mun-
mizes on-ODSRS equipment and maximizes ODSRS rehability
and flexibiity However, the “bent-pipe” method will require
a more powerful ODSRS/ground link transmitter and will have
more difficulty meeting international restrictions on the power
flux density that may be received from earth satellites than a
method employing on-ODSRS signal processing

One consideration which 1s important to the ODSRS/
ground link design 1s the CCIR limitation on the power flux
density that can be received from a satellite at any point on
the earth’s surface Power flux density 1s the maximum
recerved signal power per unit area in some specified band-
width In this article this bandwidth 1s assumed to be 4 kHz
When the ODSRS/ground link transmitter power 1s fixed, 1t
may not be possible to meet international restrictions on the
power flux density which may be received from the ODSRS
over the range of signal levels which may be received at the
ODSRS Hence, this article also examines the mmpact of
varying the ODSRS/ground link transmitter RF power output
to always use only that power level necessary to achieve the
required spacecraft/ODSRS/ground link performance

Two other imitations impact the ODSRS/ground link design
First, as the ODSRS must be maneuvered to pomnt its main
antenna toward the spacecraft, the antennas for the ODSRS/
ground link must be steerable in two axes To munirmze
pointing problems, 1t would be desirable to make the diameter
of this antenna about 2 meters Second, one objective of the
ODSRS system design 1s to locate the earth receiving station
for the ODSRS/ground link at the site where the data is to be
processed Possible antenna locations mght be the roof of the
spacefhght operations center at JPL, Goddard, or Houston
Hence, ground receiving antennas with diameters much greater
than 5 meters should be avoided

The objective of this analysis 1s to determune, given the
limitations on antenna size discussed previously, the feasibility
of using a bent-pipe design for relaying signals received by the
ODSRS to the ground For the purposes of this article, a
feasible ODSRS/ground hnk design 1s one for which the
recelved power flux density at the ground does not exceed the
CCIR limitation In addition, to minimze the impact on the
ODSRS power system, the RF power amplifier for the

ODSRS/ground Lnk should not require more than 100 to 200
watts of raw power Since the power amplifier must be a hinear
amplifier, 1ts efficiency may be as little as 5 percent Thus, 100
to 200 watts of raw power corresponds to an RF power
output of 5 to 10 watts

The ODSRS/ground telemetry link should be capable of
supporting a wide variety of applications In this article three
such applications, chosen to be hmiting cases, are examuned 1n
detail

It 1s expected that a suppressed carrier system will be used
when the telemetry bit rate exceeeds 250 kbps As 25 Mbps
appears to be the highest data rate that might be required, the
first application considered 1s a 25-Mbps, suppressed carrier
telemetry Link Of the three applications considered herein,
this one should require the greatest ODSRS/ground link
transmitter RF power output The results obtained herein
show that the CCIR hmutations can be met for this application
with a fixed 2 6 watt ODSRS/ground link transmtter RF
power output if the allowable spacecraft/ODSRS/ground hink
degradation caused by the ODSRS/ground lmk 1s 02 dB or
greater

The second application considered heremn is a 250-kbps,
discrete carrier telemetry system with 1-dB carrier suppression
by ranging The ODSRS feed-through channel noise bandwidth
was assumed to be SMHz for this apphcation This 1s
sufficiently wide to pass most of the harmonics of the
500-kHz square wave ranging modulation The results obtained
herein show that the maximum ODSRS/ground lnk trans-
mitter RF power output required for this application 1s 0 093
watts 1f the allowable degradation of the spacecraft/ODSRS/
ground link performance by the ODSRS/ground link 150 2 dB
If the allowable spacecraft/ODSRS/ground link degradation
caused by the ODSRS/ground link 1s less than about 0 7 dB,
the actual RF power output must be adjusted to use only the
minimum value required By making this adjustment, the
CCIR restrictions on power flux density can be met whenever
the allowable degradation of the spacecraft/ODSRS/ground
link by the ODSRS/ground lhink 1s 0 2 dB or greater

The third application considered heremn 1s a 250-kbps
discrete carrier telemetry channel with 1 dB carrier suppres-
sion by DOR (differential, one-way ranging) modulation
Because of the bandwidth of the DOR modulation, the
ODSRS feed-through channel noise bandwidth for this applica-
tion must be about 50 MHz, about 10 times that used in the
preceding example The results obtained in this report show
that the maximum ODSRS/ground hink transmutter RF power
output for this application 1s 084 watts 1f the allowable
spacecraft/ODSRS/ground Ik degradation by the ODSRS/
ground hink 1s 0 2 dB By adjusting the ODSRS/ground link
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transmitter RF power output to use only the munimum value
required, the CCIR power flux density imitations can be met
whenever the allowable spacecraft/ODSRS/ground link degra-
dation by the ODSRS/ground hnk 1s 0 2 dB or greater

Il. Analysis

A functional block diagram of the ODSRS “bent pipe”
feed-through channel 1s shown in Fig 1 The recewver, which
follows the maser amplifier, consists of a bandpass filter, linear
amplifier, and frequency translator A power-controlled AGC
system adjusts the gain of the linear amplfier to hold the
power level at the receiver output at some constant value The
transmitter consists of a linear power amphfier whose input
power level, in those applications which require a vanable
ODSRS/ground lIink transmtter RF power output, can be
controlled by a variable attenuator

The required performance of the spacecraft/ODSRS/ground
link can be measured 1n terms of the required signal-power-to-
noise spectral density ratio (P/4), g, at the ground recerver
Let P, be the total power received at the ODSRS from the
spacecraft and let ¢, be the one-sided noise spectral density of
the ODSRS receiving system Let P, be the total power
recewved at the ground from the ODSRS and let &, be the
one-sided noise spectral density of the ground receiving
system Then, if B 1s the onesided noise bandwidth of the
ODSRS feed-through channel and

Pl
([)1
§ =
&
[ REQ
P
B+6 (—)
Py L \Pleeg @
q)z 8 - 1

Note that (P,/®, )y g becomes infinite as § decreases to one
Thus, delta must always be greater than one to achieve the
required overall ink performance

(P,/®,)g g decreases monotomcally as & mncreases Since
P, /Py)x EQ becomes mnfinite as & decreases to one, the
ODSRS/ground hink must be designed for some acceptable
minimum value of 6 Let &,, be the mimmum value of § Then
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(i) _ B+5M(E)REQ (3)

MAX REQ M

1s the maximum required ODSRS/ground hink signal-power-to-
noise spectral density ratio

International agreements limit the amount of signal power
per unit area that can be received from an earth satellite at any
ground station in any 4-kHz frequency band Let PFD be the
maximum received signal power at the ODSRS/ground link
receiving station mn any 4-kHz band, let L, be the factor by
which the received signal power P, 1s reduced by the
ODSRS/ground link polarization loss, receiving antenna point-
ing loss, and receiving system circuit loss, and let A, be the
effective area of the ground antenna for the K-band ODSRS/
ground link Then, 1f the ODSRS transmutter RF power output
1s held constant at its maximum required value (for § equals
8,7), the worst case power flux density will be

MAX (4000, B) +5,n_ (—

LA 8, - |

where MAX (x,y) 1s the greatest of x and y For all practical
apphications n B should be greater than 4000 However, if only
the mimimum required ODSRS transmitter RF power output is
used for each value of §,

lll. CCIR Power Flux Density Limitation

Although the results presented heremn somewhat arbitrarily
assume that the ODSRS/ground link RF frequency 1s 14 GHz,
the actual RF frequency which will be used for the ODSRS/
ground hnk 1s unknown Consequently, the CCIR limitation
on power flux density is also unknown However, the CCIR
bmitation for RF signals in the 12 5-GHz to 12 75-GHz
frequency band appears to be typical of those that might be
mmposed on the ODSRS/ground link For this frequency band,
the maximum allowable power flux density 1s -118 dBm/m?



for angles of arnval (8 4) between 0 and 5 degrees, 113 +
(54-5)2 dBm/m? for angles of arrival between 5 and 25
degrees, and -108 dBm/m? for angles of arnval greater than
25 degrees Note that the angle of arnval for any particular
ground pont 1s the elevation angle of the ODSRS at that
ground point

The ODSRS/ground lnk design presented herem will
assume that the allowable power flux density which can be
recerved at any pomnt of the earth’s surface 15 - 118 dBm/m?
The angular separation, as seen from the ODSRS, between a
ground station where the ODSRS elevation angle 1s 30 degrees
and a ground point at which the ODSRS angle 1s 5 degrees 1s
only 1 14 degrees Thus, a mnor operational error m pointing
the ODSRS antenna could easily cause it to be pointed at a
ground potnt where the ODSRS elevation angle 1s 5 degrees or
less

Since the link performance calculations presented 1n thus
article will yield, using Eq (4) or (5), estimates of the power
flux density at the ODSRS/ground link ground station, 1t will
be convenient to restate the CCIR hmutation in terms of the
maximum allowable power flux density at the ODSRS ground
station The difference between the power flux density at the
ODSRS ground station and other points on the Earth’s surface
will depend on the differences in space loss (range), ODSRS
antenna pointing loss, and atmospheric attenuation for the
two signal paths For the narrow beam (0 67 degree) ODSRS
antenna, any Increase 1n power flux density due to reduced
range would be more than offset by increased ODSRS antenna
pointing error Hence, neglecting atmospheric attenuation, the
maximum power flux density will occur on that point on the
Earth’s surface where the ODSRS antenna is pointed

The allowance i Table 1 for ODSRS antenna pownting loss
s 05 dB This corresponds to a pointing error of 0 14 degree
Thus, the distance between the ODSRS ground station and the
point on the Earth’s surface at which the ODSRS antenna 1s
ponted could be as much as 93 km The combined atmo-
spheric attenuation due to water vapor (027 dB) and ran
(6 45 dB) could occur on the path from the ODSRS to the
ground station, white only that due to water vapor occurs on
the path to the point at which the ODSRS antenna boresight 1s
pointed Thus, the difference 1n atmospheric attenuation for
the two paths could be as much as 645 dB Combining the
6 45-dB possible differential 1n atmospheric attenuation with
the 0 5-dB differential in ODSRS antenna pointing loss, the
power flux density at any point on the Earth’s surface cannot
be more than 695 dB greater than that at the ODSRS/ground
link ground station Thus, the maximum allowable power flux
density at the ground station 1s - 124 95 dBm/M?

IV. Applications

In this section the results obtamed 1n the previous sections
of this article are appled to three ODSRS applications  a
25-Mbps wideband telemetry channel, a 250-kbps telemetry
channel with two-way ranging, and a 250kbps telemetry
channel with differential one-way ranging For each of these
three ODSRS applications, the ODSRS/ground RF link
parameters, with the exception of the RF transmitter power
output, will be those listed 1n Table 1 Note in Table 1 that,
for a transmitter RF power output of 1 watt, P,/I; 18 91 07
dB - Hz Thus the required ODSRS/ground hnk transmutter RF
power output will be

P
= (-2} -
Pyaximont = ( ‘1’2) 9107 dBW (6)
REQUIRED

where (P2/¢1>2)REQ has units dB + Hz

The results obtamned n the preceding sections and Eq (6)
can be used to determine the maximum required P, /®,, the
maximmum required ODSRS transmitter RF power output, and
the worst case ground station power flux density as a function
of 8, for the three ODSRS applications Remember &, 15 the
amount the spacecraft effective radiated power must be
mncreased to offset the degradation caused by the ODSRS/
ground hink

The results of these calculations are tabulated in Tables 2,
3, and 4, which have a common format Column 1 1s the
mdependent variable &,y Column 2 1s the maximum P, [P,
required, this was calculated using Eq (3) Column 3 1s the
maxmmum ODSRS transmitter RF power output required, this
was calculated using Eq (6) Column 4 13 the worst case
ground station power flux density, assuming that the ODSRS
transmitter RF power output remams fixed at the maximum
required value for the particular application, this was calcu-
lated using Eq (4) Column 5 1s the worst case ground station
power flux density, assuming that the ODSRS transmutter
power 1s varied to use only the mimimum ODSRS transmitter
power required to attain the specified spacecraft/ODSRS/
ground link performance, this was calculated using Eq (5)

A. 25 Mbps, Uncoded, Suppressed Carrier
Telemetry Channel

For a 5 X 103 bit error probability, the (P/P)rEg for a
25-Mbps, uncoded, suppressed carrier telemetry channel will
be about 80 19 dB - Hz, n, will be -37 96 dB and n, (P/P)geo
will be 4223 dB The maximum P, |®, required, the
maximum ODSRS transmitter RF power output, and the
worst case ground station power flux densities, for constant
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and minmmum ODSRS transmitted power outputs, are shown
in Table 2 as a function of § u The data presented 1n Table 2
1s for a ODSRS feed-through channel with 50-MHz noise
bandwidth

Several aspects of the data presented in Table 2 are of
particular 1nterest Furst, note the rapid 1ncrease in the
maximum ODSRS transmitter RF power output required as
by decreases This 1s typical of “bent pipe” feed-through
systems The transmitter RF power output required 1s propor-
tional (approximately) to 1/(§ m ~ 1) and, hence, increases
rapidly as §,, approaches one Second, note the relatively
small difference between columns 4 and 5 of Table 3 For this
application, using only the mmnimum required ODSRS trans-
mitter RF power output does not substantially reduce the
worst case ground station power flux density Third, note that
for the values of &,, shown i Table 2, the worst case ground
station power flux density exceeds the -124 95 dBm/m?
allowable value only for & »m s small as 0 1 dB Assuming 1t 1s
necessary to make &,, as small as 01 dB, only a relatively
small increase n the ground antenna diameter would be
required to reduce the power flux density to an acceptable
level

B. 250-kbps Viterbi Coded (Rate1/2), Discrete
Carrier Telemetry Channel and Ranging with
1-dB Carrier Suppression

For a § X 1073 but error probability, the (P/‘I))REQ for a
250-kbps Viterbi (rate 1/2) coded telemetry link 1s 56 62
dB - Hz, 7 1s-15 21 dB, and g (P/(I))REQ will be 41 41 dB If
ranging modulation causing 1-dB carrer suppression 1s added,
the (P/®), go Will increase to 57 62 dB « Hz, 7, will decrease to

-16 21, and n, (P, /P)reg will remaimn unchanged Ths
assumes, of course, that the increase n the fraction of the
spacecraft signal power n a 4000-Hz band centered on the
carrier frequency caused by intermodulation products of the
telemetry and ranging modulation can be neglected The
maximum P, /¢, required, the maximum ODSRS transmtter
RF power output, and the worst case ground station power
flux densities, for constant and munimum ODSRS transmutter
RF power output are shown mn Table 3 as a function of § M
The data presented in Table 3 1s for a ODSRS feed-through
channel with 5 MHz noise bandwidth

Several aspects of the data presented in Table 3 are of
particular interest, especially when compared with the results
presented 1n Table 2 First, the maximum required ODSRS
transmitter RF power outputs shown in Table 3 are substan-
tially less than those shown in Table 2 The maxmmum ODSRS
transmitter RF power output required increases with both B
and (P/@)REQ and both of these parameters are significantly
smaller for this application than they are for the application
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for which data 1s presented in Table 2 Second, there 1s a very
significant difference between columns 4 and 5 of Table 3
Thus, for this application, using only the minimum ODSRS
transmitter RF power output required does substantially
reduce the worst case ground station power flux density
Third, when only the mmimum required ODSRS transmutter
RF power output 1s used, the power flux density 1s less than
the -124 95 dBm/m?2 Limat for all values of 8,y for which data
15 shown in Table 4 When the ODSRS transmitter power 1s
held constant at the maximum required value, the worst case
ground station power flux density will exceed the -124 95
dBm/m? allowed for 84 less than about 0 7 dB

C. 250-kbps Viterbi-Coded (Rate 1/2), Discrete
Carrier Telemetry Channel and Differential
One-Way Ranging with 1-dB Carrier Suppression

This example differs from that n the preceding section
only mn that the bandwidth of the ODSRS feed-through
channel has been increased to 50 MHz to accommodate the
high-frequency sidebands created by the 19 125-MHz sinu-
sordal differential one-way ranging modulation The (P/®)g EQ
15 57 62 dB - Hz, My 18 ~16 21 dB, and n; (P/@)REQ 1s 41 4]
dB - Hz The maximum P, /tb2 required, the maximum ODSRS
transmitter RF power output, and the worst case ground
station power flux densities, for constant and mmmum
ODSRS transmutter RF power output, are shown 1n Table 4 as
a function of § ,

Several aspects of the data presented in Table 4 are of
particular interest, especially when compared to the results
presented in Table 3 Furst, the increase m the ODSRS
feed-through channel noise bandwidth, from 5 MHz for the
data 1n Table 3 to 50 MHz for the data in Table 4, has resulted
n an almost proportionate increase n the maximum ODSRS
transmutter RF power output required and the worst case
ground station power flux density that can be expected when
the ODSRS transmitter power output 1s held constant at the
maximum value required Second, the increase in the ODSRS
feed-through channel noise bandwidth from 5 MHz to 50 MHz
has no effect on the worst case ground station power flux
density when only the minimum required ODSRS transmtter
RF power output 1s used Third, when the ODSRS transmutter
RF power output is held constant at the maximum value
required, the worst case ground station power flux density
exceeds the -124 95 dBm/m? allowed for all values of "
shown 1n Table 4

V. Conclusion

The use of a “bent-pipe” feed-through channel appears
feasible for each of the three ODSRS applications considered
herein  Assuming the ODSRS/ground Link 1s designed for 6,



equal 02 dB, the maximum ODSRS transmutter RF power
output required for any of the three apphcations considered 1s
2 6 watts for the 25 Mbps, uncoded, suppressed-carrier telem-
etry channel Assuming the efficiency of the linear power
amplifier 1s 5 percent, this RF power output would require 52
watts of raw power Note that this power level assumes that
the ODSRS/ground link RF frequency 1s 14 GHz, the ODSRS
antenna diameter 1s 2 m, the ground antenna diameter 13 Sm,
and the ground recetving system uses an uncooled parametric
amplifier

The results shown indicate that, unless the applications of
the ODSRS are to be unduly restricted, ground control of the
ODSRS transmitter RF power output will be necessary to
meet the expected CCIR power flux density limitations The
ODSRS transmitter power output to be used will depend both
on the communication functions to be performed, and, m
many cases, on the spacecraft/ODSRS hnk margin above
threshold Thus, the ODSRS transmitter RF power output to
be used may be different for different spacecraft, may be
different for different operational modes of the same space-
craft, and may vary with the spacecraft/ODSRS range By
using only the munimum ODSRS transmitter RF power output
required, the CCIR power flux density hrmtation can be met
for each of the three ODSRS applications considered

Note that setting the ODSRS transmitter power output to
the proper level requires knowledge of P,/®,, the ratio of
recetved signal power to receiving system noise spectral density
at the ODSRS An uncertainty in P, 1P, would reduce the
effectiveness of varying the ODSRS transmitter power output,

particularly when the allowable overall link degradation caused
by the ODSRS/ground link must be small Additional work 1s
needed to assess the impact of such uncertainties

Performance estimates for the spacecraft/ODSRS link can
be made by considering only the spacecraft/ODSRS link and
using the threshold relationship

P, ) (&
((I)l) = Om ‘b)REQ @

REQ

where (Pl/d)l)REQ 1s the spacecraft/ODSRS link threshold
Now note 1n Tables 2, 3, and 4 that, when 8, 1s nearly O dB,
small changes ;n §,, correspond to large changes 1n
P /®)Dmax rEQ Conversely, when the design value of 6,
s nearly O dB, large changes n (P,/®,), caused by the
ODSRS/ground link parameter variations, correspond to only
small changes i §,, Thus, for example, if the design value of
8y 15 02 dB, a =3 dB change 1n (P, /®,) corresponds to only
about a +0 1 dB, -02 dB change i 8,, In most cases this
uncertainty mn 8,, and the corresponding uncertainty in
P /®))g EQ will be small in comparison with the tolerances
on the spacecraft/ODSRS hnk parameters Thus, when the
design value of 8, 18 nearly 0 dB, the ODSRS/ground link
transmitter RF power output need be sized only for the
required ODSRS/ground link design value performance The
effect of favorable or adverse ODSRS/ground link parameter
variations will be reflected i only a mmor increase in the
favorable and adverse tolerances on the spacecraft/ODSRS link
performance margin
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Table 1 ODSRS/ground link communication system performance
estimate for a one-watt transmitter RF power output

Transmitting system parameters

(1) RF power output (1W) 30 00 dBm
(2) Circuit loss -1 00dB
(3) Antenna gain (2-m dia , 70% eff ) 4779 dB
(4) Antenna pointing loss -0 50dB

Path parameters

(5) Spaceloss -207 11dB
F'requency = 14 GHz
Range = 38611 91 km

(6) Atmospheric attenuation? -6 72 dB

Receiving system parameters

(7) Polarization loss 000dB
(8) Antenna gain (5-m dia , 70% eff ) 5576 dB
(9) Antenna pointing loss -010dB
(10) Circuit loss 000dB
(11) Noaise spectral density ~172 95 dBm/Hz

System noise temperature = 366K
30° elevation angle, rain
(31 mm/hr)?
(12) Recerved signal power -81 88 dBm
(13) Recerved signal power/receiving 91 07 dB Hz
system noise spectral density

3The atmospheric attenuation consists of 0 27 dB due to water vapor
and 6 45 dB due to 31 mm/hr ramn

bRain will exceed the 31 mm/hr rate duning 0 01% of the year at
Goldstone and 0 05% at Goddard and Houston

Table 2 Required ODSRS transmitter RF power output and worst case ground station power flux density for a 25 Mbps,

uncoded, suppressed carrier telemetry channel

Maximum Ground statton worst case
M Maximum P,/ , required ODSRS power flux density
dB‘ required transmitter RF
dB Hz power output, Constant RF power, Minimum RT power,

w dBm/m? dBm/m?2
01 98 29 53 -123 90 -124 66
02 9529 26 -126 90 -127 64
03 93 54 18 -128 65 -129 37
04 9232 13 -129 87 -13058
05 9137 11 -130 82 -13152
07 89 94 077 -13225 -129 92
10 88 46 055 -13373 -134 37
15 86 81 037 -135 38 -13597
20 8567 029 -136 52 -137 06
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Table 3 Required ODSRS transmitter RF power output and worst case ground station power flux density for a 0 25 Mbps, Viterbi

(rate 1/2) coded, discrete carrier telemetry channel and ranging with 1-dB carrier suppression

Maximum Ground station worst case
5y Maximum 1’1,/&1)2 required ODSRS power flux density
dB‘ required, transmitter RF
dB Hz power output, Constant RF power, Minimum RF power,

W dBm/m? dBm/m?
01 83 81 019 -116 63 -125 31
02 80 76 0093 -11968 -12829
03 78 95 0061 -12149 -13003
04 7767 0 046 -12277 -131 24
0S$ 76 66 0036 -123 78 -13218
07 7511 0025 -125 33 ~133 69
10 73 45 0017 -126 99 -13505
15 7150 0011 -128 94 ~136 66
20 7005 00079 -130 139 -137 76

Note 5 MHz ODSRS feed-through channel noise bandwidth

Table 4 Required ODSRS transmitter RF power output and worse case ground station power flux density for a 0 25 Mbps Viterb:
(rate 1/2) coded telemetry channel and downlink one-way ranging with 1-dB carrier suppression

Maximum Ground station worst case
M Maximum P2/<1>2 required ODSRS power flux density
> required, transmitter RF

dB dB Hz power output, Constant RF power, Minimum RF gower,

w dBm/m?2 dBm/m
01 93 37 17 -107 07 -125 31
02 90 31 084 -11013 -128 19
03 88 49 055 -111 95 -13003
04 87 20 041 -113 24 -13124
05 86 19 033 -114 25 -13218
07 84 62 023 -115 82 -133 59
10 8292 015 -117 52 -13505
15 80 91 0096 -119 53 -136 66
20 79 40 0068 -121 04 -137176

Note 50 MHz ODSRS feed-through channel noise bandwidth
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Arithmetic Techniques Used in the High-Speed Front End of
The Multimegabit Telemetry Modem

E R Wechsler
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Two methods of processing two’s complement binary data are presented They were
used m the design of the High-Speed Front End of the Multimegabit Subsystem The first
method 1s for rounding with zero error i the mean and is useful when large numbers of

rounded values are to be accumulated

The second method consists of attaching a “1” as a least significant it to the output
word of an A-D converter, thus processing 1t as an odd number with one more bit This
compensates for the negative bias that A-D converters have when their zero 1s set for
symmetncal positive and negative output ranges as 1s customary

When used with enutter coupled logic circuits, these methods result in simpler logic

design

l. Introduction

A Multimegabit Subsystem 1s currently being developed to
increase the telemetry data rate of the DSN to 30 megasym-
bols per second The high-speed front end (HSFE) 1s a portion
of the Multimegabit Subsystem which converts quadrature
analog signals nto digital signals for further processing by the
detection, estimation, and synchronization assemblies of the
subsystem The incoming analog signals are converted at rates
of up to 64 MHz using monolithic 4-bit quantizers newly
developed by Advanced Micro Devices, Inc The following
discussion applies to A-D converter output formatting and
rounding techniques used in the HSFE whuch are applicable to
any digital system

ll. Selection of the Rounding Technique for
Use in the HSFE

Since the data supplied by the HSFE 1s to be further
processed in the Multimegabit System where it 15 accumulated,

the techmque used for rounding must avoid generating
unwanted offsets The assumption 1s made that all numbers
which become equal after rounding are equally probable A
useful observation 1s that in the two’s complement representa-
tion, which 1s used throughout the system, all the bit positions
can be considered to have positive weights except for the sign
it which 1s a negative weight as shown below for an N-bit
integer

Bit label B B ,B ,B B ,B

N-1’"7"N-2’ k> k-1’ > o

Bit weight -2N71, 2N72 ok okwl o 9l 90

Whenever 1t 1s necessary to present a binary number m a
shorter format, there are several methods which can be
selected, such as truncation, conventional rounding, and
rounding with the OR function In what follows these
methods will be compared, and 1t will be explamned why

rounding with the OR function was chosen for the HSFE
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A. The Truncation Method

The truncation method consists of dropping the k least
sigmficant bits from the binary word without any further
correction As mentioned earlier, in the two’s complement
representation the bits are considered positive, so the trun-
cated value will always be equal to or less than the orginal
value which will produce a negative mean error as shown 1n
Fig 1 If k bits are truncated, then the mean error € will be

~ 0+1+
T = -

+@* 1)
2k

_ [_2—1 + 2—(k+1)]2k

[-1/2+27®*D]A

where A = 2K 15 the weight of the least significant bit (LSB) of
the truncated number as shown below

N-bit word B B

N-1° °N-2’ .B,.B
\

BBy 1’2o

S J
Y

VY

] I
LSB of the truncated or rounded
word

The dropped k bits

(N-k) bat truncated
word

LSB of the untruncated/unrounded word also
LSB of the dropped part

Assumung infinite resolution for the ongmnal number, we get
the mean error

oo A
2
The maximum error
€ = -A
max
The variance
2= A
12

B. The Conventional Rounding Method

This method consists of truncating k least significant bats
and then anthmetically adding one LSB (in the new truncated
format) to the truncated number when the dropped part 1s
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equal to or larger than one-half of one LSB m the truncated
format and leaving 1t unchanged otherwise

Rounding off k bits will produce a mean error of

- [1 RN +(2k_1 - 1)] +[1 4 eee +2k—1]
2k

o~ _
€ =

= 2—1

In this case, the mean error 1s positive but 1t 1s just one-half of
one LSB of the dropped part Since one LSB of the rounded
word 1s A = 2k the mean error 1s

A
2k+l

~ _
€ =

Rounding requires hardware for adding the LSB In addition,
when the mean error 1s to be made zero, even more hardware
1s needed

Assuming nfinite resolution for the onginal number we get
for the maximum error

c ZaA

max 2
as shown in Fig 2
The variance 1s

2 _ A?

S

C. Rounding With the OR Function

This method consists of truncating k + 1 bits and then
attaching a bit 1n the least significant position, which 1s an OR
function of the bits that were dropped, thus ehminating just
k-bit positions as shown below

Bit weight N1 , 2K+ ok k-l , 21,20
Original word BN_1 R , Bk+| R Bk, Bi_1 s , Bi, B0
(k + 1) 1input OR function

!

By By By

\. _—

Y
(N - k) bats

The mean error due to the truncation of k + 1 buts 1s



fg’l = _(2k+l - 1) 2—1

We will attach a “1”" as a least sigmificant bt in M cases where
M 1s to be determined as follows

The weight of this bit 1s 2% so the average value of this
correction bit will be

€. = =
2 2k+l

~ M-2k M
2

In order to have a zero mean error we must have

or

Therefore
M =2k

which means that 1n all cases but one, the attached LSB will be
a “1 k2l

The most convenient logic function of the dropped bits
turns out to be the OR because 1t 1s “0” when the dropped
part 1s zero and the variance 1s kept minimum The mean error
1s zero by design Assuming infinite resolution, we get the
maximum error

€ = A
max
as shown in Fig 3
The vanance 1s
o = A?
3

In conclusion, this method produces maximum errors as
large as those due to truncation and an RMS noise twice as
large as that due to truncation or rounding Its advantages are
that no adders are required to round and just one OR function
is required thus reducing considerably the time delays which 1n
emitter coupled logic circuits can be implemented by simply
wire ORing gate outputs

lll. Formatting the Output of the
A-D Converter

Aspects of the previous discussion can also be apphed to
formatting the output of an A-D converter in order to
elimnate a residual mean error We can consider an A-D to be
of infinite resolution but supplying a truncated output which
has the disadvantage of a negative mean error as shown m
Fig 4 for a three-bit converter

Applying the OR rounding to an infinite resolution binary
word we get a “1” mn the LSB location all the time This 1s a
method of cancelling the -1/2 LSB offset produced by the
negative mean error of the A-D and it consists of attaching the
“1” all the time on the least significant position, thus
increasing the number of bits by one

It 1s not necessary to actually supply this LSB as long as 1ts
effect 1s accounted for 1n subsequent operations For example,
if two numbers have to be added, all we have to do 1s provide a
“1” to the carry mnput of the adder

Another feature 1s generating the two’s complement with-
out using an adder This 1s done by keeping the LSBa “1” and
making the one’s complement of the rest of the word, a great
advantage mn high-speed circuits required 1n the HSFE

In addition, the positive and negative ranges of representa-
tion are symmetrical as shown m Fig 5 for a three-bit case,
with a “1” attached This eliminates the problem of unequal
ranges when compensating for average zero offset by trimmng
the A-D references as shown m Fig 6 This asymmetry
becomes very pronounced for A-D converters with few bats as
the case of only 4 bits in the HSFE

An interesting property which results when using odd
numbers 1s that their squares are multiples of eight plus one
For example, let the odd number be 2m+ 1 Its square will
be

@Cm+1)? = 4m* +4m+1 = 4m(m + 1) +1

The product m(m + 1) has to be even, so the first term 1s a
multiple of eight The square of an odd number m bimnary
representation always ends in 001 which therefore need not be
suppled physically

IV. Conclusion

Two methods of processing bimnary data wn the two’s
complement were presented, which are used n the High-Speed
Front End of the Multimegabit project The first one 1s an easy
way of rounding, which holds the mean error at zero The
second one allows the easier processing of data from A-D
converters while keeping a zero average error (bias) and
symmetrical positive and negative ranges
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Backup structures for parabolodal reflectors were designed for three diameters to
support combinations of gravity, seismic, wind or snow loads Changes in structure
weights were determined as a function of change in wind speed Low wind speeds were
found to have only minor influence on weight, and extremely high hurricane-type wind
speeds had only a moderate effect on the weight One of the backup structure designs was
evaluated for performance and judged to be satisfactory for use either as a microwave

antenna or solar collector

l. Introduction

Paraboloidal reflector structures used within microwave
antennas or solar collector systems are required to provide
structural integrity and suitable performance accuracy at
specified operating wind speeds and to maintain structural
integrity at specified higher survival wind speeds Typically,
the operating performance requirement for an azimuth-
elevation type steerable reflector apphes at any elevation angle
from horizon to zemth, but the survival wind speed applies
with the structure oriented 1n an advantageous elevation
attitude (stow position) that offers the most protection from
wind loading

In view of operating and survival conditions there are three
wind speeds to be considered for design

(1) The maximum speed at which performance is to be
maintained while the structure 1s at any elevation angle
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(2) A shightly higher speed than above that applies during
the time the structure 1s being driven to the stow
attitude from any other elevation attitude

(3) A survival wind speed that applies at the stow attitude

The present investigation covered the design and weight of
reflector backup structures needed to maintamn structural
integrity for a spectrum of wind speeds Performance require-
ments, which entail examination of the deformation patterns
at the operating wind speeds, were not a primary subject for
investigation Consequently, wind speed ranges only for
category (2) above, at which the antenna can be at any
elevation, and for category (3), at which the structure 1s
stowed, were investigated To simplify the number of param-
eters investigated, the survival wind speed was always taken to
be twice the maximum drive-to-stow wind speed, which 1s
representative of customary specifications As the result, we



can characterize any of the wind speed parameters by the
survival speed, with the understanding that the structure must
withstand one-half of this speed at any arbitrary elevation
attitude Other loadings on the structure included with wind
were the gravity loading (which depends upon the elevation
attitude), earthquake loading, and snow loading Details of
how specific loading requirements were assembled will be
described 1n comunction with the description of the design
procedure

Il. Backup Structure Configuration

Backup structures were studied for reflector diameters of
15m (50 ft), 26m (85 ft) and 40m (132 ft) Mounts to support
the structure were omitted, but the structures were con-
stramned at nodal junctions which were presumed to be logical
attachment points to azimuth-elevation (AZ-EL) type mounts
Since gravity loading for a reflector structure supported by an
AZ-EL mount 1s symmetrical about the vertical plane perpen-
dicular to the elevation axis, and since the wind loading here
was also assumed to mamtain the same symmetry, 1t was
necessary to model and design only one-half of the backup
structure

Backup structure configurations consisted of radial rb
trusses with interconnecting circumferential hoop trusses This
1s the traditional microwave antenna ring and nib construction
that has successfully evolved during the past 20 years The
reflecting surface is provided by individual panels that are
assumed to be capable of supporting their own weight plus any
additional tributary wind, snow, or earthquake loading Panel
designs, however, were not undertaken The method of
attachment of panels to backup was assumed to transfer
mechanical only, and not thermal loading, to the backup and
to prevent participation of the panels mn the structural
response of the backup to its imposed loading

Figure 1 1illustrates details of the backup structure construc-
tion The reflector diameter for this figure 1s considerably
larger than diameters considered here, so that the numbers of
rings and nbs exceed those of the reflectors of the current
study The actual layout of the top surface of the three
reflectors for this study and their nb profiles are shown on
Fig 2 The rib and ring layout was set for surface panels of
approximately 4-m? (45 sq-ft) area The coordinate system
shown on this figure 1s a local set fixed to the reflector and
moves with the reflector as 1t changes in elevation attitude

In the schematic layouts of Fig 1, which, although
proposed (Ref 1) for a 64-m-diameter reflector 1s typical of
the configurations for this study, 1t can be seen that the
backup structure 1s developed from rephcative modules As
shown in Fig 1d the main nb truss bar members occur 1n four

categories top, bottom, diagonal, and post As shown n Fig
1b and lc, the hoop truss bar members occur m three
categories top, bottom, and diagonal The intermediate rbs,
which consist of a single top bar supported by the hoop trusses
occur only at the outer-most rnngs, and alternative main rbs
are omitted at the innermost rings Three additional categories
of interrib bracing are top surface diagonal bracing between
adjacent rib tops and bottom surface diagonal bracing between
adjacent b bottoms, and inclined bracing from the top of one
nb to the bottom of the next adjacent nib Consequently, all
members of reflector backup structures can be classified
within only 10 distinct category types To emphasize manufac-
turing economy by means of replication, all members of the
same category that occur at the same ring or within the same
ring annulus can optionally be assembled into the same design
vanable group Each member within a design group 1s then
designed to have the same structural cross section As an
illustration, antenna backup model of Fig 1, which has over
5000 ndividual bar members, requires less than 130 detailing
vanations to manufacture all of the bars

Because of the great emphasis on symmetry and repetition
in this design, data generation 1s readily automated Most of
the data mput required for subsequent design and analysis 15
generated within a special computer program n less than a
minute of 1108 computer central processing umt (CPU) time
For the structure of Fig 1 there are about 4000 data card
images These are computer-produced on the basis of a
relatively small number of mput parameters to define key
dimensions plus configuration and arrangement options
Another computer program automatically generates data to
describe wind loading on the structure by interpolating from
our existing wind tunnel pressure data Loading data that
represents the weight of surface panels and additional snow
loads 1s also automated

Figure 2a shows the projections of the reflector support
points, which occur at the bottom chords of main rib trusses
Three support points (at the corners of an equilateral triangle)
are provided for the full 15-m-diameter structure, four (at the
corners of a square) are provided for the 26-m-diameter
structure, and eight (at the corners of an equilateral octagon)
are provided for the 40-m-diameter structure In all cases, the
central radws to the support point 1s 40 percent of the
reflector radius Although these points are unyielding in their
support of the backup structure, they are effectively equiva-
lent to simulating an attachment between mount and reflector
that has equal stiffness at each of the attachment points

Computer models of the backup omitted the customary
additional structures associated with counterweights or with
supporting of subreflectors or recewvers It was assumed that
these structures could be attached very closely to the supports
so that they would have little, or only local, influence upon
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backup structure weight Furthermore, they are customanly
open, latticed structures, with only small exposure to wind
loading

lll. Member Design Specifications?

All backup structure members were of structural steel,
ASTM-A36 quality The design specification adopted for these
members was taken from an “ASCE Design Guide” (Ref 2)
Compresston members are governed by either of two formulas,
depending on whether or not they are long or short columns
The long column formula for allowable compression stress 1s

Fa = 286,000/((KL/r)?

in which KL/r 1s the effective slenderness ratio, L 1s the length
of the member, r 1s the radius of gyration of the cross-sectional
area, and Fa 1s the allowable compression stress in ksi

The short column formula 1s
Fa = (1- (KL[r)?|QCP))F,

tn which Ce = 126 1 (for ASTM A-36 Steel) and F, =360 (for
ASTM A-36 Steel)

The long column formula apphes for KL/r greater than Cc,
and the short column formula applies when KL /r 1s less

For members with normal framing eccentricities, the
effective slenderness ratio for L/r less than 120, 1s given by

KL[r = 60+05L/r

For greater L/r, K 1s taken as 1

The gutde recommends that the maximum value of L/r for
members carrying calculated compression stress be limited to
200 Our design procedure restricts all members to this value
n anticipation of possibilities of stress reversals

For tension members this code recommends the full yield
stress on the minimum net cross-section To allow for end
connections, we have assumed a 15 percent reduction m

'Dcslgn codes, maternal specifications, and descriptions of commer-
cially available structural members in industrial practice are currently
described by traditional English units Consequently, the discussion
here will be in terms of the traditional umits, rather than S 1 units
Thesec would cause undue confusion by dealing with quantities that
are not meaningful in present practice
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tension member areas, so that we used 30 ks1 as the allowable
tension stress, rather than the yield stress of 36 kst These
specifications do not include safety factors and members
designed accordingly will approach fadure by yielding or
buckling Consequently, overload factors on the anticipated
loading should be used according to designer’s judgement

The load factors used here were

Type Nominal loading Loading factor
Gravity 100¢g 120
Seismic 025¢ 120
Snow 20 psf 100
Wind Stagnation pressure 100

Selection of backup structure member cross-sections for
these design specifications 1s automated within the JPL-IDEAS
(Ref 3) computer analysis and design program A loading
deflection analysis 1s performed for a fimite element model of
the structure from which member forces are computed for a
set of environmental loadings The maximum tension and
maximum compression force are identified for each member
The program then consults one of several self-contained tables
of commercially available structural shapes and selects one to
meet the specifications An excerpt of the table used in this
study 1s shown in Tablel In this table, the heading
HANDBOOK SHAPE contains a cryptic description of the
member For example, shape No 1 1s a 75in nominal
standard pipe with 1051 outside diameter (OD) and a
1131 wall Shape No 2 1s a 11w schedule 10 pipe with
1315m OD and a 109 in wall The cross-sectional area and
radius of gyration are tabulated under the headings AREA and
RAD The table 1s arranged in the order of increasing area
Allowable compression loads (kips) are tabulated as a function
of span length (inches) These tabulated loads are used n the
member selection algorithm to expedite the selection of
candidate members The tabulated loads are used to locate
trial shapes that are tested for the ability to carry the
maximum compression load according to the preceding for-
mulas Zero values of the loads indicate span lengths for which
L/rexceeds 200

IV. Design Procedure

The JPL-IDEAS program was constructed to automate
optimum design of lattice-type structures for a compliance
type of performance criteria At the same time, structural
integrity 1s maintained by selecting only members that have
the ability to withstand all the tensile and buckling stresses for
a user-supplied set of loading vector cases As an available



option, a subset of this design capability examines only
loading carrying capability independent of performance This
option 1s called the “Stress” design mode option and actually
1s equivalent to the fully stressed design method

The objective of a fully stressed design 1s to have each
member reach 1its maximum allowable load 1n at least one
loading condition The computer approach 1s to examine
member forces for each loading vector and select an appropri-
ate member from the table in accordance with the most
critical requirement for each member for any of the loads
However, 1n a redundant structure, changes in member areas
will cause an internal redistribution of loading As the result,
the approach must be performed iteratively, rechecking and
correcting the newly sized members at each 1teration How-
ever, experience shows that this method will usually converge
rapidly and require fewer design iterations for a moderately
redundant structure than when performance criteria are also
included In the IDEAS program, the individual members are
assembled into design-vaniable groups and the group member
size 1s set according to the most severely loaded member
within the group By assigning fewer members into the groups
and more groups, a lighter weight design could result, but at
the expense of increased fabrication complexity

For each of the three diameters studied, the IDEAS
program was executed twice, as follows

(1) The first execution loading consisted of four cases to
represent the antenna at the horizon and at the zenith
elevations with seismic loading from the front and from
the rear The seismic loading was superimposed upon
gravity loading, which consisted of the weights of the
members plus a reflecting surface weight of 14 6 kg/m?
(3 0 1b/ft?) to simulate the effect of reflecting panels
The “Stress” design mode option was used to deter-
mine member sizes to support these loads (at a load
factor of 120) Member group sizes so determined
were written nto a file for future recovery and
reference as the mmimums and were not allowed to be
reduced during further loading analysis and design

(2) The second execution contained nine loading cases that
were analyzed to determine the member forces, which
were stored on a file for subsequent postprocessing
Two loadings were used to represent gravity loading in
the Z-axis direction and 1n the Y-axis direction (Fig 2)
By forming linear combiations of member forces for
these two loadings, 1t 1s possible to compute the
member forces from gravity at any arbitrary elevation
attitude Six wind loading cases represented wind from
the front with the structure at elevations of 0, 60, and
90 deg, and wind from the back at these same
elevations for an arbitrary reference speed The last

loading case was a snow loading of 97 5 kg/m? (20
1b/ft?) of surface area applied 1n the negative direction
of the Z-axis

Completion of the study of backup structure weight for
variable wind speed loading 1s performed by a postprocessor
program written especially for the present study This program
(a) reads 1n the member forces from the file written during the
second execution above, (b) synthesizes the member loading
by forming combinations of the Z- and Y-axis loadings gravity
appropriate to the particular elevation angle, (c) multiphes the
wind loading force read in for this elevation by a factor equal
to the square of the ratio of wind speed to be investigated to
the reference speed, (d) adds the gravity and factored forces
wind loading forces, and (e) finally selects an appropnate
member for this loading by using the same table of commercial
shapes and design algorithms as the IDEAS program When
snow loading was to be considered, this was added to the wind
and gravity loadings for the 90-degree elevation case In
employing this postprocessor, the user supphes the desired
factors to be used in the superposition of loadings

During the selection, no member size 1s permitted to
become smaller than the size determined during the first
IDEAS executton This 1s the size found necessary for
resistance to the seismic loading

Table 2 shows the wind speeds considered Gravity loading
combined with these wind loads included a load factor of 1 2
applied to the weight of the structure designed in the first
IDEAS execution, which also included the mass of reflecting
surface panels There is a small approximation entailed 1n
computing the weight of the backup structure to resist the
higher wind speeds, because the added weight of members
with increased area 1s not included in the gravity loading
portion of the factored load Another approximation occurs
because the synthesized member loading 1s subject to redistri-
bution because of internal structural redundancy The effects
of both of these approximations have been verified by
additional IDEAS program designs using some of the higher
wind speed loadings and starting from member sizes developed
within the postprocessor It was found that although some
members were increased, others were reduced, and the total
weight of backup structure varied by less than 1 percent from
the weight computed 1n the postprocessor program

V. Results

Table 3 contains reference data and statistics to describe
the three diameters nvestigated The focal-length-to-diameter
ratio for the 15-m-diameter model can be determined as 0 424,
which 1s typical of antenna requirements The ratio of 06,
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which was used for the 26-m and 40-m structures 1s more
nearly in keeping with requirements for solar collectors
However, other investigations performed in the past have
shown that the structure weight and performance 1s not
significantly sensitive to much larger changes in focal-length-
to-diameter ratios than these The panel surface weight 1s
typical of the panel weights in current DSN antenna usage and
with current proposals for the design of collector panels The
snow loading, when subsequently applied in addition to wind
loading, 1s uniformly distnibuted over the reflecting surface
(not projected) area when the reflector 1s at the stow-survival
(90 deg) elevation Actual snow loading distribution would
presumably be more intense near the center of the aperture
than at the rim The reference weight for the backup structure
was determined by the fully stressed design option within the
IDEAS program Gravity and fore-and-aft seismic loadings
(025 g) were combined for horizon and zemth reflector
elevations with a load factor of 1 20 applied to the combined
loadings Note that all physical quantities in Table 3 are for
one-half of the backup structure and should be doubled to
represent the complete structure

A Weights of Backup Structure Designs

Table 4 shows the results of the studies of backup structure
weight to wind speeds Figure 3 1s a plot of these data The
tabulated percentages of weight increases are based upon the
weight of the reference structure as described in the preceding
paragraph All of the wind loading designs also included
gravity loading at a load factor of 1 20, but no seismic loading
Smaller weight increases could have been found at some of the
lower wind speeds if these designs had not been constrained to
prevent reduction of any member below the requirements of
the reference design The percentage increases for snow
loading are determmed only from the zenith elevation wind
and snow requirements Data in Table 4 were determined from
the severest requirements for wind at any of six relative wind
orientations (see Table 2)

No mcreased load factors were applied to the wind to
represent gust loading or safety factors for the design The
effect of such factors could be mnvoked by a downward
remnterpretation of the tabulated speeds

B. Auxihary Evaluation of Performance

Although the primary objective of this study was to
determine the weight of backup structures to support the
various loadings, some data were developed to determine
sample performance characteristics for the 15-m-diameter
reflector structure The information was based upon the
particular design for gravity and wind loading at the 22 3-m/
sec (50-mph) operating condition and 44 7-m/sec (100-mph)
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survival wind speed conditions The performance evaluations
for this structure were made for wind at 13 4 m/sec (30 mph)

As an X-band microwave antenna operating at the fre-
quency of 8 45 GHz, the efficiency of the backup structure,
which 1s a function of the pathlength length errors caused by
structure distortion, was computed to be at least 96 percent
for all of the orientations for either wind or gravity loading
The corresponding reduction of antenna gan for this mmni-
mum efficiency was 0 15 dB This gain reduction 1s expected
to be well within error budget allowances that would normally
be assigned

Performance as a solar collector was evaluated by using a
computer program that executed the geometric optics calcula-
tions and traced the energy reflected from each surface panel
to 1ts eventual location on arrwval at the recewver plane The
application of this computer program assumes that panels
undergo rigid body deformations caused by the displacements
of the attachment points at the backup structure Additional
panel distortions caused by the local gravity and wind loading
on the panel would have to be applied separately It can be
determined that with a distortion-free reflecting surface, all of
the energy would be captured within a 6 4-cm (2 5-n)
recewver radius The worst case of wind and gravity (simulta-
neous) loading was found to crease the capture tadius
required by about 25cm (11n) Consequently, a recerver
diameter ot about 18 cm (70 1) would have a 100 percent
intercept factor, assuming no other emtors This would be
equivalent to a concentration ratio of about 7300 but of
course other errors, such as panel surface deformations,
ahgnment, and pointing, that have not been considered here,
would reduce the efficiency and concentration ratio

VI. Summary and Conclusions

The sensitivity of structute weight to increasing wind speed
was considerably smaller than expected at the inception of the
study It can be seen that the lower speeds have only minor
effect on the weight, and weight sensitivity does not become
pronounced even at the higher speeds The relative insensitiv-
ity of weight to wind speed can possibly be explained as
follows

(1) The reference design, which mncluded seismic loading,
inherently provides sufficient strength to resist the
lower wind speed loads

(2) The weight of many of the members is set by the
maximum permitted L/r ratio of 200 The allowable
compression stress for this ratio provides sigmficant
load-carrying capability that 1s sufficient for many of



the lower wind speeds In view of this, structure weight
could be reduced by changing the layout to use more,
but shorter members This could add to the fabrication
costs, since the present number lengths are reasonable
with respect to current fabrication, ordering, and
handling practice

(3) The format adopted for the configuration and layout 1s
structurally efficient and has the capability of distribut-
ing the effects of and supporting loads of high
intensity

The postprocessor program used to develop these designs
indicates which of these wind orientations sets the design for

each member group design variable As the result of scanning
the lists of critical orientations for the individual member
groups, no general conclusion can be developed for which
orientations tend to be the most critical However, a tendency
observed was that the horizon elevation with wind from the
front and the 60-deg elevation with wind from the rear were
not often critical

A sample evaluation of the performance for one of the
15-m-diameter backup structures designs indicated that the
accuracy of the structure when subjected to representative
operating gravity and wind loads would be acceptable when
used erther 1n a microwave antenna or solar collector system
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Table 1 Excerpt from commercial member size table

HANDBOOK PROPERTIES FOR PIPES
*x2xnvd| DAD TARLE»xvean

NO. HANDBOOK SHAPE AREA RAD SPAN LENGTHS
25 5Je 15 133. 125. 15C. 175, 200.
14475STD91.05X%0113 «333 L2330 8.4 4.1 oG o o0 0 0 o0
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Je1e0STDe14315%4133 «494  L42C 1343 Sabs 444 . o0 o0 ol 0
441425-1091.66X,109 «531 .550 15.0 12.4 8.2 4et5 ol «0 0 3
S5ele5-1091.90¥.109 «f1T  LH2C 17.7 15.2 12.2 Tel 4.5 oG .l ol
601e25STDe1.66Xe140 «66S  JS40 18.8 15.5 N 2eb 0 o ol -3
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11e¢3¢0-1093.50Xa12C 1275 1.200 3.7 3645 33.9 3130 27.8 2343 17.1 13.1
1243e5-109400Xe12C 1.463 1.37C 44 .8 4245 4C e 272 2442 30.9 2546 19.6
13.4¢0-1094.50X4120 1.651 1.55¢C 5{ .8 48 .6 4602 4365 40.6 37.5 34,1 284
14.2.55TD924875Xe203 1.704 .950 510 47.0 4z43 3649 28.1 19.5 14.4 o0
15e360STD93450Xe216 2228 1lel16°0 6746 634 5847 52e4 47.5 38.1 2840 21.4
16e5¢0-1095.563%4134 24285 1.92C 708 6845 653 63.1 60e1 569 S3e.4 4948
174345STDe4e0Xs226 2680 1.34°¢ 81.9 17.7 T2.¢C 678 6240 55.7 44.9 3444
1846e0-10966625Xe134 2732 2.300 851 828 80e3 7747 76.9 71.8 6846 65.2
19.4.0STDe4+50Xe237 3174 1.510 97.5 93.2 88.4 33a1 773 71.1 6443 517
200445STDe5400Xe247 34688 1.680 11348 1094 104.5 39.1 93.3 87.1 80.3 73.1




Table 2 Wind speeds and load factors

Reflector elevation, deg

Front wind Rear wind
0 60 90 90 60 0

Speeds, m/sec (mph)

45 45 90 90 45 45
(10) 10 (20) (20) 10 a0

Load factor = 1 Table 3 Backup structure reference data
90 90 179 179 90 90 (half structure models)

20) 20) (40) (40) (20) (20)
Load factor = 4

Diameter, m (ft)

15 26 40
134 134 26 8 26 8 134 134 (50) (85) (132)
30 30) (60) (60) 30) 30)
Load factor = 9 Aperture m? 912 263 6 6357
area ft2 9817 2,837 3 6,8424
179 179 358 358 179 179 .
40) (40) (80) (80) 40) (40) Surface m 98 7 274 8 626 7
area ft2 1,065 0 2,958 4 7,133 0
Load factor = 16 64 "~
Focal m 155
223 223 44 7 44 7 223 223 length £t 212 510 79 2
(50) (50) (100) (100) (50) (50)
_ Panel kg 1,4490 4,0250 9,704 0
Load factor = 25 surface load b 31950 88750 21,3991
26608 26608 5132% (5132% (2660§ (26602); Reference weight kg 989 0 3,0390 71,3330
60)  (60)  (120) ) for backup b 21810 67010 16,1690
Load factor = 36 structure
313 313 626 626 313 313 Snow loading kg 9,6600 26,8320 103,516 0
(70) (70) (140) (140) (70) (70) (when applied) b 21,300 0 59,168 0 228,260 0
Load factor =49
Table 4 Backup structure weight increases for wind loading
Reflector dumeter Survival wind speed,b m/sec (mph)
90 179 26 8 358 44 7 536 626
(20 0) 400) (60 0) (80 0) (100 0) (120 0) (140 0)

Weight increase from reference design,? percent ph)

I5m 00 04 04 04 67 not computed
With snow load 37 37 46 77 95

26 m 00 07 11 32 89 170 23 6
With snow load 69 81 91 103 130 194 272

40 m 06 08 23 45 111 207 36 9
With snow load 81 81 92 122 174 207 36 9

9Reference design was for gravity and seismic only

bThese designs are also based upon half the survival speed at elevations other than stow (90° elevation)




Q.

RIB NUMBERS

PLAN VIEW - TYPICAL MODULAR SECTOR
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TD - TOP SURFACE DIAGONAL
BD - BOTTOM SURFACE DIAGONAL
D - INCLINED DIAGONAL
(FROM TOP OF ONE RIB
TO BOTTOM OF NEXT)
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Analysis of a Class of Totally Self-Checking Circuits
Implemented in an NMOS Custom LSI Structure
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In the design of ultrareliable computer systems, circuitry must be provided to initiate
and execute error control procedures These procedures include system recovery, data
error detection and correction, and handling of singular and exceptional conditions
These procedures are very often implemented by circuitry whose inputs remain constant
until an error condition occurs These circuits, therefore, cannot be fully tested during
normal system operation Lurking faults may be present that will mask the effects of
faults in the circuitry being checked

It 1s possible to replace constant valued signal lines with a pair of signal lines such that
a gwen logic state has a redundant representation A class of Boolean algebra called
morphic Boolean algebra can then be used to realize totally self-checking circutts to
replace semu-passiwve error handhing circuitry The fault detection properties of these
crreutts under the assumption of classical stuck-at faults have already been investigated
The purpose of this paper i1s to specify the expected nonclassical faults in a particular

NMOS custom structure and to predict their effect on morphic circuits

l. Introduction

Fault-tolerant computer systems are made possible only
when errors are detected and recovery procedures initiated
before permanent data contaminatton occurs An error 1s
defined as the corruption of any single hine logic state

Errors may appear anywhere in the implementation of a
logic function A smngle circuit fault may cause zero, one, or
more errors depending on the function, the fault, and the
input pattern A particular line in the implementation of a
function 1s testable if and only if for a given mput pattern, a
change 1n the logic state of the hine causes a change in the
output function
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Lines are termed active if their logic state changes during
normal operation Lines whose state remains constant during
normal operation are called semi-passtve The difficulty in
detecting errors m active lines 1s that they are always
intermuttent Semu-passive hines are frequently used in error
recovery circuitry and do not change state unless an excep-
tional condition occurs The error recovery circuitry, there-
fore, cannot be fully tested Lurking faults may be present
that may mask errors 1n active lines, causing irrepairable data
damage

A means of checking the working condition of error
recovery circuitry 1s to implement them in a totally self-
checking scheme These schemes require that input and output



data be coded so that 1t 1s possible to distinguish between vahd
and mvalid codewords Totally self-checking has been defined
by Anderson (Ref 1) as follows

Definition 1

A circuit 1s termed self-testing 1f for every fault in a given
set, the circuit will produce an mvalid codeword for at least
one valid mmput codeword

Definition 2

A circunt 15 fault secure if for every fault in a given set, the
circutt either generates an mvahd output codeword or yields
the same codeword as a fault-free circuit

Definition 3

A totally self-checking circuit 1s both self-testing and fault
secure

Total self-checking requires that mput vanables change
state 1n such a way that all paths through the circuit can be
sensitized This requirement 1s incompatible with semi-passive
signal lies The necessary condition that logic lines change
state requires that single semi-passive lines be replaced by a
pair of lmes, both of which switch state in normal operation
Carter (Refs 2 and 3), has reported on a mapping from
semi-passive lines to pairs of lines such that both states have
redundant representattons Morphic Boolean algebra operating
on these line pairs can realize totally self-checking circuits
under the assumption of single stuck-at faults

The purpose of this article 1s to investigate the effects of
nonclassical faults, predicted for a particular NMOS circuit
realization, on the self-checking properties of morphic logic
Faults examined will be those either present at the manufac-
turing time of a chip or those that appear later due to
wear-out

The next section will present the formalities of morphic
logic Section III offers a failure model for the predicted
NMOS failures 1n a structure for custom LSI The last section
will deal with the expected effect of nonclassical faults on
morphic self-checking

Il. Morphic Boolean Algebra

A mapping from single semi-passive signal lines to a pair of
lines 1s defined as follows

M (e, ¢,), @, 8] ~1

(@, ¢,).(e,. 2,)] >0

where e,, e, €{0, 1} (Ref 2) Each wire in the pair can take
both values of 0 and 1 without changing the logic state asso-
ciated with a single line logic The equivalent single line state
1s easily determined by the parity of the pair of lines

Two separate problems arise The first question 1s one of
defining a correspondence between a function g i ordinary
Boolean algebra B = {0, 1, {*}} where {*} 1s the usual set of
logic operators, and a function G whose mputs and outputs
satisfy the mapping M It 1s necessary to define Boolean
operators over the pair {e,, e,} This is done by expanding the
mapping M to be a morphism between B and

{e,. ). @, 2, 150 ;). (e, )Y, (*m))

where *m 1s defined as the set of morphic Boolean operators

Definition 4

A morphism 1s a general mapping from a set 4 into a set
B that preserves the algebraic structuie of 4

Let
S, 8, € {(0,0),(0,1),(1,0), (1,1},
then

M(s, *m s]) = M(s) *M(sl)
defines the set of morphic Boolean operators *m, and

Bm = {{(eliez)a (el vez)}’ {(61’62)? (81!8_2)}9 {*m }}
forms a Boolean algebra by the definition of morphism M

It was shown above that semi-passive signal lines could be
replaced by a pair of lines and that operators could be defined
for the pair For n mput bits in the semu-passive function,
there are 22" possible morphic Boolean functions Not all of
these will be capable of testing all #» input pairs The second
question to be answered 1s how to determine the self-checking
and self-testing properties of the circuit The following
assumes stuck-at faults

Definition 5

An nput A4, of a morphic Boolean function G and an input
pattern p 18 testable when a variation 1n A, causes a variation in
G
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Definition 6

The Boolean difference of a morphic function G with
respect to an mnput A, 1s defined as

A, =

n

By G Ay A,

H

G4 A, ,A)DGCA,A4,, A4, A)

12 1 1 n
where ® 1s the EXCLUSIVE OR function

It 15 easily shown that AA: G 1safunctionof 4,, 4,, ,
A Ay , A,, only These two definitions lead to the
following theorem

Theorem 1

An input 4, implemented as (4,,, 4,,) of the morphic
function G(4,, 4,, , A, , A,) with a given pattern p
n the input space 1s tested 1f and only 1f

AA G 1s TRUE

1

Proof
The theorem follows immediately from definitions 5 and 6
The next theorem shows a simple method for determining
the testability of an mput to a morphic function solely as a
function of the semi-passive mput pattern and the functional
specification
Theorem 2

Let a semi-passive input pattern p be such that 4,1s FALSE
for1=0,1,2, , k nputs and A, 1s TRUE for the remaining
mputs A term A, 1s testable at the output of a function G if
and only 1f the number of terms containing 4, and not 4, 1 Xy
and 1=0,1,2, ,k (the FALSE terms) in the Boolean
polynomuial equivalent to G 1s odd
Proof

The theorem 1s proved by applying Theorem 1

Let

G, 4,, ,4)=C@®Cc4 ® ,®CA4,
+C L, AA4,®

®@Cpn_, 4,4, 4

n
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be the Boolean polynomial equivalent to G, where C,
e{TRUE, FALSE} Let X, equal the sum of terms in the
polynomial equivalent to G that do not contain 4, and X, be
the product of -1 distinct varables 4,,, A,k#AI The
general Boolean polynomial equivalent to G may be rewritten
as

G4, 4,, ,A)= dX,®d 4 Dd,A X,

®d,4X,
The Boolean difference of G with respect to A! 18

MG=d @aX,® ,04,X, ® ,0dX

Ali X, ’s which contain 4, 1 =0, 1, , k such that 4, 1s
FALSE are FALSE Therefore, since the condition of test-
ability of 4, for a pattern p 1s by Theorem 1

A, = TRUE
1|\p

the EXCLUSIVE OR of all d,,’s for X’s not containing
FALSE A,’s along with d; must be TRUE Therefore, the
parity of terms contamning A, and not FALSE As must be
odd

The previous two theorems indicate methods for determin-
g the testabihty of the mnput space of a given function It
remains to be shown how to realize totally self-checking
morphic functions

Reference 2 presents a unuversal morphic logic set of totally
self-checking building blocks This set consists of morphic
AND, NOT and EXCLUSIVE OR functions (see Fig 1) Not
all combinations of these elements are self-checking The
following theorem states the necessary connection conditions

Theorem 3

A totally self-checking morphic circuit can be realized 1f
and only 1if the implementation does not prohibit the
application of all necessary test vectors to any of its morphic
building blocks

Proof

Fault securnty 1s assured since any invalid input code to any
of the morphic building blocks will result in an nvahd output
codeword The effect of the invalid mput propagates to the
output



Self-testing can be shown as follows The realization of the
morphic function permuts the application of all test vectors to
each building block by assumption Thus, any single fault in
any building block will eventually result in the output of an
invalid codeword from the faulty element The nvahd
codeword again propagates to the output and 1s detected

A construction algonthm s given in (Ref 2) that guaran-
tees totally self-checking realizations The algorithm does not
produce an optimal design either in performance or number of
components However, 1t 1s straightforward to implement and
could easily be programmed

IIl. Failure Model for an NMOS Custom
LSI Structure

Figure 2 1illustrates a structure for building custom NMOS-
mtegrated circuits The structure and some of its properties
have been reported on previously (Refs 4 and 5) Logic gates
are created and connected together in the structure by a
simple mask-level programming scheme

Due to the low-level implementation of this structure,
certain faillure mechanisms become more or less likely than
other implementations One of the primary motivations for
the structure was to limit the types of defects that might occur
to a well-defined set

In addition to defects that are created in the manufacturing
process, there 1s a set of so-called wear-out flaws and several
random failures that determine chip reliability These flaws are
traceable to specification, environment, or fabrication but are
not present until some time after the chip 1s in use Wear-out
ultimately determines the actual useful hfetime of all inte-
grated circuits, however, random failures often occur well
before wear-out, although with very low probability

In well established processes and technologies, little or no
correlation exists between the location of processing defects
found on chips of the same wafer or run There 1s virtually no
correlation of location of defects between wafers of different
processing lots If strong correlations did exist, they would be
an 1ndication of a fundamental fabrication failure that would
easlly be detected Additionally, fabrication houses have a
strong financial interest in correcting the fabrication process

Integrated circuit defects that determine the infant mor-
tality rate and, 1f undetected, cause some failures during the
useful chip hfe are considered first Since fabrication flaws
tend to be randomly distributed over the surface of a wafer, a
reasonably accurate and mathematically tractable model of
their presence 1s the Poisson distribution,

P, = (DAY e P4/ k!

where P, 1s the probability of k flaws occurring on a chip of
area A, and D 1s the flaw density The probability of no flaws,
therefore, 1s

and the probability of at least one flaw 1s

_ 1 _ -DA
Pesy = 1-e

Only flaws on active circuit areas need to be considered so
A should be scaled by r where r 1s the ratio of active to total
circuit area For the structure in Fig 2, r has been estimated at
07 Flaw density for a typical MOS process is approximately
13 5 flaws/cm? (Ref 6)

In practice, various processing, electrical, and logical tests
are performed on wafers and chips to detect the presence of

defects

Definition 7

Measured functional yiela, ym, 1s the percentage of chips
that pass the manufacturer’s screening tests

Measured functional yield 1s the sum of two yield terms

Defimtion 8
Actual function yield, y, 1s the actual yield of good chips

Definition 9

Define Vg as the yield of bad chips that test good
Actual functional yield 1s computed by

y = e—Da

where a = Ar The yield of chips with k& undetected circuit
flaws under a test of coverage c 1s

Yp®) = P (1)

So the yield of bad chips testing good 1s

= _ K
ybg - Z Pk,r(l C)
k=1
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Substituting for P,

—1

had Da

e

Vo = 22 o Daf (-0
k=1

- e~Da (eDa(lAC) _ 1)

Therefore, the measured functional yield 1s computed by

= o ¢Da
m

y
Table 1 lists the predicted NMOS flaws that affect the yield
of crcuats built in the structure of Fig 2 Two of the indicated
defects result 1n classical stuck-at faults The remainder can be
classified either as bridging faults (shorts) or floating faults A
floating condition arises when (1) a pull-up resistor does not
pull up a gate output for some reason, (2) the output contact
1s mussing, or (3)a wire 1s broken Capacitive coupling of
floating wires to neighboring lines may cause the defective
wire to drift between logic states

The preceding discussion dealt only with processing-
mduced defects In addition to those flaws, there 1s a pair of
NMOS wear-out defects that may occur Table 2 lists their
mechanisms and their most probable effects on logic

Metal migration 1s a current-induced movement of metal 1n
a direction perpendicular to current flow It can be slowed to
very low levels by reducing the current density in metal wires
The situation is undetectable until the metal finally breaks

Contammation of gate oxides by sodium 1ons in the
fabrication process 1s unavoidable These 1ons are mobile and
tend to accumulate under active transistor gates at the
substrate side of the gate oxide In enhancement-mode
pull-down transistors, the initial effect of these ions 1s to make
the substrate appear doped, simlar to depletion-mode tran-
sistors This lowers the transistor’s threshold voltage making 1t
more difficult to turn off In NOR logic, under certain
circumstances, the result 1s an mput stuck at one, or
equivalently, an output stuck at zero Eventually, a sufficient
number of 1ons will collect in the gate oxide to cause a low
impedance path between the gate and substrate The applica-
tion of a logical 1 to the gate of the transistor will now punch
a pinhole through the gate oxide creating a gate-to-substrate
short The result 15 a stuck-at zero on the input wire

Finally, random failures may be due to wire bond failure,

tonizing radiation, excessive temperatures, moisture leakage
and electrical overstressing The effects of bond failure and
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electrical overstressing are simular to those failures already
discussed The remaining mechanisms cause catastrophic fail-
ures which are easily detected

Figure 3 shows a circuit that models the faults indicated 1n
Tables 1 and 2 Gates labeled with an asterisk are susceptible
to classical stuck-at faults All other gates are assumed to be
perfect The transistor switch models the floating condition
When a 1 1s applied to the transistor gate, it passes a signal
from source to drain A O at the transistor gate breaks the
signal path

IV. Effects of NMOS Defects on Morphic
Self-Checking

It has been shown 1n Section II that totally self-checking
morphic circuits can be designed under the assumption of
single stuck-at faults The NMOS defects listed m Tables 1
and 2, however, nclude nonclassical defects, 1e, bndging
faults and floating faults It will be shown that morphic
remains self-checking even when these faults appear

Bridging faults are easily detected in morphic circuits
because they alter an output function in a determunistic
manner Suppose a bridging fault occurred between one hne of
an mput pair, 4,;, and one of the output wires, g,, of a
function G Let the undamaged morphic function be imple-
mented as

g =&MU A4, 4, A4,)
g =& 4, 4, L4
The damaged function will be
g =4,
g =&AL Ay A8 AL, 4

which 1s easily detected by mnput patterns sensitizing input 4,

More generally, for at least one nput pattern, any pair of
wires in an undamaged morphic circutt must have different
logic states If this were not the case then the pair of wires
could be replaced by a single wire, and a short between them
would not cause an error A short between wire pairs 1s
detected by applying the pattern that would normally place
the wires into complementary states

Floating defects results 1n transient faults These are always
detectable when the wire has floated to the wrong state



Should the wire be n the correct state, no error 1s detected, Theorem 4

but neither 15 this an error condition The realization of any totally self-checking morphic func-

tion in the NMOS structure of Fig 2 remains totally self-
The above discussion leads to the following theorem checking in the presence of any single fault
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Table 1 Effects of various predicted NMOS defects on the
structure of Figure 2

Defect

Comment

(oA NNV, B N VS I 8

Missing or defective pull-up,
broken wire to pull-up

Missing pull-down transistor
Missing output contact
Gate oxide pinhole

Broken wire

Bridging

Float

Input stuck at 1
Float
Input stuck at 0
Float

Replace shorted terms with
their AND

Table 2 Wear out mechanisms

Mechanism

Comment

1

Metal Migration

2 Sodwm ton contamination

Float

Initially, input stuck at 1
(equivalent to output stuck
at 0) finally input stuck at
zero signal from source to
drain
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Pulse-Position-Modulation Coding as Near-Optimum
Utilization of Photon Counting Channel with
Bandwidth and Power Constraints

R G Lipes

Communications Systems Research Section

We show that the capacity, measured m nats per photon, of a pulse-posttion
modulation (PPM)} scheme mvolving Q uses of a channel that neglects thermal noise and
makes binary decisions on the presence of photons (Z-channel) is very close to the
optimum capacity for utihzing the Z-channel For Q i excess of around 100, the
differences i capacity are probably msignificant for any practical application The PPM
scheme capacity results as the optimum solution to a communication system design

problem

I. Introduction

In this article we bring together some of the results (Refs
1-3) on optical communications employing photon counting at
the receiver that have been developed over the last couple of
years This will be done by showing that, for communication
channels for which thermal noise can be neglected, a pulse-
position-modulation (PPM) coding scheme has a capacity over
the range of practical interest very close to optimum for
reception which detects only the presence or absence of
photons The fact that this PPM scheme 1s convenient to
analyze (Ref 2) and can be easily utilized in system design
considerations enhances the significance of this result

In the first section, the PPM scheme 1s explained A design
problem 1s formulated to obtain the maximum nformation
rate subject to average power and bandwidth constraints Thus
procedure 1s equivalent to obtaming the minimum average
power subject to information rate and bandwidth constramts,
an approach closely related to the work described in Ref 3
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In the second section, the capacity of the Z-channel (Refs
1 and 4) 1s calculated so that a direct, meaningful comparison
with the PPM capacity can be made The Z-channel models the
communication system which neglects thermal noise and for
which binary decisions are made regarding the reception of
photons The capacity of the Z-channel upper bounds the
information exchange per channel use through extension
systems, such as the PPM scheme, composed of multiple uses
of the Z-channel Nevertheless, over a range of parameter
values achievable by current or projected technology, the PPM
capacity, measured n nats per photon, 1s only slightly mferior
to that of the Z-channel

In the third section, a design problem using PPM 1s
formulated to obtain the maximum information rate subject
to peak power and bandwidth constraints It has been shown
in Ref 5 that the ratio of peak-to-average power must increase
exponentially with capacities greater than one nat per photon
Consequently, a different utihization of the PPM system for a



peak power constraint might be expected and 1s shown to be
the case Presumably, the available technology and particular
apphcation will determine whether peak or average power
constraints are appropriate for a given situation

In the fourth section, we discuss some areas that need to be
investigated to improve our understanding of optical com-
munication with photon counting reception

Il. Optimized PPM Systems for Certain
Optical Communications

In this and the remaming sections we will assume the
Z-channel models the physical channel adequately If no
photons are transmutted, none are recetved as thermal noise 1s
being neglected If an expected value of A photons reach the
recetver, due to Poisson statistics the probabihity of none being
detected 1s e~ This Z-channel 1s depicted 1n Fig 1 Suppose a
pulse position modulation scheme (Refs 1 and 2) 1s used over
this channel n one of Q uses of the channel photons are
transmitted with the decoder estimating in which one of the Q
slots this transmussion occurred The extended channel model
for this system 1s seen i Fig 2, where the “0” output
indicates all Q slots are estimated to have received zero
photons A practical scheme for mutigating the effect of this
“erasure” 15 to use a Reed-Solomon outer code on the Q-ary
channel (Ref 2) The capacity for the Q-ary PPM channel,
achieved when each of the Q codewords 1s equally likely, 1s

C = (1 - ¢ M) log Q (nats/channel use) 1)

where all rates will be measured 1n nats unless otherwise
stated

Now suppose we have the design problem of maximizing
the information rate for this channel subject to average power
and bandwidth constraints We will take the bandwidth
constraint as requiring the duration of one of the Q time slots
to be 7 The average power constrant P, (as measured at the
recetver to avoid the important but, for this treatment,
wrelevant problems of pomnting, space loss, etc) can be
expressed as

P, = hN(Qr) @

a

where / 1s Planck’s constant, v 1s the center frequency of the
narrowband signal, and X 1s the expected number of photons
impinging on the receiver

The information or transmission rate R, must be less than
the channel capacity of Eq (1) divided by the time for a single
channel use

R, <(1-e ") log Q/(Qr)=(K/7) p (nats/sec)  (3)

where, with the assumed constraints, K = P, T/(hv) 15
constant and we have introduced p, the capacity per photon, a
very important parameter for photon communication (Ref 1)
For this channel, p has the value

p = (1-e™log O/A (nats/photon) 4)

Equation (3) shows that in this design problem, maximizing
the information rate R . subject to bandwidth and peak power
constraints 1s equivalent to maximzing p Combining Egs (2)
and (3) gives

p = (1-e%2)10g 0/(KQ) )

which s easily maximized as a function of Q numerically for
different values of K

A related design problem is to mmnimuze the average power
(at the receiver) subject to bandwidth and mformation rate
constraints Using the same notation of the previous design
problem, we find the rate constraint implies

A 2 - log [1 - nQflog Q] (6)

where the product Rpr = m Then, the mequality on the
average power becomes

P, = hv[-log (1- nQflog Q)]/Qr N

Consequently, mmimizing P, 1s equivalent to maxumzing the
capacity per photon

p = 7Q/[- log (1 -~ 7Q/log Q)] (®)

which 1s easily done numerically as a function of Q for
different values of m Notice this design problem was addressed
and solved m Ref 3, although the emphasis 1n that work 1s
somewhat different from that presented here

These design problems are related n the following obvious
way Assume the same bandwidth constraint 1s applied for
each problem If the solution maximum rate of the first 1s used
as the constraint value of the second, then the solution
munimum average power of the second will be the same value
as the constraint average power of the first Consequently, we
can parameterize the optimizing solution by either K or m The
results of numerical calculations are given 1n Table I and
plotted in Fig 3 for values of 7 that nught be expected for
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current or projected values of available technologies Notice
that m = R,7 1s exactly the mverse of what s called
“bandwidth” expansion 1n Ref 5 and 1s there shown to
increase exponentially with p for values of greater than one
nat/photon This behavior 1s quite apparent in Fig 3

lll. Comparison of PPM Systems With
Z-Channel Limit

As stated 1n the introduction, the capacity of the Z-channel
upper bounds the information exchange per channel use
through extension systems, such as the PPM scheme, which
mnvolve multiple uses of the Z-channel To compare the PPM
scheme with the Z-channel himut, we fixed the value of 7 as
was done in generating Table 1 This parameter 7 can be
viewed as the capacity of the channel per channel use divided
by the number of component Z-channe] uses For example, for
the Q-ary PPM channel the capacity per channel use 1s
(1-e) log Q and there are Q Z-channel uses, so 7=
[(1-e2) log Q]/Q For the Z-channel itself, m becomes
simply the capacity per channel use, since the component
Z-channel 1s used only once The problem of computing the
capacity of the Z-channel subject to an average power
constraint 1s solved in Ref 4 The solution capacity satisfies

C = -q( -e_)‘)— )\qe_}‘

S[-g-eM)]log [1-q(1-c M

(nats/channel use) 9)

where A 1s the expected number of photons arriving at the
receiver, and g 1s the probability that any photons are
transmitted Maximizing the mutual information subject to the
average power constraint requires A and ¢ to satisfy

log(g~' +e ™ -1) = MM+ DJ(e*-A-1)  (10)

In the “Z-channel” columns of Table 1, we have given the
values of ¢ and X obtained when the capacity of Eq (9) 1s
fixed at the values of 7 and the constraint of Eq (10) 1s
apphed To compare with the PPM channel, notice that Q!
plays the role of ¢ since it corresponds to the probability of
any photons being transmitted 1n a single use of the Z-channel
The capacity per photon for the Z-channel 1s given by

p = Cl(gN) an

and upper bounds that for extension channels involving
multiple uses of the Z-channel From the table and Fig 3, we
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see the p values for PPM are only 5 8 percent and 2 5 percent
lower than those for the Z-channel at @ = 100 and Q = 1000,
respectively, with any essential difference disappearing for Q
much greater than 1000 Consequently, for Q’s as low as 100,
the PPM scheme could represent a practical, efficient use of
the underlying Z-channel in many apphications

IV. PPM System Optimized With Peak
Power Constraint

Consider the design problem of maximizing the mnformation
rate for the PPM channel subject to bandwidth and peak
power constraints The peak power seen at the recerver 1s

Ppk = hvA/T (12)

since all A photons arrive in one time slot of duration 7 These
constraints fix the expected number of photons, so the
mformation rate satisfying

R, < (1-¢)log Q/(Q7) (13)

can be maximized for Q that maximizes (log Q)/Q,or Q =e In
this case the capacity per photon given by Eq (4) 1s clearly
not maximuzed for fixed A at Q=¢ The problem of
maximizing information rate subject to bandwidth and peak
power constraints 1s not equivalent to maximuzing p subject to
the same constraints In fact, at the optimizing value of 0 = e
for the rate maximization, p = (1-e *)/A, which 1s upper
bounded by 1 nat/photon for all A >0 For Q-ary PPM, the
rates of peak to average power grow as @ Presumably the
available technology and particular application will determine
whether the peak or average power constraint 1S more
appropriate, although current laser technology would indicate
that peak power constraints are unnecessary for systems with
Q less than tens of milhions

V. Areas For Further Study

In this article, we have shown numerically how close the
capacity per photon for Q-ary PPM 1s to the upper bound for
optimum use of the Z-channel For Q in excess of 100 or so, 1t
may be effectively indistinguishable for some applications
Furthermore, the PPM scheme 1s easy to analyze and we have
indicated how 1t mught be utilized in system design considera-
tions We have compared the PPM system to the Z-channel
optimum because both systems make binary decisions regard-
ing the presence of photons at the receiver It would be very



mnteresting to determinie how good 1s the practice of making are more efficient in the nats per photon measure Work
binary decisions 1 photon counting reception We know sys-  should be carried out to determine how much better they
tems with average power constiaints that transmt multiple perform, although the bounds of Ref 5 show no dramatic
amphtudes in a time slot to communicate more than one bat improvement can be expected

References

1 Pierce, } R, “Optical Channels Practical Limits with Photon Counting,” IEEE Trans
Communications, COM-26, 1978, pp 1819-1821

2 McEhece, R J, and Welch, L R, “Coding for Optical Channels with Photon
Counting,” in The Deep Space Network Progress Report 42-54, pp 61-66, Jet
Propulsion Laboratory, Pasadena, Calif , Dec 15, 1979

3 Butman, S A, Katz, J, and Lesh, J R, “Practical Lirtations on Noiseless Optical
Channel Capacity,” in The Deep Space Network Progress Report 42-55, pp 12-14, Jet
Propulsion Laboratory, Pasadena, Calif , Feb 15, 1980

4 Gordon J P, “Quantum Effects in Communications Systems,” Proc Inst Radio Eng,
50,1962, pp 1898-1908

S McEhece, R J, Rodemich, E R, and Rubmn, A L, “The Practical Limuts of Photon
Communication,” in The Deep Space Network Progress Report 42-55, pp 63-67, Jet
Propulsion Laboratory, Pasadena, Calif , Feb 15, 1980



Table 1 Comparison of parameters of Q-ary PPM and Z channels as a function of capacity per channel use per number of slots

Q-ary PPM channel Z-channel
expected no nats prob of expected no nats )
T e ( of photons ) P (photon) (photons) ( of photons ) ° photon
0 26340 5 17054 077224 13463 x 107! 14981 1 3053
014957 10 1 0486 14264 73963 x 1072 1 1006 18374
80013 X 10~2 20 076396 20947 38934 x 1072 084638 24281
33726 x 1072 50 056398 29900 16279 x 102 063671 32538
17303 % 1072 100 047116 36723 83392 x 1073 053220 38987
88170 x 1073 200 040470 43573 42506 x 1073 045542 45548
35930x 1073 500 034119 52654 17348 x 1073 038116 54339
18159 x 1073 103 030500 59537 87805 x 1074 033874 61052
18603 x 10~ 104 022562 8 2452 90413 x 1075 024617 83582
18875 x 1075 105 017906 10 541 92119 X 108 019273 10 631
19058 x 107 106 014844 12 839 93316 x 1077 015815 12914
19190 x 10~7 107 012677 15138 94194 x 1078 0 13400 15 202
19289 % 1078 108 011061 17 438 94871 x 107° 011621 17 493
19367 x 1079 10° 99154 x 1072 19 739 95419 x 10~10 010257 19 788
19429 x 10710 1010 88153 x 1072 22 040 95846 x 10711 91783 x 1072 22 084
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Deep Space Network Control Room Noise and
Vibration Study

J C Rayburn
Deep Space Network Support Section

Vibration and noise levels m two of the DSN Deep Space Station (DSS) Operations
Rooms have been an annoyance to personnel and are the suspected cause of tracking
equipment failures Measured noise levels were compared to Standard Noise Level Criteria
curves Precision instrumentation was used to measure noise and vibration levels i the
rooms and equipment racks Findings resulting from analysis of the measured data
coupled with on-site noise reduction tests are discussed

l. Introduction

At Deep Space Stations (DSSs) 11 and 61/63, existing
vibration and noise levels have been an annoyance to personnel
and are the suspected cause of tracking equipment failures
This study included on-site inspection and measurements to
identify the noise and vibration sources and the related sound
pressure levels, data analysis, and recommendations to reduce
noise and vibration levels

Il. Measurement Criteria

Noise Criteria (NC) curves are commonly used to evaluate
noise in buildings and are plotted against a background of
measured sound pressure level vs frequency coordinates A
maximum noise criteria value of 55 (NC-55) 1s recommended
for the Station Momtor and Control area in the Operations
Room At levels above NC-55, 1t 1s difficult to conduct
telephone conversations and for operators to talk directly to
each other if they are separated by a distance of more than a
few feet For comparison, in a typical private office, NC-35 or
less 1s recommended
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A specified criteria for measuring vibration levels was not
considered for rack and cabinet-mounted equipment in the
Operations area The goal was to reduce the vibration to an
acceptable level by straightforward means, 1e wvibration
damping and solation

lil. Noise and Vibration Measurements

Arrborne noise levels were compared to Standard NC curves
to evaluate noise levels measured in the plenum space
Measured vibration levels radiated from fan enclosures were
also converted to sound pressure levels and plotted vs NC
curves Additionally, a single sound meter reading in dBa was
determined for each spectrum, the sound meter reading
describes the response of the human ear The sound meter
readings were also used to compare the impact of fan noise
with nose from other equipment in the Operations area where
speech communication 1s important

Figure 1, Curve No 1, shows the range of noise (sound
pressure levels), measured one meter from the discharge of



three Westinghouse draw-through-type Air Handling Units
(AHU-2, AHU-3, and AHU+4) located in the plenum at DSS
61/63 Two of the three umits, AHU-2 and AHU-3, operate
continuously Presently, AHU4 1s not used (except during
adverse conditions when maximum coohing 1s required) be-
cause of 1ts location directly beneath the Station Monitor
and Control area Figure 1, Curve No 2, shows the range of
nose levels radiated from the three fan enclosures Figure 2
compared dBa sound meter readings in the Station Monitor
and Control area of the Operations Room with AHU-3 and
AHU4 operating together and with AHU-2 and AHU4
operating together The difference i sound level measure-
ments ranged between 2 and 7 dBa at various operator
positions

As an on-site experiment, AHU-2 fan noise was consider-
ably reduced when an experimental plywood duct lhined with
25-mm, semungid glass fiberboard was placed in front of the
arr handler output The noise reduction achieved by this
experiment (10 dBa sound meter reading) 1s compared with
existing conditions in Fig 1, Curve No 3

At DSS 11, precision sound level instruments were utilized
to measure vibration acceleration levels in the equipment
racks For example, muffin fan measurements were taken at
the top of Telemetry Processor Assembly No 2 This was the
worst-case unit that could be located by inspection Measure-
ments with the fan on and the fan off confirmed that the
muffin fan generated the most significant vibration m this
particular rack

Figure 3 compares vibration measurements of upper and
lower Wangco Tape Recorders at DSS 61/63 These units are
supported only at the front of the cabinet with the entire
casing cantilevered All measurements were made 1n the middle
of the rear panels where vibration acceleration levels were
greatest

For the Diablo Disk Units, measurements for vibration were
made at the rear of the horizontal shding support tracks
Figure 4 shows the levels measured for the Diablo Disk Drive
Unit at the top rear panel

Figure 4 also displays the average vibration levels measured
on the Wangco vacuum pump housing and its integrally
attached hardware at DSS 61/63 This entire unit 1s supported
by three rubber mounts at the rear of the cabinet Thus allows
the cantilevered front left corner to be relatively free to move
and 1s the location where the measurements were made

DSS 61/63 Operations Room Lobby floor 1s also impacted
by wibrating mechanical equipment and associated piping 1n
the Mechanical Room below Piping that leads to compressors

18 nigidly hung from the concrete floor slab above and this
produces a condition that 1s particularly annoying to people
standing 1n the lobby area

IV. Findings

Analysis of the measured data, coupled with on-site noise
reduction tests, mndicated that prefabricated sound attenuators
or siencers in conjunction with duct work lined with a
glass-fiber duct liner attached at the fan discharge should be
mstalled on the three air handlers located in the Operations
Room plenum at DSS 61/63

Because of the air distribution and total volume require-
ments, silencers with low static pressure drops are required It
1s estimated that the static pressure drop for each AHU, due to
silencers only, will be about 5 mm to 8 mm for a 1-m-long
silencer The existing AHUs’ capacities can compensate for
these static pressure drops

The estimated values of noise reduction at the AHU-3 duct
output (29-dBa sound meter reading) for these improvements
are shown on Fig 1, Curve No 4

Vibration acceleration levels in the equipment racks mdi-
cated improper 1solation of vibrating cabinet-mounted instru-
ments and cooling fans Contributing paths were established
Measurements with the fan on and fan off confirmed that the
muffin fan generated the most sigmificant wibration 1n the
racks

V. Action Planned
A. Air Handling Units

A design concept developed jontly by DSN support and
station personnel for implementing the plenum air handler
nose and vibration suppression technique described 1n Section
IV was detailed Requests for implementation bids have been
solicited from local Spanish heating and venting contractors It
1s expected the modifications will be completed during the
second quarter of FY 80

B Muffin Fans

To reduce wibration, a S-mm heavy metal ring will be
mounted between the fan and the cabinet and securely
fastened Thuis should provide additional stiffness and add mass
to dampen fan vibration To reduce airborne noise levels, a
commercially available preformed glass fiber cylindrical duct
will be placed over the fan This device will be located 1n the
line of sight between the fan and operator positions and
should provide some fan noise reduction due to absorption
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C. Diablo Disk Units

All rack supports and associated connections will be
stiffened All tracks will be aligned vertically and any
horizontal adjustments will be made at the cabinet mounts to
ensure proper tolerance between tracks Connections and
mounting hardware joming the tracks to the angles which
support the Diablo Disk Unit are to be made as tight as
possible

D. Wangco Tape Recorder Drive

Consideration will be given to mounting a honizontal angle
support spanning the entire cabinet width near the rear of the
unit  This will provide significant additional stiffness to these
recorders and reduce the vibration levels associated with these
units

E. Wangco Vacuum Pump

Attaching honizontal angle supports to the existing front
metal flange, just above the fan, and an anchor to each cabinet
sidewall should provide maximum vibration reduction for the
vacuum pump Alternately, adding a support similar to the
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existing hard rubber mounts between the cantilevered front
left corner of the pump and the cabinet sidewall would reduce
vibration

F. Pipe Hangers

To 1solate existing compressor vibrations from the lobby
floor at DSS 61/63 Operations Building, a series of spring
hangers with 2 54-cm static deflection located as close to the
underside of the floor slab as possible should be attached to
the overhead pipe hangers (recommended Type PC-30 by
Mason Industries, or equivalent by Amber/Booth or CalDyn)

V. Conclusion

By using precision mstrumentation, equipment generating
excessive noise and vibration in a DSS Control Room can be
identified and measured Corrective engineering action then
can be taken to reduce the noise and vibration to acceptable
levels The air handler, muffin fans, Diablo Disk Unit, Wangco
Tape Recorder Drive, and Wangco Vacuum Pump were 1denti-
fied as the sources of annoyance and corrective actions have
been initiated
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A Fast Algorithm for Encoding the (255,223)
Reed-Solomon Code Over GF(28)

R L Millerand T K Truong

Communications Systems Research Section

| S Reed

University of Southern California

A new scheme for reducing the numerical complexity of the standard Reed-Solomon
(R-S) encoding algonthm i1s developed As an example, the encoding of a (255,223} R-S
code (NASA standard for concatenation with convolutional codes) i1s shown to require 75
percent fewer multiplications and 61 percent fewer additions than the conventional

method of computation

I. Introduction

In this article, the fast syndrome method developed n
Ref 1 and Lagrange interpolation are used to develop a fast
algonthm for encoding R-S codes It 1s shown that both the
number of multiplications and additions of this new scheme 1s
substantially fewer than 1s required by the conventional
encoding techniques

An advantage of this new algorithm astde from speed 1s that
its first step consists of performing a syndrome-like calcula-
tton, which can be implemented by using the existing
syndrome algorithm used in the decoder Thus fact can be used
to lower the total hardware cost of the encoder-decoder
system

Il. Encoding Procedure

Let n = 2™ - 1 be the block length of an R-S code of
designed distance d in GF(2™) The number of m-bit message
symbolsisk=n-d+1

120

To encode the & information symbols into an n = 2" -1
symbol R-S code word, one first defines the generator
polynomial

d-1
Gx) = [T «-o
=1
when o 1s a primitive nth root of unity The code consists of

all multiples of G(x), subject to the constraint that x” = 1

Let for d - 1 <1 <n-1 be the message symbols, and
define

n—1

I(x) = Z a‘.x’

1=d-1

In order to generate the code word with information symbols
corresponding to /(x), proceed as follows let



I(x) = Q(x)G(x) +R(x) 8))

where Q(x) 1s a quotient polynomual, G(x) 1s the generator
polynomuals, and R(x) 1s the remainder upon dividing /(x) by
G(x) Fnally, /(x) 1s encoded mto

Clx) = I(x) - R(x) ©))

The new encoding procedure of an R-S code 1s composed of
the following two steps

(1) Compute (¢!) for 1 <1 < d-1 by the techmque
which 1s used to compute syndromes in the decoder
Note that by Eq (2),/(¢/) =R(¢/) for 1 <1 <d- 1

(2) Compute R(x) from R(a) using Lagrange interpolation

d-1
R(x) =" R(E,(x)

=1

where E'(x) 1s defined by

[Mc-o

JEN
E(x) =

INe-o

]¥1

forl <i<d-1 (3)

The degree of E(x) 1s d - 2, hence, the degree of R(x) 1s at
most d - 2 Thus, the party symbols consist of the d- 1
coefficients of R(x), as desired Note that a direct computa-
tion of R(x) in Eq (1) nvolves (d - 1)+(n - d + 1) multiplica-
tions and (d- 1)*(n-d+1) additions If one uses a fast

syndrome calculation, say, for the case n = 255, k = 233,1t 1s
shown 1n the following example that the encoder requires only
1812 multiplications and 2764 additions mstead of the 7136
multiplications and 7136 additions required by a more
conventional computation This results 1n a significantly faster
encoding scheme

Example

Let n = 255 be the block length of an R-S code of designed
distance d= 33 over GF(2%) Ths code will correct any
combination of 16 or fewer symbol errors The first step of the
encoding process 1s to compute /(a?) for 1 <: < 32 That s,

255—1

oy= 3

1=0

a o for 1 < <32 4

where a 1s an element of order 255 mn GF(2%), and a,=0 for
0 <:<31 Note that Eq (4) 1s the same formula as Eq (1)
Ref 1 Thus, using the same computing procedure, one
obtains (/) for 1 < ;< 32 It follows from Ref 1 that the
total number of multiplications and additions needed to
compute the /(o) for 1 <; <32 1s 852 and 1804, respectively
The second step of the encoding process 1s to compute R(x)
defined in Fq 3,1¢,

32

R(x) = ) R(@)E(x) (5)

=1

Since £ (x) can be pre-computed, 32 X 30 = 960 multiplica-
tions and 960 additions are needed to compute R(x) Hence,
the total number of multiplications and additions required for
encoding 1s 852+ 960= 1812 and 1804 + 960 = 2764,
respectively In contrast, the total number of multiplications
and additions for encoding by conventional methods 1s 223 X
32=7136 each
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Maximum CW RFI Power Levels for Linear Operation of the
DSN Block IV Receiver at S-Band Frequencies

D R Hersey and M K Sue

Telecommunications Systems Section

This article describes the results of a study performed to determine the maximum
allowable CW RFI power into the DSN S-band maser to ensure linear amplification of the
desired signal by the maser and Block IV recewver

. Introduction

The power levels of CW signals that result in gam
compression of the S-band maser at various frequencies has
been well defined (Ref 1) It has been generally assumed that
the maser will saturate at weaker power levels than stages in
the recever, and, consequently, the critenion for avoiding
recerver saturation by CW radio frequency interference (RFI)
was the maser saturation curve of Fig 1

In this study the most sensitive points within the Block IV
recetver were considered along with the maser saturation
characteristics A curve was developed to show maximum
allowable CW interference power into the maser versus signal
frequency to ensure linear operation of the receiver

It should be pointed out that many circuit parameter
specifications which adequately ensure that the receiver meets
its design requirements (1e, properly receives the desired
signal) do not provide sufficient information for determining
the worst-case parameter values for RFI analyses For
example, the mmmmum gain of an amplifier 1s specified but the
maximum gamn of the amplifier, which causes the worst case
RFI effect, 1s not Because the worst-case values of many
parameters could not be determined, 1t was necessary to use
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typical and minimum specified values in this study As a result,
the actual levels required to cause nonlinear operation of the
recelver may vary from recever to receiver and from the curve
developed herein 1t is estimated that the magmitude of this
vanation 1s typically 3 dB

Il. Model Description

The model for maximum allowable CW RFI at S-band 1s
given 1n Appendix A and shown graphically by Fig 5 This
analytic model 1s based upon the following assumed receiver
settings and conditions

(1) The design point tracking loop noise bandwidth (28, )
1s 10 Hz

(2) The predetection bandwidth 1s 20 kHz

(3) The system noise temperature 1s 23 K

(4) The signal level control 1s set at 20 dB

(5) The receiver 1s locked to a desired signal having a power
level of -165 dBm (- 195 dBW) at the maser input (this
signal level corresponds to the minimum 10-dB SNR 1n
2B, , recommended by the DSN)



Shown n Fig 2 1s a simplified block diagram of the Block
IV recewver The circled numerals denote circuit points where
signal power must not exceed certain limits to ensure linear
operation The maximum allowable power levels at these
points are determined by module characterstics, and by the
overall gamn and frequency response of the receiver stages
preceding the circuit pomnt (see Appendix B) These values are
given m Table 1 The first row of Table 1 contains the module
limuts that are power levels which, if exceeded, will cause the
stage assoclated with the point to operate in a nonlinear
region The subsequent entries in the table show the corre-
sponding power at each preceding pomnt when the most
sensitive circuit points are consecutively set to their module
limats

As an example of the use of the table, consider the case
when point 7 1s set to its module imit From the table 1t 1s
seen that the maser mnput signal necessary to cause the himut
value (+20 dBm) at pomnt 7 1s -90 dBm From Fig 1, it 1s
found that the maser lurit value at frequencies within +4 MHz
of the desired signal 1s ~90 dBm, and, therefore, 1t 1s seen that
the telemetry output (poimnt 7) and maser will saturate at the
same receiver input power

To present the analytical model graphically, first, the
maximum allowable power at the preselector mput (from
Table 1) was plotted versus interfering signal frequency m
Fig 3 The pomnts enclosed in circles and triangles are
measured saturation values which are discussed in the follow-
ng section

Since the receiver preselector has a much wider bandwidth
(140 MHz) than the maser (30 MHz), Fig 3 must be corrected
for the maser frequency response Thus plot 1s shown in Fig 4

Next, the maser saturation charactenstics curve (Fig 1) 1s
combined with Fig 4 to obtam the overall receiver saturation
curve shown in Fig 5 Figures 3, 4, and 5 are all drawn
showing the receiver locked to a single desired carrier signal, as
it would be at any given tuime To define the susceptibility,
taking mto account that the receiver can be tuned to any
frequency within the DSN S-band downlink receive band
(2290 to 2300 MHz), the most sensitive region of the curve
would be drawn 10 MHz wide (from 2290 to 2300 MHz)

IIl. Verification Tests

Verfication of the model was accomplished by testing the
Block IV receiver without the maser and combining the results
with empirical maser saturation data obtamned from the
reference Identical tests were performed in CTA 21, using an
operational receiver, and i the Telecommunications Develop-

ment Laboratory (TDL), which has the Engineening Model
Block IV recerver

The test configuration 1s shown n Fig 6 The spectrum
analyzer 15 used to measure the suppression of the desired
signal caused by the nterfering signal applied at the preselec-
tor input This analyzer provides a 1-Hz resolution bandwidth,
whuch allows accurate measurement of the signal power at low
signal-to-noise ratios Because the instrument (HP Model 3580)
15 limated to frequencies of 50 kHz or less, down converston of
the 10-MHz and 100kHz outputs was necessary The attenua-
tor used before the mixer 1s required to prevent the test mixer
from bemg saturated by the interfering signal power at the
10-MHz distribution amplifier and 100kHz IF amplifier
outputs The test accuracy 1s estimated to be +4 dB

The results of these tests are shown in Fig 3 The TDL test
results, shown by circled points, show good agreement with
the model from 2260 to 2310 MHz Dewviations from the
model outside this range were caused by the TDL’s 325-MHz
IF amplifier, which 1s of a different design than the DSN
operational amplifier

The CTA 21 points show good agreement with the model,
except the points at 2330 and 2340 MHz show that the
preselector bandwidth of CTA 21’s receiver is approximately
4 MHz wider than assumed by the model

Saturation characteristics of the 100-kHz IF amphfier at
frequencies within the predetection bandwidth could not be
measured directly In this region, severe tracking performance
degradation will occur before saturation takes place (tracking
loop performance in the presence of a CW RFI will be
discussed tn future reports) Instead, the gain and output 1-dB
compression pownt of the 100kHz IF amplifier were measured
and found to agree with the model assumed values (42 dB and
+7 dBm, respectively)

IV. Conclusions

The test results show that the receiver only saturation
model (Fig 3) s sufficiently accurate to use n developing the
overall recerver saturation curve (Fig 5) This model predicts
that the 10-MHz outputs to telemetry and ranging will saturate
at nearly the same power level as the maser when the
interfering signal frequency 1s within +4 MHz of the desired
signal frequency Outside of this region the maser saturation
characteristics will predominate

Within +10 kHz of the desired signal, 1t 1s known that
severe carrier tracking degradation will occur at much lower
levels of interfering signal power than that which will produce
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saturation of the 100-kHz IF amphfier linear output Modeling  ence 1s currently underway This model and verification test
of the carrier tracking degradation produced by CW nterfer-  results will be the subject of a future article
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Table 1 Maximum CW power levels to ensure linear receiver operation

Maximum CW power, dBm

Condition Circuit point
1 2 3 4 5 6 7 8 9
Module himit See - -7 -39 +10 -18 +20 -5 +7
Fig 1
For limit value at circuit pomnt 9 for  -133 -85 -87 -94 -39 -68 -23 -35 +7
interfering frequencies within +10 kHz
of dewired signal frequency
For hmit value at circuit pont 7 for  -90 -42 -44 -51 +4 =25 +20 - -
interfering frequencies within +4 MHz
of desired signal frequency
For limuit value at urcuit pomnt 6 for  -83 -35 -37 -44 +11 -18 - - -
interference signals within +15 MHz
of dewired signal frequency
For it value at circutt point S for -84 -36 -38 -45 +10 - - - —
mterfering frequencies within +36
MHz of desired signal frequency
For imit value at ctrcuit point 4 for 78 -30 -32 -39 - - - - -

interfering frequencies between 2182
and 2322 MHz

8
T

RFI POWER LEVEL AT MASER

INPUT, dBm
T

-150 1 |

1 1

1900 2100

2300

2500
FREQUENCY, Mhbz

Fig 1 Maximum allowable CW RFIi power to prevent S-band maser
saturation (1 dB or less gain compression)
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Fig 3 Maximum CW RFI power into Block IV receiver (only) for
1dB orless gain compression (receiver locked to S-band channel 14)
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Appendix A

Equations for Maximum Allowable CW

Interference Power

The equations for each segment of the graph shown i Fig S are given below In the
following equations, P 1s the maximum allowable RFI power at the maser input m dBm,
and f1s the frequency of the RFI The region of carrier tracking loop degradation 1s
approximately 20 kHz wide with lower and upper frequency bounds of [y and f,,
respectively It follows then that f| 1s f, -10 kHz and Sy 18 f, +10 kHz If 1t 1s desired to
use these equations to protect the entire DSN receive band (2290-2300 MHz), set f, and
f5 t0 2290 and 2300 MHz, respectively

P

P

TBD for f, <</, (tracking degradation region)
-90 for 2270 <f<f, or f, <f <2300
=90 + 0 6 (2270+) for 2170 < <2270
-90 + 0 6 (f-2300) for 2300 < < 2400
-30+01(2170+) for 1870 < f <2170
=30 + 0 1 (f-2400) for 2400 < £ < 2700

0 for f< 1870 or f = 2700



Appendix B
Model Assumptions

Gain Values to Circuit Points

From preselector input,

From maser 1nput,

Circuit point dB dB
2 - 48
3 -2 46
4 -9 39
5 46 94
6 17 65
7 62 110
8 50 98
9 92 140
Conditions

(1) Signal level control set to obtain 17 dB gain from circuit point 2 to circuit pont 6

(2) Gain of 55-MHz IF amplifier = 30 dB

Assembly Bandwidths*

Maser 30 MHz
Preselector 140 MHz

325-MHz IF amplifier 72 MHz (-3 dB bandwidth)

FL3 30MHz

55-MHz IF amphfier 8 MHz

10-MHz IF amplifier
telemetry port (J6)

100-kHz output (J2) 20 kHz (notse bandwidth)

*All bandwidths are —1 dB bandwidths unless specified otherwise Roll-off asymptote slopes are avail-

able from authors

8 MHz
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General Sensitivity Analysis of Solar Thermal-Electric Plants

F L Lansing, E W Hayes,and C S Yung
DSN Engineering Section

Performance optimization of solar thermal-electric power systems depends on a
number of major parameters, each affecting the specific power output and rthe overall
conversion efficiency differently magnitude and direction Ths first-phase study
presents analytically a unmified and generalized treatment n predicting the technical
performance of many present or future system designs and configurations In an effort to
screen the major design parameters whose effect on performance 1s high and to assess the
system improvement or deficiency resulting from thewr change, the senstvity analysis 1s
performed The sensitivity, defined as the bercentage change of output divided by the
percentage change in wnput, 15 evalugted analytically for seven major system design
parameters  These design parameters are the solar radiation intensity, the ambient
temperature, the optical-thermal characteristics of the collector subsystem (concentrator-

January and February 1980

system performance optimization 1s presente
to pave the way for the second-phase study

bar energy costs

l. Introduction

To satisfy the NASA goals of facilities energy conservation
and the nationwide energy self-andependence program, the
Deep Space Network (DSN) 1s studying, among others, the
concept of installing a 1-10 MW(e) solar thermal-electric power
plant at one of 1ts three deep space communications
complexes

Of major concern n the design of such a solar-powered
plant 1s the need for insolation data, load profiles, weather
data and the specification of Some minimum, average or peak
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d to wdentify future Improvement areas and
In the economic sensitivity analysis on bus

values for the major design parameters These design param-
eters, and environment data, will have errors either small or
large when first estimated or measured Moreover, 1t s
expected that the actual operation of the power plant will be
fluctuating and intermuttent with interruptions depending on
solar energy fluctuations, load variations, storage capacities,
and 1ts automatic control strategy, and, therefore, the actual
plant operation will be different from what 1s designed The
dewviation or discrepancy between design and actual operation
could result 1n ether serious or negligible effects (depending
on the design parameter) on the overall plant performance
The serious effects will affect the estimated cost of the
electrical energy produced at the bus bar



An 1nteresting attempt to investigate the sensitivity of solar
thermal-electric output to the dynamics of the solar radiation
was presented m Refs 1 and 2 In this dynamic model,
sinusoids of different wavelength and frequency are imposed to
simulate the solar transients on two different types of energy
collection subsystems — a slow response and a fast response
type, coupled with a reversible power conversion cycle The
results of Refs 1 and 2 are later discussed and verified 1n this
work However, since they are focused only on the variations
of solar intensities, more work 1s felt needed to evaluate the
sensitivity to other major design parameters

This article presents, in a generalized way, the first part of
the study which 1s to assess the consequences of the errors or
design differences on the technical performance of the whole
system The objectives are to give an indication of the levels of
tolerance which are acceptable, to shed some light onto the
weight of each design parameter, and to seek ways to optimize
the performance

Some parts of the present study are described 1n simple and
unsophisticated fashion 1n order to be transmitted to a wide
range of reader backgrounds mcluding those with limited
experience 1n solar energy Numerous papers in the literature
have addressed m more detail the performance of various
subsystems or components of many possible solar-plant
configurations The present study 1s not intended to review the
technical performance of the individual component but,
rather, cover the whole system behavior to enable the
sensitivity analysis to be made

One of the most mmportant parameters that needs to be
considered 1n the sensitivity analysis 1s the bus bar energy cost
This cost, besides 1ts dependence on average annual perfor-
mance and the total electrical energy produced over the
Iifetime of the plant, depends on the life cycle costs, including
the installation costs, inflation rates, interest rates, taxes,
depreciation, maintenance costs, etc , which require continu-
ous updating from existing solar plants

Although the present first-phase study gives the conse-
quences of only the design parameters of differences on
performance, the methodology followed can and will be
extended 1n the future to cover the economic parameters as
well as the design parameters The temporary ehmination of
the bus bar energy cost from the technical analysis 1s assumed
in this study not to cause a change of the point at which the
overall system economics are optimum

Il. General Analysis

All conceivable present and future solar thermal power
plants could be treated as a combination of the following

subsystems (1) an energy collection subsystem including the
reflecting and absorbing surfaces, concentrators, and receivers
through which the sun’s light energy 1s converted into thermal
energy as a sensible or latent heat carried away by a working
fluid, (2) an energy conversion subsystem which 1s following
an advanced power cycle including heat exchangers for heat
addition, rejection, and regeneration, (3) an energy storage
subsystem which matches the supply (solar energy) with the
demand (electrical connected loads), and (4) an energy trans-
mission subsystem to transmut the energy (in either thermal,
chemical, or electrical form) from one subsystem to another

The present sensitivity study 1s performed with the above
solar system under consideration treated as a sequence of
steady rate processes in subsystems held at a steady or
quasi-steady state, 1e, no transient dynamics or intermittent
operation 1s allowed To illustrate this condition futher,
consider as 1n Fig 1 a solar thermal-electric power plant which
1s supplying an electrical load only at night time through an
energy storage subsystem The storage subsystem 1s charged 1n
the sunny hours and 1s discharged at night If the wmnstantan-
eous plant efficiency 1s defined as the ratio between the
electrical-connected loads and the incident solar energy, then
the efficiency sensitivity to diurnal solar flux variations will be
zero 1n the sunny period and infinity during the night period
The study, therefore, will have no value if intermittent or
transient conditions prevail, since the term “efficiency”
becomes meaningless Therefore, we will proceed only under
the conditions of steady or “quasi”-steady state The treat-
ment of storage systems and transient dynamics requires
mtegrating or time-averaging techniques which require more
information about the solar load profiles

The 1nstallation cost of a solar-electric power plant and the
bus bar unit energy cost are greatly influenced by the overall
conversion efficiency When the energy conversion 1s done via
thermal power cycles, the overall efficiency becomes the
product of collection efficiency, power cycle thermal effi-
ciency, energy through storage efficiency, and energy transmis-
sion efficiencies

The efficiency trends pertain to all collectors, and power
cycles could, in general, be formulated as follows The
collection efficiency always decreases with increasing fluid
operating temperature due to higher thermal losses and could
reach zero when the ncident solar radiation equals these
losses The power cycle efficiency, on the other hand,
increases monotonically with the operating temperature and
starts from zero at ambient temperature, as shown 1n Fig 2
The overall conversion efficiency will be zero at both ends I
and II of Fig 2, and always possesses a maximum value in
between them For a good design, the optimum operating
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temperature T, corresponding to the maximum overall conver-
sion efficiency, na, should be the system design point
Although a mmmimization of the bus bar energy cost may or
may not require the operation at the peak plant efficiency, we
will assume, for the present discussion, that the peak conver-
ston efficiency 1s the desired goal

The performance of solar collectors 1s generally the same
whether they are focusing or nonfocusing types The instan-
taneous efficiency of the collection subsystem could be, 1n
general, approximated by a hinear form similar to the Bliss,
Whillier, and Hottel form

n, = A-B(T,- T)I (1)

where 4 and B are characteristic constants which depend on
the matenal optical properties, collector geometry, heat losses,
and fluid flow charactenstics, T, 1s the nlet fluid temperature,
T, 1s the ambient temperature, and / 1s the total solar flux
This linear form can be used as a piecewise approximation n
the range of interest 1n the performance of high concentration
collectors operating at high temperatures For these cases, the
efficiency trends are concave bending downward due to the
effect of IR radiation losses, which are proportional to
temperatures to the power4 By proper choice of the
constants 4 and B, the linear expression could provide a good
approximation over the working range

From an energy balance viewpoint, the collection effi-
ciency, n,, can also be expressed equivalently as

N, = GCAT, - T 2

where Gy and Cy are the fluid mass flux and specific heat,
respectively, and T, 1s the exit fluid temperature Equation
(1) contamns two collector-specific constants which are derived
using the physical and optical properties through erther
theoretical analyses or by experiment The exit fluid tempera-
ture, Ty, 1s completely omitted from Eq (1), but could be
obtamned from Eq (2) The constant 4 1s proportional to the
product of optical transmussivity or reflectivity and receiver
absorptivity The second term m Eq (1) represents approxi-
mately how much heat 1s lost to the atmosphere, and the
difference represents the net solar energy fraction collected by
the transfer fluid The collector efficiency, therefore, can be
negative or positive depending on the fluid temperature at the
collector entrance Equation (1) 1s selected for the present
general sensitivity analysis because the variables 1t contains are
independent of each other and, in general, 1s a simple
representation of many concetvable collectors (Refs 3-14)
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The second step 1s to determine an efficiency expression for
the energy conversion subsystem To treat the problem, also in
a general way, let us assume that the power cycle under
consideration performs as a percentage of the efficiency of a
reversible Carnot cycle operating between the hot finite heat
reservolr (fluid) and the cold infimite heat reservoir (ambient)

Using the laws of available and unavailable work 1n
thermodynamics when working between these two heat
reservoirs, the reversible work obtainable can be written for a
constant specific heat fluid as

W, =G.CAT,~T)-GC T, In(T,IT,)

v

The expression for the reversible cycle efficiency becomes

T, In (TH/TC)

U arn v

The efficiency 1n Eq (3) 1s more adequate than the Carnot’s
expression for two infinite heat reservorrs (1 - T,/T,), besides
that, 1t 1s applicable to any thermodynamic cycle operating
between the above temperature limits (T, Ty,and T))

The third step in the general analysis 1s to develop an
expression for the overall solar-electric efficiency to be
entirely made of independent system variables The fraction A,
the efficiency ratio of a real power cycle as compared with a
reversible one, 1s a design characteristic of the energy
conversion subsystem For simplicity, the fraction A could be
assumed to embody the energy storage and transmission
efficiencies as well The outlet temperature of the collector
fluid, as required in solving Eq (3), could be expressed in
terms of independent vanables by setting Eqs (1) and (2)
equal when assuming negligible temperature drop 1n the energy
transmission lines Hence,

TC B Ta 1
T, =T,+|4-B — )
/ G,C,

The final expression for the system overall efficiency (ng) 15
the product of collection and conversion efficiencies, which is
written as

My = MM A &)
The expressions mn Egs (1) through (5) sumplify the perfor-
mance of all solar thermal-electric power plants and lead to the
general sensitivity analysis presented next



lil. Sensitivity Relations

The sensitivity concept 1s beneficial to the designer in
allowing to sense 1n both magnitude and direction the effect of
small or large deviations occurring 1n the various design
parameters on the performance of the solar power plant The
sensitivity 1s the measure of the dependency of system
characteristics on variations occurring 1n a particular element
or parameter, as shown 1n Fig 3 The sensitivity(s) 1s expressed
analytically as

_[avyy
AX/X .
or
s = dy X ©)
dx Y/,
or
B (dlnY
dinX .

where X 1s an arbitrary input element, Y 1s the system output,
A represents a differential change in either X or Y, and the
subscript (r) denotes conditions at a reference point Equation
(6) states that the differential sensitivity of Y with respect to
X 1s the percentage change in Y divided by that percentage
change 1n X which caused the change in Y to occur, keeping all
other mput elements unchanged The definition 1s suitable
only for small changes Any system operating at an optimum
value of one of its elements should have zero sensitivity with
respect to this element

The concept of sensitivity has been widely used 1n studying
automatic controls, electric circuits, and many physical sys-
tems, and 1ts present application to solar power plants
represents a useful tool in the performance optimization

In solar power plants, the input element X could be any
one of the following

(1) Inlet fluid temperature to the energy collection subsys-
tem (T,)

(2) Collector optical characteristic constant, 4
(3) Collector thermal characteristic constant, B
(4) Ambient temperature, T,

(5) Incident solar flux, /

(6) Heat capacity of collector flud, G,C,

(7) Relative efficiency of energy conversion and transmis-
sion subsystems, A

Note that the exat fluid temperature T, could be expressed in
terms of the other independent parameters in Eq (4)

The system output, Y, on the other hand, could be (1) the
overall solar-electric conversion efficiency, n,, (2) the net
electrical (or mechanical) work output per umit collector
W, where

W =nyl (7

or (3) the unit energy cost at the bus bar Only the first two
output variables are selected in this study The sensitivity of
the overall conversion efficiency to any input parameter X 1s
denoted by S, and that of the net electrical (or mechanical)
work output to the input parameter X by §x It can be easily
proven from Eqs (5), (6), and (7) that at a reference state (r),

S = —l (&)
x L7, oX ,
or (8)

[ x (%) X (8n_> X(Z))\)
S =|— +—|—] + —|—
x n, \8X/ n, \ax A \ax/ ],

5 X [oW
S, = [747 (W)] ©a)

and using Eqs (7) and (8),

5 -5+ [% (aa—j()] (o)

Also, 1t can be seen that if the overall efficiency (n,) 1s wrtten
asny(X,, X,, ), then

ﬂ = AXI AX2 10
o N e A A v (10)

where X, X, are mnput parameters Equation (10) 1s very
mmportant in determining the total effect of all input param-
eters of the system when each varies in magmtude and
direction differently throughout the operating time

and

The sensitivity expressions for each parameter have been
derived following Eqs (8) and (9) and simplified by algebratc
manipulations of Eqs (1) through (4) The results are
discussed next
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IV. Results of Parameter Variations

All parameters used 1n the sensitivity analysis are given mn
standard international (SI) units The values and ranges for
each parameter were chosen from the practice gained n
operating 12 different collector types (Refs 3-14) Each solar
collector has, as an approximate representation, two 1dentify-
ing design parameters, namely, 4 and B, as shown in Fig 4
For low concentration collectors, with a concentration ratio of
1-5, the B values range from 0 0030 to 0 0060 kW/m2°C and
the A values range from 04 to 0 8, for high concentration
collectors, with a concentration ratio above 100 1,! the value
of A ranges from 06 to 09 and B ranges from 00001 to
00010 kW/m2°C (Ref 12) The fluid heat capacity (Gfo)
may range from 001 to 005 kW/m2°C depending on the
required temperature rise and the trade-off between pumping
power and system efficiency A nomuinal flow heat flux of 0 04
kW/m2°C 1s selected as a reference point only for the next
discussion As a reference weather, the ambient temperature s
taken as 25°C (77°F), and the nominal solar flux 1s taken as
1 kW/m? (1 sun)

The relative efficiency of the energy conversion-transmis-
sion subsystem compared to the reversible path usually ranges
from 40 to 60 percent and a value of 50 percent was chosen
arbitranly 1n the reference operating conditions

A. Sensitivity to Inlet Fluid Temperature

The sensitivity of the overall efficiency to changes in the
collector’s inlet fluid temperature can be derived from Eqs (8)
and (9) After performing the differentiation, the sensitivity
expression 1s reduced to

) Ta(A1+BTa) -BTT,

Sp =S, (11)

¢ ¢ nenc ITH

The sensitiity S7, could be negative, zero or positive,
depending on whether the inlet fluid temperature 7, 1s smaller
than, equal to, or larger than the optimum temperature 77,
respectively The optimum inlet fluid temperature, T7, 1s the
temperature at which the overall efficiency 1s a maximum, or
at which the sensitivity S7_ 1s zero In the special case where
the flow rate is such that the temperature difference across the
collector (between inlet and exit flurd temperatures) 1s small,
te, T, ~ Ty, then the optimum fluid temperature 77 can be

given from Eq (11) approximately as

(12a)

'Concentration ratio of parabolic dishes could range from 1500 to
2000
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Accordingly, the reversible cycle efficiency in Eq (3) becomes

T

z]__a

T:

*

n, (12b)
In general, a more accurate, but somewhat complex, expres-
ston for T could be derived from Eq (11) by substituting the
exit fluid temperature, Ty, using Eq (4) By solving the final
quadratic equation, the expression for T mn terms of the
independent input parameters 4, B, /, Ta and Gfo becomes

4GC. T (GC.- B
/1+ TGS )1; (13)

B(AI+BT))

(Al +BT)
2G,C, - B)

Te =

It 1s interesting to know that Eq (13) 1s independent of A
The difference between the approximate expression of T in
Eq (12a) and the accurate one in Eq (13) could be assessed
by the following example Suppose that the characteristic
constants A and B for a given collector are 0 8 and 0 0057
kW/m2°C, respectively, and that the fluid heat capacity GeCy
1s 004 kW/m2°C With an ambient temperature of 25°C
(298 15 K) and a solar intensity of 1 kW/m2, the optimum
temperature 77 from Eq (12a) 15 88 43°C (371 58 K) and that
from Eq (13) 15 82 58°C (355 73 K), which shows their small
difference At the optunum inlet flud temperature of
82 58°C, the optimum collector and reversible cycle efficien-
cies become 47 18 and 17 55 percent, respectively Accord-
ingly, 1f a real engine with a 50 percent relative efficiency 1s
used, the maximum overall conversion efficiency for the
system will be 414 percent, which 1s typical of hgh
performance flat-plate collectors

Hereafter, the above optimum 1nlet fluid temperature T, as
determmed from Eq (13), wluch 1s assumed as the design
point, will be adopted in our analysis as a fixed reference state
at which the performance sensitiity 1s evaluated This
condition was imposed since solar-power plants should operate
at their “best” conditions, and deviations from this optimum
performance are what the sensitivity analysis 1s, 1n the first
place, seeking to evaluate Operation at any inlet flud
temperature other than T (either higher or lower) will always
result 1n lower overall efficiency In the above numerical
example, for mstance, 1f the operating mnlet fluid temperature
1s lower than the optimum 82 58°C, by 10°C, say, the
sensitivity Sy, becomes 12972 and the overall efficiency
becomes 4 06 percent Therefore, operating at temperatures
other than the optimum 77 will change the sensitivity ST, as
determmned from Eq (11), to be either positive or negative
depending on whether T, <T7 or T, > T, respectively The
maximum positive value of Sy, occurs when the reversible
cycle efficiency approaches zero, that 1s, when the tempera-
tures T, and Ty, are close to the ambient T, (see Fig 2), thus



making Sz, approaching infinity On the other hand, the
mimmum value of Sz will be -° when the temperature T,
theoretically reaches its himiting value T, The latter 1s given
from Eq (1) by equating the collector efficiency to zero

= o AL

T, =T,+7% (142)
Using the approximation made in Eq (12a), then

= *2

T, =TT, (14b)

Figure 5 shows the variation of the optimum fluid
temperature (T77) with the major collector parameters 4 and B
It varies from about 50°C (122°F) for low performance
flat-plate collectors to around 1400°C (2550°F) for high
performance concentrators at the given ambient conditions
The optimum temperature 1s hughly sensitive to the heat loss
parameter B when B 1s small (eg, for high performance
collectors), but with less sensitivity as B tends to be larger
(e g , for low performance collectors)

Another interesting result could be reached for the relation-
ship between 7 and n_ at the optimum fluid temperature T,
at large fluid flow rates The approximate expressions given by

Egs (12) would yield
BT\
A+ / n,

which means that the maximum overall conversion efficiency
will only occur at the intersection point between the collector
and reversible engine efficiency curves provided that the
quantity (4 + (BT,/I)) 1s approximately unity The location of
the optimum temperature will be lower than the intersection
temperature or higher depending on whether the value of (4 +
(BT,/D) 1s larger or smaller than 1, respectively

(15)

*N
n. =

The optimum fluid temperature, as shown i Fig 5,
depends on the slope, B, and intersect, A, of the collector
efficiency line Smaller slopes and larger intersections achieve
lugher overall conversion efficiency and higher optimum
temperatures This explains why high concentration focusing
collectors are offering a superior performance compared to
low performance non-focusing types

In the Iimit, as the parameter 4 approaches umty and B
approaches zero, hypothetically, the optimum temperature 7.,
approaches infinity, the collector efficiency approaches unity,
and the overall conversion efficiency approaches the relative
efficlency A as a limiting factor that will never be reached,
otherwise, 1t violates the thermodynamics laws

B. Sensitivity to the Collector Characteristic
Intersect A

Similar procedures can be followed, and 1t can be shown
from Eqs (8) and (9) that for the parameter A, the overall
efficiency sensitvity S, 1s

s _ A TH - Ta
S =9 = [ ——
A A nc ne TH

(16)

Equation (16) also shows that the sensitivity S, 1s
independent of the relative engmne efficiency (), and 1t 1s
always a positive quantity From thermodynamics principles,
1t can be proven that the reversible cycle efficiency 7, given by
Eq (3) for a hugh temperature finite source (varying between
T, and T)) 1s always less than the Carnot’s expression with
the high temperature infinite source (T,) when both are
working with the low temperature infinite sink (7,) In other
words, the quantity (T, - T,)/Tyn, 1s always greater than
one Since the quantity A/n, 1s always greater than unity, as
evidenced from Eq (1), the final result 1s that S, 1s always
larger than unity at all operating conditions and for any
collector type This gives the collector optical performance a
major role 1n determining the plant overall efficiency Figure 6
gives a plot of the sensitivity S, for various collector types
The sensitivity S 4 decreases as A increases and/or as B
decreases In the practical region of collector constants where
A varies between a mmimum of 04 to 0 85 maximum, and B
varies between, say, a munimum of 00001 to 00060
kW/m2°C maximum, the sensitvity S 4 varies between 1 2 for
high performance collectors to 19 for low-performance types
In the hypothetical case, where A >1 and B—0, the
sensitivity S, approaches 1

C. Sensitivity to the Collector Characteristic
Slope B

The overall efficiency sensitivity Sy can be written using
Eqs (8) and (9) as

_ -B(T,-T)(T,-T,)
S, =58, = (17)

ncl "N TH

Equation (17) shows clearly that Sy 1s always a negative
quantity independent of the power conversion system param-
eter A The negative sign 1s expected and 1n agreement with the
mtuition that the larger the slope of a solar collector, the
larger the thermal losses and the lower the overall efficiency
will be No decisive conclusion can be made about whether S,
1s larger than one or smaller than one, although the quantity
Ty - Ta)/TH n, 1s always larger than one as discussed before,
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but the quantity B(T, - T,)/In, can be either less than or
larger than one from Eq (1) However, the sum (which may
have no physical nterpretation) of S, and Sg from Eqs (16)
and (17) 1s found to be always positive and greater than one

(18)

In practice, the quantity ((Ty, - T,)/n,Ty) 1s shightly larger
than unity and the sensitivity Sp could be approximated as

(1-5y

As a numerical example for the relative magnitudes of S,
and Sp, take the collector constants A and B as 08 and
00057 kW/m2°C, respectively, a fluid heat capacity GpCp of
004 kW/m2°C, and an optimum tnlet fluid temperature of
82 58°C (355 73 K) as given before The exit fluid tempera-
ture T;, (from Eq (4)) will be 94 37°C (367 52 K), the
optimum collector and reversible cycle efficiencies become
47 18 and 17 55 percent, respectively, and the sensitivities S ,
and Sy are calculated as 1 824 and -0 748 The above shows
how the effects of A and B can be quite significant on the
overall efficiency, and the designer should always be seeking
hugher values for 4 and smaller values for B to improve the
performance

In Fig 7, a plot 1s made for the sensitivity S at different
values of 4 and B The absolute value of sensitivity Sp
becomes smaller as A increases or B decreases The limits of S
for current collectors range from -0 2 (for high performance
types) to -0 8 (for low performance types)

D. Sensitivity to Ambient Temperature Variations

The overall efficiency sensitvity, St,, to the ambient
temperature variations can be derived from Eqs (8) and (9)
using Egs (1), (3), (4), (11), and (16) as follows

Sy, =8, =1-8,-S (19)

a

or at the optimum temperature 77,

s =5, =1-5

a a a

Once more, the sensitvity Sz, 1s independent of the engine
parameter A To determine the relative magnitude of S, the
numerical values assigned in the last example would yield S7,
equal to -0 824 The negative sign indicates that lowering the
ambient temperature will yield an increase in the overall
conversion efficiency n spite of the resulting decrease 1n the
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collector’s efficiency Figure 8 shows a plot of the sensitivity
St, at different values of A and B Numercally, the
sensitivities S7,, (1 - 5,) and S, are found to be of the same
order when Figs 7 and 8 are compared Different reference
ambient temperatures were found to cause minor changes n
ST, as shown in Fig 8

E. Sensitivity to Solar Radiation Intensity

Using Eq (8), the overall efficiency sensitivity to the solar
radiation, /, can be written after some reductions as

A(T,-T,)

S

f -1 (20)

nc ne TH

[t has been shown in Eq (16) that the quantity [A(T, -
Ta)/ncneTH] 1s always greater than unity, therefore, S, 18
always a positive quantity and, m most cases, 15 less than
unity From Eqs (16) and (20),

2n

At this point, 1t 1s advantageous to determine the sensitivity
(E,) for the net mechanical (or electrical) work generated
subject to solar intensity vanations The net work output per
unit collector area and the sensitivity, S_I, can be written using
Eqs (7)and (9) as

5—‘1 1s always a positive quantity larger than umty For mstance,
in the last numerical example, a 1 percent mncrease n the solar
intensity will cause an increase i the mechanical work output
by 1824 percent and an increase in the overall conversion
efficiency by 0824 percent Note that for parameters other
than solar flux, I, the overall efficiency sensitivity, S, 1s
identical to the net work sensitvity, S

Figure 9 1s a plot of the sensitivity S; at different values of
A and B Two reference values for I were tried (1 kW/m? and
05 kW/m?2), and the results show that the larger the solar flux
variation, the larger the sensitivity S, and §I will be However,
larger values of 4 and smatler values of B tend to reduce the
sensitivity S,

The results obtained from the above steady state analysis
are 1n agreement with the results obtained mn Refs 1 and 2,
using a dynamic radiation model composed of sinusoids
Values of §, between 1 62 and 19 at one sun (1 kW/m? peak)
were obtained in Ref 1 for the fast-response NASA-Honeywell
collector (4= 0713, B= 00029 kW/m2°C to 00036



kW/m2°C, Ref 7) and S, between 1 61 and 1 70 for the slow
response Owens-Illinois collector (4 = 045 and B= 00014
kW/m2°C, Ref 7) A comparison with Fig 9 shows the close
behavior of the system response to the solar flux radiation
between the present quasi-steady state and the dynamic
transient model

F. Sensitivity to the Collector Fluid Heat Capacity

The heat capacity of the collector fluid, G¢C;, 15 one of the
parameters that can alter the exit fluid temperature, which 1n
turn affects the engine’s performance The sensitivity S 1s
determined from Eqs (8) and (9) at the reference state as

_ %G o,
%G,C)

G,C om,
n, ¥G,C)

Sg =98¢

(23)
n

c

For almost all solar collectors, the constants A and B 1n the
efficiency expression, Eq (1), can be subdivided to be 1n the

form
T -T,
n =F|4A-F ”1 (24)

where F1s a dimensionless flow factor dependent on the flow
characteristics and

(25)

Usually, the constants A and B have, at most, a very weak
dependence on the flow characteristics The first term m the
nght-hand side of Eq (23), namely, (G,C/n,) (anC/BGfo)
will then be reduced to G,Ci/F - 0F/oG,C; The latter 1s
always positive since increasing the flow rate improves the
collector’s efficiency in turn On the other hand, the second
term 1n the right-hand side of Eq (23) can be written using
Eqs (3) and (4) as

G.C. o T, -T
ffaceczl_ ”T“=1—(SA+SB) (26)
Me rLr el 1

which 1s usually a very small negative quantity as shown by
Eq (18) If the vanations of the flow factor F with the heat
capacity G,C, 1s small, such that 1t can be neglected, then Eq
(26) can be used as a tirst approximation to the sensitivity S¢
in comparison with other sensitivity expressions In reality, S -
will be somewhat smaller than the approximate form given by

Eq (26) due to the opposing presence of F vanations Figure
10 1s a plot of the sensitiity S as approximated by Eq (26)
at different values of A, B, and reference fluid heat flux Gfo
The effect of the parameter 4 1s neghgible, but the effect of B
1s quite significant At the reference value of GyC, of 004
kW/m2°C, the sensitivity S, vanes between -0 001 (hugh
performance collectors, B> 00001) to -008 (for low
performance collectors, B = 00060 kW/m°C) Changing the
flow heat capacity has caused a proportional change in the
sensitivity S as shown in Fig 10 Although the sensitiity S;
tails the list of the whole parameters discussed above, 1t could
have a significant degradation effect on the overall perfor-
mance In practice, the choice of the operating flow rate 1s
based on a trade-off between the system efficiency and
pumping power Reference 15 gives a practical range of G,Cs
for flat plate collectors to be from 24 4 kg/h » m2? (~5 lb/h
- ft2) to 97 7 kg/h » m? (~20 Ib/h - ft2) with a recommended
value of about 48 8 kg/h - m? (~10 Ib/h - ft2) These flow
values, however, could be used for other solar power plants as
a starting point in the design

G. Sensitivity to the Conversion Relative Efficiency

The engine-transmission parameter A has a direct one-to-one
correspondence effect on the overall plant efficiency and work
output The sensitivity S, (or S, ), as deduced from Eq (9), 1s
equal to 1 keeping all other parameters unchanged

V. Summary

Discrepancies between design data and actual performance
are expected to take place in the design and operation of
future solar thermal-electric power systems, as in the case of
any other system Seven major design parameters were
dentified and therr weight on performance vanations were
analyzed and estimated as a first phase of the study excluding
the economic factors The parameters studied were (1) fluid
temperature entering the energy collection subsystem,
(2) optical characteristics of the energy collection subsystem,
(3) thermal loss characteristics of the energy collection subsys-
tem, (4) ambient temperature, (5) incident solar flux, (6) heat
capacity of working fluid, and (7) relative efficiency of energy
conversion-transmission subsystems An analytical model for
all solar thermal-electric plants was laid out to enable the
sensitivity expressions to be derived and evaluated 1n a general
manner The total effect on the plant performance 1s summed,
as given in Eq (10) The performance sensitivity to the nlet
fluid temperature was found changing from +oo at the ambient
temperature to -°° at the collector’s miting temperature T,
with a zero sensitivity at the optimum fluid temperature T
The temperature T 1s usually taken as the plant design point
since 1t corresponds to the maximum overall conversion
efficiency
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Second, the sensitiiity S, to the optical characterstic
parameter A was found to always be positive, greater than
unity (1 2-19), and independent of the relative power cycle
efficiency, A Third, the sensitivity Sg to the thermal losses
parameter (B) was found to always be negative (-02—-038)
independent of X and have the same order of magnitude as the
sensitivity to ambient temperature (S,) Fourth, the sensi-
tity St was found to always be negative, independent of A,
and, 1n all present systems, less than one Fifth, the vanations
of the solar flux 7 will result 1n sensitivities always larger than
one (between 12-19) for the net work output Finally, the
least sensitivity of performance resulted from the fluid heat
flux vanations Although increasing the fluid rate in the
collectron subsystem would improve the heat transfer coeffi-
cients and increase the harnessed energy, the negative impact

of reducing the exit temperature from the collection subsys-
tem and the resulting decrease of the power cycle efficiency
outweigh the benefit All of the sensitivity expressions need to
be substituted in Eq (10) to determine the dynamic analysis
of the system when 1t operates at off-design conditions

Thus first-phase parameternzation study has not only helped
in shedding some light onto some major design vaniables which
need to be accurately evaluated and closely adhered to during
operation, but the effect of the probabilistic weather changes
on performance 1s also quantified by some hmiting values The
results would be most helpful in guiding the preliminary design
stages, the future plant specifications, and the second phase of
the study indicating the effects on unit energy costs at the bus
bar
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Pointing Errors on Range Delays (Part li)

T Y Otoshi
Radio Frequency and Microwave Subsystems Section

Ths article presents new S-band test data obtained from an experimental study of the
effects of antenna pownting error on range delays The tests involved the use of the 26-m
antenna at DSS 42, the colimation tower, and the Mu-2 Ranging System

The results showed that when the antenna offset angles from boresight were less than
the 3-dB ponts on the main beam, the worst case range changes were less than £7 cm
with a measurement precision of about *1 5 cm These results represent an improvement

factor of 2 over previously reported results

l. Introduction

A possible source of error on the measurement of time
delays for ranging and VLBI 1s the change in time delays
occurring when the antenna ponting changes from boresight
(on target) to an angle offset from boresight An offset from
boresight can occur 1f the antenna pointing system 1s imnaccur-
ate, or when an error has been made 1n locating the target
boresight position, or when using conical scanning

An experiment mvolving a collimation tower and Mu-2
Ranging System was previously performed at DSS 42 (Ref 1)
The results indicated that the change 1n range could be as large
as 13 cm when the 26-m antenna was purposely pointed off
target but the offset angle was within the 3-dB points of the
main beam The error bars associated with that test indicated
that some of the changes could be due to residual calibration
errors, drift, and noise

This article presents new results of the antenna pointing
expenment involving the collimation tower and Mu-2 Ranging

System at DSS 42 Very little theoretical or experimental data
currently exists on the effects of antenna pointing errors on
time delays The new test data represents an improvement
factor of 2 over the previously reported test data and therefore
should be documented

Il. Test Setup and Procedure

The test setup consisted primarily of (1)a 2 44-m (8-ft)
diameter parabolic antenna with a zero delay device nstalled
on top of the DSS 42 collimation tower and (2)a 20-kW
transmitter, a 26-m antenna, the Mu-2 Ranging System, and all
of the tracking hardware and software normally used for
station delay cahibration and spacecraft tracking

Significant parameters to note for this test were Channel 18
test frequencies (2114 676 MHz uplink and 2296 481 MHz
downlhink), 15kW transmutted power, RCP polarization, and
the Mu-2 Ranging System set for 1-MHz ranging code, 30-sec
DRVID integration, and 3-dB carner suppression
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The basic test procedure was described n detail in Ref 1
and will not be repeated here The improvements 1n test
procedure to obtain data for this article were as follows

(1) Increase the number of closures back to boresight so
that an accurate drift curve could be established and
more accurate corrections could be made for drift

(2) Insert a calibrated attenuator nto the 182-MHz line at
the collimation tower The attenuator was adjusted at
each offset angle to maintain a fairly constant down-
link signal level This procedure resulted 1n a smaller
and less significant correction needed to account for
range delay changes as a function of received signal
levels

(3) Increase the integration times for the DRVID! data at
weaker signal levels so that standard deviations were
nearly the same at all boresight offset angles

lll. Test Results

Figure 1 shows the improved test results that were obtamed
with the new test procedures The test results were corrected
for changes in range delays due to signal level changes and
also for dnft in range delays with time The data reduction
procedure was to (1) obtain a signal level versus range cor-
rection curve by a weighted least squares method (see Ref 1),
(2) correct range data for signal level changes, (3) perform
a weighted second order least square curve fit to the bore-
sight (zero offset angle) data versus time to obtam a dnft
curve and (4) make corrections for drft The one-sigma error
hmits shown 1n Fig 1 are standard deviations of the mean (or
standard error) which include errors due to measurement
dispersion, errors mn the signal level calibration curve, and
errors 1n the dnft correction curve It can be seen that the
total standard error 1s typically about 1 5 ¢cm over the entire
curve In the previously reported experiment, the standard
error was typically larger than 10 cm for offset angles greater
than O 16 degrees

A more careful measurement mvolving the use of a
calibrated attenuator at the collimation tower led to the result
that the 3-dB points for the 26-m antenna were closer to 0 18
degree than the 0 15 degree reported in Ref 1 The value of

'DRVID 1s an acronym for Differenced Range versus Integrated
Doppler When doppler 1s disabled as was the case for this test, the
DRVID data becomes group delay change only
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018 degree agrees well with a 0 19 degree calculated average
value for uplink and downlink frequencies of 2114 676 MHz
and 2296 481 MHz, respectively The new power pattern or
boresight curve shown in Fig 1 was obtained by taking
one-half of the total measured signal level changes versus offset
angles The factor of one-half accounts for the fact that a
signal level change on the uplink signal occurs due to offset
angle and approximately the same change occurs on the
downlink signal when 1t returns from the collimation tower
back to the 26-m antenna

Examination of the range change data in Fig 1 reveals that
the maximum changes 1n range occurring within the 3-dB
points are *3 cm for elevation angle offsets and *7 cm for
azimuth angle offsets The differences 1n azimuth and eleva-
tion range change curves are believed to be due to differences
in ground multipath It was previously thought that the
difference 1n the two curves could be due to the quadripod
support multipath However, a further study showed that the
quadripods are oriented close to 45 degrees with respect to the
DSS 42 colimation tower vertical Since the quadnpod
geometry 1s nearly the same for the two offset scan planes,
quadripod multipath does not provide an explanation for the
differences in the two scan plane results

The test data has been analyzed for measurement error, but
no further corrections have been made on the data If the
normal DSN procedure for correcting for declination angle
changes were made for this test, the corrections would have
been less than 1 cm

Further analytical work needs to be done to confirm that
antenna pointing errors are as small as was observed 1n these
tests Experimental work using VLBI techniques also needs to
be done to determine 1f antenna pointing errors have negligible
effects on VLBI measurements

IV. Conclusions

An 1mproved experiment was performed at DSS 42 to
determine the effects of antenna pomting errors on range
delays It was found that when the 26-m antenna was scanned
off target for antenna angle offsets within the 3-dB points of
the main beam, the worst case range changes were less than
7 cm with measurement uncertainties of about *1 5 cm
These results represent an improvement factor of 2 over
previously reported results
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This article provides information regarding the implementation of changes to the
Network Operations Control Center (NOCC) required to support the Voyager Jupiter and
Saturn Encounters and DSN enhancements designed to reduce maintenance and

operations costs

I. Voyager Jupiter

The Network Operations Control Center (NOCC) under-
went various modifications to 1ts distributed data process-
ing network’s hardware and software to support the Voy-
ager Jupiter Encounters and the planned Voyager Saturn
Encounters

The hardware and software modifications in support of the
Jupiter Encounter were primarily to increase the telemetry
data handhing capabihty and Intermediate Data Records
production as required to support the two spacecraft operating
at 115 2 kbps The modifications to the Network 1n support of
high-rate telemetry resulted in the addition of the third
Network Log Processor (NLP), along with four additional
magnetic tape drives supporting two additional wideband
channels from the Deep Space Network

Interfacing with the third NLP, the Network Data Process-
ing Area (NDPA) was implemented with the third Network
Commumications Equipment (NCE), which served to route the
real-time high-rate telemetry data to a third Telemetry
Real-Time Monitor (RTM) In addition to the real-time
high-rate telemetry upgrade, the NOCC was implemented with
an additional Data Records Processor obtamned from MIL-71
on temporary loan, along with four magnetic tape drives and a

high-speed line printer to support the production of high-rate
telemetry and radio science radio metric Intermediate Data
Records (IDR) required to be delivered within twenty-four
hours to project scientists (Several thousand reels of magnetic
tape IDRs were delivered to project users at the completion of
the two Voyager Jupiter Encounters )

Also, supporting the Voyager Jupiter Encounter real-time
radio-sctence experiments, the NOCC was augmented with
hardware and software for a second Video Assembly Processor
with a high-resolution Digital Video Generator Assembly,
video hardcopy device, and a second Tracking Real-Time
Monitor supporting real-time graphical displays of closed-loop
recewver radiometry parameters

Thus, i support of the Voyager Jupiter Encounter, the
NOCC was augmented with a total of six processors with their
corresponding operational peripherals and software programs

Il. Voyager Saturn

At the completion of the Voyager Jupiter Encounter
support, the NOCC contmnues the development and imple-
mentation of additional operational capabilities needed to
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support the Voyager Saturn Encounters in late 1980 and
1981

In support of the Voyager Saturn Encounter and DSN
Operations, the NOCC 1s being augmented with the Radio
Science Real-Time Momitor Processor (NRS-RTM) and sup-
porting software Also included will be the upgrade of the
Video Assembly Processor (VAP) to provide two additional
channels of high-resolution graphics

The NRS-RTM, n conjunction with the upgraded VAP, will
support the processing and generation of Real-Time Open-
Loop Recewver Frequency Spectrum Graphical plots These
will be used by DSN operations and radio scientists during the
encounter period Another task of the NRS-RTM 1s the
processing of Very Long Baseline Interferometry (VLBI)
monitor data from the Deep Space Stations as required to
coordinate the simultaneous data gathering of two Deep Space
Stations The two stations scheduled for a VLBI pass gather
star source signals for non-real-time play-back to the Pasadena
VLBI processing center VLBI-processed data will be used 1n
support of Voyager navigation to Saturn and beyond as well as
to provide the DSN with accurate time-sync parameters

Also, 1n support of Voyager 2 spacecraft up-link frequency
tuning, various software programs in the Network’s Support
Subsystem and Tracking RTM were updated to support in the
generation and momtoring of up-link frequency tuning pre-
dicts transmission to the Deep Space Stations equipped with
the up-link Programmable Oscillator Control Assembly
(POCA)

Ill. DSN Enhancements

In addition to the Voyager Jupiter and Saturn Encounter
preparations and implementations, the NOCC was upgraded to
support DSN operations and improve the Network’s reliability
and sustamning engineering costs through the following imple-
mentations

(1) All NOCC processors are being upgraded to the DSN
Standard Hardware Revision level as required to main-
tain the same configuration with the rest of the DSN
processors deployed at each of the Deep Space Stations
and at the Central Communications Terminal in Pasa-
dena This effort allows for sharing of DSN spares, test
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equipment and documentation, and minimizes the
amount of special traming required for the DSN
maintenance personnel

All NOCC Software Operational Programs were modi-
fied for automatic Software Turn ON/OFF of the
processor’s Terminet I/O device This modification 1s
expected to reduce the high failure rate experienced in
the Terminet bearings, ribbon control, and electronics

The NOCC Display Subsystem Software was modified
to eliminate the onginal interface design which inter-
locked the Display Processor Software with the Real-
Time Monitor (RTM) Processor Software With the new
Display-RTM 1nterface design, displays may be added,
modified, or subtracted from the RTMs without
requiring simultaneous releases of RTM/Display Soft-
ware programs

The NOCC Display Subsystem Varnan Printer-Plotters
were replaced with High-Speed Data-Products Line
Printers This modification eliminated a high failure
rate assembly from the Network as well as providing
the capability for a high-quality hardcopy print-out
supporting DSN operations

The NOCC Display Subsystem Video Assembly Proces-
sor’s RAMTEK Video Generator will be replaced with a
high-resolution 21-channel Video Generator from Grin-
nell Corp This upgrade was required to eliminate from
the Network the RAMTEK Video Generator which did
not have the capability to add the required five DTV
Graphics channels 1n support of real-time radio science
graphics The RAMTEK assembly being deleted from
the Network 1s no longer supported by the factory and
spare parts could only be obtained at very high costs

The replacement of the RAMTEK with Grinnell
DTV assembly also allows the NOCC to reconfigure the
radio science graphics and Alphanumerics Display
Systems wnto full prime/backup systems not previously
available

All NOCC Software program documentation (Software
Operator’s Manual (SOM), Software Specifications
Document (SSD), and Software Test and Transfer
(STT)) was updated and released to the new DSN
Standard Practice requirements This effort should
mmimize future NOCC software maintenance and
sustaining costs
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