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ABSTRACT 

The multi-1~vel (multi-grid) adaptive technique is a gen­

e.ral so;rategy of solving continuous problems by cycling·, 

betveen coarser and finer levels of discretization. It pro­

vides very fast general solvers, together with adaptive, 

nearly opt~al discretization schemes. In the process, 

boundary layers are automatically either resolved or skipped, 

depending on a control function which expresses the computa­

tional goal. The global error decreases exponentially as a 

function of the overall computational work, in a uniform rate 

independent of the magnitude (c) of the singular-perturbation 

terms. The key are high-order uniformly stable difference 

equations, and uniformly smoothing relaxation schemes. 

1. INTRODUCTION 

The Hu1ti-Level Adaptive Technique (HLAl') is a general 

numerical strategy for solving continuous problems such as 

differential and integral equations and functional t:liniI:1iza­

tiOD problems. It will be discussed here mainly in terms of the 

numerical solution of partial differential boundary-value prob­

lems, ~ithspeci~l emphasis On singular-perturb~tion problems. 

The work reported here was perform~d under NASA Contract No. 
NASl-14l01 while the author was in resi etlce at rCASE, NASA 
Langley Resurch Center, Hampton, VA .":.,,665. 



The usual approach is first to discretize the boundary­

value problem in some preassigned manner (e.g., finite-ele­

ment or finite-difference equations on a fixed grid), and then 

to submit the lcsultins discrete system to some numerical 

solution process. In ~aATJ however. discretization and solu­

tion processes are intermixed with, and greatly benefit from, 

each other. A sequence of uniform grids (or "levels"), with 

geometrically decreasing mesh-sizes, participates in the pro­

cess. The cooperative solution process on these grids in­

volves relL~tion sweeps over each of them, .coarse-grid-to-

fine-grid interpolations of corrections and fine-to-coarse • 

transfers of residuals. This process has two tmportant basic 

benefits. On one hand it acts as a very fast general solver 

of the discrete system of equations (including the equations 

on the finest grid). On the other hand it provides, in a 

natural way, a flexible, adaptive discretization. For 

convenience, we discuss these aspects one by one. 

1.1. !fine Fast Solver 

In Section 2 of this paper we portrait the multi-level 

. process as a fast solver, i.e., regarding the coarser grids 

as nothing but auxiliaries for solving the finest-grid equa­

tions. The description has appeared before (Brandt (1972), 

(1977a), (l977b», but here we add more detailed examples of 

the solution process (Sec. 2.2), ~nd emphasize some new 

important aspects. In particular, the "fine-to-coarse cor­

rection function" (or the "local relative truncation error") 
H Th is discussed, together with some of its usages. 

One usage, developed in collaboration with N. Dinar, is 

the so called l-extrapolation. It amounts to a trivial 

additional operation in the multi-grid program, and costs 
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a.aliGible amount of extra computing time. But, as shown in 

Sec. 2.3, it improves the solution, someti~es by very much. 

With it, at a total computationnl cost of 4 to 7 work­

units (a unit being the work equivalent of one Gauss-Seidel 
h relaxation sweep over the finest grid), a solution u is 

always obtained _~ich is better (i.e., a closer approximation 

to the true differential solution U) than the exact solu­

tion Uh of the difference equations. Furthermore, in case 
h some extra smoothness is present, u will be some orders-

of-magnitude better than uh; or, alternatively, it may be 

obtained at a much smaller computational cost. 

As other usacea of the f1ne-to-coarse correction function 
H tb we list, in Secti~n 2.4, some very efficient methods for 

.-king nonlinear continu.tion (e.g., for bifurcation 

problems), methods for opti~l-control problems, ill-posed 

boundary-value problems and parabolic time-dependent problems, 

as well as fast solution methods that can operate with a 

limited computer storage. Also mentioned in Section 2.4 are 

new numerical e~~ertments, made in collaboration with 

N. Dinar, for the steady-state incompressible Navier-Stokes 
-~. _... 

equations, including the singular-perturbation case of large 

Reynolds numbers. These, and many other ~perimentJ 

briefly referred to, clearly indicate that the above~en­

tioned multi-grid efficiency (solution in just few work­

units) is obtained for general elliptic and non-elliptic 

systems on general do~ains. 

The fast-solver aspect of the multi-level te~hniques was 

~tudied by various other workers, starting, perhaps, with 

the "group relaxation" of Southwell (1935). See references 

in Brandt (1977a), and more recent references in Nicolaides 

(1978) and Hackbusch (1978b). !-lost of this work is very 

theoretical. That is, rigorous asymptotic bounds are 
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derived for the multi-grid efficiency. The price of 

l'igorosity, of course, is that the results. are far from 

realistic: The proofs hold only for extrem~ly small mesh 

si~es, and, eVen for those, the work estimates are orders-

of -magnitude too large. (Cf. Section 10 of Brandt (1977a). ) 

The rigorous estimates are too crude, in fact, to yield any 

useful inr~rmationi e.g., they cannot resolve the difference 

between more efficient and less efHcient multi-grid 

processes. For singular-perturbation problems, especially, 

the rigorous proofs hold only for mesh-sizes ~hich are 
... 

microscopic compared with the practical ones. For this 

reason, and sinee the quantity we try to estimate here is 

actually nothing but the computer-time, which of course we 

know anyway (at least aposteriori), a different tYT'e of 

theoretical studies are preferred by the present author. 

Briefly, discarding rigorosity, it is observed that the 

important multi-grid processes are of local nature, since 

long-range cOL/ergence is obtained by coarse-grid processes, 

which cost very little. One can therefore analyze the 

crucial aspects of multi-grid processes by employing a local 

mode (Fourierj analysis, ignoring for instance far bound­

aries and changes in the (possibly nonlinear) equatIons. 

Experiments with various types of equations (see Dinar 

(1978) and also Poling (1978» shows that this analysis 

(which is much simpler than the rigorous th~orems) precisely 

.predicts the multi-grid efficiency. It is therefore very 

useful in selecting efficient algorithms (see, e.g., 

Appendix A in Brandt (1977a», in understanding the numeri­

cal results, and in debugging multi-grid programs. It led, 

in fact, to the efficient algorithms mentioned above, which 

'solve, for example, Navier-Stokes equations in about 7 work-
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units. It. mechanized u~e if mentioned in Section 2.4 and, 

for sinsular-perturbation problems, in Section 6. 

About the difficulties in implementing'multi-grid proce­

dures, ~nd ~hat to do about them, s~e general comments are 

made t~~rd the end of Section 2.4: 

l.~. NOn-Uniform, Adaptible Structures 

Section 3 of this paper (following and adding to Sections 

2 and 3 in Brandt (1977b» discusses the special capability 

of the multi-level structure to create non-uniform, flexible 

discretization patterns, especially such patterns as required 

by singular-perturbation problems, where thin layers should 

sometimes be resolved, either near or away from boundaries. 

This·capability is obtained by observing that the various 

grias (levels) need not all extend over the same domain. 

Finer levels may be confined to increasingly smaller sub­

domains, so as to provide higher resolution only where 

desired. ~wreover, we may attach to each of these localized 

finer grids its own local system of coordinates, to fit curve 

boundaries or to approximate directions of interior inter­

faces and thin layers. Unlike global coordinate transformation, 

these local coordinates do not compiicate the diffe~ence 

equations throughout the domain (hence do not turn the one­

dimensional trouble of boundary approx~ations into a two­

dimensiona~ trouble of complicated equa~ions). All these 

patches of local grids interact 'ttdth each other through the 

multi-grid process, which, at the same time, provides fast solu­

tions to their difference equations (an important advantage 

over other methods of patching grids or using transformations). 

This structure, in which non-uniform discretization is 

produced through the sequence of uniform grids, is highly 

flexible. Discretization parameters, such as (finest) 
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mesh-sizes and approx1m~tion orders, can be locally adjusted 

in any desired pattern. expending negligible amountB of 

book-keeping work and storage. 

In particular, since in this structure only equid1stnnce 

differencing is needed (much less expensive than differenc­

ing on variable grids), it becomes feasible to employ high­

order difference approximations, even in singular-perturba­

tion cases (see Section 5). 

The discretization can thus be progressively ~ef1ned and 

adapted. The actual adaptive solution process is governed 

by certain criteria, described in Section 3.6. Derived from 

optimization considerations, these are local criteria ~ich 

automatically decide where and how to change the local dis­

cretization parameters. Furthermore, these criteria are con­

trolled by the user through a certa:!n function G (the error­

weighting function), which, in effect, expresses the purpose 

of the numerical calculations, i.e., the sense (or the error 

norc) in which approximations to the true solution are to be 

measured. The resulting discretization will be of high order 

wherever the evolving solution is suitably smooth. Singu­

larities of all kinds will automatically be detected and 

treated, usually by introducing increasingly finer levels on 

increasingly smaller neighborhoods of the singularity. 

1.3. HLAT Solutions to Singular Perturbation Problems 

The discretization patterns produced by this general 

adaptive process for singularly-perturbation cases are 

studied in Section 4. It turns out that bo~ndary layers 

are scmetimes resolved by the adaptive process, and in other 

cases they are completely "skipped", depending on the choice 

of the control function G. The decision whether and how 

to resolve the layer is automatically taken by the adaptive 
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proce •• itself. In any case. the convergence rate in the 

luitable lense (:f. e., in the error norm corresponding t() G) 

18 always fast. 

lates of convergence of adaptive processe!:i are measured 

by the rate of decrease of the error E· lIu - ull as a 

function of the computational work W. where u - u(W) 

is the evolving numerical solution, U is the true differ­

ential solution, and 11·11 is the appropriate error norm. 

Since the grid is not uniform, nor does it have any fixed 

number of grid-points, the work-unit in this context must 

be different from the one mentioned above (which was defined 

in terms of the finest grid). It can be defined, for 

instance, as the work of applying the lowest-order differ­

ence equations at one grid-point. Thus, for example, ~n 

the conventional case, where regular grids are applied for 

solving ~ d-dimensional regular differential problem, 

employing O(hP) diffe~ence approximations, if a fast 

solver (e.g., a multi-grid algorithm) is used which solves 

the algebraic equations in O(h-d) arithmetic operations, 

then the rate of convergence can be expressed as 

E < C(p)W-P/ d• The constant C depends flot only ~~.-~ -·-b~~-·-

also on the solution U. 

We show that, usir.~ adi,pt.~ve discretization, the same 

p-order convergence rat~ E - O(W-p /
d) is obtained uni­

formly in the size (c) of the singular perturbationi that 

is, C (p) does not depend on c. Moreover, if the order­

of-approximation p is adaptiblc too, the rate of conver­

gence is uniformly exponential. Hore precisely, for cases 

requiring boundary-layer resolution it is shown that 

E - c~exp(-cWa), with a and c independent of t. We 

assume, of course, that the convergence rate for the reduced 

problem would not be slower. In cases the boundary-layer is 
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skipped, the rate depends 801ely on the rate of the reduced 

problem. We also show that for this type of results it i. 

not necessary to adapt p locally; p may be an adapcible 

constant. 

These convergence rates are uniform; they are obtained 

for any E, small, moderate or large. Nothing actually 

should be known in advance about the value of c. It is 

not even required at all to know that this is a singular­

perturbation problem. Most other solution methods, by 

contrast, s~lve either the regular case (E.· 0(1» or the 

asymptotic case (£ very small), but not the whole range. 

(Quite ofteu, inte~p.diate values of r. are tbe most 

difficult to solve). Here, no special analyses are required, 

no need to ,eparate the reduced problem from the singular­

perturbation, and, in particular, no need to compute the 

proper reduced boundary conditions. No ma~ching procedures 

are employed. The method works similarly for interior 

singular layers, e.g., for ODE problems with turning points, 

even when (as in nonlinear problems) the location of the 

singularity is not known in advance. 

Although no apriori knowledge is needed about the size 

of the singular-pert1ubation, some rules should be kept in 

dealing with potentially singularly-perturbed problems. As 

is well known, difference schemes should be constructed 

which are uniformly stable. This aspect is discussed in 

Section 5, including the construction of high-order uni­

formly-stable difference operators. Similarly, in the multi­

grid processing of potentially singular problems, rel~~ation 

schemes with uniform sm~othing rates should be employed. 

Such schemes are described in Section 6. 

Remark. Sections 5 and 6 are abbreviated here. For . 
their full text, see Brandt (l97Bb). It will include 

-8-

• 



t 

further discussion of ellipticity and unifonn vcll-}:oscdness 
of finite-difference systems. as vell as remarks on the 

uniformly well-posed approximation of singular-perturbation 

problem~ with ~ighly-o.cillating solutions. 

1.4. Table of' Contents 

1. Introduction 

1.1. The fast solver 

1.2. Non-uniform, adaptible structures 

1.3. MLAT solutions to singular-perturbation problems 

2. Hulti-grid fast solvers 

3. 

4. 

. 
2.1. Basic multi-arid processes 

2.2. Full multi-grid run: An example 

2.3. Relative local truncation errors and T-extrapolation 

2.4. Ceneral properties of multi-grid solutions 

Non-uniform and adaptive discretizations 

3.1- Non-ur.iformity organized by uniform levels 

3.2. Unisotropic refinements 

3.3. Difference equations and multi-grid processing 

3.4. Remark on high-order approxima ti~"ns 

3.5. Local coordinate transformations 

3.6. Adaptation techniques 

Multi-level adaptive solutions to singular-perturbation 

problems: Case studies 

4.1. Optimal discretization of one-dimensional case 

4.~. Boundary layer resolution 

4.3. Fixed-order and constant-order discretizations 

4.4. A case of skipping the boundary layer 

4.5. Remarks on more general problems 

-9-



._--,........,..- --. -. -- "-~---.."'-.----..... ,-

s. Uniformly stable. high-order discretization. 

5.1. General remark. 

S.2~ Examplcs 

6. Relaxatior~ with uniform smoothinc rates 

2. .nn.TI-GRID FAST SOLVERS 

To understand the basic numerical processes of ~T. 

consider first the usual situation where a partial differ­

ential problem 

LU(x) • F(x). for x· (xl ••••• xd) in a dumain 

n c:ad 
(2.la) 

- . 
AU(x) • ~(x). for x on the boundary of n ~ (2.lb) 

i. diacretized in a preassigned manner on a ,iven uniform 

&rid. Gh , with mesh-size h. yielding the finite-differ­

ence equations 

(2.2) 

Here U· (Ul ,u2, ... ,Uq) and its discrete ap~roximation 

vb are q-dimensional vectors of unknown functions, Land 

A are linear or nonlinear differential operators and 

Lhuh(xh) is, correspondingly, a lineal or nonlinear expres-

U
h at v

h .ion involving values of A and at neighboring 

grid points. At various instances of the solution process, 

we have on Ch an approximation to Ch • which we will 
h generally denote by u. 

In this section multi-level techniques for the fast solu­

tion of (2.2), ~~th coarser grids ser\'ing as auxiliaricf, 

~~ll be described. In this context the term multi-grid. 

rather than multi-level. can be used. The difference 

between "grid" and "level" arises only ill the more general 

situation (see Section 3 below). 
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2. J • s.s.1c: /oJ411 ti. -Gr i d ProceslJcs 

To obtain a fast 80lution to equation '(2.2) via the mult1-

arid method, we add to eh a ~equence of coarser un1iorm 
Ii arids. Let C be such a coarler grid; e.a •• let the arid-

lines of C~ be every other arid-line of chi 80 that its 

meshaize 1~ H· 2h. 

One way of inexpensively obtaining an approximate solu­

tion uh to (2.2) i. firlt to obtain an (approximate) lolu­

tion uK to the correspondin& coarser problem 

LRuH(xH) • ,s(xH)1 (xli, eli) I (2.3) 

(which is much lell expenlive to solve since it contains far 

fewer unknowns) and then to interpolate u~ to ~he fine 

arid: 

h 
u 

B B 
• Ibu • (2.4) 

H The symbol Ih stands for the operation of interpolating 

from eH to eh • Polynomial interpolations of any order 

can be used. (The optimal order is discussed in Section A.2 

of Brandt (1977a). Cenerally, if mj is the hi~hest order 

of derivatives of U
j 

in Land p is the order of 

approximation, then an interpolation of ord.:r at least 

mj + p (i.e., POlyno:ials of degree at least mj + p - 1) 

.hould be used f~r u
j 

to ensure full multi-grid efficien~y. 

In some particular situations, even greater efficiency can 

be achieved by still higher interpolation; see fo~tnotes 1 

and 5 below.) 

How good the approximation (2.~) i~ depends on the smooth­

ness of the solution Uh• In some cases Uh is so smooth 

that, if the interpolation r: and the coarse grid operator 

LH arc of order high enou;h to exploit that smoothness. 

then uh obtained by (2.4) sat~r.fle. 
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in some suitable no~. 
'h 

This means that u 80lves (2.2) 

"to the level "r the truncation error", whh:h i. all ve can 

meanin~fully require in solving (2.2). In 8uch cales, ho,. ... 

ever, the fine trid Ch is not really needed: the coarser 

,rid CH already yields a solution vith the required 

accuracy. If Ch 
is at ~ll needed. our first approximation 

(2.4) will require a considerable improvement. 
h Can we co~pute a correction to u again by some inter-

polation from th~ coarse grid CH? Namely, can ve somehow 
h h h H approximate the error V • V - u by 80me V computed 

on CH? NOrmallyl), lhe answer is no. If uH in (24) i. 

a good enough. upproximation to UH, then Vh will be a 

rapidly oscillating function that cannot meaningfully be 

described on the coarse grid CH• Therefore, before we can 

reuse coarse grids, the Cl.ror Vh should be smoothed out. 

An ef!icier.: smooth~ng is obtained by relaxation sweeps. 

A standard example is the Ca'Jss-Seidel !"I!laxation sveep. 

This is a process in which all point~ xh of ch are 

8 .. ~anned one by one in some prescribed order. At ea~h point 

the old value uh(xh) is re~laced by a new value, which is 

computed so that (2.2) is satisfied at that p&cticular point 

xh (or nearly satisfled, in case (2.2) is nonlinear at that 

point; one Ne~ton step of chRnGing uhex) is enough). 

Having completed such a s ... eep, the system (2.2) is not yet 

solved, because its equations are coupled to each other; but 
h the ne .... approximation u is hopefully "better" thnn the 

(lld one. 

In ract, a "~ll known, and ext~nsively used, method for 

solvint (2.2) is by a lon£ s~qu~nce of relaxation sweeps. 

When the system (2.2) is linear, convergence of uh to Vh 

is obtained by a sequence of relaxation sweeps if aDd only 

-12-
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if the system is definite. But the rate of convergence is 

very slow. Typica11y~ if m is the or~er of Land Ni 

is the nUnlhcr of grid intervals in the X. direction, then 
l. 

the number of sweeps required for convergence is proportional 

to (minrNl,···~Nd])m. 
A closer examination, e.g., by Fourier analysis, of the 

error Vh , shows that the components slow to converge are 

those whose wavelength is large compared with the mesh-size 

of h. The high-frequency components~ however, converge 

ve~y fast; they practically disappear after a few sweeps. 

For example, in Gauss-Seidel relaxation for the 5-point 

Laplace operator 

L~h(x,y) : 6.
h

U
h (x,y) = 12 {Uh(x + h,y) + Uh(x - h,y) 

h 

+tf(x,y+h) +uh(x,y-h) - 4tf(x,y)}, 

the convergence factor of the Fourier cocponent 

(2.6) 

exp[i(61X + 62y)/h] (i.e., the factor by which the magni­

tude of its amplitude in the ~rror expansion is reduced by 

one sweep) is 

-i6 
2 

e 

-1 For the longest components e. = OeN.), and hence 

(2.7) 

2 J J 
~ = 1 - O(N~ + N;2). But for high-frequency components, 

say with max l6j 
I ~ I' we have ~ ~ .5, so that in three 

relaxation sweeps these components are reduced by almost an 

order of magnitude. 

This means that relaxation sweeps, inefficient as they 

are in solving problems, are very efficient in smoothing out 

the error Vh • This property, which is extensively used in 

multi-level algorithms, is very general. It holds for 
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Gauss-Seidel relaxOltion of any uniformly elliptic scal3r 

(q • 1) difference operator, ~hcthcr lineOlr or nonline3r. . . 

For elliptic systems (q > 1), efficient smoothing is 

obtained by suitable vOlri~nts of the Gauss-~eidel rela~3-

tion. Even degenerate and singularly-perturbed elliptic 

operators are smoothed out ~ith similar efficiency, provided 

more sophisticated variants are used, such as line relaxa­

ti.:>r&s in suitable directions, or "distributed" Gauss-Seidel 

relaxations. Moreover, some of these variants are very 

efficient even for non-elliptic systems. (See Section 3 in 

Brandt (1976), Section 3 in Brandt (1977a), Lectures 5, 6 

and 7 in Brandt (1978a) and .Section 6 below.) It is also 

important to note that fortunately the smoothing efficiency 

does not depend on some sensitive rela--=ation parameters." 

Such p~rameters are sometimes needed :(e.g., a relaxation 

factor is required in simultaneous-displacement relaxation 

schemes, ~hich are used in conjunction with vector or 

parallel processing); but since smoothing is a local process, 

the optimal values of the parameters depend on the local 

'operator only, and can easily be calculated by local Fourier 

analysis. Large deviations from the optimal values have 

ocly mild effect. 

Thus, after a couple of relaxation sweeps, the error vh 
! 
'is smooth, and a good approximati~n to it can inexpensively 

;be computed on the coarser grid GR. To see how this is 

done in the general nonlinear case. observe that on ch the 

; equation satisfied by vh is the "residual equation." . 
I 

~. thyh(xh) II: rhexh), (xh 
f Ch) • 

'where 10) 
i 

thvh = Lh(uh + Vh) _ Lhuh • 

rb = Fh _ Lhuh • 

-14-

(2.8a) 

(2.8b) 

(2.8e) 



, .. 

, . ~ 
", . . 

"h h In the Linear case L ~ L, and on first reading one may 

like to keep this case in mind. (2.8) is of course fully 

equivalent to (2.2), but we arc interested in this form 

ber.ausc vh
, not Uh , is the smooth function which we like 

to approximate on the coarser grid CR. rh is the 

"residual function", and, like vh, it is smoothed-out by 

relaxation. The approximation to (2.8) on the coarse grid is 

-R h R 
Ie Ihr (x ), 

(xH 
E eH

) (2.9) 

where 

Vh 
vH 

is designed to be the coarse-grid approximation to 
H -H 

and Ih and Ih are interpolation operators (not nec-

essarily the sacc) from eh to eM. Since the points of eh 
, 

. H 
are often a subs£t of the points of e, one can actua~ly 

d . ".. . " III h ( H) h (H) I use ~rect ~nJect10n, i.e., hU x - u x • n many 

cases, however, it is prcferrable to use "full weighting", 
H h H 

1. e., to use Ih u (x) wh.ich is a weigh ted average of 

values uh(xh) at points xh E eh near xH, in such a way 

b 11 1 U h(xh) 11 .~ h t at a va ues equa y contr~pute to t e coarse-

grid values. 

Observe that at this stage we could not approximate the 

equation Lh(uh + Vh) = fh on the coarse grid by the 

simpler approximation 

(2.9') 

since the error of this approximation depends on the rapidly-
h oscillating part of u, which may be large compared with 

the function Vh we seek to approximate. In (2.8), by 

contrast, even if Vh is small, the left-hand side is still 

approximately a linear operator in vh , and the left-hand 

side of (2.9) nicely approximatcs 2) that linear operator. 

In fact, the coefficients of that quasi-linear operator on 
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h the fine grid depend on u, While on the coarse grid they 

have similar dependence on I~uh. Hence, if r: is. ~~oper 
averagins operator, the coarse grid coefficients will auto­

matically be a·:erages of the finc grid coefficients, so that 
h evcn if u is highly oscillatory, the coarse-grid equation 

is a proper "homogenizationtl of the fine-grid equation. (For 

discussions of homogenization see, e.g., B"lbuska (1975) and 

Spagnolo (1975).) 

O h f bserve also that residuals r are de ined, and are 

transferred (with some averaging) to the coarser grid, not 

only with respect to the interior equations, but also with 

respect to the boundary conditions. In order that such 

transfers are done in the right seale, it is important that 

(i) the difference equations (2.2), and similarly (2.3), 

approximate (2.1) without change of scale (e.g., withou~ 

multiplying through by hm. Equations (2.8)-(2.9) refer to 

the divided form of the difference approximations. Keeping 

this in mind, one can of course write the program with 

differently scaled equations, provided rh is multiplied 

by a suitable ~onstant ~~en transferred to the coarser grid.) 

(ii) Difference-equations approximating different differen­

tial equations should be clearly separated. For example, do 

not scramble together equations approximating (2.la) with 

equations approximating (2.lb). Do not incorporate the 

boundary condition into the neighboring interior equation. 

Failure to observe these rules 1s a common error in multi­

level programming. 

To avoid complicated linearization in solving (2.9), a 

new unknown function 

(2.10) 

is introduced (instead of VB) on GR. in terms of ~~ich 
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(2.9) becoares 

L l\r:C/i ) • 

where 10) 

r: C LHCI:uh) + r:rh 

, . 

, (2.11a) 

(2.11b) 

The advantage of this new form is that it is the same equa­

tion as (2.3), except for a different right-hand side. (The 

difference between the two right-hand sides is an important 

quantity which will be exploited below. See Section 2.3.) 

}toreover, (2.11) and (2.Z) has the same form as (2.2). 

Renee, the same routines (e.g., the same rel~xation routine) 

can be used in treating all, of them. (See for example the 

simple sample program in Appendix B of Brandt (1977a).) 

It is also worth notinz that our new unknown (2.10) 

represents, on the coarse grid, the sum of the basic approx-

U
h Vh. R !mat ion and its correction Thus, uh is the full 

H current approximation, represented on G. The scheme of 
H usins u
h 

is therefore called the Full Approximation Scheme 

(FAS). To be distinguished from the Correction Scheme (CS), 

which directly uses VB. (The Correction Scheme is messy in 

nonlinear problems, and cannot be applied on composite grids 

(see Section 3). We therefore continue our discussion here 

only in term~ of the more general scheme FAS.) At conver­

gence, when l,ll = Uh and Vh .. 0, we have U~" r!;uh. 

Thus U! is a coarse-grid function which coincide with the 

fine-grid solution - a fact which will also be very useful 

below (Sections 2.3 and 2.4). 

Once (2.11) is solved (or approxil11ately solved), we want 
h to use its solution to correct the basic approximation u. 

In doing so we should keep in mind that 
__ R H R h 
V-- = U

h 
- Ih u , 

H 
and not u

h 
itself, is the function which approximates a 

-17-



smooth finc-gdd function, and hence (or ita computed 

approximation) is what we should interpolate to the fine 

grid and use it there as a correction to~ 

ing our approximate solution to (2.11) by 

approximation on the fine grid should be 

h h h H H h 
uNE\ol .. uOLD + IH(uh - IhuOLD) • 

h u. Thus, denot-
H 

'1t' the corrected 

(2.12) 

Observe that this interpolation is not equivalent to 

-h h n 
~E\ol • IHuh ' (2.13) 

since I~l~ is not the identity operator. The important 

d~ff~rence is that (2.12) pre~erves the high-frequency 
h information contained in uOLD ' while (2.13) does not use 

u~LD' and thus loses this information. Interpolation of 

the type (2.12) is called FAS interpolation. 

The order of the interpolation !~~ in (2.12) need not be 

as high as in the first coarse-to-fine interpolation (2.4). 

is enough (cf. the discussion following (2.4». Order m. 
J 

For example, if the dHferential equation is of second-order, 

then linear interpolation is enough. 

We summarize the basic processes above: To so.lve the 

fine-grid equations (2.2), an initial approximation (2.4) is 

obtained from an approx":'mate solution u
H 

to the co .. ?rse grid 

equation (2.3). Then the approximBtion is improved by a 

"multi-grid cycle". This cycle includes a couple of relaxa­

tion sweeps followed by the "coarse-grid correction" (2.12), 
H in which u
h 

is an approximate solution to the coarse-grid 

correction equations (2.11). 

In most cases, at the end of the multi-grid cycle the 
h approximation u will satisfy (2.5) and therefore require 

no further improvement. This is because the relaxation 

Sl,.'eeps effectively liquidate the high-frequency 
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components of the error, while the co~rse-grid correction 

liquidates the lower components. In fact, we will see b~low 

(Section 2.3) that, with some modification in the algorithm, 

at the end of une multi-grid cycle II uh - u II may be much 

smaller than lIu
h 

- u II. If, however, for any reason, a 

greater accuracy in solving (2.2) is desired, additional 

multi-grid cycles can be performed. Typically, each cycle 

which includes three sweeps of a suitable relaxation scheme 

will reduce Iluh - uhl! by a factor of .2 to .08. 

We still have to specify how the coarse-grid equations, 

first (2.3) and later (2.11a), are actually solved. They 

are solved in the same way that (2.2) is solved, namely, by 

• combination of relaxation sweeps and coarse-grid correc­

tions, using a grid still coarser than G
H

• More precisely, 

(2.3) is solved by a first approximation obtained fr~ a 
still-coarser grid (grid G2H , for example), and then a 

2H mUlti-grid improvement cycle (using G again). For solv-
H h ing equation (2.lla) the first approximation is Ihu; one 

multi-grid cycle (using G2H) is enough for improving this 

appro:;ima tj on to the required level of accura-cy. 

The full algorithm has several variations. One is flow 

charted here as Figure 1. This is essentially the same 

algorithm as described in Section 1.3 of Brandt (l977b). 

Sample runs of it can be produced by the MUGTAPE (1978a) 

program FAsnlG. It contains three switching parameters: a, 

6 and n. Usually a K 2-P, where·p is the approximation 

order. Optimal values for 6 and n are discussed in 

Sections A.6 and A.7 of Brandt (1977a). In practice the 

precise optimization is not important. One can take n - ~ 

and 6 a:: ijr, where II is an estimate for the smoothing 

factor (computed for exatnple by S}lORATE; cf. Section 6), 
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':'1g. 1. FAS Full I!ul ti-Grid (FAS Fl'IG) Algorithm. 

(See Legend on next page.) 
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I'ig. 1. FA$ Full Hul tl-Grid (FAS n!G) 111gorithm. In this 
flowchart, as in the program itself, the different levels 

(grids) are not labelled by their mesh-size, as in the text, 

but by a positive integer k. k - 1 is tne coarsest level, 

k - H is the ultimately finest level, and k. 1 ls the 

currently fine~t one (i.e., the flnest so far used by the 

algorithm). 

Thus, the original finite-difference equation on level k 

(before being changed to 

(2.1l}) is Lkuk - ,k. 
serve as a correction equation like 

k u denotes the current approxima-

tion, and ~ the current right-hand side, on level k' 

x!-l denotes interpolation "f o ... d,'-: l%l (the order of the 

difflJential equation) from level k - 1 to the next fir.'er 

level k. 1I!_1 denotes ru.gher-orde;: (r.t + p order) inte:.'­

polat'::'on. ~+l denotes transfer (by some averaging) :from 

If:!vel k + 1 to the next coarser level k. denotes an 

appro:x:i1tJate measure of the local truncation errors on level 

k (cf. Section 2.3). e
k 

is a me.sure 01 the residuals, 

taken during the relax.tion SWlleP 012 level }C. e
k 

is the 

value of e
k 

at the previous s",eep, so that ek / e
k 

> Tl 

signals slow convergence. tk is a tolerance designed so 

that ek < £k signal~ convergence of the current k-level 

problem. For k < 1 the k-level problem is the correction 

problem to level k + 1, hence t k • 6e
k
+l • On the current­

ly finest level (k. 1) ",e need convergence to within the 

estimated size of the truncation error. 

and before t 1_l is known t
1

• a2
T

1
_
1

. 

n, 6 and a are discussed in the text. 
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and r "is th~ number of relaxation sweeps per multi-Grid 

cycle. With cood rel~~ation schemes ~ - ,.5 Qnd r - 3. 
A slightly different algorithm is shown step-by-step in 

Table I, in th~ ne~t section. That algorithm can also be 

run through program FASntG (usinC its FASFIX subroutine). 

The difference between the two is that the algorithm in 

Fig. I is "accommodative", its flow depends On sorne internal 

checks, ,,'hile that in Table 1 is "fixed", its entire flow is 

prescribed in advance, depending only on some input para­

meters. 

2.2. Full I>!ulti-Grid Run: An Example 

Table 1 shows the steps and the results of a multi-crid 

solution process for the 5-point Poisson equation (cf. (2.6» 

~Uh(Xh) • F(xh) , (x
h 

E Gh) , (2.14) 

where Gh is a 97 x 65 grid with mesh-size h· 1/32, 

covering the rectangl~ {O ~ Xl ~ 3, 0 ~ x 2 ~ 2}. Dirichlet 

boundary condition~ are "given on the boundary of the rectan­

gle. In this particular run the boundary conditions and 

F - 6U were chosen so that the exact solution to the 

differential problem is U s sin(3x
I 

+ 3x2). 

The flow of the algorithm can be seen from the first 

column of the table. It tells us the mesh-size H of the 

grid on which a Gauss-Seidel (GS) relaxation sweep is made. 
16h 

Thus, the process starts with 5 sweeps on G , a 7 x 5 

grid with mesh-size H· l6h -= 1/2, starting with the 
. . l6h - 0 approxl.:na tl.on u =. Since the grid is very coarse, 

after 5 sweeps u16h solves (2.3) well below the trunca­

tion level. This last u16h is then cubic-interpolated 

(i.e., interpolation of order 4) to the finer grid G8h to 

.erve there as the first approxim3tion uSh as indicated 

-22-
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T:'.BLE 1 

Output,of Multigrid Runs for a Poisson Problem, Produced 

b~ the ~1UCTAPE (1978) Program FASFHC 

Relaxation 
Level H 

16h 
16h 
16h 
16h 
16h 

2.11 
.750 
.270 
.104 
.0417 

Cubic interpolation 

8h 3.73 
8h 1.34 

16h .570 
16h .269 
32h .203 
32h .0262 
32h .00164 
16h .145 

8h .492 

Cubic interpolation 

4h 
4h 

8h 
8h 

16h 
16h 
32h 
32h 

1.01 
.602 

.418 

.288 

.150 

.0473 

.0114 

.000095 

Work Usual t-extrap. 

.0039 

.0078 

.0117 

.0156 

.0195 .25 

Sh ISh 16h 
u • 16hu 

.0351 I 

.0508 .1SJ 

.0547 

.0589 .0611 

.0596 

.0605 . 

.0615 .0586 

.0654 .0765 

.0811 .0798 

4h 14h '3h 
u - 8hu 

.144 

.206 

.222 

.237 

.241 

.245 

.246 

.247 

.0645 

.0398 

.0117 

-23-

.25 

.150 

16h .. 4 16h/3 't Sh tSh 

.0600 

.0538 

.0600 
I .0499 

.0407 

.0246 

.0517 

.249 

.0572 
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TABLE 1 - Continued 

32h .000006 .24S .00713 .00458 
16h .0145 .252 .0123 .00565 

8h .0988 .266 .0162 .(,0731 
4h .201 .330 .0,80 .00525 .0138 

Cubic interpolation 2h I2h 4h u 
• 4h

u 

2h .267 .580 
2h .205 .830 .0168 .00467 

4h 4h 
'[2h • 4T 2h/3 

4h .177 .893 
4h .158 .955 .0146 .00387 
Sh .109 .971 
8h .0752 .986 .00893 .00242 

16h .0378 .990 
16h .0139 194 .00206 .000870 
32h .00551 .~95 
32h .000il5 .996 
32h .000045 .997 .00223 .000109 
16h .00435 1.00 .00254 .000253 

Sh, .0274 1.02 .00364 .000226 
4h .0504 1.08 .00404 .000675 
2h .0665 1.33 .00419 .000472 .00344 

Cubic interpolation h h h u - 12hu 

h .0680 I 2.33 I h .0559 3.33 .00412 .00448 

2h • 4 2h/3 Th Tb 

2h .0540 3.58 
2h .0513 3.83 .00394 .000411 
4h .0455 3.89 
4h .0393 3.95 .00340 .000313 
8h .0278 3.97 
8h .0192 3.99 .00206 .000167 

1Gh .00945 3.99 
16h .00355 3.99 .000562 .0000594 
32h .00138 3.99 
32h .000123 3.99 
32h .000008 4.00 .000540 .0000231 



l6h .00113 4.00 .000625 .0000261 
8h .00684 4.02 .000879 .0\,00176 
4h .0127 4.08 .000984 .0000337 
2h .0163 4.33 .00102 .0000438 
h .0182 5.33 .00103 .0000518 .00086 

in the table. TVo CS sweeps are then made on C8h • Then. 

the table .h,)"",, a .wit~h is made back to the coarser grid 

C16h • !;uch a "switch to the coarser ,rid" means that 

coarse-grid correction pquat1on. such as (2.11) are set up 

on c16h
• namely. their right-hand side is calculated and an 

initial approximation u16h • I~:hu8b is introduced. Then. 

a •• hown, 2 relaxation sweeps are made on those C16h equa­

tions Itarting with that approximation. Then a switch"is 

made to the still-coarler grid C32n (our coarsest grid 

here. which is 4 x 3 and has thercfor~ ~nly 2 interior 

points), where 3 sweeps are made. Then a ._~tch back to the 

fiDer grid C16b 11 aade. Such a "switch to the finer grid" 

means that a FAS interpolation, like (2.12), is made from 

C32h to c16h • These interpolations are all of order 2, 

that is, linear interr~lations. One relaxation on C16h , 

then switch b~ck to C8h and one sweep on it, and a mu1ti­

grid cycle for C8h has been completed. At this point u8h 

solves (2.3) to the level of its truncation error, ·so w~ can 

already use it, with cubic interpolation, as the initial 
4h approximation on C • Etc., etc., the first column in 

Table 1 shows the flow all the way to a final approximation 

on the finest grid 'C-:. h). 

At each relo.xati:m :.weep over CH the residual" rH(xH) 

are measured and their norm i. accumulated. Thi~ norm 1s 

shown on the second eolumn of Table 1. The precise 
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definition of the mcasvl'cd quantity IIrHIlc is not impor­

t~nt at this point. In this specific run ~Q chose the fol­
H lowing dcfinition: r are th~ dvnamdc rCRidual •• i.e •• 

N 11 
r (x), as defined by (2.8c), is calculatp.~ using values of 
H H 

u as they stand immedbtely before the point x is 

scanned by the relaxation sweep, that ii, immediately before 

the value uH{xH) is changed. This type of residual is 

least expen.ive to calculate. sin~e it is (nlmoBt) calculate~ 

an)'how in the course of computing the n6~' value of uN ()tH) • 

The norm 11·11 c used in the table is the grid analog of the 

continuous norm 

(2.15) 

\/her,t C il lome function related to the error functional 

we are interested in (see Section 3.6). In this particular 
2 

run we had C(x)· ex' where ex i~ the distance ot x 

from the nearest corner. 

The third column of T~ble 1 shows the accumulated work. 

measured in k'ork units. J.. work unit is the work of one 

relaxation sweep on the finest grid Ch• Bence, a relaxation 

sweep on CNh is counted as N-2 work units. since it con­

tains about N~2 the number of grid-pointt contained in Ch . 

This work count neglects any other worl: e..xcept that of relaxa­

tion sweeps, ~ccause (i) Relaxation sweeps account for at 

least 70% of the total actual work. (ii) The other work, 

mostly that of interpolations. is not directl), expressible 

in terms of ,",ork unit~. We could tneasure rur.ning time, but 

this depends too much on th~ particular hard~~re. software 

and program being used. (iii) The theoretical prediction of 
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convergence rates is made .. too, in terms of these vorltunits. 

80 it is convenient to use them for comparing experiments 

with theory. 

Observe how little is the work accumulated on the coarser 

grids. In sum. this solution algorithm requires only 5.33 

work units. A more precise count of all operations (includ­

in~ interpolations) shows that, if IIrHIl is not computed3). 

this algorithm requires less than 42n arithmetic operations, 

where n is the total number of points in the finest grid. 

Incidentally, in this particular problem (2.14). most of 

these arithmetic operations are additions •. In fact. one can 

arrange it so that the only multiplications (and divisions) 

involved are by factors 4, 2. 1/2 or 1/4. which in binary 

floating-point arithmetic can be performed as additions. 

(For this purpose, cubic interpolation should be performed 

through the difference operator itself, as for example in 

Hyman (1977)., Thus, no multiplications or divisions are 

required. 

In experiments at lCASE made by Craig T. Poling, the time 

measured for this algorithm on a CDC 6600 was .083 seconds 

for a 33 x 33 grid, and .303 for a 65 x 65 grid. A similar 

algorithm (using another kind of relaxation) on CDC STAR-IOO 

computer required .011 seconds for a 65 x 65 grid and .0347 

seconds for a 129 x 129 grid, i.e., about 2 microseconds per 

grid point. 

The first three columns in Table 1 exhibit the standard 

output of a multi-grid run. The last three columns can be 

produced only in experimental runs made for cases in ~~ich 

the exact differential solution U is known. The purpose 

of these columns is to show the quality of the computed 

approximations 

mation on GR. 

H H u. Here, u denotes the current approxi-

Thus, in the coarse of a correction cycle 
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for level hI < 1', 
H denotes the full approxim~tion u on 

level eH 
similar to (2.10). The exact solution of the , 

difference equations (2.3) on grid ell is den.otcd by U
H

• 

The fourth column of Table 1 shows, at various stages, 

the maxtmum difference between the exact differential solu-
H H tion U and the c lmr"lted u, where the values of u at 

each stage are those obtained at the end of the ell relaxa­

tion sweep corresponding to that row of the table. The 

fifth column of the table will be explained in Section 2.3. 

The sixth column gives, fo~ each level H, the maximum 

discretization error luR - ul. It is shown on the row 

corresponding to the end of the multi-grid correction cycle 

for level H. The main observation is, of course, that at 

this stage lIuH
- ull is not considerably bigger that 

lIuR 
- ull, 110 the algorithm indeed solves the discrete. 

problem to the level of the discretization error. 

This performance is predictable, and will be the same for 

any other data. The local mode analysis shows that the multi­

srid cycle used here reduces lIuh - uhll by a factor .08. 

A factor .25 would in fact suffice, sin~e all we need in this 

cycle is to reduce the error froo approximately IIU2h 
- u II 

to approximately II Uh - u II. 
Moreover, observe the row one before the last in Table 1. 

It shows that already at 

to the level of the h 

2h this stage u solves the problem 

discretization error, i.e., 

IIu2h 
- ull is not much bigger than !luh - u II. Hence, the 

level of the h discretization error is actually obtained 

in only 4.3 work-units. The total number of arithmetic 

operations (additions and subtractions) required is only 

about 35n. The full 42n operations are required only if 

we need the solution, to the same accuracy, at all points 

of eh , not only at points of C2h • 

-28-
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Another interesting coll\ltlent which follows concerns the 

storage requirement for this algorithm. If the algorithm 

indeed terminates at 4.33 work-units, no FAS interpolation 

to Gh is mad~. Hence the values of uh need not be stored. 

All the operations made on Gh are the initial cubic inter-
2h polation from G t follo,~ed by two relaxation sweeps and 

the calculation of F~h. All these operations can be made 

by one pass over Gh , requiring in storage only 5 columns 

of the grid at a time. (The first sweep of relaxation is 

made on the fourth of these columns, then the second sweep 

can already be made for the third column and the residual 

transfer can then be made for the second column.) Thus, the 

algorithm requires no storage (not even external storage) 

for the finest grid. The storage required for the coarser 
1 1 1 . 

grids is only 4' + 16 + ••. .=: 3" that of the finest grid. A 

modified multi-grid algorithm can work with even smaller 

storage (see Section 2.4). 

2.3. Relative Local Truncation Errors and T E%trapolation 

To realize further aspects of the multi-grid method, we 

now slightly shift our point of view. Going back to the 

coarse-grid correction equations (2.11), we rewrite them, 

using (2.8c), in the form 

LEu! = FH + .~ (2.16) 

where FH = IHFh and 
h 

.~ .. Ln(I~uh) - I~(Lhuh) (2.17) 

At convergence, where uh = Uh, we have Vh ~ 0 and, by 

(2.10), u~ = ~h.. Hence, t: actually represents the 

local truncation error of GH relative to Gh , i.e., the 

error which arises when the fine-grid solution Uh is 
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substituted in the co~rsc-grid equotion (2.3). Comp~re this 
h 

to the usual local truncation error, i.e., to the error t 

which arises when the true differential 'solution tJ is 

substituted into the eli equations (2.3); namely 

t H • LBU _ LU • (2.18) 

We can now reverse our viewpoint. Instead of regarding 

the coarsc-zrid as a devise for calculating the correction 

(2.12) to the fine grid solution, we can view the fine grid 
R 

as a devise for calculati~g the correction th to the 

coarse-grid equations, a correction which will make the 

solution of these coarse-grid equations to coincide (up to 
H 

. interpolation) with the fine-grid solution. th is there-

fore called the fine-to-coarse correction function. It is a 

kind of d.efect correction (c!. Sec. 3.4). This point of 

view open many more algorithmic possibilities, such as the 

multi-grid method for non-uniform discretization (Section 

3.3 below), continuation techniques, methods for ill-posed, 

optimal-control, and time-dependent problems, and small­

storage procedures (Section 2.4). 

The quantity .~ itself is very useful. 

approximation to the local truncation error 

cise1y, we see from (2.17)-(2.18) that 

H H h 
'[ ~ t -. 

h 

First, it is an 
H • • More pre-

(2.19) 

This relation will be used in the adaptive processes (Sec­

tion 3.6). Here we show how to use it to improve the multi-

grid solution. 
The local truncation error can be expanded in Taylor 

series, yielding always a relation of the form 

'[hex) = C(x)hP + O(hP), (p > p) , (2.20) 

Where C(x) depends on the (unkno~) solution, but does not 
R 

depend on b. Applying (2.20) also to t, and using 
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(2.19), we find 

H 1 H P 
~ ~ ---- ~h + O(H ), 

1 - flP 

h 
(n = ji-' 

usually 

hence 

(2.21) 
H 

Thus, if we replace Th in the co~rse-grid correction equa-

tions (2.16) by ,:/(1 - flP), we eff~ctively introduce the 

true truncation error (up to order HP) instead of the 

relative one, and the solution ~ should become a much 

better approximation to the true differential solution U. 

We call this replacement a local truncation extrapolation, 

or, briefly, ,-extrapolation. 

Note that T: is defined with respect to both the inte­

rior difference equations and the boundary conditions, hence 

,-extrapolation can be applied for both. 

The ,-extrapolation costs very little. Only one operation 

(multiplication by (1 - nP)-l) is added, and only at 
1 coarser - grid points, so it amounts to less than 3 opera-

tion per fine-grid-point. The stages in the algorithm where 

this extrapolation is made are shown in the fifth column of 

Table 1. Also shown in that column are the results of this 

operation in terms of the error !lu
B 

- ull at various 
Q> 4) 

stages. We see that with exactly the same flow ,the 
h algorithm produces now much smaller errors; in fact u now, 

after 4.3 work-units, is a much better approximation (to U) 

than the exact finite-difference solution Uh• 

With more work and some changes in the algorithm (quintic 

instead of cubic interpolations, and two instead of one 

multi-grid cycles for each level, ,-extrapolation being made 

on the second of the tv.'o), II uh - U II could be made much .. 
smaller yet5). 

The impressive improvement depends of course on the 

smoothness of the solution. Similar improvements could be 
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obtained, in some such cases, by using Richardson extrapola­

tion (extrapolating from the solutions u
ll 

and uh). Indeed, 

1n case the solution is not smooth, e.g., if it oscillates 

~~ldly on the scale of eh , the T-extrapolation does not 
H considerably improve u. But exactly in this case the one 

multi-grid cycle is enough to reduce II uh 
- uh II well belot" 

lIuh 
- u II , sin~e, exactly in this case, h 

T is not consider-
H ably smaller than T • So the point of the T-extrapolation 

is that it can always be used, for negligible ~~tra cost in 
h either programming or computer time, and it produces u 

that, at 4.3-5.3 work-units, is guaranteed to be no worse 

than Uh , the full solution of the difference equations, 

with the nice additional feature that any available smooth­

ness is.automatically exploited to improve uh even further. 

It should also be pointed out th~t the ,-extrapolation 

can improve the solution in many cases where the Richards~n 

extrapolation cannot. The T-extrapolation depends on Taylor 

expansion for the local truncation error, while the 

Richardson extrapolation requires such an expansion for the 

global discretization error Uh - U. In many cases the 

later expansion does not exist; for example, no such expan­

sion is possible when the local truncation error is not 

uniform. Another nice feature of the ,-extrapolation proce­

dure is that it produces the improved solution at all points 

of the fine-grid, while Richardson extrapolation gives it 

only at points common to the fine and the coarse grid. 

A remark on both types of extrapolations: ~~en the extra­

polated solution is considerably better than the fine-grid 

solution, its accuracy is actually comparable to the accuracy 

of a higher-order solution on the coarse grid. (Because the 

coarse-grid hisher-order error term is not removed by the 

extrapolation.) That higher-order coarse-grid solution is 

," 
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in principle less expensive in computer resources than the 

extrapolated solution, since it docs not use the fine grid 

at all. A fully adaptive procedure (el.· Section 3.6) would 

probably prefer in such a situation to use the higher-order 

scheme on the coarser grid. 

2.4. General Properties of Multi-Grid Solutions (Advertise­

ment) 

We have discussed at length the multi-grid solution of one 

particular problem. The algorithm, however, does not depend 

on any of the particular features of that problem. 

The shape of the domain is immaterial. Only low-frequency 

error components are affected by it, and such components are 

always liquidated on the coarsest grids for negligible 

amount of work. The only effect of complicated boundaries 

is to complicate the diffe~ence equations at adjacent po~nts 

and thus to make each relaxation sweep somewhat more expen­

sive. In terms of work-units as defined above, the effi­

ciency remains the same. Many experiments (reported in 

Brondt (1972), with many more examples in Shiftan (1972» 

confirm this. 

Variations in the coefficients, or nonlinearities, in the 

differential equations usually also affect only low-fre~uency 

components, and are thendore still treated at the same 

multi-grid efficiency. When these variations are wild, i.e., 

when the coefficients change significantly over the scale of 

the grid, attention should be given to the proper choice of 

residual-weighting (yH in (2.9) or (2.11», since the 
hh 

residual function r is considerably less smooth than the 

error vh. (See discussions in Section A.4 of Brandt (1977a). 

More precise rules of residual-weighting a!."l-'- given in 

Lecture 17 of Brandt (1978a). The weights near houndaries 
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depend on the type of boundary conditions.) It is also 

1mport~nt for such cases that the coeffi~ients of the C03rse­

grid difference equations represent local averages of the fine­

grid coefficie:,ts. This, in fact, is automatically obtained 

if (for variable-coefficients linear problems) the difference 

equations on each grid are derived by suitably averaging the 

differential equations, or if (for nonlinear probl.ems, where 

the coefficients depend on the solution) the solution­

weighting (I: in (2.9) or (2.11» is a full weighting 

operator. 

Numerical experiments (Brandt (1978a) p. 17-7, and more 

details in Ophir (1978» were conducted with difference 

equations of the form 

L~,e -

uh _ 
a-1,B 2tf + Uh 

a,6 c:+l,6 

h2 

h h 
2U a • B + U a • 6+1 

h2 (2.22) 

\\>here the coefficients h 
and a h c vary wildly; e.g., 

- 1 at even points 

h a 

and h are random; h h c or aaS - caS 
(a + S even) but a - .01 anc c = 1 otherwise; etc. ~~en, 

and only when, the algorithm (With proper line relaxation) 

used full weighting in the transfer to the coarse grid of 

loth the residuals and the coeffiCients, the solution was 

almost as efficient as in correspcnding constant-coefficient 

cases. 

~~ny experiments were also made for various nonlinear 

problems. In 1975-76 Hulti-grid programs were developed for 

the steady-state small-disturbance transonic flow problems 

(see South and Brandt (1976), and Section 6.5 in Brandt 

(1977a». in ",'hich th(-. differential equations Are mixed 
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elliptic-hyperbolic. and the solutions contain shock dis­

continuities. Although these programs are somewhat obsolete 

(with the present stage of multi-grid expe,rience and know­

ledge they could be improved in various ways), they do 

clearly show that the typical multi-grid efficiency can be 

obtained for this type of problems. , 

Recently. multi-grid codes for steady-state incompressible 

Navier-Stokes problems have been developed (see Lecture 7 1n 

Brandt (1978.). Brandt (1978c) and Di&ar (1978». The 

algorithm is similar to the one shown in Section 2.2 above. 

except for the more elaborated "distributed" relaxation . 
scheme which is required here (a> because it is an elliptic 

system, not a scalar equation, and (b) because, for large 

Reynolds numbers R the system is singularly perturbed. 

Cavit) and pipe problems were solven, with R ranging fro~ 

o to large values (but below the values causing instabili­

ties). For any such R, the process required 6 to 7 work­

units, and produced solutions closer to the true differential 

solutions (in cases those were kno~~) than the exact solu­

tions of the finite-difference equations. 

Successful multi-grid applications are also reported for 

the minimal-surface equations (D. J. Jones, Lecture 15 in 

Brandt (1978a», for the pressure iteration in Eulerian and 

Lagrangian hydrohynamics (Brandt, Dendi and Ruppel (1978», 

and for some simple problems in finite-element formulations 

(Nicolaides (1978> and Poling (1978»). Not listed here are 

some other multi-grid applications, which seem not to have 

realized the true multi-grid efficiency6). 

In some nonlinear problems a continuation (or embedding) 

process should be made, either because there are several 

solutions to the differential equations or because an 

initial approximation to the solution cannot otherwise be 
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obtAined. In such cases a cartain probl-~ parameter, y 

say, is ~ntroduced, so that instead of A single isolated 

problem we con~ider a continuum of problems, one problem 

P(y) tor each value of y in an interval YO.!y.!y·, 
where P(YO) is eAsily solvable (e.g., it 18 linear) and 

P(y.) is the target (the given) problem. The continuation 

method is to advance Y from YO to Y. in steps h· At 

each step 'We usc the final solution of the previous step 

P(y - 6y) (or extrapolation from several previous steps) as 

ao initial approximation in an iterative process for solvin, 

P(y). The main purpo~e is to ensure that the approximations 

we use are all "close enough" to the respective solution, so 

that some desirable properties are maintained and ~onverBence 

i. ensured. The process should of course be made carefully 

in case ~f bifurcation, when several .solutions branch off at 

• certa"Ln value of y. (See, e.8., Keller (1977).) 

With the multi-grid solution method the continuation 

process say cost very little. First, because it can be made 

on coarser grids. Sometimes, ho'Wever, too coarse grids do 

not retain enough of the solution features, and the continua­

tion may not accomplish its purpose. This means that oscil­

lations on the scale of a certain mesh-size h cannot be 

ignored. These oscillations, however, do not usually change 

much at each oy step. The trick then is to use form (2.16) 

of the coarse-grid equations. 

tion steps on the coarse grid 
H 

of Lh fixed. By doing this 

We can make several continua­
H G only, retaining the values 

we effectively freeze the high-

frequency part of the solution, and retain its influence on 

the coarse-grid equations. Only once in several (sometimes 

many) steps we need to calculate on the finer grid too, in 
H order to update the fine-to-coarse correction Lh• This of 

course may be carried further: the Gh equations themselves 
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h may include a th/2 correction term, and once in several 

visits to Ch we may go to cdculate on C
h

/
2 

ill order to 

update th3t term; etc. 

A similar technique can be used in opti~l control 

problems. Here, some parameters controlling the partial­

differential problem should iteratively be adjusted so as to 

achieve some optimal condition (tninimal "cost"). In such . 
problems we can again make mOlt of the iterations on coarse 

gr'tds, wi th frozen values of the fine-to-coarse (:orrections 
Ii t
h

, making only infrequent visits to finer grids for up-
H H dating T
h

• (Together ~th Th we should also freeze the 

fine-to-coarse correction of the cost functional.) If, for 

example, the control itself is a grid function (e.g., a term 

in the right-hand side of the equations), a chance in the 

control value at a point will intro~uee only smooth changes 

in the solution in regions away from that point. It is 

therefore enough to keep refined only a small portion of the 

domain at a time, while at other regions the coarse level is 

used ~th frozen fin.e-grid corrections. This technique 

should combine with the usual multi-grid approach of obtain­

ing the first approximation on each finer grid by interpolat­

ing from a solution to a similar problem on the next coarser 

grid. 

Such techniques can also serve some ill-posed problems, 

where the solution should fit some data which are not the 

normal, well-posed boundary conditions. In such situations 

only smooth components of the solution can be meaningfully 

fitted to the data (or to smooth averages of data). The 

data-fitting can therefore be made on a coarse gri~. C
R 

say, but the coarse-grid equations should have the fine-to­

coarse correction (2.17), so that they represent a reason­

able approximation to the differential equations. 
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Small-storag~ multi-grid algorithms are also based on thr. 

form (2.16) of the coarse-grid r.quations. Observe th~t, 
H onc~ Th il known, the fine grid is no longer needed. But 

H h 
Th depends m~inly on high-frequency components of u. 

~hich con be computed by having in storage only a small seg­

ment of Ch• An algorithm based on this idea ("segTllental 

refinement", Section 7.S in Brandt (19778» requires in 

principle only some lSdlog n storage locations, ~here d 

is the problem dimension and n ia the number of points in 

the finest grid. No external memory is assumed. 

Time-dependent problems, especially of parabolic type, 

usually require the use of implicit difference equations. 

The system of equations to be solved at each time step is 

similar to the steady-state equations, and can be solved 

usually by one multi-grid cycle, st~rting from the previous­

time solution as the first approximation. Moreover, in some 

important cases (e.g., the heat equation) after a short 

time to· 0(h2) the high-frequency components 

of the solution practically reach their steady 

state, and further changes occur only in the smooth eampo­

nents. Hence, for many time-steps, the values of 
R 

Th hardly 
H change. Freezing Th for several time-steps ~e can then 

solve the coarse-grid equation (2.16) ~ithout using the fine 

grid at all. Only infrequently should ~ 1Ilake a time-step 

~th fine grid calculations, to update the high-frequencies 
H of the solution and the values of Th• In this ~ay we retain 

fine-grid accuracy but each implicit time step of this kind 

costs on the average much less than an explicit time step on 

the finest grid. This kind of techniques for parabolic tice­

depandent problems, aT.e discussed in Lecture 9 of Brandt 

(l978~), and some preliminary experiments are reported by 

Dinar (1978). 
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Parallel or vector proccssing can be fully exploited by 

the multi-grid algorithm. nU! main processes •. namely, inlf'r­

polations and relaxation .~aer', ara completely paralleli2-

able, although it requires the use of a sl!Jhtly different 

type of relaxation, with s~oothing rates (per sweep) some­

what slowel' than the (sequential) Causs-Seidel relaxation. 

(See Section 3.3 in Brandt (1977a).) 

Implemcnt~tion difficulties. A fair amount of knowle~ge 

il required in implementing multi-grid alJorithms, including 

some g~ncral knowledge common to all multi-grid programs, 

pIllS particular expertise related to the specifiC type of 

problem at hand. 

Generally, one has to be familiar witt. the basic rules of 

interpolation and residual-weight..i..'g, "lith the nOnDal flow 

of multi-grid runs 7), and, last but Qot l~ast, with the data 

structurc used in multi-grid programs. Yithout a suitable 

data structure the program ~~11 become complicated, ~.~h 

many unnecessary repetitions. It is advisable to fo~low the 

programming techniques exhibited in the simple Sample Program 

(Appendix B of Brandt (1977a» and in the progr.~s of 

MUGTAPE (1978), With this technique, each operation (such 

as relaxation, coarse-to-fine interpolation, fine-to-coarse 

residual weighting) is ~7itten onLe fnr all grids. Moreover, 

most operations can be written once for all programs; that 

is, the same code ca:'\ be used by all the progrruus which use 

the same data structure. This incl~des the coarse-to-fine 

and finc-to-coarse trans!er operations (e.g., interpolation), 

the operation of introducing the valu~s of a given function 

into a given grid, operations of generating aDd manipulating 

&rids (e.g., augmenting a grid, coarsening a grid. generat­

ing the interior part of a grid, or transposing a grid from 

row structure to colUtnn structure), displays of grids or 
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grid-functions, etc. Three di!!er~nt d~t~ structures are 

used in existing proGrams: One for rectanr,ular Cride., cne 

for sineh-strine grids (where thQ domain can be de!1nc.d as 

{(x,)')lxl .::. x'::' x2' flCx) .::. y.::. f 2(x)}), a.d one for general 

&rids. Th~ latter is called the QUAD structure, and is 

described in Brandt (1977b) and 1n Lectures 12 and 13 of 

Brandt (1975a). l·,lith these technique!\, the progralr.!ling of a 

multi-grid soluUon [or;: new problem is esscmti.ll~ reduced 

to the progur..:ning of the J.-elllxat.ion routine. (The residual­

weighting routine should also be programmed anew for each 

problem, but its part that depends on the problem is a 

Simple Zllodific.3tion of a siJuilar part in the relaxation 

routine.) 

Particular experti~e is required in designi~g the relaxa­

tion s:.;eeps. For a unHonnly elliptic scalur equations the 

simplest Gauss-Seidel is the best scheme (on sequential 

machinC"s). but suitable modifications at'e reGuired for 

degenerate-elliptic, non-elliptic, indefinite or singular­

perturbation problems, as well as for cases of parallel or 

vector processing. and for problems involving more than one 

unknown function. Generally speaking. the particular know­

ledge required for destcnin& rclaxation is similar in each 

case to the specific knowledge required in discrctizing the 

differential equations. Similar - but not identical. As il. 

learning discretization methods, one should learn relaxation 

lIlethods cradu;!lly, starting from silnplcst models, gaining 

some r.;sic insights, and only then procct"ding to co=p::.x 

real-~orld problems. 

The dcsign of relaxation is much facilitated by a st.ndard 

gauge Io'e have for apriori lTle.!Suring the relaution efficiency. 

The only role cf relaxation in multi-grid programs is to 

smooth the errors. The efficiency o'f tht" entire algorithm 
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depends on (and can be approximately predicted by) the 

"smoothing factor" of the rela."(ation sweeps. Since smooth­

ing is a local process, the smoothing factor c~n be calcu­

lated by a loc:-l mode analysis (cf. Section 6). For simple 

equations this can be done by hand (see examples in Sections 

).1 and 6.2 of Brandt (1977a), and Section 3 of Brandt 

(1976).). For general equations it is done by using the 

comput'"!r routine SHORATE, available on HUGTAPE (1978). The 

user of this routine supplies a description of the relaxa­

tion sche.me .lnd ot~1er parameters (in a format explained by 

comment .ads in the routine). The output contains the 

smoothing fa::t,r and other useful information, including an 

estimate ot the multi-grid convergence factor per work-unit. 

The routine can therefore be used to optimize relaxation, 

i.e., to select the best relaxation type and parameters 'from 

a given set of possibiliti~s. 

Some general orientation concerning the relaxation of 

singular-perturbation problems is given in Section 6 below. 

A major advantage of the multi-grid solution process, in 

particular for singular-pert~~bation and other irregular 

~roblem~is its full compatibility with adaptive processes. 

The reason is that the multi-grid process in itself is adap­

tive: in adaptive processes mesh sizes are adapted to the 

computed solution; the multi-grid process goes one 

s~ep further and employ mesh sizes adapted to the error in 

the computed solution. Let us now turn to these adaptive 

aspects of the multi-level techniques. 
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',. 3. NON-UNIFOIU-l AND ADAPTIVE DISCRETlZATIONS 

3.1. Non-Uniformity Organized by Uniform Leve,ls 

In principl~, the multi-grid solution process described 

in Section 2 could ,,'ork equally well \,'hen the finest grid 

ell is non-uniform and even non-rectangular, with grid points 

at arbitrary locations. A relaxation ,dth good smoothing 

rates on a general grid is obtained by employing all line 

and marching, directions. The main difficulty with general 

grids, however, is practical: Here1y to formulate and use 

the difference equations, let alone solve them, is compli­

cated. It requires lengthy calculations and large memories 

for storing geometrical information, such as the location 

of each grid point, its neighbors, the coefficients of its 

difference equation, etc. The multi-grid processing o~ 'such 

arbitrary grids generates additional'practical difficulties 

since it requires the introduction of coarser grids and the 

grouping of grid points in grid lines (for line relaxation). 

These arbitrary general brids) however, are not really 

needed. We will show below a method of organization which 

is less general but in which any desired refinement pattern 

can still be obtained, and easily changed, with negligible 

book-keeping and with difference equations al~ays defined on 

equi-distant points. This flexible organization will 

naturally lend itself to multi-grid processing and to local 

transformation~, and ~~ll lay the groundwork for efficient 

ac'!!:" -;a t ion. 

It is proposed to organize non-uniform grids as "colllposi te 

grids". A composite grid is a union of uniform subgrids 

~h 2h h h/2 ... ,e ,e ,e,e ,... (3.1) 

where the superscripts denote the mesh-size. The grids are 

usually positioned so that every other grid-line of C
h 

is 
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a grid line of GZh • Unlike the description in Section 2, 

however, the subgrids arc not necessarily extended OVer the 
. h 

entire dqmain n: The domain of G may be only a proper part 

of the domain ~f G2h , so that different degrees of refine­

ment can be created at different subdomains. See Figure 2. 

Each Gh is extended, as a rule, over those subdomains 

where the desired mesh-size is roughly 1.5h or less. Gh 

may be thus disconnected, but its domain is always a sub­

domain of G2h • The effective mesh-size at each neighbor­

hood will be that of the finest grid covering that neighbor­

hood. Clearly, any desired mesh-size h can be approximated 

by some effective mesh-size hi, where O.7Sh < h' < I.Sh. 

Mesh-sizes never require better approximation. 

The composite grid is very flexible, since local grid 

refinement (or coarsening) is done in terms of extending (or 

contracting) uniform subgrids, which is relatively easy and 

inexpensive to implement. A scheme for constructing, extend­

ing and contracting uniform grids, together with various 

service routines for such grids (efficient sweeping aids, 

interpolations, displays, etc.) is described in Brandt 

·(1977b) and is partly available on }WGTAPE (1978a). One of 

its advantages is the efficient storage. The amount of 

logical information (pointers) for describing a uniform grid 

is proportional to the number of strings of points, and is 

therefore usually small compared with the number of points 

on the grid. Similarly, the amount of logical operations for 

~Yeeping over a grid is only proportional to the number of 

strings. Changing a grid is inexpensive, too. 

Moreover, this composite structure will at the same time 

provide a very efficient solution process to its diffe~ence 

equations, by using its levels (3.1) also as the multi-grid 

sequence (as in Section 2). Each Gh will automatically 
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Fig. 2. A piece of non-uniform grid (A) and the uniform 

subgrids it is made of (B, C, D, E). 
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play the role of the correcting coarse-grid whenever the 

finer subgrid Ch/ 2 is present (sec Section 3.3). 

In adaptiye procedures, the sequence of subgrids \o7ill be 

kept open-ended, so that we can add increa!ingly finer or 

coarser levels, as needed. (Increasingly coarser levels may 

be needed if the problem's domain n is unbounded and the 

bounded computational domain is chosen adaptive1y). 

The coarsest subgrid should of course be kept coarse 

enough to have its system of difference equations relatively 

inexpensive to solve. Hence, there will usually be several 

coarse subgrids extending over the entire domain n. That 

is, they ~~11 not serve to produce different levels of 

refinement, but they are kept in the system for serving in 

its multi-grid processing. 

Th~I"e seems to be certain waste in the proposed sys"tem, 

because one function value may be stored several times when 

its geometrical point belongs to several subgrids ek
• This 

is not really the case: The extra values are exactly those 

needed for the multi-grid processing. In the process, the 

different subgrids may have different values at the same 

geometrical point. ~loreover, it is only a small fraction 

(2-d) of the points that are actually being repeated. 

3.2. Unisotropic Refinements 

For singular-perturbation and other problems, it is some­

times desired to have a grid which resolves a certain thin 

layer, such as a boundary layer. Very fine mesh-sizes are 

then needed in one direction, namely, across the layer, to 

resolve its thin width. Even when the required mesh-size 

is extremely small, not many grid points are needed, since 

the layer is correspondingly extremely thin. (See Section4.) 
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Provided, of course, that the fine mesh-size is used only in 

that one direction. lye need therefore a structure for mesh­

sizes which get finer in one direction only. 

In case the thin layer is along coordinRte lines (x
j 

a 

constant), we resolve it again by using a sequence of 

uniform grids, except that their meshes are no longer square; 

hi' the mesh-size in the xi direction, may be very differ­

ent from h .. See Figure 3. We still require all mesh-sizes 
J 

to be binary multiples of some basic size hO' that is, on 

the k-th subgrid the mesh-size in the d irec tion is 
k n.le.. 

hi • 2 1.-°0 : (nik integer, i c 1, ••• ,d) • (3.2) 

For the multi-grid processing we require that for each such 

subgrid k , except for the very coarsest (k co 1), there 

1 .. 1(-k) exists in the scheme a coarser subgrid, number 

say, such that for each 1 ~ i ~ d either nil c nik or 

nil" nik + 1, and t ni1 > r nik • Grid 1 will be the 

grid from which corrections are interpolated to grid k, 

and to which residuals from grid k aTe transferred. we 

call 1 "the predecessor of k", and k "a successor of 

.t". Each subgrid, except for the cl')arsest, has exactly one 

subgrid defined as its predecessor, and may have any number 

of successors. The domain on which each subgrid is defined 

is always contained in, or coincide with, the domain of its 

predecessor. Thus, the set of subgrids is arranged 

logically in a tree, instead of the linear ordering we had 

before. 

All these subgrids are still uniform, and can still 

easily be handled (created, e.'Xtended, displayed, etc.) by 

the system mentioned above. Except that sa:ne of the inter­

'po1ation routines required for this more general situation 
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Fig. 3. A piece of non-uniform, boundary-la~ type grid 

(A) and the uniform rectangular subgrids"it is made of 

(B, C, D, E). 
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are still missinc in ~ruGTAPE (197S~); they have been 

prepared for HUG1'APE (1978b). 

In case the thin l~yer is not ~lonc c~ordin3tc lines, 

some loc~l coordinate transformation is required. This 

technique is explained in Section 3.5 below. 

3.3. Difference Equations and M~lti-Cria Processing 

The difference equations and their multi-grid solution 

for the cOtlposite structure are explained in Section 2.2 of 

Brandt (1977b). The main idea is that a fine-to-coarse 

correction function \~, correcting the GH equations, 

(see (2.16)-(2.17) and the subsequent discussion) can be 

computed wherever the finer grid Gh exists, or, more pre­

cisely, at any interior point of GH torhich is also an 

interior point of its successor Gh • At all ot.ller points 

the original coarse grid equation (2.3) can be used. From 

this point of vie", it is clear that we can have various 

patches of finer subgrids ("successors") thro'-'O over various 
. H 

desired subdocains of G; the finer-subgrid accuracy w~ll 

be established in the equations of such a subdomain via the 
Ii 
~h correction. On any part of such a subdomain a patch of 

still-finer subgrids can be defined, etc. 

The multi-grid process proceeds essentially as before. 

If, for example, "'c regard the coarsest subgrid as level I, 

and all the successors of level j as level j + 1, tore 

could use exactly the same algorithm; e.g., the one sho\.'O in 

Table J. above. Except th~t no ... ·, each operation (relaxation, 

fine-to-coarse residual tronsfer, etc.) at each level is 

performed not on one subgrid, but on the sequence of all 

subgrids of that level in some preassisned order. Important 

improvement: Relaxing each cycle progressively smaller 

part~ of the coarser grids. 
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Note! that successors of a siven subsrid ell may geomet­

ricall)' overlap. All is needed in such a case .is to set 

priority relations between the successors, to tell ...,hich 

correction t~ appli,es at those eR poin,s which are 

interior points of more than one successor. Such priority 

relations are automatically implied by the ordering of sub­

grids within each level. 

An important advantage of this structure is its flexibil­

ity. ~lC can add more and more patches of increasingly finer 

subgrids, where and when they are needed. One can also dis­

card some such patches. Notice, however, that even when a 

piece of finer grid, Gh say, is discarded one can still 

retain its co=rection t! in the eR equations. (This 

leads to multi-grid procedures which require only a small 

memoli. See Section 2.4 in Brandt (l977b).) 

Another important advantage of the outlined structure is 

that our difference equations are defined on uniform grids 

only (patched together by the usual multi-grid interpola­

tions). Such difference equations on equidistant points 

are simple and can be read from small standard tables, while 

on general grids their weights would have to be recomputed 

(or stored) separately for each point, entailing very 

lengthy calculations especially for high-order approxima­

tions. Thus, our system facilitates the use of high and 

variable (adaptive) order of approximation. 

Still another advantage is that relaxation sweeps, too, 

are done on uniform srids only. This simplifies the s"'eep­

inS and is particularly essential where s)~etric and/or 

alternating-direction line relaxations are required for 

obtaining high smoothing rates. 
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3.4. Remark on Hig]l-Order Approximations 

An efficient and convenient way of usi~ high-order 

cUfference equations, especially when the order is adaptible 

(see Section 3.6), is by the well-known technique (suggested 

by L. Fox) of "deferred correction" (see, e.g., Pereyra 

(1968), Lentini and Pereyra (1975) and Stetter (1978». 

Simply. before starting a multi-grid cycle for improvins an 
h approximation u. add to the right-hand side of the fine-

grid equations (2.2) the correction 

o:<xh) • Lhuh(xh) _ L~uh(xh), (3.3) 

where Lh is the higher-order (order p) operator. Then 

proceed ~th the multi-grid cy~le as usual. The roll of oh 
p 

is similar to the roll of the fine-to-coarse correctiQn 
B h Lh' We can thus call 0p the higb-order-to-lok-order 

("deferred", or "defect") correction. 

A certain amount of work is saved if p is advanced in 

ateps; e.g. each multi-grid cycle advance 

In the adaptive procedures described below, 

advanced gradually. 

P by 1 or 2. 

p is always 

Note that, since the multi-grid cycle operates with the 

original operator Lh, no new routines (such as relaxation 

routine) ~hould be added, and the same multi-grid efficiency 

is obtained as in solving low-order equations. Except that 

the number of multi-grid cycles may increase linearly with 

P. since '[2h/Th SIt: ZP, 

3.5. Local Coordinate Transformetions 

Another dimension of flexibility and versat'ility c.ar. be 

added to the above system by allowing each subgrid to be 

defined in terms of its own set of coordinates. 

-50-



Near a boundary or ~n inter!~cc, for example, the mOlt 

effective local disc~eti7.nt1ons ~rc made in terms of local 

coordinates in which the boundary (or interface) is a coor­

dinate line. In such coordinates it is ea·y to formulate 

high-order approximations near the boundary; or to introduce 

mesh-sizes which are much smaller across than along the 

boundary layer (see Section 3.2); etc. 

Usually it is easy to define suitable local coordinates 

(see below), and uniformly discretize them, but it is more 

difficult to patch together all these local transformations. 

especially in an ad~ptible way. In the above structure, 

however, this difficulty does not arise, since we can 

introduce independent and overlapping patches of "successor" 

grids. 

Ea·:h set of coordinates will generally have more than one 

subgrid defined on it, so that (i) local refinement, in the 

style of Figure 2 and/or figure 3 above, can be made within 

each set of coordinates; and (ii) the multi-grid processing 

retains its full efficiency by keeping the mesh-size ratio 

between any subgrid and its predecessor properly bounded 
1 

(e.g., ~ "2)' 

Sinc~ local refinement can be made within each set of 

coordinates, the only purpose of the coordinate transforma­

tion is to provide a certain grid direction. i.e., to have 

a given manifold (e.g., a piece of boundary) coincide with 

a grid hyperplane. We can thercfore limit ourselves to 

simple forms of transformatioris. For example, in 2-dtmen­

sional problems, let a curve (a boundary, an interfacc. etc.) 

b~. given in the general parametric form 

x • xO(s), y ~ yo(s) , (0 ~ s ~ 51) (3.4) 

~~ere 5 is the arclength, i.e., 
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To get a coordinate system (1',5) in which such a curve 

\ri.ll be a grid linc, ,,"'e can always use the trans1.ormatiO!l 

x(r,x) • xO(s) - ryO(s), y(r,s). YO(s) + rxO(a). (3.6) 

Near the given curve (r· 0) this transformation (a 

special case of transfo~~tions discussed in Stariua 

(1977a» is orthogonal, owing to (3.5), and transforms any 

small h x h square to another h x h square. 

The main advantage of this transformation ia that it 1, 

fully characterized by the single-variable functions x
O
(')' 

YO(s). These functions (together with xO(s), YO(s) and 

q(s) • x"/y' • -y"/x') can be stored as one-dimensional o 0 0 0 
arrays, in terms of which efficient interpolation routines 

from (x ,y) r,rids to (I', s) grids, and ,-ice versa, ca"n be 

programmed ~nce for all. (Such a general routine, however, 

is not easy to program, and is still missing in }ruGTAPE 

(1978).) The difference equations in (r,s) coordinates 

&T.e also simple enough in terms of these arrays. For 

example, by (3.5-6), 

X I y' 
adO d d a 0 a 

(Ix - -yo ar + i + rq ~, ay - Xo ~ + 1 + rq as· (3.7) 

Hence we can easily approximate the (x,y) derivatives by 

(r,s) finite-differences, with numerical values of xO(s), 

yO(~) and q(s) directly read from their stored tables. 

(No interpolation is needed if the tables contain values 

for 5 points which correspond to grid lines and half-way 

between grid lines.) 

Such a system offers much flexibility. Precise treatment 

of boundaries and interfaces by the global coordinates is 

not required, since along boundaries the global grids are 

-52-



~ f 

d 
I r 
Ii , . 

,I 

only correction ,rids to the loc:lI ones. The local coordi­

nates are ea.ily changeable (changing only the one­

dimensional tabla. of xO'YO.xo,YO.q) and can therefore 

be ad:lpted to a mClvillg int('rfnce. 

The main difference be~'een this structure and the one 

used by Starius (1977a), (1977b) nnd (1978) is that the 

boundary grids ar~ completely embedded in the global grids 

(their prcdeces50rs), allowing 8 fast multi-grid solution 

of the equations. Also, since we have the multi-grid method 

for local refinement. the coordinate transformation is used 

only for orienting the grid, hence only the simpler trans­

formation (3.6) is needed, allo~ing simpler differencing 

and interpolations. 

Another variant of this procedure i. required in case 

the location of the curve (interfar.e, shock, etc.) i. not 

fully defined. For example, a solution may include many 

shocks, some ~eaker and some strcnger, and it is hopeless 

to try to recognize where a shock occurs, let along deter­

mine its exact curve. The usual ~"roced1.!re is to let the 

.hock~ develop by themselves, e.g., by adding some a~tificial 

viscosity which spread shocks over several mesh-sizes. 

Sometimes, however, this procedure is unacceptable because 

too much artificial viscosity is used near strong shock (and 

because of other reasons). We like to have a procedure 

which will automatically use smaller mesh-sizes near stronger 

shocks. This will be done by the general adaptive procedure 

(Section 3.6 below) if ~e choose the error functional E 

so that it contains some' measure of the artific:ial viscosity. 

In order to obtain full effiCiency, however, we like the 

prpcedure to be able to pr>duce mesh-sizes which are cuch 

smaller in one directi,,"l (the direction perpendicular to the 

shock) than in the other. We therefore need a structure for 
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adapting the grid orientation, too. Notice that on some 

coarse grids the orientation is immaterial.; the finer tbe 

grid the more precisely its orientation should be chosen. 

Hence, the di:ection can be refined succc~sively, together 

vith the Nah-sizes. An example is drawn and explained in 

Figure 4. We see that in this method the more general 

transform~tion (3.6) is not needed; only rotations are used. 

Hence the diffe':ence equations may be as simple as in the 

original (e.g., cartesian) coordinates. This method may 

therefore be preferable ~ven in cases the curve (e.g., 

boundary) is known. 

3.6. Adaptation Techniques 

The flexiblp. orGanization and solution process. des~ribed 

above, facilitate the implementati~n of variable mesh-size 

hex) and the emplo)~ent of hieh and variable approximation 

order p{x). Hoy, theIl, ~re mesh-sizes and approxtcation­

orders to be chosen? Should bo~ndary layers, for example, 

be resolved by the grid? What is their proper Tesolution? 

Should higll-order approximation be used at such layers? Bow 

does or.e detect such layers automatically? In this section 

we survey (for more details, see Brar.d: (l977a), C~apters 8 

and 9) 8 general frameyork for automatic selection of hex), 

p{x) and other di.scretization parameters in a (nearly) 

optimol Yay. This system automatically resolves or avoids 

from resolving thin layers, depending on the goal of the 

computations, Yhich can be stated through a simple function. 

As our directive for sensible discretization ye consider 

the rroblem of minimizing a certain error estimator E 

subject to a given amount of solution york W (or minfmiz­

ing W for a given E. Actually, the control quantlty will 
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Figs. 4A and 4B. Grid orientation around an interior thin 

layer. The two coarsest levels (A) have the usual orienta­
To 

tion O. The next level (B) has 3 orientations: 0, 4 and 
1T - 4 (the later is not applied here). The next level (not 

ho) ld h 7 ° t to 0 +~ +1T +31T t Th s wn wou ave or~en a ~ons: , -8' -4' -~, e c. e 

successors (refinements) of a grid will always have either 

the same orientation or one of the two closest ones {e.g., 

each successor of the 'Ii ° d 4-orJ.ente grid in B will have 

orientation or 31T., 
8 I. 
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be neither E nor W, but their r~te of exchange). This 

optimiz~tion problem should of course be taken quite loosely, 

since f~ll optimization ~ould require too much control work 

and would thus defe~t its o\o.'ll purpose. 

The error estim~tor E has ~enera1ly the form 

E .. J G(x)t(x)dx I (3.8) 
n 

where -rex) == -r(x,h,p) is the magnitude of the local trunC3-

tion error at x (see (2.18». G(x) ~ 0 is the error­

weighting function. It should in principle be imposed by 

the user, thus defining his goal in solving the problem. In 

practice G(x) serves as a convenient control. It is only 

the relative orders of magnitude of G(x) at different 

points x that really ma~ter, and therefore it can be chosen 

by some simple rules. For example, if it is desired ~o' 

compute I-order derivatives of the solution up to the 

boundary then 

C(x) =:: dm- 1- 1 
x t 

(3.9) 

Where d is the distance of x from the boundary, and m 
x 

is the order of the differential equation. 

The work functional W is roughly given by 

W 0= J w(p(x:) dx , (3.10) 
n h(x)o 

where d is the dimension and h-d . is therefore the number 

of grid points per unit volume. W" w(p) is the solution 

~rk per grid-point. In multi-grid processing, for p ~ 6 

the work depends mainly on the number of cycles (cf. Section 

3.4), hence w ~ wOP. 

since evaluating Lh 
p 

3 
For (unusually) large p, w c O(p ) 

at each cycle involves O(p) terms and 

O(p) arithmetic pr~cision. 
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treating hex) and p(x) as cor.tinuous variables, the 

Euler equations of minimizing (3.8) and (3.l0) can be 

written as 

G l!. _ >.d .... (p) = 0 
ah hd+l ' 

(3.lla) 

G .!!. + AW' (p) :0:: 0 • 
op hd 

(3.llb) 

where >. is a constant (the Lagrange multiplier), repre­

senting the marginal rate of exchanging opt~al accuracy 

for work: A:O:: -dE/dW. The = sign in (3.llb) should be 

replaced by ~ at points x where 

allowable value Po (usually 1 or 

p attains its minimal 

2). In case we use 

fixed-order difference equations (adapting hex) only, p 

is fixed in advance), equation (3.llb) should be amit~ed. 

If constant order is used (p is constant over the domain, 

but instead of being fixed in advance this constant is to 

be optimized) equation (3.llb) is replaced by 

l! + l. aw _ 0 (3.12) 
3p ilp 

In principle, once A is specified, equations (3.11) 

determine, for each x £ n, the local optimal values of 

hex) and p(x), provided the truncation function 

1(x,h(x),p(x» is fully known. In some problems the 

general behavior of 1(x,h,p) near singularities or in 

singular layers is known in advance by some as)~ptotic 

analysis, so that approximate formulae for hex) and p(x) 

can spriori be derived from (3.11). More generally, how­

ever, equations (3.11) are coupled with, and should there­

fore be solved together with, the g·ivcn differential equa­

tions. Except that (3.11) is solved to a cruder approxima­

tion. This is done in the following way: 
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In the multi-grid solution process (possibly incorpor~t­

ins a continuation process), incidentially to the stage of 

computf~g f2h from u2h , uh and fh (see Figure 1 above, 

2h correspon~ing to level k and h to k + 1) we can 

set an estimate of the decrease in the error estimator E 

introduced by the present discretization parameters. For 

example, the quantity 

-~E(x) = G(x)I,(x,2h,p) - ,(x.h,p)1 (3.13) 
. 2h 

::::: G(x)I'h I 

=" G(x) If2h (x) F
2b

(x) I 
(cf. (2.17)-(2.19) above) may serve as a local estimate for 

the decrease in E per unit volume owing to the refinement 

from 2h to h (cf. (3.8». Each such decrease in E is 

:related to some additional work W (per unit volume).o For 

example, that refinement from 2h to h required the 

additional work (per unit volume; cf. (3.10» 

~vJ = w(p) _ w(p) 

hd (2h)d 
(3.14) 

We say that the present parameter (h in the example) is 

bighly profitable if the local rate of exchanging accuracy 

for work Q = -~E/~w is much larger than the control para­

mete!' A. 

Hore sophisticated tests. may be based on assuming , to 

have some form of dependence on h and p. Instead of 

calculating Q for the previous change (from Zh to h 

the example) we can then extrapolate and estimate the rate 

Q for the next change (from h to h/Z) , " .. hich is the . 
more appropriate rate in testing whether to make that next 

change. The "extrapolated test" is not, ho'..1ever, much 

different in practice, and may actually be equivalent to 

testing the former Q against another constant A. 
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In decidina whather and \,'hcre to ch.:mgc the discretiza­

tion, ""e adopt rules which stablize the adapt.'ve process. 

For example. a change (e.g., refinement ·from n to h/2 , 

which in practice (see Sec. 2.2) means an extension of the 

uniform grid with mesh-size h/2) is introduced only if 

there is a point ""here the change is "overdue" (e.g., a 

point ",here Q > 15>"). But, together with each point \,'here 

the change is introduced, it is also introduced at all 

neighboring points where the change is just "due" (e.g., 

where Q > 3),). 

We can use the Q vs ). test to decide on all kinds of 

other possible changes, such as: Changing the order p 

to 'p + 1 (or p - 1); or changing the computational 

boundaries (when the physical domain is unbounded); or we 

can use such a test to decide whether to discard some terms 

from the difference operator (such dS the highest order 

terms in same regions of a singular-perturbation problem); 

or to decide on unisotropic changes in hand p (e.g., 

changing Ax to Ax/2 without changing 6y); etc. 

In case of optimizing a global quantity (such as constant 

approximation order; cf. (3.12» similar tests can still be 

applied, except that 6E and 6W should of course be 

measured globally (summing over the entire region) instead 

of locally. 

The computer work invested in the tests is pegli¥ible 

compared with the solution work itself. The measure (3.13) 

is taken only on G2h n Gh , and the stage of computing it 

o~cur only once per several relaxation sweeps on Gh • 
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4. ~n1LTI-LEVEI. ADAPTIVE SOLUTIONS TO SINGULAR-PERnJRBATION 

PROBLEHS: CASE STUDIES 

To get a transparent view of the discret.ization patterns 

and the accuracy-work relations typical to the adaptive 

procedures proposed above when applied to singular perturba­

tion problems, we consider nov several cases which are 

simple enough to be fully analyzed. The simplicity of the 

solution, it should be emphasized, is not used in the solu­

tion process itself. 

4.1. Optimal Discretization of One-Dimensional Case 

Consider the 2-point boundary-value problem 

£: d~ + Ell. 0 
dx2 dx 

in O<x<l, (4.1) 

with constant t > 0 and with boundary conditions UCO) 
-x/£ and U(l) such that the solution is U c e An elliptic 

(stable) difference approximation to such an equation can 

be central for £: ~ 2h but should be properly directed for 

small , c. (See Sec tion 5 below.) In ei ther case, the 

truncation error behaves like 

( h)P -x/t 
T(x,h,p) ~ __ e , 

)'t £: 
(4.2) 

where )' is a constant close to 2. (Actually, )' slightly 

depends on p; see (5.14). For Simplicity, we neglect this 

dependence.) For the error weighting function we choose 

G(x) ~ 1 , (4.3) 

which would be the choice (see (3.9» when one is interested 

in computing boundary first-order derivatives (correspond­

ing, e.g., to boundary pressure or drag, in some physical 

models). Then, assuming the optimization 

equation (3.l1a) yields 
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T -T 

and (3.11b) therefore becomes 

if P > POi if P - Po • 

From (4.2), (4.4) and (4.5) it follows that 

x - - for 
£ 

--" 

for xO~x < 1 , 

where 

x - t(log -I- - P - 1) • o AWO 0 

If Xo ~ 1 then (4.6) applies throughout, hence 

1 wOP wOe' y 1 
W • f - dx - - (log - - 1 - -) , o h yt AWO 2£ 

1 . AwOe 1 t 1 
E • J '[dx - -- - - exp(- .!.L W - -) 

o y£ £ wOe 2t 

(4.4) 

(4.5) 

(4.6) 

(4.7) 

(4.8) 

(4.9) 

(4.10) 

and the condition Xo ~ 1 itself becomes, by (4.8)-(4.9), 

1 wOe 
W>(PO+2t)-:y£' (4.11) 

Thus, if W satisfies (4.11), E converges like (4.10). 

That is, for large values of t, the total error E 

decreases exponentially as a function of the overa.!l work W. 

Notice that when £ is large no boundary-layer is 

formed, and the mesh is uniform. Note also that the optimal 

mesh-size h· yt/e is independent of the work W (or the 

exchange rate A). That is, when more work can be afforded, 

it should not be invested in refining the grid, but in 

increasing the approximation-order p. In the MLAT 

proces'ses describe'a above p will automatically increase 

by 2 (or by 1, if non-central approxim~t10ns arc used) 
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every multi-grid cycle, until the desired accuracy (or the 

work limit, or the prescribed exchange rate A) is reached. 

4.2. Boundar~'-Layer Resolution 

For small t, however, the mesh-size h" £: is 

impractical. Indeed, in the optimal discretization (4.6)­

(it.7), for small £ we' get small x
O

' and an "external 

region" xo ~ x < 1 is formed \o.'here the mesh-size grows 

exponentially. The small mesh-size 1s used only to resolve 

the boundary layer. In this siropl1fieu problem the solution 

away from the boundary layer (i.e., for x ~ c) is practi­

cally constant, &0 that indefinitely large h is suitable. 

Usually h will grow exponentially, as in (4.7), from 

h • yt/e to some definite value suitable for the external 

region (the optimal mesh-size of the reduced problem). In 

the transition region we have p. PO' i.e., the minimal 

order of differencing is used in the region where h 

changes. This may be useful in practical implementations. 

From (4.6)-(4.8) and (4.2)-(4.4) we get, for small £, 

1 WOP WOe y 2 2 
W • J - "" - [(log - - 1) + 2PO + PO] (4.12) o h 21' AWO 

1 

E • J 
o 

~ere exp(-l/E) and similar terms are neglected. 

(4.13) 

Using 

(4.12) we can e"'"Press A in terms of l~ and substitute 

that expression is (4.13). In reasonable calculations 

W» wO' and then the relation simplifies to 

E ~ [~oe IIt12 ex{ [;o~ lf12] . (4.14) 

Thus, essentially -
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For small valuos of c, the total error F. decreases 

exponentially as a fUllction of wl/2 , k'here this rate is 

independent of c and does not: deteriorate as t ~ O. In 

principle, th:.s rate is better than O(1IP), for any fixed p. 

Notice that here h does depend on W (or A), but 

only in some transitional layer. In the inner part of the 

boundary layer h" rt/e still holds, '''hile away from that 

layer h tends to the optim~l mesh-size of the reduced 

problem. (If the. reduced problem is itself regular, its 

optimal mesh-size will be determined by the "local scale" 

of that problem. This scale is independent of W, as it 

is for example in Section 4.1 above for the case of moderate 

t. That scale is too small to resolve only when the reduced 

problem is singular). What depends on the total compu~a­

tional work is the distance Xo from the wall at whicb 

the meshsize starts to grow exponentially. In fact, from 

(4.8) and (4.12) we see that 

x - t ~. W • [
2 ) 1/2 

o wOe 
(4.15) 

Defining the computational boundary layer as the region 

where h < hO for some hO independent of t, the width 

wCBL of the layer is, by (4.7), 

1 
wCBL ~ xo + (PO + l)t log; (4.16) 

Another, quite obvious but interesting observation can be 

made at this junction, based on (4.11) above. Even for 

s~ll t, if W is sufficiently large then the exponential 

relation (4.10) holds. Hence, in an as)~ptotic theory for 

W ~ co (corresponding to asymptotic thc(\ry for h ~ 0, 

which is so common in numeric~l analysis) the relations of 

this section, which undoubtedly dominate the numerical 
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process at reasonable vnlucs of W. would not be seen. 

What we should be interested in are values of W which are 

large but independent of t, and thcrefo're not large 

compared with negative powers of t. 

4.3. Fixed-Order and Constant-Order Discretizations 

The optimal approxi~ation-order P calculated above 

varies with the location x. This is not essential. 

Indeed. if p is fixed then (3.llb) is omitted. but (3.11a) 

and (4.2)-(4.3) still imply \. Aw(p)/(hp). and hence 

1 -
h. [

Aw)P+l x/(cp+c) 
y - ce • yp 

(4.17) 

Hence. for small c. 
-L 

1 (:nw)P+1 W .., w J dx. w(p + 1) ~ 
o b Y 

(4.18) 

(4.19) 

Thus, E E CW-P with C independent of £, so that the 

convergence order is p (analogous to error E· O(h
P

) 

when h is constant). Th2 variable mesh-size (4.li) keeps 

the convergence rate essentially unimpaired by the singular 

perturbation, even though convergence is consider~a of the 

first derivative up to the boundary. 

The constant approximation-order P need not of course 

be fixed in advance. It may be optimized just as well, 

using global tests as mentioned above. From (4.19) it 

follows that the minimal E for a given W is obtained 

when p satisfies 
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1 + pw'(p) • log yW 
w(p) (p + l)w(p) (4.20) 

1 
and for w· wOP th~ total error will be 

1/(2.+1) [l,+.l (llL)l/(Hl)] E - (yW) exp - • 
. e Wo (4.21) 

For 1· 1 this rate is alDost the same as (4.14). Thus, we 

do not lose much by using constant, optimized p. which, 

on the other hand. may be considerably si~pler to program. 

From (4.17)-(4.18) and (4.20) we see that the width of 

the computational boundary layer is now 

1 
weiL - t(p + 1) log £ (4.22) 

For small c this is (p+ l)/(pO + 1) times wider than 

the variable-order case (4.16). 

4.4. A Case of Skipping the Boundary-Layer 

To see the effect of choosin& different error-weightins 

functions. consider ala in problem (4.1), but with the choice 

G(x) = x • (4.23) 

This will be the choice in case one is interested in 

approximating U only, not its derivative, and to approxi­

mate it in the Ll ~ensc. By substituting (4.2) and (4.23) 

into (3.11), and solving for p, we would obtain 

x p - log B.. - 1 
AWO - -

< log -P- - 2 • 
AWO 

t 
(4.24) 

For bounded (independent of c) A and sufficiently small 

t. this p is smaller than PO' Hence p. PO should 

repl.ace (3.11b) and substituting (4.2) into (3.11a) we 

actually get 
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Thus, for bounded " and sufficiently sma~l c, h » c 

everY""here, so that the boundary-layer is not resolved by 

the grid. 

In fact, since h» e, all interior grid points lie in 

• region where the rate of convergence would normally be 

determined by the reduced equation (see Section 4.5). In 

our simple example (4.1), the reduced equation has the 

trivial solution U = 0, and accordin&ly E ~ 0 a. c ~ 0, 

for any fixed W (or A). This can be verified from (3.8), 

(4.2) and (4.25). 

In case one 1s interested in .pproxi~ting U in the 

Lsense, a precise choice of the error-weighting func;tion -i. 
C(x) - 1 _ e-x/e (4.26) 

With this function, solving (3.11) for p we would get 

1 
yel - e-x/c) _ x 

p(x)· og 1 - -
"· ... ·0 e 

max p(x) • p(e loS 2) R log ~ - 1 , 
'AWO 

(4.27) 

and hence, for A reasonably small, p(e log 2) > PO' 

The ref ore, around x -= clog 2, ",'e again have h·.I. £ • e 
. Beyond this point (for x > e log 2) the discretization 

pattern is essentially the sace as in Section 4.2 above 

(since G(x) is essentially the same). Before this point 

(x ~ e log 2) we have hex) > x, so that in practice we 

do not have there more trid points. Thus, the grid through­

out is essentially as in Section 4.2. Similarly, for 
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constant p the mesh-size distribution will be as in 

Section 4.3. The accuracy-work relation, too. is essentially 

U before. 

4.5. RcmarJ;.s on }!ore General Problems 

For (:'~:Ieral problems it is of course impossible to find 

.priori the relation between work. and accuracy t~ at would 

result from multi-level adaptive solution processes. In 

fact. in most non-trivial cases, an optimnl (or nearly 

optimal) choice of discretization parameters (h(x), p, 

etc.) is not knO'JTl in advance, since it depends on the 

particular solution. This is exactly why adaptive tech­

niques are needed. Nevertheless, in this section we will 

try to indicate that the simple relations described in 

Section 4.2-4.4 are typical to manY, perhaps most, sin&ular­

perturbation problems, even in complicated. high-dimensional 

problems. 

Consider first a more general one-dimensio.'lal, constant-

coefficient equation of the form 

m-~.(m) m-n-l (m-l) 
t u + am-I C -U + ••. + 

+ a U(n-l) + ... + U(O) - 0 
n-l • 

normalized so that 

a U(n) 
n 

(4.28) 

U(x) ~ e-x/ c (4.29) 

is a solution. And assume the boundary concitions are such 

that (4.29) is actually the solution. The truncatien error 

is then approximately (see (5.14» 

, )P -x/c 
T(x.h.p) • lY~ ..;;.,e_n-

[ 
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""here 'Y is again a constant (slightly different than 

in (~.2), but still y ~ 2 for larger p. We again 

neglect the chanzes in y). 

If we are inte~csted in computing U(j)(x) near x ~ 0, 

the error-weighting function for small x should behave 

like 

G(x) - j-m+n m-l-j 
~ £ X • (4.31) 

For the adaptive process, the multiplicative constant in G 

is immaterial. For our convergence ~sti~ates, however, the 

correct order of £ should be used. The behavior (4.31) 

results from the observation that if e:m-"v(m)(x) = 0 (x) 
~ 

in (0,1) and V(O) = Vel) = 0, then, for 0 < x < .; « 1, 

u(j)(x) = O(e:-m+n~m-l-j). An additional e: j factor appears 

in (4.31) since we are interested in measuring relative 
( ") C)" . 

errors in u J (x), and by (~. 29) , u J (x) = O(e: -J) for 

x ~ O(e:). 

For j = m - 1, GT is the same as in the special case 

discussed in Sections 4.2 and 4.3 above. Therefore exactly 

the same discretization parameters and the same accuracy­

work relations will follow. For smaller j, the accuracy­

work relation cannot get worse; it may even improve, 

depending on the norm used (cf. Section 4.4). 

In more general singular-perturbation problems, the solu-
-

tion U(x) can be written as a ~um of a function D(x) 

which tends uniformly to the solution Uo of the reduced 

problem, and bou~dary-layer terms, each of which behaves 

like (4.29) above for sc~e suitable e:. (See O'}~lley 

(197~).) Consider the case of a fixed order p, as in 

Section ~.3 above. Let hO(x) be the mesh-size distribu­

tion optimal (at some given A) for the reduced problem, 

and h.(x) the optimal distribution in case the solution 
1. 
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contain only the i-th boundary term (i· 1,2, .•• ,0). Let 

Ei and Wi denote the corresponding total error and overall 

\.,'ork (i = 0,1,2, ..• ,0). For any given solution (containing 

all terms) choose 

hex) = min 
O<i<o 

h. (x) 
:l 

(4.32) 

The.n clearly E ~ L Ei and W ~ r Wi' In an optimal choice 

of h, E will be even smaller (for the same value of ~J; or 

vice versa). Hence, essentially, 

The convergence rate behaves either like one of those 

described above for the boundary terms (Section 4.3), or like 

the convergence rate of the reduced problem, k'hichever is 

slower. 

'l'he situation is a little more complicated for variable 

p, bllt we saw before that we don't) oose much by using a 

constant p. !-loreovcr, the opt:il!lal p (4.20) does not 

depend on t and can therefore serve uniformly for all the 

boundary-layer terms. 

Similar convergence ~~Les should be expected in higher­

dimensional problmns, too. To see this, examine the 

behavior near some portion of the boundary. Assuming our 

computationc use boundary coordinates (see Remark below), 

we can regard the boundary as 

transformation in all but the 

x = O. Using Fourier 
1 

Xl coordinate, the solution 

u can again be ~~itten, in many cases, as a sum of u 

(tending asymptotically to the reduced solution UO) and 

boundary-layer terms behaving like (4.29). Assuming also 

that the only significant adaptation of mesh-size is needed 

in the X direction (i.e., perpendicular to the boundary), 

we may repeat the above argument, using (4.32), and arrive 

at the same conclusion. 
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Remark ilb~ut ooundilry coordin.'ltes: "Boundary Coordinates" 

is a coordinate systC'm in \,-hlch the boun~.1ry is contained t 

at leas~ J.ocally, in a coordinate hyperplane (e.g., 

{xl c OJ). IL Section 3.5 above it is explained how to 

construct and use such a coordinate system in multi-grid 

proccsses. For the finite-difference equations it is 

important to use a grid along such boundary coordinates. 

Otherwise it is impossible to simultaneously use small mesh­

sizes in the direction perpendicular to the boundary and 

large ones in the other direction(s), as required for 

obtaining efficiencies similar to the one-dimensional ones. 

Thin transition layers not on the boundary, such as tur~­

ing points in ordinary differential equations or contact­

discontinuities and shocks in highcr dimensions, are li"ely 

to be treated by multi-level adaptive techniques as 

efficiently as the boundary-layer cases analyzed above, 

since the procedures did not assume any apriori knowledge 

concerning the 1 oca tion of the layer. The laj'er is d is­

covered. and if necessary resolved, by the numerical process. 

using general and automatic criteria. The only difficulty 

is, in higher dimensional problems, to get a coordinate 

system in which the inter~lc;l layer is a coordinate byper­

plane. To a suitable apP4'oximation, however, this can be 

done, using the procedure descri.bed in Figure 4 above. 

Not all singular-perturbat.icn problems can efficiently be 

solved by the above techniques, '.Jf course. For example: 

problems with highly oscillatory soluticns, such as the 

Helmholtz equation 

2 
t flu + u = 0 . (4.33) 

In usual norms, this problem is not uniformly well-posed. 
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That is, the change in the solution caused by a certain 

change in the data is not uniformly bounded: it t:lay increase 

indefinitely as £ 4 O. Such problems should be reformulated, 

using other variables and norms, so as to make them unifonuy 

well-posed. (See Section 5 in Brandt (1978b).) 

5. UNIFO~~Y ~~LL-POSED HIGH-ORDER DIFFERENCE EQUATIONS 

An extended version of this section appears as Section 5 

1n Brandt (1978b). It discusses the concepts of well­

posedness and uniform well-posedness, ellipticity and uniform 

ellipticity, and their significance for singular-perturbation 

problems in general, and for their multi-level solutions in 

particular. Closely related are the extensive theoretical 

investigations of Frank (1978 and references therein). 

Related pre1i~inaD' observations were ~de in Brandt (1976). 

Here we summarize some of the more practical aspects. 

5.1. General Remarks 

In approximating potentially singular-perturbation equa­

tions it is essential to ensure that the discrete problem 

is uniformly well-posed (uniformly stable) not only with 

respect to the mesh-size (h), but also with respect to 

the singular-perturbation size (c). That is, in suitable 

norms, a small change in data should cause a small change 

in the solution, uniformly in both h and c. For this 

to be possible, the original differential problem should be 

unifo·rmly stable (in c). This, hO\\'ever, is not sufficient. 

Innocent-looking difference approximations Lh may easily 

be uniformly stable in h (i.e., for any fixed c), but 

not jointly in hand c. In such ·cases satisfactory 

approximations ,,:ill still be obtained by ~Ilffic.iently smell 
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h, but that h will have to be small com;ured wi tll c (or 

some power of c). and hence too sm.111 to be Pl- actic.1l. In 

particular such mesh-sizes are unacceptable (even for 

moderate c) ~or the coarse grids of a multi-level sturcturc. 

~herc are no general procedures to construct uniformly 

stable difference C!pproximation; nor even general procedures 

to check uniform stability of given difference schemes. 

This is in fact already true for the differential equations. 

But there are some important classes of uniformly stable 

operators and some practical '\o,Tays of constructions. 

For various boundary-value problems to be well posed it 

is required that the partial-differential operator (2.1a) 

is elliptic, i.e., that the homogeneous systc~ of equations 

has no non-constant periodic solution. This, together ~ith 

appropriate b,:,uncary conditions, ensures ",·ell-pozedncss-. 

Similarly, the difference operator (2.2) can be defined as 

elliptic if there is no periodic Uh such that LhUh = o. 
For scalar operators (q ~ 1) such a definition was 

introduced by Thom~e (1964), and various results related to 

the stability of such operators were proved by him and by 

Thomee and l~estergren (1968). Nany more results were 

published in conjunction with finite-elC::lcnt formulatioIls, 

which yield scalar or vectorial elliptic difference operators. 

(See Ciartet (1978) .). Host of these results, hO'\o,Tever, 

hold only for sufficiently small mesh-sizes, and are there­

fore not directly applicable in the present context (,,'here 

"sufficient-small" means smaller than E). Slightly different 

notions of ellipticity are needed. The most useful for 

applications is, perhaps, the follmdng. 

R-Ellipticity. Assume the q x q difference operator 

Lh in (2.2) has constant coefficients, and let 
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where :I s the mesh-size in the x. 

coordinate. Denote 

Xl 
e·= (Ol, ... ,ed), e'x/h = 01 ~ + 

1 

I e I = max ( I 011 .... , led I) . 
Then, for any constant q-vector V 

Lhei6 ' x/hv = B(8,h)e ie 'x/hv 

... + 

J 

(5.1) 

(5.2) 

(5.3) 

where A is a q x q 

in the matrix Lh each 

function exp(iS.). B 

matrix, easily obtained by replacing 

h.-translation with the complex 
J . h 

is called the matrix-symbol of L. 
J 

The difference operator Lh is called R-el1iptic if 

~ VTB(e,h)V > 0 for all 0 < lei ~ n and all (5.4) 

real q-vectors V * 0 

An operator Lh with variable coefficients is called R­

elliptic if the frozen-coefficients operator at every point 

is R-elliptic. A nonlinear difference operator i~ called 

R-el1iptic if the corresponding linearized operator is R­

elliptic (,,'hich may depend on the solution around which the 

linearization is taken). 

This is not a complete definition of ellipticity. For 

example, if Lh 
1 

ar.d Lh 
2 

are R-elliptic, then L~~ is 

not necessarily also R-elliptic. But the definition gives, 

on one hand, a concept much more general than the special 

case of positive-type operators (which trivially satisfy 

(5.4»; in fact, a definition general enough for almost all 

scalar equations. On the other hand, the definition has some 

nice properties. One property is that it restricts the 

location of the operator, while Thomee's definition allows 

any translation to be added to the operator (which of course 
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, '.,l.\~ , .... COlnnot be permitted in discussing finite mesh-sizes, because 

for example, it allows the t ... ·o difference equations at t\,·o 

neishborins points to coincide, i.e., to be just one equa­

tion). This l'estric tion is essential in d:':'scussing rcla..,a­

tion schemes, where Ol relation is required between each 

difference equation and the point at "'hich it is rela.~ed. 

Another nice property is that the sum of R-elliptic operators 

is clearly also R-clliptic. One can therefore construct 

R-elliptic operators one term at a tillle. 

We can use this property for singular-perturbation 

operatoLs. If both the perturbed and the reduced equation 

are elliptic, the .. -equired unifor.n stability is obtained by 

constructing a difference approximation which is unifor~y 

elliptic. A simple way to achieve this is to construct R­

ellip:ic approx~ations to the various terms in the equation, 

so that R-elliptic approximation is obtained, in particular, 

for the reduced equation. 

5.2. Examples 

R-elliptic approximations, of arbitrary order, will be 

constructed in this section for the basic one-dimensional 

operators. Since this construction do not use any relation 

between terms, these approximations can be used as building 

blocks for approximating many ordinary and partial differen­

tial operators. The approximations are constructed on 

uniform grids only. As shown in Section 3, this is all we 

need in a multi-grid enviro~~ent. 
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i 
i Using the operator notation 

h h 
eu(x) .. u(x+2') - u(x-2'). Vu(x) .. u(x) - u(x - h). 

6u(x) • u(x+hi 

l!U(X) .1 [u(x+ h ) 
2 2 

Du _ du 
dx ' 

- u(x), 

h + u(x -2')]' (5.5) 

and the calculus of such operators (see, e.g., Dahlquist 

and Bjork (1974) p. 311) one can derive the expansions 
... 

8
q

(_C 2)q hD • ~C l 
qeO 

(5.6) 

(hD)2 e 
... a 

02 L 9 (_c 2)q 
qeO q + 1 (5.7) 

where 

8 
g-l (a ) l/q 1 a

O 
e 1, a .. and hence .... -q 4+1 q 4 . (5.8) 

S 

From this ~e find the following expressions for the 2s-order 

central approximations to the first and the second deriva­

tives, and for the corresponding local truncation errors: 

1 s-l 
a (_62)S u(x) u' (x) e - ~c L h 

q=O q 

+ (-l)"sa . h2s 
5 

u (25+1) (~1) , 

1 s-1 a 
-;-u"(>:) (_15 2) L q (_cS 2)q u(x) 

co h2 q=O q + 1 

_(_l)s as h2s u(2S+2)(~2) , 
s + 1 

Where '1 and '2 are some intermediate points. 
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Le~ us now check these difference approximations for 

R-cllipticity. 

sponding to ~6 

It is easy to see that the symbols corre­

and to _6 2 arc, respectively, isin6 and 

2(1 - cose). The latter is positive for all 0 < lei ~ n. 

Hence all the above approximations to _utI (note the sign!) 

arc R-clliptic. On the other hand any central approximation 

to either u' or -u' has purely imaginary symbol, and 

is therefore never R-elliptic. 

In various elliptic equations, _utI is added to au', 

where a may have any sign. We therefore need to construct 

R-elliptic ~pproximations to both u' and -uta This is 

done by a~ding to (5.9) an R-elliptic term of order high 

enough: To obtain an approximation O(h
2s

- l ), add any 

positive multiple of the term ~ (_02)S; to retain the 

O(h2s) order, add any positive multiple of 1 V(_o2)s or 
h 

- -hI A(_.r2) s. T' R 1li' . h b 1 ~ v nese terms are -e pt~c s~nce t e sym 0 

of V and -6 are 1 - e-ie and 1 + e ie , respectively, 

so that their real part is positive for 0 < lei ~ n. The 

values of the positive multiples can be chosen so that the 

O(h t
) approximation uses exactly t + 1 points 

(1 E 2s - 1,s). This gives the following R-elliptic 

approximaticns and truncation errors: 

{ 
1 s-l 2 q 3s_l 2 s} 

± u'(x) = ± h ~c I a (-0) + ~ (-0) u(x) 
q=O q 
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-u' (X) • {
I s-1 2 a 1 2} 

- - ~6 r a (-6 )q - -!:- A(-6 )5 u(x) 
h 0 q 2h . q-

(5.13) 

5 5-1 
{

a } 
- (-1) ~+as 

Observe that these operators are completely one-sided 

(so called "upvdnd") only for the O(h) and 0(h2) 

approximations. One can describe the above formulae as the 

non-central operators closest to the central among all 

operators ~hich use the minimal number of points. The one­

sided operators using the same number of points are not R­

elliptic (for orders higher than 2). 

The error term. For theoretical purposes (as in Section 

4.1 above) it is more convenient to express the magnitude of 

the error terms in (5.10) and (5.13) in the forms 

[:~r u (20+2) «2) and l:!t u (20+1) "5) • (5.14) 

respectively, and similarly for (5.11) and (5.12). It is 
'Z 1 clear from (5.8) that both r ~ 2 and r ~ 2 as s s s. 

grows. Infact,asshown in Table 2, each r~ does not 

change much with s, and for theoretical ~onvenience we 

treat them as constants. 

TABLE 2 

s 1 2 3 4 5 

-1 6 30 140 630 2772 a s 

1 
'Vs 

1.22 1.71 1.86 1.93 1.97 

2 
'Vs 

3.46 3.08 2.S7 2.73 2.64 
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II. High-order approximations near boundaries may pose a 

problem, since the above difference operators may need func­

tion values at points which are not on the grid. One way 

out is to impose this technical restriction on the adaptive 

process (Section 3.6) \o1hich \01111, as a result, choose to 

further refine toward the boundary. The refinement will be 

geometric, so that without using too many points (their 

number is proportional to the high approximation order 

desired in the interior), the mesh-size ncar the boundary 

,,-ill be small enough to allow low-order approximation. In 

this respect the boundary behaves like a singular curve. 

In~identally, for certain error norms (correspondingly: for 

certa:n functions G), lower order can be used (correspond­

insly: "~ll be affected by the adaptive process) near the 

bounda~y without spoiling the global order of approximation. 

(Cf. Bramble and Hubbard (1962).) 

6. RELAXATIONS lITTH UNIFORM SHOOTHINC RATES 

A full version of this section appears as Section 6 in 

Brandt (1978b). Here we summarize the main points through 

simple examples. 

The role of relaxation sweeps in multi-grid algorithms 

is to smooth the error (Section 2.1). The efficiency of 

relaxation is therefore measured by its "smoothing factor" 

1J and the corresponding "smoothing rate" V" Ilog ~l-l. 
The smoothing factor is defined in terms of the local mode 

analysis. Namely, if ~(e) is the convergence factor per 

relaxation sweep of the e Fourier-component (see for 

example (2.7)) then, 

(6.1) 
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The r~nge ~ ~ lei ~ 'IT, which is somewh~t :1rbitrary (see 

Section A.3 in Brandt (1977a». is chosen because these are 

the component~ which are too high to be seen on the coarser 

(2h) grid, so they cannot norm~lly be reduced by the 

coarse-grid corrections. !his definition seems to assume 

an infinite domain (~hcre the Fourier expansion is made), 

but the behavior of such high-frequencies is practically 

independent of the domain. Thus, the smoothing rate \I is, 

roughly, the number of relaxation sweeps required to reduce 

all high-frequency components by the factor lIe. lJ and v 

can be calculated for any relaxation scheme by the }ruCTAPE 

(1978a) routine S:-lORATE. A table of represenutive values 

is given in Brandt (1977a). pp. 351-352. 

For unifo~ly elliptic operators all (reasonabl~) relaxa­

tion schemes have bounded smoothing rates. (See tte general 

theorems in Section 3.1 of Brandt (1976).) For singular­

perturbation problems, however, many relaxation schemes 'Will 

have v 'Which gro'Ws indefinitely as the size of the 

perturbation decreases (c ~ 0). That is, the convergence 

rates of some coruponents D 'Will not be bounded uniformly 

in c. One may sometimes still get a nice multi-grid 

process if those bad compoucnts have only a small contribu­

tion to the error norms (see Poling (1978»), but it is 

better and safer to use other relaxation scheoes, ~~th 

smoothing rates vhich a=e bounded unifornUY in E. 

Two kinds of degeneracies viII usually occur in relaxing 

Singular-perturbation problems. One kind occurs in the 

boundary layer, in dilncnslon d~. 2, "'Then a highly stretched 

grid (as in Figure 3E) is used. To ~ee the problem. 

consider the usual, point'Wise Gauss-Seidel relaxation for 

the 5-1'0illt Laplace operator on a grid with aspect-ratio 
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Q • h/h2 «1. Examininr, th~ component 0" (0 I~) for 
- -2 cxnmple, it is easy to sec th~t v > .5a • Since Q may 

be comparable to t. this smoothing rate rn~y be extr~mely 

~low. The same slow rate viII occur for ~ny point-wise 

rcl~'ation. If, in addition LO the Laplace operator, the 

differcntjal equation has also lower-order terms (as it does, 

of course, in singular-perturbation problems), the trcH.ble 

lItill occurs, since on the finest grid the higher-order term 

(the perturb~tion) is dominant. 

This k~nd of trouble can al~ays be avoided by using 

Gauss-Seidel lin~ rela."Cation. This mea.ns a relaxation 1n 

which we scan Gh (d. Section 2.1) not point by point, but 

11ne by line. At each line, all the values uhexh) 

assocl.ated \dth that line are simultaneously replaced by new 

values which are computed so that they simul taneously satisfy 

all the differ-:nce equations associated "'ith that line. In 

the above example the lines should be horizontal lines 

(x2 - const.), and the resulting smoothing rate ~ill 

uniforoly be ~ - 2/10g 5. no matter how small Q is. The 

same; smocthing rate \.:i11 be obtained generally in the 

boundary layer, proyided line relaxation is employed "'i th 

lines perpendicular t~ the boundary. 

Another t)~e of degeneracy occurs on the coarser grids, 

where the reduced part of the equation dominates the smooth­

ing process. The rcla-.:ation there should be one \o,'hich is 

suitable for the reduced equation. Still more difficult ~ay 

be the case of intermediate grids, ~here both the reduced 

and the perturbation parts interact "'ith the ~moothing 

process. Consider for c~.:!.'Dple the ordinary differential 

operator 
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I So 2 
1 U - d u + du . :: £2 a dx • 

dx 
(6.2) 

and its lowest-order 8) stable 4pproxtcatio; s (see Section 

. 5.2) 

LhVh 
E -1' {Vh(x - h) - (2+ n)Vh(x) + (1+ n)Vh(x+h)} (6.3a) 

h 

for a! 0 • 

L~h = £2' {(l- n)Vh(x- h) - (2 - n)Uh(x) + Uh(x+b)} (6.3b) 
b 

for a ~ 0 

""here n· ah/e may be moderate or large,. Demote by ~+ (n) 

and ~ (n), respectively, the smoothing factors for the 

fOI'\.'a~d and back ...... ard Gauss-Seidel relaxation of (6.:n. 
Forward and back~ard rcfer to the marching direction, i.~., 

to the order in ""hich the points x are relaxed. A 

straightforward calculation gives. for T) ~ 0, 

~+(n) • ~ (-n) c I 1 + n , (6.4) 12 + n + i, 

~ (n) • ~ (-n) a: I 1 I (6 5) - + 2 + TJ + i (l + n) • • 

Observe that ~+(n) + 1 as n ~~. ~lich means that the 

fONard rel.n:ation is not uniformly smoothing for a > 0, 

and should not be used. No "relaxation parameter" will 

help here. On the other hand in this case (8 > 0) we have 

;';_(n) < 5-112 , ~ b 1 d 1 i h d ~ so tile ac~~ar re axat on as a very soo 

uniform smoothint rate. The back~ard dircction corresponds 

to the direction of convection, or the dOh'n !'tream direction. 

1n physical problems modelled by (6.2). Generally, 

physical in~ight is an invaluable source for devising 

successful relaxation schemes. 
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For a < 0 the si tua t ion is rc\·crsed: Backw03rd rcla..'t3-

tiol) is useless at small £, but the fCln .. ard rela."Cation 

has cxcc.llcr . .: (very sm.::lll) smoothing rates. Slightly more 

difficult is t'1e case \< .. hcre a = a(x) changes sign in the 

do:nain. In that case each relaxation direction will have 

slow smooth;ng at som~ part of the domain. The good scheme 

then is symmetric relaxation, i.e., sw.~eping fon .. ard and 

then back1..'ard. The sr.loothing factor (per single sweep) of 

this is 

~ (r;) = 1 + !) 
1/2 

(6.6) 
5 

Hence v < 2/log 3, uniforml .... boundec for all values of s - J 

n, positive or negative. Observe that, in fact, the 

l~rger is In! the better is the SDoothing rate. 

The same holds for singular-perturbation equations in 

higher dimensions: Very good smoothing rates are obtained 

by a proper choice of the relaxation marching direction. 

In some situations all marching directions should be employed 

successively if a uniform smoothing is to be achieved. 

This may require more sweeps per multi-grid cycle, which 

one would like to avoid. We can, in fact, construct relaxa­

tion schemes which have b::;Junded sITOothing rates elren .·:hen 

marching against the local convection direction. Thes£ 

schemes necessarily belong to the following class. 

Distributed Relaxation. In classical relaxation we 

relate the unkno\-.7! at a grill point to the difference equation 

at that Sa2C point. That is to say, we change that unknown 

to satisfy the corresponding equation; or, as in li~e 

relaxation, ~e chanbe simultancClusly a set of unkno~-ns to 

satisfy the corresponc!ing set of equations. This "marriage" 
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between the unkno ... ·ll and the equation at the same point is 

not a1'l.:ays natural. In many cases, especially in solving 

a system of differential equations (q >1), the natural 

thins is to chan~c several unknowns in ord:r to satisfy just 

one difference equation. Such a scheme is called distributed 

relaxation. (See Lecture 7 in Br3ndt (1978a).) A special 

case of such a rela."{ation \las suggested by Kaczman (1937) 

and analyzed by Tanabe (1971)9). Various cases of distrib­

uted relaxation for singular-perturbation problems are 

analyzed by Dinar (1978). 

Let us sho ... how distributed-relaxation yields uniformly 

bounded smoothing rat~s even when the marching direction 

is upstream, i.e., against thp. direction of convection. 

Take again the operator (6.3a) and assume forward relaxation. 

Inste~d of changing cnly 

satisfy Lhuh(x) : y(x), 
h h 

u (x + h): Change u (x) 

uh(x + h) by ~dding to it 

h the approximation u ();) 

change nov both uh(x) 

t, 

and 

by adding to ft 0, and 

-vo, \lhere is a fixed 

coefficient (see below) and 0 is calculated so that the 
h h equation L u (x) ; F(x) is satisfied after these changes. 

This marching process is stable for w < (1 + n)!2. The 

larger w the better is the smoothing rate. By taking w 

not far from the critical value (1 + n)/2, we can get 

smoothing rates v \ll:ich are less than 1 for all fl, and 

v = o(n-l ) for large n. 
w is called the distribution coefficient, and should not 

be confused with the fCiIlliliar IIre la.xation parameter n
• ThE.: 

above scheme is ~al1ed Distributed Gauss-Seidel (DGS) 

rel~~ation, because, as in the Gauss-Seidel scheme, each 

difference equation in fts turn is fully satisf:ied by the 
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'1. 
':jJ . changes. For all problems examined, ~~cluding incompressible 

Navier-Stokes equations, DGS 'Was found to be the best 

smoother. 

One final remo!lrk: The difference opera Lor must be 

uniformly stable (see Section 5), otherwise no relaxation 

scheme can have uniformly bounded smoothing rates. For 

example, if the central difference approximation is used 

instead of (6.3a), even back~ard relaxation would have 

~_(n) = 12 + !(~ :/~/2) I ~ I as n ~ ~ • 

FOOTNOTES 

l)An exception is the case ~hen the coarse-grid difference 

operator LH does not fully use the smoothness of the solu­

tion. In that case, if I~ in (2.4) is of sufficiently 

hign order, then Vh ""ill be smooth enough to be approxi­

mated by some VH. This situation is related, however, to 

the use of an inappropriate approximation order, and will 

therefore not arise in a fully adaptive procedure. 

2)Provided the t~o appearing in (2.9) are 

identically the same. A common programming error is that 

they differ at some special points. 

3)It is not necessary to compute the residual norm, since 

this particular algorithm is "fixed", its flolo' does not 

depend on the internal m~asures, and the number of sweeps 

made at each stage is prescribed in advance. For more 

complicated equations an "accommodative" algorithm, 'With 

internal switching criteria (e.g., the algorithm in Figure 1 

above), may be desired. But, for more complico(ed equations, 

relaxation is nlore expensive, so that the extra "'ork in 

computing II rH II is rela.tively small. 
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4)t-cxtrolpolat.ion is produced ;:'y the samc FASFNG prCl~r~ 
of lmCTArE (1978) throu~h simplc chanz~s. Sho\"~l there by 

Comment cards. 

5)Altcrnati.elY~ a~tra smoothness on the scale of the 

finest grid Gh can be used to produce a solution with 

errors smaller than the truncation errors in verg little 

~~rk. Indeed, if the difference equations do not exploit 

all the smoothness in the solution, an approximation to the 

level of the Gh truncation errors is obtained (with 

~-extrapolation) already on one of the coarser grids. All 

is needed then is to interpolate from that srid to G
h

, 

~ith high enough order of interpolation. 

6)For.example, in the ~pproach taken by Hackbusch (1978), 

the solution of a coupled pair of elliptic equations 

requires ~~ork equivalent to toc many (at least 28/3. 

instead of just 2) solutions of a single equation. 

7)An abnormal run can usually be detected by examining 

the condensed output (output similar to the first three 

columns in Table l}. See Debugging Techniques, Lecture 18 

in Brandt (1978a). 

8)It is enough to study relaxation schemes for the lowest , 
order operator, because (i) one can compute higher-order 

approxi~?tions via the lower-order ones (see Section 3.4). 

(ii) For any relaxation scheme, the smoothing-rate depen­

dence on the approximation-order is not very significant. 

9)Refercnces due to Blair S~artz and Gene Golub. 

lO)Fh in the definition of rh should later be under­
h h 

stood as the current ri£ht-hand side f c Fh/ 2 (see Fig. 

1) • 
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