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ABSTRACT'

MANLEY, MARK B. Experimental Study of Airfoil Trailing -Edge Noise:

Instrumentation, Methodology and Initial Results. (Under the direc-

tion of DR. THOMAS H. HODGSON.)

The mechanism of aerodynamic noise generation at the trailing

edge of an airfoil is investigated. Instrumentation was designed,

tested and built and digital signal analysis techniques applied to

gain insight into the rel4^ ,Ionship between the dynamic pressure

close to the trailing edge and the sound in the acoustic far-field.

Attempts are made to verify some trailing -edge noise generation

characteristics as theoretically predicted by several contemporary

acousticians.

A NACA 0012 airfoil of 2.0 foot chord and 1.5 foot span Teas

mounted in the laminar flow of the potential core of an open jet.

The test was conducted in an anechoic environment thereby providing a

quiet-flow test capability. Two-dimensional boundary layer flow was

established over the two surfaces of the airfoil. Means were used to

"trip" each boundary layer into turbulence and thereby maintain

trailing edge flow condition; such as are found on full-scale aircraft

wings.

Considerations are discussed which had bearing on the design of

a miniature semiconductor strain-gauge pressure transducer and

associated electrunic amplifier circuitry. Several of the transducers

were tested and then mounted in the "upper" and "lower" surfaces of

the airfoil in the vicinity of the trailing edge. Signals from these

near-field transducers and other far-field condenser microphones were

analyzed using digital signal processing techniques. The origins of
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the computer analysis functions are briefly discussed and some errors

encountered in their use are covered. Instrumentation of the overall

v	 experiment is described and the results and conclusions stemming

i.-	 from the computer analysis are presented.

It is found that the noise detected in the far-field is comprised

of the sum of many uncorrelateo emissions radiating from the vicinity
J.

of the trailing edge. These emissions appear to be the result

u	 acoustic energy radiation which has been converted by the trailing-

edge noise mechanism from the dynamic fluid energy of independent

streamwise "strips" of the turbulent boundary layer floe. It is also

found that the far-field sound power level scales on the freestream

velocity "u" raised to a power of 5.3; i.e., p 1 oc u5.3 . This is in

5.0
good agreement with the theoretically predicted u.
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1. INTRODUCTION

The understanding of the aerodynamic noise generation phenomena

has been a long sought goal of acousticians. Up until the last few

years, however, most engineering attention and research has been

focused on the most obvious source of aircraft noise, namely the

engine. Recently, airframe component noise due to struts, flaps,

wheel cavities, etc, has been studied because of its possible impor-

tance on the aircraft landing configuration.

Theoretical studies by many acousticians including Lighthill

[30, 311, Curle [15], Powell [33], Ffowcs Williams and Hall [20],

Crghton [14], and most recently Howe [27) have indicated that purely

aerodynamically induced noise may be generated by the interaction of

turbulent airflows with rigid planar surfaces. That is to say that

the surfaces themselves need not vibrate for the noise to be radiated.

In particular, enhancement of the noise is predicted to occur at the

trailing edges of the planar surfaces as turbulent boundary layers

develop as a result of forward flight. (See Howe's review paper [271.)

For the case of turbulent flow over an infinitely large rigid

flat plate, theory predicts that the pressure (force) fluctuations

Î 	 1

1

fa

j

of the turbulent boundary layer flow generate dipole noise sources.

The sound power level or p 2 level of dipole sources generally

depends on the sixth power of a_ characteristic flow velocity "u,"

typically the freestream flow velocity uCO ; i.e., p 2 = ku6 , where k is

a constant. However, because these dipole sources are reflected in

the rigid surface of the plate, they give rise to quadrupole noise

emissions as sensed in the acoustic far field. Typically, quadrupole

2noise scales on the eighth power of the velocity; i.e., p = 	 gku.
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For the case of a semi-infinite rigid flat plate, the theories

of both Ffowcs-Williams and Hall [201 and Howe [271 predict that the

large extent of the plate can possibly cause enhancement of the sound

field due to scattering at the edge. This enhancement of the

quadrupole noise has been theorized to scale on the fifth power of

the velocity; i.e., p 2 = ku 5 . This makes the efficiency of the

trailing-edge noise phenomena lie between that of the highly efficient

monopole (p 2 = ku 4 ) and the aforementioned dipole (p 2 = ku 6 ). Thus,

the extensive rigid planar wing surfaces of aircraft such as a Boeing

747 jumbo jet may actually become the dominant contributors to the

overall radiated noise sensed on the ground as the large aircraft

approach airport runways at low altitudes with the engines throttled

back.

This purely aerodynamic nonpropulsive related noise source has

been recognized as a possible lower bound or "barrier" in preventing

the noise floor of future aircraft from being reduced. H. G. Morgan,

Division Chief of the NASA Langley Acoustics and Noise Reduction

Division has stated:

We have made enough progress in quieting jet engines
that we are nearing a point where the airflow over the
.airframe becomes what is actually heard on the ground.

We cannot quiet engines more than another 5-8 dB
before we run into the new noise floor. [131

Figure 1.1 illustrates that as engines for a given aircraft

size are becoming quieter, increasingly larger aircraft and cor-

respondingly larger planar surfaces areas are radiating ever increas-

ing amounts of aerodynamic noise.

As part of its Federal Aviation Regulations, in 1974 the Federal

Aviation Administration issued a noise standard for aircraft, FAR-36,
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Present
	

Time & Size

Figure 1.1

	

	 Past and future trends showing (a) decreasing
engine noise for a given size aircraft due to
better technology and (b) increasing aerodynamic
noise due to increasing surface area

which states in part that it ". . . does not agree with those that

believe the use of specific noise abatement/flight procedures . . .

would, by itself, provide the necessary noise control and abatement"

[18]. It is the opinion of the FAA that noise control must be under-

taken at the source of the noise generation.

This has led experimentalists to attempt verification of the

different facets of the proposed acoustic theories. Experimental

work had been accomplished by many parties including'Siddon [37],

Fink [21], Healy [26], Putnam et al. [34], Hahn [22], Yu and Tam [40],

and others (see Hardin's review paper [241). The most promising

theory at present appears to be Howe's "Unified Theory of Trailing

Edge Noise" [27] which is a variation of Lighthill's treatise on the



Lr

r subject in 1952 [30] with sweeping modifications to suit recent
A

	

`	 findings and theories.
1

i	
However, only lately has extensive experimental work of labora-

tory quality involving the latest signal processing techniques been

	

j,.	 possible.: These can be used to accurately confirm the legitimacy of

	

i ,-•	 Howe's or other proposed theories. It is to this end that an experi-

mental study was initiated under Contract No. NSG 1377 for testing
i
r ^^

to be performed at the quiet flow facility located at the NASA

!	 Langley Acoustics and Noise Reduction Laboratory, Langley, Virginia.

	

iL	 It is the purpose of this thesis to discuss the preparations for and

initial findings of the first stage of testing, known as Series I
I'

4i
tests.

I	 A NACA 0012 airfoil was used for the tests over which turbulent

boundary layers could independently develop on both surfaces.

	

k	 Boundary layer characteristics and flow speeds were achieved which

	

!,..	 approximated those actually encountered on the surface of full-sizei

aircraft wings. Thus, the primary differences between model and
i

actual wing are those of geometric scale, i.e., dimensions of chord

length and trailing-edge span.

	

,.	 The considerations that were involved in the design of a_

	

a .^	 miniature strain-gauge pressure transducer and associated electronic

amplifier circuitry are discussed. Several of the pressure transduc-

ers were tested and then mounted in the upper and lower surfaces of

the airfoil in the vicinity of the trailing edge. Signals from

these near-field transducers and other far-field microphones were

analyzed using digital signal processing techniques. The origins
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of the analysis functions are briefly discussed and some errors

encountered in their use are covered. Instrumentation of the overall

Series I experiment is described and the results and conclusions

stemming from the computer analysis are presented.

i

a

3

it

a^
Y	

^
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a .. 2.	 TEST CONFIGURATION

y
I

2.1	 Airfoil

In order to generate the turbulent boundary layer at a trailing

It

edge in a controlled manner, a symmetrical NACA 0012 airfoil was

employed.	 It was machined from solid aluminum stock as shown in

Figure 2.1.	 Dimensions are given in Figure 2.2 (a).	 Slots were

machined to allow small strain gauge pressure transducers to be

mounted flush with the surface. 	 The trailing edge as manufactured

had a bluntness of 0.10 inch with corners of 0.030 inch radius

(see Figure 2.2 (b)) which allowed some of the pressure transducers

to be mounted in very close proximity to the edge itself. 	 (In later

tests, Series II, a sharp extension was added.)
i

2.2	 Facility and Experiment Geometry

The test was conducted in the recently-modified open-jet quiet

flow anechoic test facility located at the NASA Langley Acoustics and

Noise Reduction Laboratory (ANRL). 	 Figures 2.3 and 2.4 depict the

basic facility setup and define the coordinates used throughout this

thesis.	 Also the positions of the one-half inch Briel and Kjaer

type 4133 condenser microphones are shown.

A rectangular nozzle with dimensions 1.0' W x 1.5' L was mounted

on the air supply opening and was capable of airflow velocities in

excess of 250 feet per second.	 Essentially laminar flow was achieved

at exit through the use of the nozzle profile and flow straightners

and silencers located upstream in the air supply tunnel. The airfoil

was mounted in the potential core of the jet so that laminar flow was



Figure 2.1
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(b)

Figure 2.2 Dimensions of the unmodified NACA 0012 airfoil (general
or basic configuration): (a) overall, showing boundary
layer trip at 15 % chord, (b) detail of trailing edge
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Figure 2.3 Overall view of the experimental setup and facility
as viewed from the control room senor ("upper"
surface of the airfoil)
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maintained in the freestream up to and beyond the trailing edge of

the airfoil.

2.3 Flow Conditions

Two-dimensional flow was maintained over the surface of the

airfoil by means of sideplates mounted on either side of the nozzle

opening. The sideplates had foam attached to the rear edges outside

of the main airflow to prevent detrimental edge-tone and diffraction

effects from occurring (Figure 2.5).

To obtain fully-developed turbulent boundary-layer floc% within

such a short distance as the 24-inch chord length of the airfoil, a

boundary layer "trip" was used. It consisted of a strip of coarse

grit 1.0 inches wide centered at 15 percent chord as measured from

the leading edge. Both upper and lower surfaces were provided with

such a trip to facilitate the growth of statistically equivalent but

separate turbulent boundary layers. The turbulent boundary layer

characteristics then closely represented the flow characteristics

over a full-scale wing.

The airfoil was tested at angles of attack equal to a = 00,

±50 , and ±100 , but little dependence on a was detected so only

a = 00 results are presented.

Freestream flow velocities ranged from 50 ft/sec to 250 ft/sec.

Most testing was done at a velocity of 225 ft/sec which is equivalent

to 900 rpm of the air supply fan. Most results in this thesis relate

to the preliminary study which was conducted using a flow velocity of

225 ft/sec.
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Boundary layer and airflow conditions were established using

widely accepted standardized techniques, Some data parameters per-

taining to the boundary layer conditions when the freestream flow

velocity was 225 ft/sec are listed in Table 2.1.

Table 2.1 Initial test boundary-layer characteristics

Parameter Value Description

U 
CO

225 ft/sec freestream velocity

U 1 214 ft/sec velocity at edge of B.L.

U 7.01 ft/sec friction velocity
T

d 1.24	 in. boundary layer thickness

6 1 0.154 in. displacement thickness = 6/8

8 0.162 in. momentum thickness

Re 1.67 x 104 Reynolds # based on 6

R 2.88 x 106 Reynolds # based on chord
C

V 1.56 x 
10-4 

ft2/sec kinematic viscosity
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3. PRESSURE TRANSDUCER DESIGN

. To sense the pressure fluctuations occurring in the turbulent

boundary layer at the trailing edge of the airfoil, a very small
•R

pressure transducer or microphone was designed and flush-mounted as
s	 ^,

Kn
near the trailing edge as possible. 	 The considerations that went

into the design, calibration and installation of this transducer

follow.

t_

3.1	 Design Considerations

Several competing phenomena mandated that the transducer dimen-

sions be carefully chosen to provide the best compromise design.	 Of

prime importance was that the transducer be small enough so that

several could be clustered side-by-side on the upper and lower

'

surfaces at the trailing edge. 	 Kulite Semiconductor Products, Inc.,

of Ridgefield, New Jersey, was contacted due to their prior experience

in manufacturing miniature transducer for this purpose. 	 Manufacturing

and physical limitations produced a transducer of overall outside

dimensions of 0.375" L x 0.125" W x 0.045" D. 	 This permitted a

r
minimum center-to-center transducer diaphragm spacing of 0.125

`t inches (Figure 3.1).

It was desired that the flow of air over the airfoil surface be

1	 ^t
ri disturbed as little as possible by the transducer so that only valid

boundary-layer pressure-field data would be collected. 	 Therefore,

r.
the transducer design incorporated a pinhole opening in the upper

surface which led to an internal cavity.	 The bottom of the cavity was

t formed by a diaphragm of semiconductor material on which a strain-

guage sensing element was etched.



]8

r	 0.0135" dia
	 Outline of internal cavity

Bridge
exc itat ica

Minimum	 ^ 	 — current and

adjacent	 ^^	 signal return
hole	 T
spacing = 0.125"	 -

0	 0.125"

0.0625" Rad.
Pinhole and

cavity
^-- — — 0.375"

--^	 0.045"

Figure 3.1	 Overall outside dimensions of the Kulite strain-gauge
pressure transducer

Figure 3.2	 Kulite strain-gauge pressure transducer with temperature

compensation module visible
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It was predicted that increasing the diameter of the pinhole

opening would have as a result an increasingly pronounced effect on

the frequency spectrum of the naturally occurring turbulent flow at

-- the airfoil surface.	 This is because the hole diameter approaches

the order of dimension of the boundary layer thickness [10].	 However,

decreasing the hole size lowers the natural frequency of the Helmholtz
L

resonator formed by the cavity and pinhole opening.	 Then the frequen-

cies thought to exist in the extent of the pressure-spectrum become

prone to resonant magnification within the transducer cavity, again #

causing erroneous data readings.

L1 3.2	 Parameter Calculations

Using normalized wind tunnel wall-pressure spectrum data and

r

methods outlined by Bull and Thomas [10] the approximate upper bound

i
of frequencies that could be measured accurately was computed.	 They

conclude that measurements made with a pinhole microphone are prone

to error for frequencies such that:

Wv	 , 0.01	 (3.1)
U u
T	 0°

Cwhere: v	 = 1.56 10-4 ft 2/sec, kinematic viscosity of air;

-. uT = 7.01 ft/sec, friction velocity;

u.0 = 225 ft/sec, freestream velocity;

[ w	 = 27f rad/sec, radian frequency.

,. The resulting value for f = 16.1 kHz.
G

Inspection of curves presented in reference [10] suggested that

for pinhole transducers, the term

.a _
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du
T 

_ 50
	

(3.2)
V

where d is the pinhole diameter. Substituting previous values for u
T

and v yielded a diameter d = 0.0135 inches.

It was necessary to place the Helmholtz frequency well above the

highest frequency to be analyzed, i.e., well above 16 kHz. Thus,

accompanying phase and amplitude effects on the pressure spectrum were

kept to a minimum. Keeping in mind the dimensions of the basic

transducer model to be modified and the range of permissible pinhole

diameters, the remaining critical dimensions for a high Helmholtz

frequency were obtainej. Repeated calculations with the following

equations were made in the selection process.

The basic Helmholtz resonant frequency equation employed [29] is

given as:

_ C	 S	 Z
fo	 2n [ (P:+1.7a)V ]	

Hz (3.3)

where:	 c = 13,500 in./sec, speed of sound;

S = Tra 2 in.
2,

pinhole cross-sectional area;

a = radius of the pinhole, in.;

Q = length of the pinhole opening, in.;

V = Trr 2h in. 3 , cavity volume;

h = cavity height, in.;

r = cavity or diaphragm radius, in.

The "sharpness" of the resonance or quality factor Q is given

by	 [29]:

it1
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Q = 2n [ (
Z+1 , 7a) 3V ,]

$3

The upper and lower "half-power" or -3dB frequencies for the

resonant peak may be found by [7]:

f 2 = fo (1 + 1 ), Hz,	 (3.5)

f 1 = fo (1 - 2Q), Hz,	 (3.6)

where:	 f1 < fo < f 2 ,	 Hz.

By simple algebraic manipulation the -3dB bandwidth results:

f

Qf-3dB	
f 2 - f l = Q	 Hz.	 (3.7)

The amplification and phase effect due to the resonance is found

using a transfer function quantity [9];

f2

H(f) -	
o	

f f	 (3.8)

(f
0
-f 2)-][ Q )

(3.4)

where H(f) is a complex function of frequency.

The finalized dimensions of the finished transducer, henceforth

T	 referred to as a "Kulite," are given in Figures 3.1-3.3. The

accompanying manufacturer's specifications and computed values result-
,

ing from the above equations are given in Table 3.1.
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62.5

13.5 d is . --^	 ^--

8

Semiconductor strain-
gauge bridge/diaphragm

Silicone rubber washer

Excitation

} and signal
45 I~ 40 dis.-2E4E , ,,...^

!4	 wires (4)80 dia 

Stainless steel	 I
covering	 10

(Note: Dimensions are
in thousandths of an
inch)

Figure 3.3	 Internal Kulite dimensions and construction details

Table 3.1 Specified and calculated Kulite performance parameters

I

i

`j

Parameter Value Description

fo 100 diaphragm resonant frequencyd

25 mV/psi nominal sensitivity

15 VDC excitation voltage

Z 
750 electrical output impedance

±1%/±2 psi combined nonlinearity & hystersis
in percent over the given pressure
range about ambient conditions

f 
63.2 kHz Helmholtz resonant frequency

Q 24.6 quality factor

Af-3dB
2.57 kHz -3dB bandwidth

f 1 61 . 9 kHz lower -3dB frequency'

f 2 64.5 kHz upper -3dB frequency

_R

s
^w

F{k

LL
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Various calculated values for resonant magnification factor and

phase are presented in Table 3.2 and plotted in Figure 3.4 as func-

tions of frequency.

Table 3.2	 Absolute value and phase of the resonant magnification
`^ factor for selected frequencies

Frequency, kHz	 jH ( f) j	 Q(f), degrees
3
i

10.0	 1.03	 0.378

16.0	 1.07	 0.630

61.9,	 (f	 17.7	 44.71 )

_- 63.2,	 (f )	 24.6	 90.0
O

r	 °- 64.5,	 (f 2)	 17.1	 134.7

100.0	 0.663	 'x77.6

l
Standing wave effects in a cavity of such small dimensions were

not considered to be at all significant.

f^3.3 Pressure Coupler Design and Use4 .

The Kulites were to be mounted symmetrically on the "upper" and

"lower" surfaces of the airfoil.	 To best match the phase, frequency 	 {r

j P response and sensitivity of symmetric Kulites to one another, an

! acoustic calibration pressure coupler was employed ( Figure 3.5).	 3^

It was constructed of steel and had cavity dimensions as shown in

I ^ Figure 3.6.

I^

The coiled tube connected to the coupler was provided to relieve

`

static pressure build-up as the microphones were inserted. 	 It was cut

i

'A

ffift
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Figure 3.4	 Calculated (a) magnitude and (b) phase of the magnifi-
cation factor resulting from the Helmholtz resonance of 	 -.
the Kulite pressure transducer cavity
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Figure 3.5	 Pressure coupler components showing (a) driver, Kulite
and reference microphones with cavity visible, (b) unit
in operation
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T
1/8" condenser mic. used
as the reference

^► 200	 i" condenser mic.

92 dia. I used as the driver
=-= I 1^ i I

Coupler cavity

1350

^----	 1325

Static-pressure-
relief tube n

np
(Note: Dimensions are
in thousandths of an

h	 .inch)

Figure 3.6	 Arrangement of components and internal cavity dimensions	
III

of the Kulite pressure coupler /calibrator	 #
i , a	 j
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long and had a small	 inner diameter to place any pipe resonances well

below the lowest measurement frequency.

The principle of operation for a pressure coupler/calibrator is

straightforward.	 A high quality microphone with known frequency and

phase response characteristics is used as a reference.	 It is inserted

into one side of the coupler until it reaches the internal cavity.
r#

Another microphone which may be of lesser quality is used as a driver

to ;provide a noise source.	 It too is inserted into the coupler until

.7. it reaches the cavity and is facing the reference microphone.	 The

i^
pinhole opening of the Kulite is also provided access to the cavity.

Except for the static pressure relief tube, the cavity is now sealed.

The very close proximity of driver, reference and Kulite microphones

together with the small volume of the cavity insure that the acoustic

- pressure is the same throughout when the driver emits a tone. 	 Thus,

t
the dynamic pressure response of the Kulite may be accurately cali-

brated against that of the reference microphone.

The small dimensions involved prevented standing wave resonances

from becoming a problem in the frequency range of interest which was

r, < 100 kHz.

A BrUel and Kjaer type 4134 one-half inch condenser microphone

was used as the driver.	 It was connected to a high impedance 200 VDC`r

power supply to provide the polarization voltage necessary for opera-

tion as a transducer.	 A swept-sine signal generator provided the

source signal.	 A BrUel and Kjaer type 4138 one-eighth inch condenser

w
microphone was used as the reference.	 A BrUel and Kjaer type 2619

preamplifier and type 2607 measurement amplifier connected the

{13]

A
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reference microphone to a type 2971 phase meter.	 The output of the

phase meter was connected to 	 an	 X-Y plotter.	 Synchronizing the: X-Y

plotter to the signal generator allowed plots of phase to be obtained

from 1 kHz to about 30 kHz.	 Figure 3.7 shows the actual measured

values of the magnitude and phase lag of the Kulite pressure response

as functions of frequency.

The phase and magnitude of the frequencies near Helmholtz

k
resonance were checked utilizing the coupler, signal generator, micro-

phone amplifier and a Tektronix model 5103N oscilloscope. 	 Only one

Kulite was measured in order to verify the accuracy of the predicted

resonance.	 The measured f0 = 62 kHz was within tl kHz of the pre-

dieted 63.2 kHz and the phase was within an acceptable margin

(	 <	 1.00 ) as observed using Lissajous figures.

It was found during calibrations that the strain-gauge sensing

element in the Kulites required 	 considerable warm-up period before

stable operation was achieved.	 This period was avoided during the

weeks of measurement by leaving the strain-gauge excitation power

supply on at all times.

3.4	 Kulite Mounting Positions

The Kulites were mounted flush to the surface with epoxy.	 The

wiring was routed through channels machined into the airfoil surface.

The geometric spacing of the Kulites was based on prior knowledge of

the approximate rate of falloff	 of the correlation of the pressure

field [22].	 The possible failure of the transducers was also con-

sidered so some of the spacings between pinhole centers were repeated

(Figure 3.8).	 This redundancy also allowed a second measurement of a

iA•
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Figure 3.7	 Measured values of (a) magnitude and (b) phase lag of
the Kulite pressure response as functions of frequency
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parameter to be made under similar dimensional conditions for

verification purposes. Figures 3.9 and 3.10 show the positions of

the Kulites as.used in this initial study.

3.5 Kulite Amplifier Design

A circuit was needed to amplify the double-ended electrical

signal originating at the corners of the semiconductor strain-gauge

bridge network. Desirable characteristics included:

1) Low electrical noise of operation at high gain factors.

2) High common mode rejection ratio (CMRR) > 100 dB to exclude

60 Hz hum and radio frequency noise pickup.

3) Suitable gain on tho order of 104 V/V to boost signals

from a level of 25 UVrms to a voltage level compatible with

most analysis instrument inputs, about 0.5 Vrms.

4) Wide bandwidth capability to prevent amplitude or phase

distortions.

5) do coupling at the input to allow the do excited bridge to

operate properly.

6) ac coupling at the output to prevent small do voltage

offsets due to the transducer from being amplified ten

thousand fold and clipping or overloading the output

circuitry. These offsets may originate from barometric

and/or temperature shifts acting on the bridge.

These criteria were easily and economically met by using two

stages of amplification. Thus, the goals were accomplished:

1) The gain-bandwidth product for any one amplifier stage
being fixed, wide bandwidths for each stage F •ere achieved
by requiring only relatively low gains. This kept ampli-
tude and phase distortions to a minimum.

MM

r_



	 ...	 J,

r r

i

33
K.5 on "lower" surface
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Figure 3.9	 Locations of Kulites defined (upper surface shown)
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45	 K.1, K.2, K.3	 100

22.5

L "Lower" surface; K.5

	

filledves	 (Note: Dimensions are
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inch)

Figure 3.10 Cross-sectional detail of Kulites mounted at the trail-
ing edge
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2) The first stage was designed with a relatively low gain of
50 V/V (as compared with the overall gain of approximately
5000 V/V). This prevented small input do offsets from
overloading the output. The balanced input of the first
stage operational amplifier used provided a minimum CAiRR
of 110 dB.

M$	 3) The two-stage design allowed the ac coupling to be placed
r^	 between stages rather than at the output of the amplifier.

A rather small-valued capacitor provided the coupling to
the high but constant input impedance of the second stage.
The low frequency cutoff achieved was z 100 Hz.

A prototype circuit of the above general description was built'

at North Carolina State University using two operational amplifiers.

The circuitry as actually used at NASA was constructed by Wyle

Labs, Hampton, Virginia, and is shown schematically in Figure 3.11.

4
	

Neff model 122 amplifiers operating at unity gain were connected to

I

	 the outputs to provide line driving from the anechoic chamber area

M	

where the Kulite amplifiers were situated to the control room where

all other amplifier circuitry was located.

Ithaco model 455 active filters operating at voltage gains of

25 to 45 dB and set for low frequency cutoffs of 100 Hz provided the

remaining voltage boost required by this design. Flat frequency and

linear phase response beyond the 100 kHz range of testing was

achieved with this configuration.
x,

1'



Figure 3.11 Schematic of the power supply and one of eight
first-stage amplifiers for the Kulite pressure 	 j

transducers
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4. SIGNAL ANALYSIS FUNCTIONS

It is the purpose of this section to provide a brief review of

the mathematical development and usefulness of the functions used

for signal analysis in this study.

7r	 4.1 Auto-Correlation Function

Correlation as it applies to signal processing is generally under-

stood to be a means of providing an indication of the amount and

nature of the time dependency of one time signal. x(t) on another y(t).

n+	 For the case where the two time signals are identical, the "auto-

correlation" results. Its calculation provides an indication of the

influence of "past" events on a chosen "present" event time t as a

function of the time delay or lag T between the two events. It is
u

defined in its infinite-limit continuous form as:

+T/2
R (T) = limit 1 f	 x(t) x(t+T)dt	 (4.1)
xx	

T -)-m T _T/2

where T is the length in time over which the multiplication is carried

out. Because the signal is correlated with itself, the resulting

G	 function is symmetric about T = U. The maximum value for the auto-

correlation will always occur at T = 0 which also corresponds to the

mean-square value of the signal.

r'
The auto-correlation is useful for characterizing a single

signal as to its periodic versus nonperiodic content, which includes

^y-

sJ
Y ..

echoes, periodic pseudo-random noise, etc. [6, 351. Examples of some

characteristic auto-correlation curves may be found in the literature

(2, 6, 19)•
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Physical limitations of data storage space and computational time

prohibit infinitely long d,ita collection; thus, finite time dependent

functions are employed to provide approximate values in lieu of the	
x

exact values provided by the infinite continuous functions.

Theauto-correlation may be re-defined for continuous but finite

data record lengths as: 	 j

+T/2
Rxx (T) _	 f	 x(t) x(t+i)dt	 (4.2)

-T/2

where the "^" indicates the result of many averages (Section 7.1).
^	 3

I,f, however, the auto-correlation is to be computed on a digital

computer, the continuous time signal must be sampled and quantized

into discrete data points (see Section 6.1). Then the straightforward

computation involves the equaiion: 	
a

(N-n)
Rxx, n (nh) -	

1	
x(ih) x[(i+n)h]	 (4.3)

(r-n)
i=1

J

where:	 n = 0, 1, 2, ...,r .
9

d

N is the total number of data points in the sample record, nh is the

incremental time displacement, r = T max /h is the maximum lag number,

and h is the time interval between consecutive sample points.

In many instances information in the frequency domain is more

desirable for characterizing signals since amplitude and phase as

functions of frequency are obtained. These are not directly avail-
1

able when the same data are processed through a time function such as

correlation.
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4.2 Fourier Transform and Auto-Spectral Density Functions_

The most common time -to- frequency domain transform func-

tion used is the forward Fourier transform. In its infinite-limit

continuous form it is "double-sided" in frequency about f = 0:

Mx(t)) = X(f)	 f	 x(t) a j27rft dt	 (4.4)
- (U

where:	 -.. < f < +., ,

x(t) is some piecewise-smooth function of time and the "-' denotes

a complex quantity. At times, rather than Presenting a complex

quantity in terms of a magnitude with phase (which is known as

"phasor" notation) the quantity is separated into its real and

imaginary components. The use of Euler's equation [39]:

e j(z) = cos(z) - jsin(z)	 (4_.5)

where z is a general variable yields the real and imaginary components

of the frequency ,ripa ctrum when applied to Equation (4.4):

X(f) _ JX(f)1[cos(2Trft) - jsin(27rft)]

= 'X(f)J cos(2Trft) - flX(f) 1sin(2Trft) 	 (4.6)

Fourier transformed functions are often called'"spectral densi-

ties" because they show how the frequency spectra are amplitude

weighted.

The finite Fourier transform for obtaining the spectral density

function is defined as:



1

T
X(f,T) _ f x(t)e-j`nft 

dt
0

40

(4.7)

where x(t) is a continuous function of time but is integrated over the

finite period T. The resulting function is no longer a continuous

function of frequency as in Equation (4.4) but is instead represented

by discrete frequency bands of bandwidth:

BW = 1	 Hz	 (4.8)
T

r

with an infinite number of bands in the positive and negative frequen-

cy axis yet symmetric about zero.

Since, as stated previously, only finite capabilities exist for
7

collecting and analyzing the data, the function x(t) must be repre-

sented by a finite time length sample record x(ih) (Section 6.1).

Thus, the period of integration T as used in Equation (4.7) is replaced

by the product Nh and the discrete finite Fourier transform is given

by:

(n-1)	
21Tni

r^	

N
X (f n ,Nh) = h I x(ih)e.. 

i=o

where:	 n = 0, 1, 2,	 (N-1)
k

- nfn -	 , the incremental frequency, 	 (4.10)

x(ih) is the finite length time history of events comprised of N data

points h seconds apart, and N, h, and i are as previously defined.

f

(4.9)



41

For actual direct computation of the spectral density on a

computer, Euler's relationship, Equation (4.5) may be used on (4.9)

to obtain [2,	 6,	 28,	 32]:

(N-1)
ni

Xn (fn oNh)	 h	 I	 x(ih)cos[2n(N)]
i=o

t,

(N-1)
- 3h 	 Y	 x(ih)sin[ 2n (N) ]	 (4.11)

i=o

where the variables are as defined previously.

4.3	 Fast Fourier Transform
r^

6 A much faster method of computing the discrete finite Fourier

transform known as the fast Fourier transform, or FFT, was developed

by Cooley and Tukey in 1965 [12] and has since been refined by ocher

mathematicians.	 The FFT algorithm used during this study was devel-

oped by R. C. Singleton in 1969 [ 38] and has proven to be au accurate

and efficient FORTRAN version of the original Cooley-Tukey FFT

algorithm.

Yn the computer implementation of the FFT, the input data are.

assumed to be complex valued and hence formatted as two time series

arrays--one the real part of the input data and the other the

imaginary.	 A single real-valued time series x(ih) could be inserted

into the real time series array while all points of the imaginary

time: series array are set to zero. 	 A more efficient method suggested

' by Singleton [ 38] is to insert odd-numbered data points of the real-

valued time series into the real array and even-numbered data points

into the imaginary array.	 Although a sorting algorithm must be used
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on the output of the FFT algorithm to yield interpretable results,

storage space is halved and the computation time considerably speeded

up.

4.4 Properties of Spectral Density Functions

Since spectral density functions are two-sided and symmetric

about f = 0, and because negative frequencies have no physical meaning

when analyzing real-life time events, the single-sided spectral density

function is defined as:

G(f)	 2 X(f),	 0 < f < +- .	 (4.12)

Due to the squared-quantity nature of correlation functions, the

Fourier transform of the auto-correlation is a "power-like" quantity.

Hence, it is termed the "auto-power spectral density" or auto-PSD

and is normally converted to single-sided form so that:

Gxx(f) = 2 FT{Rxx (i))
	

(4.13)

Note that because the auto-correlation is a real and symmetric

function of time, the resulting auto-spectral density function is

real and symmetric [6, 451. Thus, the associated auto-PSD is real as

indicated in Equation (4.13). This is a general result of the

integral of the sine function with infinite limits, Equations (4.4)

and (4.5), being equal to zero when real and even functions are

transformed.

4.5 Computer Implementation of Signal Analysis Functions

This same result is obtained digitally on the computer by multi-

plying the complex FFT result with its complex conjugate as denoted

t	 i=
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by the *:

Gxx ( f n , Nh) = 2 i
n
 (f n , Nh) Xn* (f n , Nh)	 (4.14)

(A + jB) (A - jB)

A2 + B2 , real

where A and B represent the respective real and imaginary frequency

components of the complex FFT result. This yields the requisite

power-like squared quantity that is obtained from the theoretical

discrete finite Fourier transform of the auto-correlation.

Equation (4.13) indicates that the auto-correlation and the auto-

PSD constitute a Fourier transform pair. This is known as the

Weiner-Khintchine relationship [2, 32, 35] and implies that the

inverse Fourier transform of the auto-PSD yields the auto-

correlation:

r+m
Rxx(T)	

2n 1	 ^Gxx(f)e32nfT df 

or in discrete finite form [2, 6]:

(N-n)
2nni

RxX,n (nh) = 21
	

ill 
I^Gxx,i (f i , Nh) e N	 (4.16)

where:	 n = 0, 1, 2, ..., (n-1)

and the other variables are as defined previously.

This is a very useful result as it allows the inverse FFT

computer algorithm to compute correlation function values from spectral

id
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j

	

	 density values. It is much quicker and more economical than the
u

straightforward point-by-point time domain computations. It also

allows the correlation to be computed on data that have been

"filtered" into frequency bands of interest. This "filtering" may

be accomplished by editing the frequency spectrum of the data after

they have been forward transformed by the FFT. This roundabout

method of computing the correlation has been called "circular correla-

tion" and is the method used to calculate the correlation values in

the program CIRCXCOR listed in Appendix 11.4 [2, 6, 321.

r	

4.6 Cross-Correlation and Cross-Correlation Coefficient

l	 The cross-correlation function is similar to the auto-correlation

function in that two time series are compared. The cross-correlation

is more general in that the two time series are of different origin--

from two transducer locations, for instance. Thus, it is seen that

the auto-correlation is merely a special case of the cross-

[	 correlation.

-	 Some of the more common characteristic cross-correlation curves

are similar to the auto-correlation curves of references [2, 6, 19)

except that the axis of symmetry no longer lies at i = 0 but rather

at some other time delay. Nor is there necessarily an axis of

-.-	 symmetry because real-life phenomena and measurement systems may

h'	 contain extraneous noise in data channels, nonlinearities such as

r
dispersive media, etc.

The cross-correlation is useful for detecting the propagation

time delay between transducer locations, the existence of a signal
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(not necessarily periodic) that is buried in noise, and the determina-

tion of transmission paths [6, 35].

The cross-correlation of two continuous real signals, x(t) and

y(t), as a function of the arbitrary delay or lag time T is defined

as:

+T/2
R (T) = limit ? f	 x(t) y(t+T)dt	 (4.17)

xy	 T-► a, T _T/2

As for the case of the auto-correlation function, physical

limitations necessitate the use of finite time versions of (4.17).

Therefore, the cross-correlation function is re-defined for continuous

but finite data record lengths as:

+T/2
Rxy(T)	

T 
f	 x(t) y(t+T)dt	 (4.18)

-T/2

and in the discrete finite-time form as:

(N-n)
Rxy ^ n (nh) = Nln
	

x(ih)y[(i+n)h]	 (4.19)
f=1

where:	 n = 0, 1, 2, ..., r

and the other variables are as defined previously.

A normalized version of the cross-correlation is often more

informative as to the "percent" of correlation between two signals.

This is useful for comparing the results of one test with the

results of another without regard as to absolute reference values or

scaling of data. This normalized cross-correlation function is called
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the "correlation coefficient" p xy (T) and its value always will lie

between +1 and -1. Provided the two signals x(t) and y(t) have zero

mean, pxy (T) may be computed using the auto-correlation functions

with T = 0 [2, 6, 32]:

pxy (T) = Rxy (T)/CRxx (0)Ryy (0)] ^ • -1 `' p
xy < +1	 (4.20)

4.7 Cross-Spectral Density and Ordinary Coherence Functions

In the same vein as for the single-channel auto-PSD the two-

channel "cross-PSD" is obtained from the cross-correlation. But

because the cross-correlation is in general not an even function,

the cross-PSD is usually complex:

Gxy (f) = 2 FT{Rxy (T)) .
	 (4.21)

In a simplified likeness*of Equation (4.14), the cross-PSD as

computed from the output of the FFT is given as:

Gxy (f) = 2R(f)Y* (f)
	

(4.22)

where the quantities are averaged for reasons given'in Section 7.1.

A normalized version of the cross-PSD that is void of any phase

information is called the "ordinary coherence" or just "coherence."

Maintaining the notation simplification used above with the additional

stipulation that all following spectral quantities are assumed to be

averaged and real or complex as necessary, the coherence is defined as

a real number between 0 and 1:

IG (01
YXy( f) _ ^ 

x (f ^y^ ( f
)	 0 < YXy < +1	 (4.23)

x	 YY

F
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$	 Whereas the cross-correlation coefficient indicates the degree

of wide-banded dependency of one signal on another for a given time

lag, the coherence indicates the degree of narrow-banded frequency

dependency of the two signals on one another. It is analogous to

^a
computing the cross-correlation in narrowly filtered frequency bands.

Note that the theoretical coherence is nonzero only if there is some

degree of fixed phase information between x(t) and y(t). Therefore,

L-	 there would be no coherence (y 2 = 0) between two signals, whether
XY

random or periodic, if they were totally uncorrelated over a long

L
period of time.

i

4.8 Partial Coherence Function

In some instances a system may exist which has multiple input

signals that combine to yield a single output signal. If these inputs

are partially dependent on one another, then the ordinary coherence

function cannot correctly yield the amount of relationship between

any one single input and the output.

Consider the hypothetical acoustic system of Figure 4.1. The

two independent source mechanisms s 1 (t) and s 2 (t) partially combine

with one another to yield emission signals x(t) and y(t). These

emissions come from two separate locations and are sensed simultane-

ously by the far-field microphone as z(t). It is desired to have

knowledge of the amount of contribution each of the input noise

source mechanisms s 1 (t) and s 2 (t) make to the output signal z(t).

Such knowledge is useful for locating the root cause of a particularly

offensive sound from a machine or for determining the nature and

Ir ,

R
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extent of a subtle noise source mechanism such as exists with the

TE noise phenomena.

Suppose the ordinary coherence y2is taken between x(t) and
xy

z(t). An appreciable amount of coherence would be indicated whether

source mechanism s1 M were responsible or not. This is due to the

partial dependence of x(t) on input mechanism s2(t).

The "partial coherence" is a more advanced type of coherence

function that can overcome this problem in the following manner:

If the phase coherent effects of y(t) were removed from both x(t)

and z(t), the correct relationship between s 1 (t) and z(t) could be

established (Figure 4.2).

Thus, if all sound emission inputs of a system could be taken

into account, then the actual degree of coherence between an acoustic

source mechanism and the output sound at the far-field observer's

microphone can be computed. Often, however, the capability exists

for analyzing only a limited number of channels. In that case the

partial coherence will yield a result that, although a better estimate

than the ordinary coherence, is still not the true value of the

degree of fixed-phase relationship between a noise source mechanism

and the received noise output.

For a three-input/single-output system, the equations for

computing the partial coherence from cross-spectral and auto-spectral

values are given [3, 5, 19, 521. They are so written as to yield the

partial coherence between the input 1 and the output 4 with the phase-

coherent effects of inputs 2 and 3 removed:
^, n



uOa-W0
a
jaaacdd3a^o^QJu0dwdxOu

,•.

N

Xx

o
N

 
T

^
/

1̂
%	

r
^

n
	

^

J
 
X
-

to,aa^NNaa^
x^ v
MO
 
^

W
 a

^
j

O
 
^N

b
 V

l
O.0
 
w

d
 
O

E
 v

iy
a
t u
u
w

,
a
 
w

m
 
v

x
 n

^
a
 .0

0)
A

j

0
x

o
 ,1

0o ,-i
0 3

.-1c
 +

^
n
1
 
vN

41a
0o u
C
 
O

3O
 
b

^
 
C

c
A

 c
o

N0►
r

70
0

W

91J

J

NaN

uva^

v
N

N

u

50



51

2	
'G 14

. 12 G14.12
23	

G 11 . 23 G44.23

G 14 . 12 G41.12_

G 11 . 23 G44.23

IG14.121
2

G 0 `_ Y14.23	
+1	 (4.23)

44.2311 . 23

Where:

rc14G11G22 - G 14 G 12G21 + G 11 G 12G24	 G12G24G411
G 14 . 22	 G14	

((;11G22	 G12G21)

_	 _ [G 12G21 G33	 G 13G 21G32 + G 13G 31G22 - G12G23G31]
G 11 . 23	 G11	 (G22G33	 G23G32)

G	 G _ 
[G24G42G33 G24G32G43 + G34G43G22 - G23G34G42^

44 . 23	 44	 (G22G33	 G23G32)
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5. DATA COLLECTION

5.1 Recording at NASA

Test run data were collected at the NASA facility using the

system shown in Figure 5.1. All data were recorded on the Honeywell

model 96 14-track wideband FM tape recorder. It conformed to IRIG

Group I specifications and featured flat response to 40 kHz when

operated at the 60 inch-per-second speed used during the tests.

A Lockheed model 417D FM tape recorder was used to bring data

back to the North Carolina State University computing facility for

analysis. Selected transducer combinations were dubbed from the 14

tracks available on the NASA Honeywell machine onto the 4 tracks of

the North Carolina State University Lockheed machine. The Lockheed

machine had been modified to give flat record/playback response from

do - 10 kHz within ±0.5 dB with some sacrifice of signal-to-noise

ratio when operated at 15 inches per second. Playback response of

the Honeywell machine was also do	 10 kHz at 15 inches per second.

Dubbing speed for both machines was 15 inches per second, thus do - 40

M z test run data response was possible after a simple 4:1 scale-up

of frequency on computer analysis outputs.

5.2 Data Collection and Analysis Facility

To collect the data for digital analysis, it was necessary to:

1) Filter the played-back data in a manner compatible with
FFT and digital analysis requirements.

2) Digitally sample the data at a rate compatible with FFT
and digital analysis requirements.

3) Qualify the data as suitable for oubsequent analysis.

r
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4) Store the data in a mass storage/retrieval system for
convo,,jlient use at a later date.

The equipmet.: used at the North Carolina State University

facility for data collection and analysis is listed below:

1) Lockheed FM Tape Recorder, Model 417D, Serial No. 800.

2) Rockland .Dual Hi/Lo Filter (two sets), Model 1042 F-03,
Serial Nos. 1147109 and 1147710.

3) Biomotion Waveform Recorder, Model 1015, Serial No. 3139.

4) Digital Equipment Corporation PDP 11/40 Minicomputer,
Serial No. «t 0106412.

5) International Business Machines System /7 and System 1370
computer systems.

Figure 5.2 illustrates the system configuration of the North

Carolina State University data analysis facility described below.

5.3 Digital Data Collection Procedures

Various combinations of the four available data channels were

chosen to be analyzed from the dubbed Lockheed recorder data. The

selected data were then played back at the North Carolina State Univer-

sity computing facility through the Rockland filters which were used

primarily to prevent anti-aliasing when sampling (Section 6.1). A

secondary function of the filters was to reject undesirable low

frequency components up to 100 Hz (400 Hz in "NASA test-run time"

due to the 4:1 recording speed change). The filters were also used

on occasion to band-pass filter the data to verify the performance

of the digital filter incorporated into the program CIRCXCOR (Appendix

11.4).

The data were then sampled by the Biomation analog-to-digital

converter (ADC) which contained a 4096, 10-bit word buffer memory.
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The waveform recorder could be set to collect o ou, two, or four

channels of data with corresponding memory allocations of 4096,

2048, or 1024 data points (words) per channel. Individual adjustment

for zero offset and input voltage, scaling for each channel was avail-

able so that the maximum use of the 1024 (2 10 ) level dynamic range

of the ADC in each channel could be achieved. The sampling rate

was also set on the Biomation.

A command from the PDP 11/40 minicomputer operator's console

initialized the sampling procedure. Then the Biomation would sample

data from its selected inputs until the 4096 word buffer memory would

fill. the memory contents were then transferred to a disk memory

connected to the PDP 11/40. The Biomation could then fill its memory

again. This process was repeated until a specified number of Bioma-

tion "dumps" were collected in the disk memory.

The data could be recalled and plotted on a video graphics display

screen. 'Phis was typically employed to insure that the data were of

sufficient amplitude to yield good dynamic range results when later

used with the signal analysis software. It was also used to detect

gross collection errors such as signal drop-outs between recorded

data runs, evidence of oad electrical connections, filter settings,

overloads, etc.

Additional operator console commands edited the Job Control

Language (JCL) information which was then joined with the stored data

dumps. The final command to the minicomputer sent out the JCL followed

by the data as one large file to the IBM System/7 computer. The

System/7 was used as a time-sharing data link between many on-campus

4.3

V
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facilities at North Carolina State University and the Triangle

Universities Computation Center, or "TUCC."	 TUCC is a large computing

1 facility jointly operated by the three large universities in the

 region:	 North Carolina State University, Duke University, and the
s

University of North Carolina.

' When the proper conditions permitted, 	 the System /7 computer

transmitted the JCL and data to TUCC. 	 The JCL accompanying the data

then directed the IBM System/370 computer at TUCC to identify and

store the data for later use.

Punched card versions of the computer programs listed in

Appendices 11-2 - 11.4 were submitted to TUCC from on-campus computer

terminals.	 These programs included: the JCL which identified the

proper data to be analyzed. 	 The results of the computations were

' then returned on paper printouts and in plotted form.

IT
I'

1

i
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6.	 DICTTAL ANALYSIS pARAOMETERS

,. 6.1	 Sampling and Frequency Parameters

" Analysis of data by digital means using the discrete finite

forms of the functions outlined in Section 4 required sampling and
tr

.1_

conversion of the signals from analog to digital form.	 After storage,

computer versions of the functions (Appendices 11.2 - 11.4) were

utilized.	 The qualification of the data and the sampling requirements

prior to analysis are herein discussed.

Representative segments of a signal are used for data analysis

due to time and storage space restrictions.	 These segments are known

as time histories or "sample records." 	 The sampling of the data at
3

time intervals "h" for a total number of sample points "N" results in

a sample record period of T = Nh seconds.	 It is this perior which is

used by the discrete finite functions of Section 4. 	 ^.

The resolution of the frequency bands which result from using the

discrete finite Fourier transform (Equation 4.9) is then given by:

a

BW = T = Nh	 ,	 Hz	 (6.1)

The Shannon Sampling Theorem [32, 35] states that at least two

samples are required per period of the highest frequency of interest
r

} "f
N " 

contained in an analog signal if the signal is.to  be adequately

I

represented by the sample record. 	 Thus, all frequencies or Fourier

harmonic components in a signal up to f N are satisfactorily described

by the samples, but those greater than f 	 are not.	 Instead frequen-

cies greater than f 	 are mistaken for frequencies lower than f 	 and

are the basis for calling f 	 the "Nyquist folding frequency."
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To prevent this "aliasing," any frequency components in the

analogy; data are filtered out before sampling takes place. The low-

pass filter must therefore have a very sharp folloff above f  and must

minimize any alterations of the signal below f N , thus imposing strict

performance requirements. The Butterworth-type filter set used in

this study had a rolloff of 48 dB/octave.

It follows from Shannon's Sampling Theorem that the sampling rate

"f s " must be at least twice that of the cutoff frequency f N , or:

h 
= fl 

e 
21	

, sec/sample.
s	 N

(6.2)

r#
Thus, for the 0 - 10 kHz analysis range which was most commonly

used for this study the low-pass anti-aliasing filters were set for

10 kHz and the sampling rate f  = 20 .kHz (or h = 0.05 msec). A

higher sampling rate would have resulted in less chance for aliasing

errors but the resulting loss of resolution would have increased any

bias errors in the spectral density functions (Section 7.2). Also it

was learned before any analy ciq tool, place at North Carolina State

University that all discernible trailing-edge noise activity occurred

below 6 kHz.

The data was

converter (ADC).

in 1024. Express

"S/N" possible if

[8J:

6.2' Dynamic Range

digitized with a 10-bit binary analog-to-digital

This gave a dynamic range of ±512 levels or 1 part

ed in decibels the maximum signal-to-noise ratio or

the total dynamic range were used is approximately
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SIN = 20 log [2(2 10 - 1)]

66 dB	 (6.3)

The fast Fourier transform subroutine used in this study (Sec-

tions 4.3 and 11.5) had a dynamic range in excess of 100 dB [17 11 . The

anti-aliasing filters used specified a SIN of at least 85 dB. The

modified FM tape recorder employed had at best about a 45 dB SIN and

was thus the limiting link in the entire data analysis chain.

"	 „	 6.3 Data Qualification

Stationarity of the data had to be justified before any finite

'	 Fourier transform functions could be computed; otherwise, results

would have been in serious error [6, 11, 17]. To be classified as

"weakly" stationary, the mean value or "first moment" and the auto-

correlation or "joint moment" of the data (Section 4.1) should be

time invariant. That is to say the data points from any given sample

record should produce similar values for the auto-correlation function

and overall mean as the data contained in another sample record of

the same signal. If there are trends present in the mean and auto-

correlation, the data is "nonstationary."

"Strongly" stationary data are such that all possible moments and

joint moments are time invariant. Since it is impossible to check all

moments for trends, the establishment of weak stationarity usually

justifies the assumption of strong stationarity.

The data used in this study was assumed to be stationary based on

knowledge of the wide-band random nature of the phenomena. Also,

repeated visual checks for trends in the digital sample records were
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made throughout the data collecting process using a videl graphics

terminal. Figures 6.1 - 6.4 illustrate respective time and spectrum

plots for representative near-field and far-field dynamic pressure

signals.

6.4 Weighting Function

Because the data involved were steady-state random noise, there

was an abrupt truncation of values at the beginning and end of the

time series sample records. These instantaneous.changes of value from

zero to nonzero are viewed as dirac delta functions by the finite

Fourier transform. The resulting wide-band spectra associated with

dirac delta functions (sometimes called "spike spectra") add to the

valid data spectra, causing errors in both spectra amplitude and

shape.

To reduce these errors, ' a time-series weighting function was 	 s

employed. Typically this weighting function has a smooth shape with

tapering endpoints which are made to coincide with the endpoints

of the time series. The effect of multiplying the weighting function

and time series is to gradually reduce the data values to zero as the

endpoints are approached. Figure 6.5 shows the use of the Hanning

(sin 
2
) function which was employed for the computer programs used in

^i
this study. More detailed information on this and other weighting

4

functions may be found in the literature [2, 6, 11, 17, 28, 32).

F
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Figure 6.1	 Single representative sample record of a near-field
pressure signal from a TE hulite
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Figure 6.2	 Representative auto-PSD of the near-field pressure signal
of Figure 6.1 after 64 such sample records were zero-
meaned, Hanned, Fourier transformed and averaged
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Figure 6.3	 Single representative sample record of a far-field
pressure signal from a B&K microphone

900 RPM, RUN 307,	 ROA-O,	 32 AVGS.; Y-(MIC.3)
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Figure 6.4	 Representative auto-PSD of the far-field pressure signal
of Figure 6.3 after 32 averages
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7. ERROR ANALYSIS

Statistical errors due to the use of discrete finite hourier

transform methods in signal analysis have been thoroughly reviewed and

are well documented in the literature (2, 6, 28, 321. Such errors

result from the inability of a finite length time history of an

event to exactly represent the statistical behavior of the event for

all time. Thus, some knowledge of the extent of the error is neces-

sary.

7.1 Random Errors in Spectral Density Functions

Spectrum ensemble averaging was used in this study to reduce the

majority of statistical errors. The normalized standard (random)

error as defined for the PSD functions is given in reference [6] as:

er = (Be Tt ) -^	 (7.1)

where:	 Be = W/T, effective line BW, 	 (7.2)

Tt = T x m, total time period,	 (7.3)

m is the number of spectral ensemble averages, T is the time period

of one sample record, and W is the factor relating the bandwidth of

the time window weighting function employed to the bandwidth of a

rectangular window. The use of the window weighting function is

described in Section 6.4.

Substituting relationships (7.2) and (7.3) into Equation (7.1)

yields:

er = (W x m) z .
	

(7„4)
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- The error in percent is stated as 100(er).	 The error in dB is

given by:

erdB = 10 log	 0 ± er)	 (7.5)
10

For this study Hanning weighting was employed (W = 1.5). 	 The

Y number of averages taken was either m = 32 or m = 64. 	 Substituting

LA

W = 1.5 and m = 32 into the above equations yields a worst case error

of 14.4 percent or +0.59, - 0.68 dB which was marginally acceptable

for the purposes of this study.

7.2	 Bias Errors in Spectral Density Functions

Whereas the normalized standard error discussed above depends

solely upon data acquisition and analysis parameters, the amount of

"bias" error depends partially upon the nature of the data itself.

Thus, it cannot be predicted before analysis.

The nature of the bias error in the PSD estimates is such that

R
the "peakedness" of the function is reduced. 	 Thus, sharp "peaks" in

the true spectra are underestimated or reduced, and narrow 'valleys"

` f are overestimated or increased when the PSD estimate is made [6].

The broadbanded character of the trailing-edge noise phenomena

reduced the bias errors to a minimum.	 Because the standard and bias

t
errors are most severe for the PSD estimates on which no corrections

were made [6], no attempts were made at correcting the errors in the

transfer function phase as computed by the program COHERENC (Appendix

' 11.2).

R: .
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7.3 Bias Errors in Coherence Functions

The coherence function contains another type of bias for which

corrections were made. By the nature of its definition the coherence

function (Equation 4.22) always has a value of unity when only one

spectrum ensemble average is taken. Increasing the number of averages

reduces this positive bias and yields a better estimate. The bias

corrected coherence is computed from [32]:

-2	

^2	 (1 - 

Yo)
Y - Yo	 2Wm	

(7.6)

where Y2 is the averaged uncorrected estimate for the coherence and W

and m are as defined previously.

The degree to which the corrected value of coherence at any one

frequency can be relied upon may be stated in terms of a confidence

interval. For a chosen percentage of reliability this interval indi-

cates the upper and lower limits within which the coherence must fall.

7.4 Confidence Interval for Coherence Functions

The 95 percent confidence interval for the bias-corrected coher-

ence estimate is computed by using a method developed by Benignus as

outlined in reference [32]:

x	 Y2uPPeY < tank [z - b + s (za) ] 	 (7.7)

Ylower 2 tanh [z - b - s (za)] 	 (7.8)

where:	 z = 0.5 Rn [(1 + Y) / (1 - Y)],

(1.6y 2 + 0.22)
I.. s -b [1-0.004	 ]

71
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b =p/ [2Wm-3p+1),

za = 1.96,

p is the number of coherence function inputs, za is the one-sided

100 a percentage point of the normal distribution of the data end W

and m are as defined previously. For 100 a = (100 - 95) = 5 percent,

oL/2 = 0.025 and thus za = 1.96 (as found in statistics tables).

A plot of the 95 percent confidence limits as a function of the

#	 number of spectral averages and the original coherence estimate with

W = 1.0 is given in Figure 7.1 [17].

7.5 Errors Due to Time Delay in Spectral Quantities

An additional error that affects all spectral quantities is the

negative bias caused by signal path time delays. These delays which

occur, for example, between separated transducers are best compensated

for by time alignment of the data sampie records prior to processing.

Where time alignment is not possible, references (4, 23, 361 give

t	 detailed information on determining the amount of the error. Basic-

r
ally, the PSD and coherence functions are in error by an amount:

Y 2 (f)	 2

C	 GM z xy	z (1 - T

	

X y)
	 (7.9)

Y (f )

where G(f) and y 2̂ are the computed averaged estimators with no time-

delay compensation, G(f) and y 2 are the "true" values, T is the
xy

time length of one sample record, and T is the time delay. Although

these simple equations are useful for obtaining approximate amplitude

corrected values of G(f) and j 2 , they cannot compensate for the
XY

w
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increase in bias and standard (random) errors discussed previously.

For determining the total extent of these errors, the reader should

consult the above-mentioned literature [4, 23, 361.

Another source of time-delay error arose from the refraction of

the acoustic wave as it traveled through the shear layer of the open

jet wind tunnel to the far-field microphone. Gross-correlation and

cross-spectral measurements between a transducer at the trailing edge

of the airfoil and the far-field microphone were thus potentially

subject to this additional time delay (Figure 7.2, path A).

A study of this effect and the derivation of equations for

obtaining correction factors has been performed by Amiet [1]. The

freestream Mach number of the flow in this study did not exceed 0.20

(225 ft/sec), and the far-field measurement microphones were on a line

perpendicular with the trailing edge and the air flow. Based on

conclusions reached in Amiet.'s paper, it was determined that the

acoustic pressure amplitude and phase corrections were not warranted.

The amplitude corrections were less than 0.5 dB which is less than

the normalized standard error.

As an example, the worst case time delay error (not including

refraction effects) is computed for 12-foot distant microphone M.3

(Figure 7.2, path B).

T	 = c

T	
N

fs

T) 2 = (1

12.0 
= 10.7 cosec,	 (7.10)

1125

	

1024 
= 51.2 msec,	 (7.11)

20,000

	

10.7/51.2) 2 = 0.628	 (7.12)

f-
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or expressed in decibel form:

Li

10 log 10 (0.628) = -2.03 dB

tJ

72

(7.13)

r9here d is the spacing, c the speed of sound, f
S 

the sampling
g	 ^K 

Li	 frequency, N the number of sample points per time record, and T and T

n ti	 are as defined previously. The quotient i/T indicates that the two

rr
sample records are effectively offset in time by 20.8 percent.

Time alignment by data point shifting was not employed because

of the limited capabilities of the North Carolina State University

E	 analysis facility. In order to maintain the maximum frequency resolu-

tion possible out of the available fixed sample record length of 1024

points per channel, no points could be sacrificed. Shifting the data

^.	 would negate the negative bias errors due to time delay, but at the

expense of an accompanying increase of standard (random) errors due

to the lesser number of data points to be Fourier transformed. Also,

comparisons between spectral density curves would become difficult

if the frequency resolution were different among curves.

'i
' ,

r^

^m^mrrnmm	 .
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8. EXPERIMENTAL RESULTS

-	 Series I data brought back from the NASA test facility for

analysis at North Carolina State University was only sufficient for

a preliminary evaluation of the trailing edge noise phenomena.

Subsequent analysis of data from Series II tests should yield substan-

tially more detailed analysis results. Thus, the information present-

ed herein primarily represents the methodology developed and the

characteristics of the TE noise phenomena which were observed.

8.1 Microphone Calibration

Calibrations for the one-half inch microphones were performed

using a BrUel and Kjaer type 4220 Pistonphone producing 124.0 ± 0.2

dB SPL.

Calibrations for the Kulites were performed after they were

flush-mounted in the airfoil. A General Radio model 1562-A Sound

5

	 Level Calibrator equipped with a seal was verified as producing 112.9

dB SPL when pressed against a flat surface. It was then pressed

over each Kulite in turn to yield an in-place "flush" calibration.

All results in this thesis, however, are presented in "relative

dB" meaning that the dB scale for each plot is not calibrated against

any reference standard. Thus, pressure levels between plots may not

be compared, but pressure level comparisons on any one spectrum plot

are permissible.

8.2 Validity of Far-Field Microphone Measurements

Before analysis took place, a e;,_ck was made to insure that the

closest "far-field" microphones were indeed in the acoustic far-field
I
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of the radiated TE noise. An assumption was made (which was later

justified) that a line source of independent dipoles radiating wide-

banded noise would have a SPL falloff with distance similar to that

for a spherical wave source. Therefore a check could be made to see

if Ka >>1, say 10 as a lower limit. For the 4-foot distant micro-

phones, then a = 4 and:

Ka » 1, = 10	 say,	 (8.1)

K = a0
	

0 
= 2.5 ft-1 , the wavelength constant,

f = Kc = 2.5(1125) Z 450 Hz.	 (8.2)
2r	 6.28

Thus, due to the high-pass filtering at 400 Hz as set on the anti-

aliasing filters, all observed spectral phenomena were assumed to be

valid far-field measurements.

The nearness of the 4-foot microphones to the jet did not appear

to produce auto-spectra that were significantly different from those

of the 12-foot distant microphone M.3. However, the noise floor of

the FM tape recorder was reached in some instances, and so deviations

between plots of 3-4 dB in frequencies above about 5 kHz were occasion-

ally noticed in some auto-spectra.

8.3 Initial Checks Using a Cylindrical Rod

As an initial check on the test setup, the airfoil was removed

and an 18-inch long steel rod of 0.375-inch diameter mour.,ted, ir, its

place at the trailing edge position (Figure 8.1). The rod provided a

dipole line source whose known radiation characteristics could be used

to verify correct operation of the analysis system.

i

bi
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Figure 8.1	 Initial check run using a rod mounted at the TE position
to produce a known sound emission
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For a flow rate of 125 feet per second (500- rpm), the peak

frequency of the alternate vortex shedding for the rod was calculated

using (25]:

Sum
f = d

where S is the subsonic Strouhal number for a cylinder, u m is the

freestream velocity, and d is the rod diameter. Using the above

values and a Strouhal number of 0.2, the peak frequency was calculated

to be 800 Hz.

Using the two 4-foot distant microphones, M.2 and M.5, the actual

auto-spectra, cross-spectrum, phase and coherence were computed by the

program COHERENC (Appendix 11.2) (Figures 8.2 - 8.6). The actual peak

of 780 Hz was in good agreement with the above predicted 800 Hz. The

1800 dipole nature of the alternate vortex shedding is evident in the

phase plot. The cross-spectrum and coherence also give evidence of the

high ratio of fixed-phase common signal to uncorrelated signal present

in such a phenomena.

(8.3)

8.4 Test Conditions

A generalized airfoil test configuration was

initial phases of analysis. No modifications sucl

edge extensions used in Series II tests were made

as shown in Figure 2.2.

The airfoil was tested at angles of attack a

but for any given airflow velocity no differences

used during the

a as the trailing

to the basic airfoil

= 0
0

9 ±509. ±100.

could be detected in
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Figure 8.2	 Auto-PSD of a tone generated by the 0.375 inch diameter
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rod mounted at the TE position as detected by M.5
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the observable phenomena. Thus, all results reported in this section

dea] with the airfoil mounted at a = 00 ,

Data were recorded for freestream velocities ranging from 52 to

225 feet per second. However, a single data run, Run 307, was the

single most widely analyzed collection of data. It consisted of

recordings of the phenomena at the highest flow rate available (225

feet per second-,^or 900 rpm) with the airfoil in the general test

configuration. It was thought that at this freestream velocity the

noise phenomena, if it existed, would be most strongly excited and

therefore easily analyzed. It was assumed that the blunt leading

edge radiated no noise.

8.5 Auto-Power Spectral Density Measurements

Figure 8.7 depicts the auto-spectrum of far-field microphone M.3.

Immediately noticeable is the ' 4-5 dB hump in the 2.0 - 4.0 kHz band of

frequencies. This auto-spectrum is characteristic of all far-field

microphone positions for the airfoil general configuration.

The wide-banded background noise floor or BNF (the downward

sloping curve without the inclusion of the hump) is due to the aero-

dynamic noise of the open jet and not the anechoic facility itself.

Up to a frequency of about 5.0 6.0 kHz, the pressure level of the

BNF can be predicted for the 225 foot-per-second freestream velocity

by:

p(f)	 k(f)-1.125	
(8.4)

here k is a constant articular to each lot. Good agreementreement wasP 	P	 g

found among the auto-spectra of all three far-field microphones (M.2,

3

I
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M.3, M.5).	 The flattening out of the auto-spectral curves above

5.0 - 6.0 kHz is possibly due to the TE phenomena, the noise floor

of the n1 recorder, or both.

j The auto -spectra of the TE Kulites (K.1, K.2, K.5) also display

the characteristic "hump" in the 2.0 - 4.0 kHz band of frequencies

i
(Figure 8.8).

The auto-spectrum of the upstream Kul':.te (K.3) has the same flat

BNF as the TE Kulites but without the hump (Figure 8.9).

u
A check run was made to insure that the chA-~acteristic hump

observed in all far-field and TE transducer positions was due solely

because of the airfoil and not because of the sideplates or nozzle.

The nozzle and sideplate assembly without airfoil were tested at the

same freestream velocity of 225 feet per second as the standard

is
configuration.	 The far-field auto -spectra appear the same as Figure

'

8.7 with the same level of BNF except for the lack of a hump.

Another check was made with the airfoil held in place over the

nozzle but without the sideplates.	 The far-field auto-PSD is virtual-

ly unchanged from the standard configuration, whereas the near-field

u
auto-PSD of the TE Kulite shows a slightly more pronounced hump

(Figures 8.10 and 8.11).

ti

8.6	 Cross-Spectral Function Measurements

To clarify the nature of the hump the coherence, cross -PSD, and

' averaged phase were computed for the symmetrically opposing equi-

distant far-field microphones M.2 and M.5. 	 The coherence indicates

11 a strong relationship between the pressure fields which existed at

I

^r

the microphones in the range of hump frequencies (Figure 8.12).	 When
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coupled with the knowledge that there is no visible hump in the

far-field auto-PSD spectra when the airfoil was not present nor in

the upstream Kulite K.5 signal when the airfoil was present, this

leads to the conclusion that the phenomena responsible must be at or

near the TE.

The coherence also indicates a smaller secondary emission which

extends from about 0.8 to 2.1 kHz. Both emissions average 180 degrees

out-of-phase which indicates that the TE noise phenomena is "dipole-

like" Figure 8.13).

The two humps are clearly visible in the cross-PSD plot of Figure

8.14. Interesting to note are the values of the slopes on the upper

frequency side of each hump. These slopes are frequency related to

the pressure as was the far-field BNF and may be found by generalizing

Equation (6.4):

	

p(f) = k(f) $	(8.5)

where k is a constant particular to each test-run plot and S is the

power constant or slope of the 20 log (p) curv y . Values of -1.5 for

the lower hump and -3.0 for the upper hump were obtained. This results

in a 2:1 slope ratio for the respective upper and lower humps.

	

d	 s-	 a for symmetrically opposingThe coherence an cros PSD curves 	 ymm	 y pp	 g TE

Kulites K.1 and K.5 also show siv; of a double-humped phenomena

(Figures 8.15 and 8.16). However, the frequency range of the lower

hump has shifted downward and the phase plot, Figure 8.17, shows that

the lower hump is, on the average, comprised of in-phase components,

contrary to the far-field results. These may indicate a totally



85

1.
900 RPM, RUN 307, ROR -0; X-MIC.2,	 Y-MIC,5; 64 AVGS.

I

f

p ri"ry 6araclerl -tic TC Auop

foeondar;' burp

i hill L( 11

0.8

u	 0.6
z
w
oc
41
x
O

0.4
r
Cr.
ZH
O
6	 0.2

0	 __

O	 1000 2000 3000 4000 5000 6000 '7000 6000 9000 10000

FREOUENCY (HZ)

Figure 8.12 Coherence between signals from symmetrically opposing
M.2 and M.5

900 RPM, RUN 307. 909-0; X-MIC.2,	 Y-MIC.S; 64 AVGS,
90.0

45.0
U.
O
WV) 0
x
n.
W -95.0 ^.... >_
W
O

0
v -135.0

WN
d

-225. 3

—270.0
1000	 2000	 3000	 4000	 5000	 6000	 7000	 6000	 9000	 1000C

FREQUENCY (HZ)

Figure 8.13 Averaged phase between signals from symmetrically
opposing M.2 and M.5

i

yy

1
8
a
a

a

j



60.0
°o

i	 50.0
.J
W '

V
40.0

w

30.0

V
W
Qv
N	

20.0

10.0

86

900 RPM, RUN 301, HOR=O; X=MiC.2, YmMIC.5; 64 RVGS.

0
0	 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

FREQUENCY (HZ)
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different type of mechanism although the fairly low coherence reveals

that even in the near-field close to the TE, the lower hump mechanism

on the upper surface is not very strongly related to any that may

exist on the lower surface.

Again using Equation (6.5) to find the slopes ^ of the upper and

lower frequency humps, it is learned that there is a 2:1 slope ratio

for the respective upper and lower humps (Figure 8.16).

In both cases of symmetric transducer pairs, the averaged phase

of the pressure-field components is random in frequencies above the

characteristic primary (upper frequency) hump.

A 2.0 - 4.0 kHz cross-correlogram of the opposing TE Kulites K.1

and K.5 as computed by the program CIRCRCOR (Appendix 11.4) also ex-

hibits the out-of-phase structu ,c:, of the pressure field at the TE

(Figure 8.18).

Indications of a strong relationship between the pressure fluc-

tuations near the TE (K.1) and at a position 0.275 inches upstream

(K.3) are given by the coherence in Figure 8.19. The averaged phase,

Figure 8.20, exhibits the characteristics of a pure time delay. This

distance-time information was used to obtain the mean convection

velocity u  of the turbulent BL air flow by employing the equation:

u _
_ 360d	 (8.6)

c	 a

where d is the transducer separation distance in feet and $ is the

slope of the phase in degrees/Hz. Taking B = 0.06780 /Hz and d =

(0.275/12) feet yielded a convection speed of 122 feet per second for

u. 225 feet per second.

x
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The amount of time T necessary for a nonacoustic disturbance to

propagate from K.3 downstream to K.1 is found using:

T = u
d	

(8.7)

where u is some mean airflow velocity and d is as defined previously.

Using d = (0.275/ 12) feet and u  = 122 feet per second, a value of

T = 0.188 milliseconds is obtained for the propagation time.

The 2 . 0 - 4.0 kHz hump filtered cross-correlation coefficient

plot for K . 1 and K.3 is shown in Figure 8.21. The timing of the

first large positive peak at -0.150 milliseconds agrees well with

T' 0.188 milliseconds computed above. It is likely that if finer

resolution of the time delay axis were obtained (i.e., a faster

sampling rate), a more accurate value approximately equal to 0.180

milliseconds could be attained, as indicated by the dashed line.

The coherence (Figure 8.19) and to a much lesser degree the

cross-PSD (Figure 8.22) exhibit two strong humps in the 0.5 - 3.0

and 3.0 - 6.0 kHz bands. This contrasts with the 2 . 0 - 4.0 kHz auto-

PSD hump seen in both near- and far -field pressure spectra (not in-

cluding K . 3 which exhibits no hump at all).

An interesting point to note at this time is how the center

frequency of the characteristic 2-4 kHz hump mentioned above may be

approximated by the use of the Strouhal relationship between the

convection velocity u  and the characteristic blunt 'TE dimension of

0.10 inches ( see Figure 2.2) (37]. Substituting u c = 122 feet per

second, d = (0.10 / 12) feet and S_= 0.2 into Equation (8.3) results in

a frequency of 2928 Hz. No justification is given for using 0.2 as
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the proper Strouhal number for the geo:,tetries involved other than

its acceptance as a value to use for most structures under general

subsonic flow conditions.

It seems likely that the suggested frequency selective Strouhal

phenomena may be responsible for the "notch" in Figures 8.19 and 8.22.

It also appears likely that were it not for the TE phenomena, whatever

its true mechanism, the coherence would lack the "notch" and smoothly

taper as denoted by the dashed line. The taper then gives evidence

that the high frequency energy in a small turbulent volume of air

convecting downstream dissipates much more rapidly than the low

frequenc, energy in the volume.

Thus it is possible to explain this "notch" on the basis of

frequency-related elemental volume energies. If the TE noise radia-

tion mechanism were selectively converting the turbulent kinetic

energy of an elemental volume of air to acoustic rar.,'=1xtion energy on

the basis of frequency, then that energy transformation must have

come from a change in the pressure/density structure of the volume of

air. Thus the pressure field of the volume as it passes over K.1

is not the same as it was when it passed over K.3, and hence the

""notch" appears in the cross-spectral quantities.

Spa.nwise communication of the turbulence is not nearly as great
	 {

as in the streamwise direction. The random phase and low coherence

as shown in Figures 8.23 and 8.24 indicate the lack of any definite
i

relationship that exists between upper surface spanwise Kulites K.1

and K.2 which are separated by 0.135 inches.

The relationship between the pressure field at TE Kulite position

K.5 and 12-foot-distant M.3 on the same side is typified by Figures

k

k	 ^
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8.25 - 8.27. Again the randomness of the phase and accompanying lack

of any appreciable coherence reveal that the local ,,ear-field pressure

and the far-field pressure are not intimately related. The cross-PSD

plot does not yield any additional information.

A similar result was obtained for the near-field/far-field

transducer pair consisting of TE K.1 and 4-foot-distant M.5 (Figures

8.28 and 8.29). The cross-correlation coefficient plot for this pair

(Figure 8.30) does, however, imply that:

a) Some degree of dependency does indeed exist.

b) There is some sound which travels the z-!quired 3.55
milliseconds from the TE K.1 to the 4-foot M.5 as
computed using Equation (8.7) where u is replaced
by c = 1125 feet per second.

The cross-PSD plot for this pair is similar to Figure 8.27.

8:7 Detection of Near-Field/Far-Field Relationships
via Subtraction Schemes

In an attempt to enhance the capability of the analysis system to

establish a definite relationship between near-field Kulite and far-

field microphone signals, two computational schemes were employed.

The first involved the computer subtraction of signals from

Kulite pairs via the program COHERENC after appropriate amplitude

scaling. The intention was to take advantage of the 180 0 dipole-like

nature of the pressure field in the 2.0 - 4.0 kHz hump frequency band

and perform a point-by-point subtraction of the time data series of

one TE Kulite from the time data series of its symmetrically opposite

twin.

A factor to amplitude-match the two channels to be subtracted

was derived from the overall rms signal level as computed via COHERENC
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in the 6.0 - 10.0 kHz band--i.e., those frequencies well away from

the hump phenomena.

The signal information in the out-of-phase hump frequencies was

predicted to double in amplitude (6 dB). The lower frequency in-

y	
phase information, which .represented the insignificant life components

of the pressure field, was expected to subtract out, and the higher

frequency random phase information would increase by a factor of 1.414

(3 dB)
4

The first attempt at using this method involved C.1 and K.5

versus M.3. The results are shown in Figures 8.31 - 8.34. The auto-

PSD for M.3 was identical to the general far-field spectrum given in

Figure 8.7.

The characteristic hump displayed in the auto-PSD of the subtract-

ed TE Kulites ,seems to be enhanced and the relative level of the

pressure in the lowest frequencies appears to be reduced as compared

with an unmodified TE Kulite auto-PSD such as Figure 8.8. The cross-

PSD has a more pronounced hump as compared with Figure 8.27, and

there seems to exist a smaller secondary hump from 1.3 - 2.3 kHz,

akin to that shown by the coherence between M.2 and M.5 (Figure 8.12).

However, the averaged phase is still predominantly random and the

coherence still does not indicate any near-field/far-field relation-
sl

ship.

A second attempt at enhancing the ordinary coherence, cross-PSD,

and phase functions involved not only the above-discussed Kulite

subtraction, but also the subtraction of the symmetrically opposing

4-foot microphones M.2 and M.5 (Figures 8.35 	 8.38). The subtracted

M:
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Kulite auto-PSD appears the same as Figure 8.31.	 The primary hump

as seen in the auto-PSD of the subtracted far-field microphones

(Figure 8.25) is markedly improved over that of 12-foot M.3 (Figure

8.7).	 Also the smaller secondary hump is more clearly extablished,

due in part to the better smoothing that result's from the greater

number of ensemble averages.

The cross-PSD, phase and coherence (Figures 8.36 - 8.38) do not

show evidence of improvement over any previous results.

As a check to verify that the subtraction scheme was indeed

enhancing any of the dipole-like phenomena occurring and that the

amplitude scaling procedure used was proper, the identical informa-

tion as in Figures 8.35 - 8.38 was again analyzed. 	 This time, how- 5'

ever, the time data series of symmetrically opposite transducers

were added point-by-point.	 The lack of any humps in either auto-PSD

or in the cross-PSD (Figures 8.39 - 8.41) 	 is proof that the method

used was proper. 	 There was no significant coherence and the phase

i
again was entirely random.	 -

8.8	 Detection of Near-Field/Far-Field Relationships
via Partial Coherence

The second scheme aimed at establishing some dependence of far- j

field sound on the press•.*e in the near-field involved the use of the

partial coherence function as described in Section 4.8.

It was believed on the basis of the span-wise TE cross-spectral

measurements that the overall far-field sound due to the TE phenomena

(i.e., the hump) was the result of emissions from many independent

stream-wise "strips" of turbulent activity near the TE (Figure 8.42).
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By taking into account more of these independent sources through the

use of the partial coherence function, it was hoped that some near/far

pressure-field connection would at last be established.

In summary, the three-input /one-output program PARTIAL failed

M1	
to show any improvement over the single - input /single-output results

as computed by the program COHERENC. The results for K . 1, K.2 and

K.3 as inputs with M.5 as the output are shown in Figures 8.43 - 8.45.

Apparently not enough of the "strips" of acoustic emission as depicted

in Figure 8.42 can be accounted for, even when wing the multi-input

program PARTIAL.

8.9 Verification of the Fifth-Power Hypothesis

A fundamental precept of the theories of Howe and many others

mentioned in the introduction is that the overall sound level in the

acoustic far-field increases as the fifth power of the flow velocity

[27], i.e.:

p2 kPoufuCM[L2]
r

u
k poufuC( ^ )[I=2]

r
(8.8)

where: k a factor dependent upon the "flyover" angle (constant
for the case of the airfoil and microphone configura-
tion used in this study),

po = the mean air density,

of = the mean turbulent fluctuation velocity of a turbulent
volume or eddy near the TE,

u  = the convection velocity,

;a



_Y 7

107
Regions of turbulence
which arr:

a) coherent streamwise

b) much less coherent
spanwise

°p> semi-independent
"strips" of turbulence
generating many Separate
TE noise.e",ssions

Far-f ield
microphone

Figure 8.42 Depicting the overall far-field dynamic pressure field
to be the result of TE noise emissions from many semi-
independent strips of coherent turbulent flow

900 RPM. ROR-O. RUN 307; KUL. I i MIC. 5
1.

019

0.8

0.7

W	 0.6

U	
0.4

0.3

0.1

0

	

0	 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
FREQUENCY (HZ.)

Figure 8.43 Partial coherence between signals from near-field K.1
and far-field M.5 with the phase-coherent effects of
K.2 and K.3 removed

ORIGINAL ' PAG 1
Of POOR QUALITY



108

900 RPM, ROR-O, RUN 307; KUL, 2 1 MIC. 5
1.

0.9

0.8

0.7

W	 0.6
U
z
0:	 0.5
W
S
°	 0.4
J

0.3
or

0.2

0.1

0

	

0	 1000	 2000 3000 4000	 5000 6000	 7000	 8000	 9000 10000

FREQUENCY (HZ.)
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M = the Mach number = urt/c,

u. - the freestream velocity,

c - the speed of cound,

L - the span of the airfoil TE which is "wetted" by th+
turbulent eddies,

R	 the characteristic turbulence correlation scale
(depicted in Figure 8.42),

r	 the distance from the TE to the observer position in
the far-field.

Since both ^f and u  are approximately linearly proportional to

uC., Equation (8.8) becomes;

p2 ; kppus ft	 (819)
r

where k now has absorbed many other parameters.

To verify this hypothesis, a series of far-field M.3 auto-

spectra was computed as the freestream velocity was increased from

123 to 225 feet per second. The spectrum curves were obtained for

the test setup with airfoil and without airfoil. After proper, ampli-

tude scaling to insure equally pressure sensitive microphone record-

ings, the line-by-line difference was calculated between the auto-

spectrums. This resulted in spectrum values for the hump alone

without background rise from which the overall SPL.of the hump was

computed (Figure 8.46).,

The log of both the squared pressure and the velocity was taken

g	 and the values plotted ("Figure 8.47). The slope of the line, 6, was

computed from the data points using the method of least squares.
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The far--field sound leve{̀l was found to scale on the freestream

velocity raised to a power of 8 = 5.3. This is tending towards u 

which indicates why the dipole-like nature of the hump is observed.

However, it is in fair agreement with the predicted power of 5.0.

Hence, the trailing edge noise phenomena cannot be called purely

dipole-like as the Strouhal relationship might suggest.

8.10 Measurement Difficulties and Their Relationships
to Theory

It is evident from Equation '(8.9) that the acoustic power radiat-

ing from the TE falls off as (1/r 2 ) as for a spherically diverging

sound wave from a "compact" source. By "compact" it is meant that

the size of the source is much smaller than the wavelength of sound

it radiates. Compactness, then, was verified by both the correlation

scale and coherence measurements in the streamwise and spanwise

directions as covered in the previous pages and as depicted in Figure

8.42.

Based on the low spanwise coherence measurement (Figure 8.24)

the spanwise correlation scale of the turbulence "R" must be equal to

or less than the 0.135 inch spacing of the spanwise transducers K.1

and K.2. Therefore, more than (L/Z) = (18/0.135) = 133 sources may

have existed along the "wetted" span of the TE. This serves to explain

why none of the cross-spectral functions used in this study could

successfully establish a near-field/far-field relationship between a

single "source" and the sound in the far-field. When any single

source region is monitored and compared against the overall far-field

sound, all other sources are regarded as uncorrelated signal by the

r	 a

r"
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V

analysis programs. Hence the great number of uncorrelated signals

simply "swamps out" the noise emission from the single source and

prevents the analysis programs from detecting any fixed-phase

dependence. Thus, the lack of any definite near-field /far-field

coherence indirectly verifies the existence of many independent;

compact sources..

Another factor which made the detection of TE; noise difficult in

the ANRL facility was the small size of the test airfoil relative to

the dimensions of a full-scale aircraft wing. As an example, consider

the wings of a Boeing 747 jumbo jet which have approximately 110 feet

of wetted trailing edge per wing and a 30-foot chord. Since all flow

and boundary layer characteristics of the test airfoil were approx-

imately the same as that for a full-sized during landing approach

conditions, the factor (Lk/r 2) of Equation (8.9) implies that there

are far fewer independent sources for the test airfoil than for the

full-scale wing.

If the far-field sound is dependent upon wetted span alone

and not upon surface area, the sound power level difference may be

expected to be on the order of 10 log 10 (1.5/220) z -22 dB. Hence,

there is much less sound radiated from the test trailing edge as from

the full-scale trailing edge. Noise from the open jet and side-

plates is able to effectively mask the radiated TE noise (Figure 8.46)

except at higher flow velocities causing the detection schemes to

fail.
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9. SUMMARY OF RESULTS AND CONCLUSIONS

1. A miniature strain-gauge pressure transducer ("Kulite") was

designed and manufactured with outer dimensions of 0.375" L x 0.125" W

r^
	 x 0.045" D and a pinhole opening of 0.0135" diameter. The resonant

Helmholtz frequency of the pinhole and internal cavity was approxi-

mately 63 kHz. Flat frequency response and phase shift of less than

1.00 were achieved to well beyond the 10.0 kHz frequency limit of

data analysis. The nominal sensitivity of the Kulite was 25 mV/psi.

Several such Kulites were mounted flush with the airfoil surface near

the TE where they satisfactorily detected the local dynamic pressure

due to the TE noise phenomena.

2. A companion two-stage amplifier and strain-gauge power supply

for the Kulite was designed and constructed that met the operational

requirements of the microphone. The final version as used at the NASA

ANRL facility employed an Analog Device 521K operational amplifier

and an Ithaco model 455 active filter for the respective first and

second gain stages. The gain of the first stage was fixed at 50 V/V,

while the gain of the second stage was allowed to vary according to

signal level and recording requirements. A balanced direct-coupled

input from the Kulite to the first stage and ac coupling between the

first and second stages simultaneously provided for the rejection of

electrical interference,- and prevented small do current imbalances

in the strain-gauge bridge from overloading the final stage output.

Flat frequency response to beyond 100 kHz was achieved with this de-

sign.
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3. A pressure coupler was constructed which provided for the

calibration and performance verification of the Kulite pressure

transducers. It utilized a BrUel and Kjaer type 4134 one-half inch

condenser microphone as a source and a Bruel and K ,jaer type 4138 one-

eighth inch condenser microphone as a reference. Interunit phase

and amplitude matching of the Kulites was performed using the pres-

sure coupler.

4. Error analysis showed that because of the wide-band random

nature of the signals analy-.ed, the bias error of the spectral density

functions was of no concern. The normalized standard error was within

±0.7 dB for the number of spectrum ensemble averages used. The errors

associated with the refraction of the sound passing through the open

jet shear layer were insignificant. The method used for the bias

correction of the ordinary coherence was shown. The error due to the

time delay between trailing edge and far-field microphones was shown to

give a constant negative bias of -2.03 dB for the worst case 12-foot

microphone auto-PSD.

5. All microphone data were assumed to be stationary and suit-

able for analysis based on their widebanded random but steady nature

as verified by visual inspection of the collected data sample records.

6. Auto-PSD results from trailing-edge Kulites and far-field

microphones exhibited a single characteristic 3-5 dB "hump" in the

2.0 - 4.0 kHz band.

7. The frequency spectrum of the upstream Kulite exhibited no

such hump as described in (6) above. It did, however, exhibit the

same flat random noise spectrum as did the TE Kulites.

..... ,..r ^.m^.:wa.M^.... wccs.^aaaC: hH .^f1W ^n1111
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8. The slope of the far-field background noise floor spectrum

-1.125
was seen to vary as f 	 .

9. Streamwise communication of the turbulent pressure field over

a distance of 0.275 inches was quite significant as indicated by the

coherence, phase, and correlation computations. A peak coherence of

0.55 at 1.3 kHz was obtained.

10. Rather than use the cross-correlation coefficient, the slope

of the phase between the streamwise Kulites was used to clearly
.	 a

establish the turbulent boundary layer convection velocity at 122 feet 	 I

per second for a freestream velocity of 225 feet per second.

11. The coherence between the streamwise Kulites indicated that•

the coherent energy/Hz per unit volume decreases with increasing

frequency for a given streamwise separation distance.

12. The "notch" in the coherence at 3.1 kHz between streamwise

Kulites coincided with the peak of the characteristic trailing edge

hump and seems to indicate that the trailing edge noise mechanism

selectively extracts energy in the "hump frequencies" out of the

boundary layer turbulence for use in the generation of sound.

13. Spanwise communication of the turbulent pressure field over

a distance of 0.135 inches across the trailing edge appeared very

slight as indicated by coherence and cross-correlation measurements.

14. There existed a 2:1 ratio of the negative slopes between the

primary and secondary humps as seen in the cross-PSD plots for either

pair of symmetrically opposing microphones (K.1 and K.5 or M.2 and

;t
m.5).

15. The peak values of the coherence for both the near-field

symmetrically opposing TE Kulites (K.1 and K.5) and the far-field

w^

r
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symmetrically opposing 4-foot-distant microphones (M.2 and M.5)

coincided with the 3.1 kHz peak of the characteristic hump seen in

the far-field microphone and near-field TE Kulite auto-PSD curves.

Peak values for the coherence were approximately 0.59 for the far-

field pair and 0.32 for the near-field pair.

16. Symmetrically opposing microphones in both the near-field and

the far-field indicate that, on the average, the upper and lower pres-

sure fields were in-phase in the frequencies below the primary charac-

teristic hump, out-of-phase in the hump frequencies, and generally

of random phase above the hump frequencies.

17. A computer method for amplitude scaling of the stored

digital data was devised that allowed the computer to subtract the

time series of symmetrically opposing transducer pairs to better

detect the out-of-phase information contained within them.

18. The Strouhal relationship was successfully used with the

characteristic turbulent boundary layer convection speed of u  = 122

feet per second and characteristic trailing edge thickness of 0.10

Inches to closely approximate the center frequency of the characteris-

tic hump. A calculated value of 2.9 kHz was obtained versus the

observed 3.1 kHz value.

19. The pressure-field that existed in the vicinity of the trail-

ing edge appears to be comprised of streamwise strips of coherent

turbulence which were independent of one another in the span-wise

direction. Item (13) indicates that the maximum width of such a strip

is 0.135 inches. Therefore, greater than (18/0.135) = 133 such

"sources" may have existed across the 18-inch span of the airfoil.
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20. No spectral relationships or acoustic contributions could

be established between the pressure fields at the near--field and far-

field microphone positions, nor could the actual source-coherent area

of location at or near the trailing edge be determined.

21. The great number of "sources" which may have existed serves

to explain why cross -spectral functions could not establish any

relationship between a single "source" and the sound in the far

field. In such a situation, the emissions from the other independent

"sources" would be regarded as noise by the analysis program and

their sheer number would prevent the program from resolving any fixed-

phase dependence.

22. On the basis of the ordinary and partial coherence results,

it may never be practical to attempt the implementation of a partial

coherence function with a sufficient number of inputs to adequately

represent every "source" along the trailing edge.

23. Much less TE noise is predicted to radiate from the 1.5-foot

wetted span of the test airfoil as compared with that which radiates

from the wetted TE span of a full-sized aircraft. For the similar

flow conditions which exist during landing approach for a Boeing 747

jumbo jet, the difference in sound power level may be on the order of

22 dB.

24. The overall far-field sound pressure level , of the hump

characteristic alone with background noise flor removed was seen to

5.3
vary as u

I
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11. APPENDICES

v

E

x,

j

11.1	 List of Symbols

a - linear separation.distance

ac, AC - alternating current

ADC - analog-to-digital converter

AOA - angle of attack

b - standard deviation coefficient for the coherence
function confidence interval

Be = effective bandwidth = WT-1

BL = boundary layer

BNF - background noise floor

BW - bandwidth = T71

c - speed of sound z 1125 feet per second

CMRR - common mode rejection ratio

d - linear separation distance

dc, DC - direct current

er - normalized standard error

f = frequency

fn - discrete frequency line = n/(Nh)

f 
- Nyquist frequency; highest frequency of interest

analyzed < i f
s

fs - sampling frequency or rate

f 
- resonant peak frequency

fl - lower half-power (-;? dB) frequency

f 2 - upper half-power (-3 dB) frequency

Af	 _ = half-nnwPr f-4 dRl hanAwidth
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FT = Fourier transform

Gxx , CV	or

G il l, s real, one-sided auto-PSD

Gxy ,
or G12	

- complex, one-sided cross-PSD

h - time interval between consecutive data samples

= f s-1 ; height

H - transfer function

i = an index

i - imaginary unit =

k - a constant

log = base ten logarithm

K = wavelength constant = w/c

K.# or Kul.#	 = miniature strain-gauge pressure transducer
("Kulite" microphone) located in the acoustic
near-field position # as per Figures 2.4 and 3.9

- length; characteristic turbulence correlation scale

L = wetted span of the airfoil trailing edge

M - number of averages or ensembles

M = Mach number = u/c

M.# or Mic.# one-half inch B & K type 4133 condenser microphone
located in the acoustic far-field at position #
as per Figure 2.4

n an index

N = total number of consecutively sampled data points
in any single sample record

PSD = power spectral density function

Q quality factor or sharpness of resonance

r = maximum time-lag number; radius; distance from the
TE to the far-field observer position
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rms - root-mean-square

rpm - revolutions per minute

R - Reynolds number

R	 R a real, even auto-correlation function coefficients
XXI, yy of x(t),	 Y(t)

R = real cross-correlation function coefficient ofXy
x(t) and y(t)

s - standard deviation

6(t) - piece-wise smooth continuous function of time

S = Strouhal number.

S/N = signal-to-noise ratio

SPL = sound pressure level

t - time

T = period of time; single sample record duration

T t = total period of data sampling = mT

TE - trailing edge

U - flow velocity (general)

u - convection velocityC
of a mean turbulent fluctuation velocity

U - friction velocityT
u - freestream velocity

OD

V - volume; voltage

W = sample record weighting-function bandwidth factor
(relative to the bandwidth of a rectangular weight-
ing function)

x(t),	 y(t),	 z(t) = piece-wise smooth (continuous) functions of time

X, Y = complex-valued two-sided spectral density functions

z - transformation for the distribution of sample
coherence function; a general variable

JI:
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R

za = one-sided 100a percentage }point of the normal
distribution of the data

a = angle of attack; level of significance

- power constant; slope

x

d = boundary layer thickness

6 1 - displacement thickness

Y 2
0

= uncorrected, biased coherence estimate

2	 2
Yxy'	 Y12

= ordinary coherence function

2Y24.13 = partial coherence function

v - kinematic viscosity

= geometric angle; momentum thickness

tr - 3.14159

p 
xy

= normalized cross-correlation coefficient

' P O
= mean air density

t = lag or delay time; fluid shear stress

= phase angle; momentum thickness
l

W = radian frequency = 27f

[	 ] = averaged quantity

[	 ]* - complex conjugate of [ 	 ]

[	 _	 J = complex quantity

1
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11.-2 COHERENC

The two-channel program "COHERENC":
•ar

1) can delay one time series sample record relative to another, one
data point at a time (with the possible sacrifice of frequency

g resolution as points are deleted).

2) can be used to find an amplitude scale factor.
Y

3) using the scale factor, can amplitude match and then subtract or
add two time series on a point-by-point basis to yield a composite ^`
signal.	 A second composite signal obtained in the same manner

a from two more time series then makes up the pair needed for
cross-spectral analysis.

q 4) removes the overall mean from each of the two time series and

amplitude weights each time series with a Hanning (sin g) function.

r 5) computes the spectral values for G, G 	 , G	 , H	 , and P^
via the FFT.	

xx	 yy ,	 xy	 xy	 xy

6) averages the above quantities by repeating steps 1, 3, 4 and 5.

7) computes and bias corrects the ordinary coherence.

8) computes the ordinary coherence and confidence interval.

9) computes the coherent power output spectrum, y 2	 Gyy.
% ;

10) can then scale the PSD quantities against a reference standard to
obtain calibrated values if a reference and calibration level are
supplied.

11) computes the overall averaged Gxx , Gyy , Gxy , Gxy , Yom,+ Gy}, in.
r, chosen frequency bands (method used for finding item 2 above).

12) outputs all above-mentioned averaged quantities on a printout.

13) automatically will scale the plot axes and then plot the

Gxx' YY^ Gxy , ^X ^ Yxy•

o	 ;
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@, t .1r API =1.0
fPWAC2=O.M
CAI 1=1.J
CA1.11=n.n
CAL1=n.n
CAI. *=1.n
K A fit'= I
INPA^ _.?
Nl OW(I)=I'
NN 114(1 )=1r.
10_11M(T )=lr,)
NO$toI( 1)=54
G(1 Tr 21c

In cr•N*Iri')'
If (I 'N AT A.Nr .41 Wv Tr 21
ft+t,4r=y
11 A :1=9
IL 1r.7=n
SMC...RI=^.,)
r-01AC7r0.n
KAM=1

73 CnN-1NUr
r
C

COLL TAANS2

C
rr41 (1 * '0) (TITIr(1),I=1.?.nI
MrIT r 13.'On) I T I TL C' (II.I I.PO)

r
CALL xnnw

C
C
CCrrCCrCrrrr:CrrrCrrCCCCrCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
07 	 C
C	 1'1 OTTr p WH171Nr Fr)p nr)yrn	 C
C	 C
CCCCC CCCCCCCCCCCCCCCCCrrCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCr

Ir (1 0( 0TA.Fo.0.ANr),Ir-l nT r3.°0.01 C.O 70 aScp
C

Vs NGT,14=g.0
XLerT=0.01(Flrli*=(enLFT/2.A)t(FCC/e'F^1
KINC=Xp1GHT/10.0
VLNrTH=S.n
viMr=ln.o
A1)rCV= 1
MAXPTS=N
N"TS I=N
Y.IN0(11=-1
LI NF* e=O
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C
nA7A '1r)rcx/i,/. N n, t.GV/1/.MtiXCVS/1/•NrurvS/1	 •NOTS3/0/
DATA IV" 54 /0/.N^'T^ri/n/
Ir ( I"'LOTA.ro.ol ,n 7l1 .10r

t------------- --------------------------------------------------------------
t
C	 M OT r p nl) r: rCN CNANN''L 1 rOLLCM TI-1c CAao.r

YnAcC=1.3

C
DI' 17) T=1.N
rn, r% (1 •1 )=xr r ,:of I)
Y fl r "If I . I )=GxXt I I

120 CONT I N'IF
(r IYI)P)(I.II.L-.1YTnn-5.1)1 Gn TO 110
Y7Clf`=YTnP+17.3
Gn To i?o

1 10 fnNT IN0'
YI'ACF=YTCP-A n. )
Ir (Yn7)(I.II LT•YliA If' I YnFD(1.1)=YI14SF.

133 CONT INt)F
C CALI r'rr:Sr7.( 14. 0. T. nor

TALI rtnAFr ( XL'IGTH•XL1:FT.X Z IGN*.XINC.•Nr)ECX.XLA4CL . Xn1:7.X1)UMMY.
f. VI N-:."F) . YnAS r7 . YTO r2 • YIt%C • Nn'r1r . YLArIL I vYIIp7 . YDUTAMY.NSINGV . MAXCVS.
f,t4CIIFV r, * PAKr' T S.N oTSI.N AT S?•NPTS.I.NPTG4•NPTSS•Kff(O.L INF.S.TITLFI

C	 __
C-------------------------------------------------------------- -------
C
C	 PLnT r.Arn; Fnr fHANNrL ,? FVLLCW THIS CAPn:
C YnA it=n.0

r*nn=zn.o
C nn ?.n0 !=I.N

Xnr+1)( I . 11= xrl; rr)( I I
Ynrr) (I.fI=GYV(Il?on Cnf4T INUr
Ir (YI)7 r;(IaIIA7.(YTnP-'i.111 Gn TO 2 V
v v nP= y Tro p +) n.4
Gn Tfl ?20

211 Crr"17INl )r
YNar+v=v7nP-60.n

ORIGINAL PAGE IS
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IF ( Vr prl ( t • 1 1 .1 T.YnA I,,') YI ► rnt 1 .1 ) z VPA :F
23Q CnNT1NUr

C
CALL ►'1rS1VI400.7.0)

C
CALI. GFArr IXL"I.TI/.XL- r T.XRIG)N T.XIKr.Nr^rx.Xf Anr1 . mvnoYD'IMMY.

&Vt NGTH.Yf'15F.YT1i"p•VIKC.Nt1-rY.YI.ARt,'+,.Y0rr1*VOII'ANV.fI:INGV.'4AXCVS1
GNr 'Ir V'.I1AXPTP•N r'T^1	 ITS t.NrTSA.NnT ,5.K1ND.L Ih":S.TITLF. )r

C----.----------------------„--------------.--------------------- ----
C
C	 VL Of CAlr n , For IGXV f, rrLL'IW THI" CAF):
r

C
nr Inn 1=1.N
X11rn( I. T1= Yr F-n( I)
Yn rzE) (1 . 1 )-c X Y AIt (1 )

N on r'rN T INtIc
Ir 1Y nf`7t I.II L r .(YTn n -.. 11) CO Tn 311
YT"r=YTnr.in.n
An In 371

31.1 CONT 1 .1-1-
YPAr"=VTgr-Fp.n
11 W"W)II.I),I T .YPA ) VnrD(191I=YHASr

IAr1 'CnMT 1M11F
C

CPLL ^1C517.it4.T.7.0)
C

CALL G L1 Ar r ( XLN.TH . XI. FFT.XRI CHI o X INC * Nnrr, X. Xt. A nrL.XUI'r)• XDUMMY.
F.VLN : T N.Y[ % Asr.YTOP.V t NC.1% r)FCY.YL Atli 1.YOr 0#YCU4mY.N5INGV.4AXCVa9
f.lI('I)^VS.MAXj-I TS•N'Tr-1.N I'T52.NPT53.NPTSA.Nu TS r).KINrI.t INFS.TITLE)

C
C------.--------------.- --- -.-----------------------------------------------
C
C	 rLnT C.690e F(1: 'NASr TOLLnM TMIR CAFO:
C

Vf1AS°=PS ASr
VTnr,= ,2nTQr
VINC=4F.n

C
nn 7110 T=I IN
Xngn(I.I J- XFFrn(T1
VOPn(1.I) =OHAZr'(I
IF IVn rD(1.1).CT.VTn r)) YORD(I.I)=YTOP
Ir (Yr)F7(l.l/•I.T. YEA S^I Y'1LI0(1.11*YRASF

T13^ Cnt'1T INU°
C

CAI 1. D IC4'% i7( 14.3.'P.31
C

C.ALI fP,1rrIXLNGTN.1(L rr TaX r31 1 GMT 9X INC .Nr)FCX.XLAFPE.L.XnFr).XDIJMMY.
G VI N .TH.YRASr.VTn"s V INC.NOrCY. Vt.ARL A.YORDa YOU'AmY.NSINGV.'tAXCVS•
r.NrURVCgVA 1rnTS . NrITS1 .Ni3T52.Nr'TS 3@NPTS4.NPTSSvKIND . L1Nf: S•TITLEI

r
C-------------------------.---------..------..-----------------------------

1

s
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r
1A Cr"JT 1 M11^

1f. ( U'l LL+T1 1 . r ta.J1 (,I) T1a 4 
c
C	 nLI17 CAI'n' F( • (1 CI'H^ -NC' r 'ILInM THIS CA'>Il;r

vnn:r_n.q
VT('n = 1 .0
VINr-1.?

r
nn -Z41 1=19N
xn'7 ; , ( I. 1 1 -xr r'-o t 1)
vnr^ ( 1 .I)=Cuba11)
IF cvaar.l(1.1/.G•.vT^'^) Ynarlf l•T 1=YTr)n
IF (Ynnr1 i .I 1 .L'.Yf1Ati: 1 Y09r)(1 •1 )=YDASF

T0 4 1 C4NT INU,
r

CAL1 n IC' I Z( I A. 1. 7 . 0)
CALL GrA ► 'r(xLNGTH.XIr c T.XQI5HT• X INC . N') F r.X XLAnFL.xnrn.xl)u'•(MV•

r. V1 '4 r,'If#YPA,r 9YTn r t VI Nr 9ND'CY.VLAnt%%yorn.Yn11'4'IV.NSINGV.MAxCVS•
GN r1 1r V ,.MAYn +,. N"l 5I .NnT;7.N*lTSi . NPTSA.NnT5S . KIN3 LINCS.TITLEI

r.
Al rnNTINUr

C
C----------------------------__ 	 - -
t

CALL CItC:1Ff0.0.l1.0I
c
r---------------------------- 	 ..

qn^o •.TI1P
rNn

ORMNAL U-"4'UC% Ii B

i

}



who 0-

S	
+^

CIIf•Fn)TIN	 -vr'*N;?
INTf ,;Po? Itir IL .JllK 3
cnWnL'X rrTI 0 rT?. .rr.'lXY•.XYr+?nj M^Atjrh A(I1111.r'lllla)
nj4r N+ 11^N :.Xx '^2(^il .I. :VVn ^l 91 '̂ I.^:MVn2 /'1°1
{ny •• (Iri N.IAV(ii.lnl AV.ILIGI.ILA1„'. 3 Ann.I%T
r q "4r N KI'NF I •1WI T VK. r: C[• n g n .PS.C^ T(+n. me, n A ;r
C • 1 0 IrAOfI ' Pi_ RT. S U - > 1 ) • ^41jkr4 cI.1,r,.RFr..Ixvr•rr
C.C'4411'1 tNr 11.(41	 1.J'IP, 3.(?11.INI T (?50',1
rn'1'A r)M 6YX(r I ,) •^-.YY(r:IS) 9!XYAI(filr+l. ►'XYAn(lIII•liwyr,pO(r.151
rr' .IMr1N nH1 ?r( r,I ,).Cn 11^(rili1.Cnrr'F.C151i1.CitMr'I')Iri).rIWR(ri151
irr %' %'I'V CH11?no n l.C) 1 2( 10119)oXFGrU(9151
CIl'1411 11 (r-I(Q1 ril.r r T?( 5 I S I. t:K V( 1. 1''11• HX Y( S 15)
C11M .-olli Nr A -,, Nii I H ( 17).AL rw( I J)
rr.'.'AU,I InATA. CAI- I.rAL-'.GALJ.CAL.4.CALX.rALY.CALxY

C
1111 FnF'4AT(4r1A?.)
1'i? rn,4A'(///.• 71,14+ it	 14.• C •'17Trn. NrM IAVGS=•.I4)

V(`rl'A T ( 9 n n ( l INT N'l14'lr L• .IA. I H4S A VALUri nr • .11 ?.^ ON')InM A TION DUN
Er NI).•.141

A111 rllr'4A T (. 1••////. 11X.•I••'K ► • GXX•. rX.9r.YY1-v6X.•GXV(PrALI•93Xo
• .XY 1 1'4 A G I • . P 1. 9 1 • • 7 X. • i)(K 9 . n X. 9 VY • .AX• 0 r.XV(R1.Al.l 6 IX 

G • r:xY(I4AC1'.///.1 ^lIIn.4F1d.111)
r

oT- • .I AI snZ7
IAV=^In JM p=

N/1 T fl 3 = 0
ha	 1111=
^"	 C

nn 7n 1 -1.N
- PTY( I) =0.n
CXV (I 1=CM r'LX I 3.1.3.0 )

T O roto 1w w
rn r-.3 1=1.KAr't
iNiTt)/=ih3
TNI-INT+1.+N

, 7 CnHTINIIr
r
r.	 THr N(m i%ir r1 fir nAT1 rn(NTS c;HirTrn (T1rrF n c'I.AYF) IS rALCULATFD ----
r
C 00 11U'4r'= I'1U ar ♦ (

1 A r,1 =^ MrA r' 1 / r LUAT ( IAVGS) • lvLFT / 1300.O A FLOA T I J A Y 1
( Ar2= SMrAr2/ rL0AT( t AV IF l+" ^LRT/1 090.0*FLr:A74 J A V )

C
IL T1 =ILAG1 4LA.I
11 T?= ILA.,'t k.A i?

C
f	 TOW DA T A IS F•'AJ (A 4K PI.1MATION DUMP) ANI) CHFF_KFD FnR FR17OVS
C

1'^RT) 14.1171 (INrIL111.1=I.AJ^b)
r

C11 1r1 1si•A)^f



i

136

t
a°

i

°i
r

Ir (INr ILl1). LT . In! A AN),INF11.41).GC.)I GO TO 159
NnTI I K= 1
wr17 ' ( 3.IS5) I.INFILf I IoMUMD

1 5i rnNT I NUS
r_

Ir f Mf1T r11;.-n.1) qrn Tn ;, 73
1 0% V	 V I, i• KAOn
M r 1 Tf ' IJ9I"7) In,j4',.11VrrS
nnTCK=1

r
Gn TO OO

c
,•1 CnN I 1 1491rC.

C	 T11r rl o,T 'lt 1° A°,1C ll 'rD Tn CO-- ANNFL IC TtC 5..-r Win TO C HANNE L P
C

Ir ( I!)AT.,k.rq.4) Gn Tn 235
r

r)rs P.10 1= 1.244p
cmI(11=1NrIL(1)
C11 1 4i ► =1Nr ll (I+?049)

?3 1, Cr I NT INpIr
rAt X-C4L 1
CAI.Y=CAL 2
CALXY-SCFT (CALI OCAI.2 I
nn Tn a45

C
C	 Tit' FIILLnwInn S nFCIAL CAPS AQF FOP 4- CHANNEL DATA----------------
r,

2J 1- ff1NT INIIF
pn 24" 1 =1 .1 n'4
Ciflt11=100.0*(INriL(I)OCALI-INr1L(T+1O24)*CAL2)/CAL?
CN?(l 1 =10 .1.7+d INF IL (1_+7.'149 ► ^C4L :1 -1NF ILf 1 ♦ ^•)7^) •CAL 41 /CAL•

740 Cn ►iTTNiIr
rALx=rAl2
CALY=r_4L 4
f.ALXY-Snr•T(CALX+CALY)

C
f.	 Tr Nrr, r c g4PY. 704F DATA DOINTS AFC SHIrTt:n TO f • ROVInE TIME DELAYS
C

745 f:f'NT 1Nor
r.=o

C
1? 5 CC`F1TINl /?

NTX=l
FVAL =3-0
K=K+l
JAV=Jf%V $
JMOV=TNI14K ► +IDLAY

C
nn 1231 1=1.N
At i )=CHI CI+1-I+JMflV+II.T1 )
r(l)=CH1 (I+T+JMOV+iLT I )
rVAL='3VAL+A(I)+P(I)

1230 CnNTINVr
C

f.

..._.,....^•.....,.—...,.^.t__._^.,xcu and	 —

1
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t r CMANNIrL	 1	 Mr AN VALII r•	 CnDR -f:TlnN	 ANn rANY114 1r

r'VAI • =^VAL /t N 4N l
C

PC	 1?31	 1=1 .N

A(I1 - (Attl- rVAL)
f ffl=t r)( I1-^VALI
Jr. t IVT.Nr•1 ► 	 Gn	 te r) 	 1z:i1
a t l I=A( l lo p .n+(SIN(1 1-11+' v 1/frL0AT(N 111)++2
f(!)=1111	 I!1+-'1/IfLOAl (NI 111042

I?11 VINTINII F C

e GP TO 1875
C

1710 FVAL=t1. t
r

' rt)	 I?«1	 I=l.fi
A(I)=t;n2(14I-I#JMOV4ILT?1
nj tl=CH w (1 4 I+,I %4QV4I1 T?1
rVAL-`v'kL4%tllsr(11

1 2 	 rl CON- 1 N0 -
C

'
c

C14ANNFL ? Mr AN VAI_Or CO r-PSCTICH ANn H4NNINr: -----------------------
rVAL=rVAt /(N414l

C flfl	 1256	 T=1.N
At t 1-t A( 11-rVAL !

^ nffl=tHl1)-EV4L1
Ir	 l I WIT .Nr.I )	 Gll	 To 	 1255
Ati1=1fI1+?.r► +ISIN.111-I1+'t/l''L r]I► T IN 1111++2
nfl)=Nt11+ 2.A +lSiN(l(1+^1/(FLRA^fN{111•+212 ,A r( • r1T IN1ir

C
------------------------------------------

C 1275 CALL erT(A. n .VO4 9 •I 9 1 I
CALL	 PrALTR(A.P.N.11

C------------------------------------------------------------------------
t

If- 	 )	 Gr!	 Tn	 I(+n)
C
C GXX• GYYr	 ANA GXY A pr CnM +LITER AND AV ORAGFO ----------------------

n(t	 ?n^i	 f=1 •N
r- r *1 (11=CM ML•X. (At t 1. of t ) 1
-:XX( I)=GXX(I) 4 r FAI (Cc;nJ3lrrTtl lll+rrTl(III

2071 CONT INII"
' t

NIX=?
rf, T4 1253

C
14no nn P002	 1=1 014

1'FT2(1)=CMnLX(A(1)9f!1111
` c.Yrt ll=^:YY(1)^C^AL(CrPJ•i( Fr T T.(1 //^FFT7f 111

)
1

.f
7

.. 

L APL .: _.._....c ... ..^.._... . ... 	 _	 ,..
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GYV(11=.Xr(I)frI1NJ•lrrTT(T)14FF1141
, I , ? CI 1 1JT I'Jllr

C
f	 lr ALL TH E ' PM'1,+*('Ir AV"P1 r.'S 1 9 IAVGC r 1 HAV( nFrN TAKEN. STOn
C	 RrA1104. C AT4 rP00, TI-i rATA rO9Pr r• ------------------'--------------tr IJAV.G r .IAVG%) G(I T 41 40.)0ff	 If ALL THr -)r rrr IHL F AVr^AG7—j ( 9 9AU 110 ) APr 0S rn IN A SIN,Lr AK
f	 IrT'INATION nUftn. ,n ,FT 4N0THrF; (`UP D *s w119TH OF nATA --------------

Ir (K.Gf.KArP1 R! r TO 'l,1
C

rrn TO I •.?ri
C
*	 "IJh nr AV I O 4.1fi.. Au' f1 AVD CRC c.S-ST`F,rTQ11w V4LUFS ArF COARECTrn
f,	 Vj'r6i FrT n nr1GP•1M r%rTopi.-------•----------------------------------
C
400) cnNT1Jlur

Of I f IF u =44?J4N	 V. i
nn eln^ 1-1•^

Gvr ( I ) =.vr ( 1 1 rnNUl3'4
r:xr( 11=iXVl T ) /nNli—i".xxrr ?( 1) =(1Kx( I MCAL v**.')
F.YYPP( 11= :rr( I) 4 (C4LV4 • ) 1
GXYr'?( I1=.XV( 1144r_AL xr4421

410) CTNT I NUF
C

rcTTC (3.43T11 (1.GXXn2l11.c..YrP2tI).GXr^2(11.1 =1.N)
C. ri*09 prT1JQN

rNn

i
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ia
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F%)nrn')T 1 N r: YPow
tN'r rr,F P *2 INr IL • JIINK
CC vPL r x rrT1.FrT;.GXV.I4XV
co m%o rN N91AV(,S.IA1 %Y.1LA .1.ILAG2.KA')o.IwT
Cn'!1_'ar ,4 1(0PrI.rinT0K9rgC9rr,2.r'S.r5T(IPoPSRA^,r
CriAMnN ^0LPT•SM'.AvI. quFAL,, r.rl.Fr7 9rFl .HxYrrr
CC'4M(.N I NF 11. (1;1 -(. ) . JI)NK 121 ). IN 1 1 4r1 56 1
CnNMON GXX 1'i1S)sGYV151rI.,XYA'%(51!r)•HXVAR(515),IIKYOFC(F151
C pMHnr4 PHA7rII15)9C0HPI'iISI.COSPEC(o•11,).CILI.P151CI9C1UPR(5151
Cr 14MUN CHI (?A4f% )• r112(1r)4PI.Xrrrn( •,I iI
rM A41 4 nN VFTI(51',)•rF'7(515)•GXY(1151.14XV(,151
COMMCfY NP AS.NIIII-(1-11.ht n w ( 1.1
Cr--ON ICIATA.CAL I. CALP,r.AL.I.CAL4.CALX.CAI Y.rALXY

C
14/1 rip P4 AT 3 1 . ///• • IN T AE. FP"CV'NCV II AND r rom 9 .C A .I.. Mr T  .rP..i•

r. H7 TH E nV"PALL LFV rLS All AS FCI LOWS :, . //.
r. • .XX:@.F-/.1.0 7R. P F: •.FO.P.//.
r.^ .VY: • or7.1 t o OH• F°: 9 rq.f..//.
r.	 rixY: 0 .F^.I. 0 7R. I:-: 0.F=.6.//.
C° C0HFvrNCF:'.F7.3./1.
E  C Mir P r.NT SPFCTPWA LFVSL: 9 or7.9. • D n . RE:o.r^.61

1611 rnnvAT	 rPrf)	 GXX	 GYY	 lcxvl	 JHXY)
4 14 XYOI'7	 PHA^r-HXY	 CnHCRCNCF	 CIUnR	 CILw6	 CII-SPrCTnU'41•
r,//// )

1 75 0 FnFMAT ISX.14or ,, .1 o r rR.l.rI I.I.r 14.49F1 ,).49r9.4•r9o1 I
G

PC; 1=r•v:1tt?
Pr+=P-24t2
PS 1=r,r.ltt^
HxYFSn=HxYrrr ts:!

C.
.XXT=').A
OYYT-l.0
.XYT=7.0

C.
nC Pnin 1 =1.N

c
C	 THE CI31-CFFNCF. CO-5r+rCTRU 04 AN r) PHAS E RETWFFN X G Y APF COMPUTED --
f.

r'MTN=(I.n/N)tt?
PPnD=.XXII)*GYVfT)
IF(ARS( 93 Rnr) j .Lr.P K1IN1 PfOD=Pr+IN

C
CnHP(I)=Pr AI. (C,XY(()tCCNJG(GXY(I) ))/PFnD
MXY(I)=GXV(T)/Gxxf T )r.

C	 SFT Cn11rrrNCF TO -I r-.PC Ir rlTl-FP GXX OF GYY A p r LFFS THAN *CUTOFF'.
f TH I S 15 A L( •w r r LIMIT (nETERMINFE) RY THE NUMRrP nF A/D OTTS AND
C	 rf Fo t-1N'S 1 S( T TI) n rrVrNT COMPUTER FOR9riR r Rp M UFCOMI NG TOO
C	 5P?AT. THE FAP41- OF 71- F MAGNITIInr OF THE RATA AT THIS POINT
C	 L1°9 r)FTwrCN Att? AND 5121+2 (FOR 10-SIT WnRUS). -----------------
C

CUTnrr_l.P/N
Ir (C:XY( 1).LT . C,'1TOFr.PR.GVY ( I 1.1 T.CUTOrF I MHP ( I )ep.A

C
C	 ArInLY 91AS CnPF vCTir , N vn CQHr prNCr r_ST1MATr ------------ ----------

M^

h 1

a ^
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r`

1

z

0

C	 N	 ,1
1.-1.J	 r
I r 1 IY+T. r 0.1 1 w= 107 (1

14r,  I)=CIl11PI l 1-I I .0-r114PI I I1//; .0*NArLOAT4IAVGSII
IF (CnHPI11.LC.1.11 rn TO 150.3

AM o n = AIMA,(H%Y( 111	 r.
r11)( =sr Al 1 H%Y ( 1 1 1

I r	nC11Y I.L('. r"llNI nCHK=F VIN	 ^.

RNA 7:.111=57.2^h^Al AN?(TANUP^D^HR 1
C
C	 TH= nHASF ri°FSrT rnF: PLOTTING THr P1iA5F IS INTP(MOUD ------------

PSnA4r=P! - In3.n
C

Ir (PHA7rt 1).G T . p 4T or- 1 PHAZi ( I1=PMAZE( I1-360.A
Ir (PHAZr1II L7.r"nAS-) P4A7FIII fsMA/F(I1+360.0

c
Gn TO 1531	 G

c
I r r► 0 C11HP(11=n.r)

MIA 7 r (I =0.1	 I;

IF ( i .r0.1 ) GO TO I 1AI	 l
o ►.A7r1 11=f`N1TF( ► -11

c
1501 fnNT INlJr

C11W p ( I 1-n.1
CILwc(11=0.1
Ir (KnNF-i.F0.0) GO +0 ?001

C
C	 DrTrr%41NF TH: cm-rr,, Kr,- 141% CnNrIDFNCF INTFFVAL 	 ------
C

?A-1 .af,
AV4": =1 AVGG

CPNr=CnHF(II
Cn11- 110^ T (C014C )
VAr, 1=5r)F T(0) •( 1 .,1-0.33a	 ACP14rAO.?,21 i
7= Co. "ALUG( ( 1 .O+C*OH) /( 1 .O-CnHI !
CMW=TAN11( 7-0-7A*V %RI )
Ir(CHIN.L r .0.7) CM1N=^.^
CM1N=r M1Nrr'A14
fMA%=(TetiHl7-'1^7.AWA^1 11^^2
C111o ^3 ( 1)=CMAX
CILwF: (I)'CM1N

c
C	 Tnr TPANSrrR FUNC T Inn. "I f T CFCSS SPF CTFUM AND X G V CHA•INF.L
L	 SPrCIP11MF. ANn GTHF r VALU; 5 AP F CCMPUTS'n -------------	 ------
C

G^1Y( 11-,xX(i l*ICAtx^^^l
^YY(11=^YY(il ► 1!11 YAA:+)
F:XY(i)=AYY(i )+(CAL%Y**?) 	 3
^rvl T 1=MXY(11AtCAI Y/f e l x l

C
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rn;r-C(1)-rvv(I)+Cn1-r(1)
1' V V(Irr, ( 1 ) =G',• T( 1 )/ . ► X(I I
GWYAN 1)=CAIs r:( (.XV( I) )
N y VAIA 11=rA'l c (HxYI I 1 1
RYX T =G w )(Tf ^:rxl11
^VYT= "YYT4r,VV(I)
, v Y Trr.XYT* r.XVAIIf 1 1r

C	 T/Ir; rh r rr l l % !N')1Nr. V ANC lQ VTFP rrrro lr't4ci- ,, Ar , Cr%4nt/T,^„') ••+++++•+++
C

X I= 1-I
XF 17 r n(II=(XI*'- r'll Trr ^CI/(:.nsN*rrn)

C
7%1.13 'CONT INIIr

C
Tf (NPAS . I r .n) -i11 Too ?AAn

r.	 Tlf? re v -r 41 L CIIHF:rrNr” rTc.. rnr CNf. -, r N QANDS I ; U)MCVTrD
C

rn 95 , 1 1=1 .N')A
r. fjxl(Tn=1.0 	 -

rYYTnv1.1
Gxv*n-n.o

C
KLaNLq^(1 1
KH=N1+1 14( ( )
nn '.'f• nn J-KI..KH
GXxTn= :XXT R *GXX(J 1
r,VYTr'7•;YY'W*rYY (J 1
iXYTllc .XV^H ♦ : XYAnf J)

?M1^ 1 rrhllT I t W
C CI.TrTq= (G r YTn*r,XYT'1) / (rrx xTn*r.YYT(31

cnpCr,i=cOTnTIl•GYYYq
r.

C,X X T n = 10 . 0 * A L r ,IN".XXTV/P;1!
6YVTn= 1 1.0+Al.rf,l •l (GYYT9/r:52
f}XYTn=ln.n*AL r)C.10( 3l(Yln/Ri1)
Cn c'S Dr+= i l .I •ALOG1 3(COnS001/RS21

C MFTTr ( 1.14f r)l Xrfvn(KLI.XFPEO(KH). r. XXT3@PEI.GYYTr1.PE2•GXYTR.RE3.
&CnTnT9. rQnS(1R. PF?

C
P500 C(INT INU^

C
P4nn C ( IN T INU-.

C
ClIT1)T=(CiXYT/GXYT )/ (r.XxT*GVVT )
(YMrD=C(TTOT * r, YV T

C
f.XXTs1 0.0^ALnAt •l (C.XxT /R C t
fiYYT=1Q.A^A1 (•t:1')IGYY1/F ^.71
riXY T =1 ^.J+AL I l Alll/ iXYI /Fr:3)
rnoSry=l O.A ► At T)^.( 0f CnnSD/F59)
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,c

C	 Tits: C71r rrNrr A'In w i rr V11_Ut,; rnr EACH SAN" I9 COM 01ITCO ---------
f•	

C0TX= rlITvrFr-11 x+•f4lTY=rl ► 1 li r ro(, 4l von2
C'11 Y.V=cuTrirF •PALXY •+^

r
rn ln^^ 1 =1.N

C it IGXXI l ).LT.rI o TX) ".YX( 1)=CUTX
I F (r,YY ( I 1 .L T.CIITv 1 GYY ( 1)=CUTV
11 ( r:XVAI 1 (11.LT.('IITXY) .XYAP(11=rUTXY
I 	 (C rl q.rv r r t1),IT.r op lY*(r(111r(IW.-IT1)) C(15n(ccI)=

G rIJ T Y+(C(i11 r (I Ij^).T p l 1
Ir (NX VA n(I). L T . CII ^ T (CUTY/ r UTXI) HY.VA(1(1)=F-OrT(C•1)TV/Cl1TX1
(r (rIXYI1I I D(1),IT.(ri1TV/rllTX)) HXYOPOII1=(CMY/CIITXI

C.
r,YVI i 1=10.0^4L(IG17(r:YK( I )/r:Sll.
.VY(t1-IV.-I*ALnGlI(uYYI IVRSP1
C.xvAn( 1)-14. OrnL:)1:1^(cRrA r1(1 )/real
rncnrr(1 )-11	 COSIEC( 1)1171,?)
IIYvA , %( Ill -I ).n w ALR.111( N XY All( II/HYVFS(1)
I-Xvllrn( I 1=Alll :I O(HXVnr n( I)/(HXVFc()**2) 1

r
T4nn rntlTINllr

C
C

HY,YAS( 1 )=n.0
HXVllrn( 1 1=Q.4
PHAZF(I)=fl^.0

C
MrITr (3.3461) XFI:Fn(I).XFPFO(N).GXXT.PFI.GVYT.rir2.GXYT.PE3.

CCnTI IT. CI)nt').P=?
W1, 1TV (1.3x,)01
wPI T r (3. i.'lnl ( 1, xrRrni I).GXXI i ). rYY( I I.GXYAB( I I.HxVARI l ).

tHXvn c ll I ). P ► IA; rl t 1. fnHr(1)•CiUrrli l.CILWPli 1.COSr+rC( i 1.1=1.N)C c —o 2 nrT11rN
IM-N7

:d
a
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11.3 PARTIAL

The four-channel program "PARTIAL":

1) removes the overall mean from each of the four time series sample
records and amplitude weights each time series with a Hanning

(sin 2 ) function.

2) computes the spectral values for 
G 11 , G 22 , G33 , Gyy , Gy1' Gy2,

Gy3 , G12' G
13' and G 23' via the FFT.

s) averages the above quantities by repeating steps 1 and 2.

4) computes the ordinary coherences.

S) computes the partial coherences.

6) can then scale the PSD quantities against a reference standard to
obtain calibrated values if a reference and calibration level are
supplied typically from the output of COHERENC, step 11).

7) outputs all above-mentioned averaged quantities on a printout.

8) automatically will scale the plot axes and then plot the

Gyl , Gy2' Gy3' Y 12 9 Y 13' Y 23' Y ly • 23' Y2y•13' Y3y•12
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INTrGr1'•o	 1N F 11,Cr'A (trx	 F r T I • c rT, ,rrTI.FFT4
CC14DLrX	 FYY.SY P .Sf'Y.	 ^r+.51'NPs^YNnV.GXYP•PC()H•GXYn
C('M :'LFC	 GVY.G11 .G^ T .C- iZ.GVI .Gr7•Gr3.Cl?.G13. i?].GAI:
CIM r NS't1N	 INrIt141cF.(.Fr-FQ(5151
CIMrNC Iilt1 0111 ( 1 )74) •CH7( I)?41.CH3( 10?41.Ch . ( 107.01
n1M F• Ni1lIN	 rY'v1515).GII( 5191•G^7(511!1.G.3(91'A.GYI(',l1,3).GY7(515)
nI M°t.^.ION 	 GY3(5151. G17(F 151. G 13(°_ 1" ). 62715151. GAG( If I.SYY(41
01'• 'KIInN FFTI ( r. IS ► .Fr T ?ISISI.FFT3(5151. Fri 4(515)

1 1)IM INS IIIN	 SrP(4).5^v141•SPP(41.lSVPF'(41.SVNoY(4).A15151•C15151
C14rN%ION	 GXYn(41.F1Cr:H(3.5151
')1M c N51FN	 XnP7(I • r l r.). yrc:)(1.5151eXDtIMMY(1• r,15)•VDL/MMY(I PSI SI
nIMrNS1(N	 YLAIVr2I.'?).Y1.1HF3(20)
n1M^NSION Y,IND(51.rlAFIF(.(?of•YLA13EL(7^)9TITL1420)9TITL2(20
rI-Art15Irt1	 T I T LI(2.)	 71 TL 4(731.TIILS(?3) 9 71 TLG(21)

C
rprMAT (///. •	 7U'Ir	 NC).' .1 4.'	 CMI17Fn.	 NFM	 I AVGS = ' • 14 )

I +F F0 C4 AT ( I	 n il INT	 NUMn'P' • 1 6.'	 HAS	 1	 VAI . IIE	 Pr' . 1 12 • I	 I;N H IOMAT I ON OUM
IP	 N(1.' 914)

7n0 r7P4A*	 (VMA4)
IIRI Form A T (4F'A ,>	 .
171F. FrO'.'A T	(•1+•////•Flx.•1'•ISK.'iYY'•1^%••ill'•19x•'G2?.••19x•

F.•G33'•1>X.•GYI'.//•I7X,P	 %L'.7Y. • 1MAr.'.7M .•RFAt••7x.•IMAG'•TX•
(.'r r At I •''X.'IM4:•.7X.'FFAI• •7X.•1•MAG6.7X.'RFAL'.7X.'IMAG'•//1

1^1;- rCrMAT	 ('1'•////.'%.'1'.15x.•GY2'el?x.'GY3'.19x.'G12'•19x.
F.'Gi l' • i n X • • f.2 1' •/l.1 7X.' C -AL'97X • ° IMAG'.7X.'RF_AL'.7X• • 1MA j' .7X. 3;1
G'^ rA L'• 7X•'IMAG'.^ x. •re AL'.7X.'IMAr,'•7X. • PFAL'.7X.'IMAG'• //1

.	 _. Ia7A rrPMAT	 (21X.T4.2F?3•2) 1

74/.0 rOrMATI///• •	CMINV rA11. r 0	 AT	 FF.FQ.	 CO M	.'.14• I	 nF rHANN[l'.129'
4'141 rn p 4AT	 I'1'.////.Fx.'MAGNITU7r nF Cr-l?c ,-S c3rCTRUM rJETMGFN CHANNEL	 1 jX	 ANn	 THr	 OUTP 0 1 T 	C11AN 41-1-	 4: • .//9 11 X.20 1 4.///.73X•' I*.13X9 1 FRFQUFNCY d

x•14%.'X-SPEC•. /^1 ^
41141 F ( 1 r MAT	 ! ' 1'./!//.PX.'MAGNITl17F, OF	 CFnSS-SPFCTRIIM	 MFTMFt:N	 CHANNEL	 2

t AND THF• OUTPU T CHANNE L	 4:19//.8%s7_pA49///.23X9'1'.13X.'FREOUFNCY•

4042 rn r '•'AT	 (' ► 0 a////•9X.'MA.NITUD F CF CPOSS-SPECTRUM R IiT%SEN CHANNEL 3
C	 AN) TH° (IUT PUT	 CHANN rL	 4:'.//914X•POA4.//!.?3X•01'.13X•'FRF.OUENCY,

40.1 rn"MAT	 l'1 9 •////. F1X• 9 nR714ARY CCHERENCE	 RETMCEN CHANt%FLS	 l	 AND 2:'
f..//.9X,23A4.//I,?23X./1•.13X•'rRFot#ENCY'.12X.'CElHEPFtJCF'.//)

4('51 rOrMAT	 ('1'.////.9X.'nRnINARY C01-FP FACE	 O°_TMEFN CHANN°LS	 l	 AND 3:'ro//. °X.?3A4.///•23X. • I l eI1X. • FRFQIJENCY'. 12X.'COHFPFNCI:'9//14(t ri2 F pr,MA`	 (' 1' • ////.t3K• • (Ir71NARY	 CC• HEFENCF	 ERTMCE.N	 CHANNF:LS	 2	 AND 3:'
F..//. BX• 2394.///.2ix.'1'.13X•'FRECUrNCY'.12x.'COHFRENCF.'.//1

4IEO FnrMAT	 COHFFENCE OrTME c^N CF'ANN°L 1 ANn THE 0 1-
GUT PUT	 CIIANN F L	 4:••//. FtX. 2OA1•///.23X.'I••13X•'FRFOUrACY'.
GI7x.'CnHEFF.NCr'.//)

408 1 rn7MAT	 (•1'.////.RX.'^AVTIAL COHEPFNCE nETWFFN CHANNEL 2 AND THE 0
GUTPUT	 CI-ANN c L	 4:0•//.PX.23A4•///923X9'I'•13X.'FrFoUrNCY'.

40f 7 "I'MOAT	 (' 1' •////.9K• •nAOTI AL SON°RFNCC RFTMC;FN CHANN"L ! ANC THE 0
f.UTPUT	 f:fANNrL	 4:'9//•Ax. 23440///923x9011917x.eFFEn'JrNCY'.
f, ► ?x.+C0HEr7NCF.'9//1

4711 Fn-,MAT	 (I)X.14.I3FI 1 el l
r

5

i

•

l	

'

1

a
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8

b

cc cc cc ccccccccCC'_CCrCCCc f7rccc r CCCCCCccccccCCCCCCCC(.000CCCcrr.crrccccccc c.
c	 C
C	 'T no. nTA' - 1 nln7S T f r M4GNITUDr OF 7 H CPOSS-SPECTPUM HE7WREN	 C
c	 INPUT CHANNFL : 1 •7 • 6 7 V•S• Tfr OUTPUT CHANN F I_ 4; = 0 OUFS Nf)T. C
r	 C
C	 • M OT 11 1 = i PLOTS T I-F CP7INAFY CVH°PF.NCF RCTWFrN INPUT CHANNELS C
C	 I G 2. 1 C 3• AND 2 6 31 = 0 OOFS NOT. 	 C
C	 C
C	 •fr'LCTC;' = 1 t'L07S TI-r PAr.TIAL P'nHF.FENC:' 1`)FTW8'TN INPU T CMANN FLS C
C	 192. G 3 V.S. TF'c OUTPUT CHANNFL 4: = 0 DOES NUT.	 C
C	 C
C	 •rcce in THr DATA rrcnPnlNG SPFFD IN IN/SEC OP CM/S r C.	 C
C	 •r Vks IS THC nATA PF nPrF1UCING gPgch IN IK/SFC OR CM/S17-.C.	 C
C	 if NOT APPL1 CAM':. SrT SFC=FFP=1 .O	 C
C	 C
CCCrCCCCCcCCCCCC:CCCtCCCCCCCCC__CCCCCCCCCCCCCCCCCCCCC,000CCC:CCCCCCCCCCGCCCrC
C

IPLnTA-1
l ot 079=1
1 m1_I'TC= 1

C
FFC=F).0
AFP=15.0

C
CCCCCCCCCCCCCCCCCCCCCCCCCCCCC:CCCCCCCCCCCCCCCCCCCCCCCCCrcCCCCCCCCCCCCCCC
r.	 C
C	 •N' = C1NF.-HALF TH° NUM7°R Or CATA POINTS PrP TIME PFCO RD; I.F.• C
C	 N s TH= NU ,m c P nr £ PrCTPAL LIhSS.	 C
c	 C
C	 •IAVGS' IS THE 101MnnR OF AVEPAGES PEP FRF_ OIIENCY LI1,1F.	 C
C	 C
C	 •SPLPT' 1% T1-r SAMPLING PATF IN HZ. 	 C
c	 C
c	 •PLF' IS THE PrFFFrNC'- VALUE FOP THE DFCIOEL SCAL P-.	 C
C	 C
C	 •KAnn' = rHr NI) MHEr CF., AVEPAGFS PEP R2nMAT 'ION nUMn. TI-FRF, AP E	 C
C	 409( 17-RIT M07DS o r nATA POINTS PEP CH%hNrL• WHEN EACH nU4P	 C
c	 IS nTVlnrn INTO FC'')BTHS• IT YfFLDS 102* DATA POINTS AVAIL481-C ncPC
C	 CHANNrL. FPn14 71115. ('Nr AVFPAGF FF.F. OUMP (WITH 1024 POINTS PEP C
C	 CHANN-L) MAY r1E PrALTYED• nP TWL' AVFPAGES PrR DUMo IWITH 512	 C
C	 PRiN7S r+F r CHANNFLI MAY 141 PEALIZrD• ETC *	KACN = (1512/N)	 C
c	 C
CcccccccCCCCCCCCCCCrcccccCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC.0
C

N=S12
1AVCS ='RC'
gnLr.T-5000.0
iCFFzf.0

r	 ,
KADP=512/N

r
CCCCCCCCCCCCCCCCCCCCCCCCCCCC. cccccccCCCe^CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
C	 C
C	 •CALRA+ = 9"L OF TH E WIC. CAL. SDUPCE EXPFFSSSO IN f) n FOP	 C
C	 CM4NNc1.S 19?93. 6 4.	 C
C	 C

t.

i
I



C • CAL 011 9 	= nn pr AOINr, Off TH E CAI 11 1 FATION OFUGnAM	 IN TNC	 C
C FvFOU,NCY nANi l nr	 I  CAL. SCUPCE MHr N , ICATA O 	 = 1.	 C
C C
c 'GAIN*$	 = NFT DIFFEP r %C F 	 IN GAIN OF	 (ACTUAL DATA R114 KNOH	 C
C SFTTING')-(r,AL. AIIN KNOn S F TTINrS) FXPP F « < D IN nn.	 C
C C
CccccccccrccccccccCccccccccccrcccccccrccccccccccccCccccccccccCCccccccccc
c.

CAL 1 A=O. A
CALPA=112.5
CAL3A=11.5
CAL4 A= 1.74.0

C
CAI-18=0.0
CAL ?A= 47.13
CAL 3P =7l.•1
CAL4n=4r.R

C
G41111 =?.0
f41N7=36.0
6AIN3 =35.0
41.41614=35.0

C
CALl=10.0**((CALIA-CAIIn-GAINI) /20.01
CAI. 7=10.0*01(CAL2A-CAL?11- GAIN21/20.0)
CAI_3=t0.3**((CAL3A-CA1.3n-GAIK31/20.01
CAL4=10.0*•((CAL4A-CAL4q- GAIN4)170.0)

4 rn	 1233	 I=1.N
4YYM =CmDLX(a.0.0.0)
GIIIII=CMnIX(0.0.0.0)
922!11=CM0LX10.-l.0.J)
G31(11=CMrlLX(0.0.0.0)
Gvl(I1=CM"LX(J.3.1.0)
c,Y2(I)=CNnLX(0.0.0.0)
GY3(I)=CMnLX(0.0.0.0)
f12(I)=CMOLX(0.1.0.0)
GI3(I)=CMmLX(0.0•0.0)
423(1)=C00PLX(J.3.3.0)

1204 CnNTINU°
C

131=3.1415027 
(nl)Mp=O
NOTnK=n

ISIS InlImp=IDfjfjP+I
K=0

C
C TH^ DATA	 IS READ (A 4K R ICIMAT ION nl1M p )	 AND CMFCKFD FOR FP C OPS.--- -r

CF 4f;	 (4.11701	 (iNF1L(I1•I=1.4096)
C

nn	 15n	 I=1.40;6
IF	 (INFIL(I I.LT.1024.AND.INF IL(1 I.GE.01 	 GO TO	 150
NnTnK=1
MCITE (3.155)	 I9INFIL(1191M)MO

IS • cONTiN*)r

M.

LIN

146
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c
IF	 (NnT(1K.ro.ov	 Gn To	 1;P3
IAVGS= t AVGS-1
IAUMP= I DUMP- 1
MPITF	 (39152)	 IOUMP.IAVrS
NOT(;K-h

C
GO TO 1 ,IF

C
123 CONTINO

Jwrly =1
$ It IF CrNTINlor

r,, s v* 1
C
C THr	 r l(`S T 	IK	 In	 AS r,1CN r 0	 TO CHI, T11E srccNn Tfl CH29	 ETC * ----------
C

rr1	 t i	 1 = 1.1124w' C ►41( i )=lhrll(1 )4CAL1
rN^111=INrILlit10241K4t2

`' CH1(1 1 = 1 Nr 11 (1 ^'04 r11 ^r Al 3
C ► 14(i)-1NrIL(I+107.?I*CAL4

1 1 CONT INllr
C
C

VVAL =.).OC
no PF	 t=1.N
A(11-Coll (I+t^JNCV- 11

V Olil=rNI(I+I#JMnv)
VVAI =rV AL#At I I+Q( I)

22 CONT { N1 Ir:
1 FVAL=KVAL/FLCATIN+N)

C
CO 33	 1=1.N

n A(I)_ (A(I 1-''vAl) + 2 . 0+(SIN(({-1 /4PI / ( FLOATlN111) rtr2
n(11=(n411-rVAL) 42'. OF(SIN((14F1)/4F'LOAT(K)I ► 14A2

33 CONTIF)VF
C

COLL	 FFT (A.r1.N.N.N. 1 1
CAIt	 f3F_ALTP(A.S9N•11

^. C nO 44	 I=1.N
FFTI(1)=C:MPLX(A(I).0(I))
Glltl)= ,1111)000NJrtFrTl(111*=FT1(I)

44 VnNI1Nt)r
C
C

EVAt =Q.1

cr 55	 1= I.N
A(l I-CJ12I 1+14 JMCV- 11
OIT)=CH?(1^1^JwOV)
r-VAt='VAL*A(II#FIII

N 5 CONTINUr:
C
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lr VkL=rvALfrLnAT(N*N)
nn fl- f 	 1=1
At 11=( 4 ( 	 2 

J;N	
1:

p
(I) ) :FV II L

p	 rVAL	 :r) *fc; I pq ( t l* p I ).* irL OAT (N) 1) 1002
I

e,A fnNTINUF
C

CALL FFT(A,n•N.KoN9ll
CALL	 P r AL TP(Aer3oNv I I

C
W 77 I=I.N

rrT2( I )-=CM (3LXfA( l lot'( 1)

77 CONT I NUF
C,
C

r.VAL= t's . Q
c

no R q I-I.N
A(l)=CH3fl+l4JM0V-1)
P(I)=CHI(I+I*JVCVI
rVAL=rVAL+Atl)+S(I)

AM CONT TNIJ ti
C

cVAL=f--. VAL/FLCAr(N# - N)
c

OS^ 99	 9N

pit i i=( n( I)- r- VAL) *2.n	 S I N(	 1* 11 1 1 /(FLOAT(N))1 10*2
99 VINT I NU'

COLL rrT(A•RsN•N*N.1)
CALL nr^LTP(A.n•Nol)
nn	 1010	 1=1•N
rrTl ( 1)=CMPLX(A(I)•nl11)
G33(11=G33(11+CLNJ'j' (FFT3(1))*rFT3(l)

1010 CONTINUF
c
C

rVAL=0.0

A(I)wCH4(I+l#JM0V-1)
11(I1=CH4(1+14jmfavj
EVAL=PVAL+A( I )+E! ( Irti

C
1111 cnNTINUE

FVAL%:rVALfFL0AT(N+N)
C

00	 1212	 1=10%
Attl-(A(i)-IE V-% L)02.0*(SIN((I-11*01/IFLnATINI)II002
Dtl)=(ntl)-FVAL)*2.0*(SIN (tl*Pl)/(FLOAT(N)l)l**2

I212 CONT TP8Ur:

fi

CALL FFT(%#S*14*N9N*l)

.	 I
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r^

i

b
a

CALL P r ALTV ( A90.N.I I
C

OC 1313 i=1.N
FrT4 t! 1=CM n1. 4 (A U1 1 .111 1 1 1
t;YY(1) =GYY( 1)o.CC ►.JG(rrT4(I))4FFT4(tI

1713 WNT'INU7
C
c

CO 1414 1=1.N
GYI(1)=GYI(I)#rrTI(T) +CCNJG(rFT4(1)1
GY2(1)=GY?11)fFFT2(1)*CONJGtFF74(l))
GY3( 1)=GY1(1)*rFT7(1)+CONJG(FFT4(l))
GI2(11= GI2(I)o.r F T2(II*Cr NJG(FFTitil)
C1 1(f) =G1 1(I 1 ♦ rrT it 1)+CCNJG(FFT 1 (l) I
G?341)=.?1(T)I,FFT3(f)*CONJG(FFT?(111

14 14 C(1 NT I NU F
C
C IF (fNjmr.FO.IAVG5) tat TO 1717

IF (K._O.KAD O I GO TC 1515
wJI*nv=Jnv#N+N

nn TO 16m
C

1 7 1 7 CONTINUE
C
C .
C	 FNn OF AVrOAGING. IMTO AND CPDSS-SPECTRUM VAI UF5 ARF COPRF,CTEO
C WITH FFT PROGQ ► M F^CTnPS ------------------------------------------
C

4000 ON0FM=4*Nf lAV :S+N
r,

4O 41 133 1= 1 . N
GYY(1)=GYY(II/ohcrM
Gll(T1=GI1(T)/0N0RM
GT9(i)=.72(f)pnNnPM
(:31( 11) =ri13(1) /oNor.M
CYI(1)-GY1(11/nNDRM
GY*P(I)=GV?.(II/ONCFM
GY3(11=GY1(1)/DNCPM
G12(1)=gi12(f)/nNnRM
.13fI)=.13(1)/nNORM
4G23(II-G234I)/DNORM

•103 CONTINUE
C

WFITF (3.121G1
WRITC (394231) (I9GYY( I)9 Gll( 1) .G22(1)9G3?11).6Y1(11.T =1.N1
WFITZ ('191217)
Wr.1TF ( :194201) ( I.GY2(ll..V3 ( 1).G12l l) . G13(t).G?3111 . 1=19N)

c
C	 PARAMETFPS Fn" nLnTTTNG ARP INPUTFO -------------------------------
C

PrAO (1.200) (TITLI(1191=1.201
FFAO 1192001 tT1TL2(1191=1.70)
PrAD 11.204) (TITL3(I191t1y201
PEA) 11.2701 (T1TL4(1)91=1.20)
rFAn Tt.?ln) (TITLSt11.1=1.201



1..0

FFAn (I .2'l) (TI*LhII).1=1.201
C

XLNGTH=9.1
XLrFT=0.0
XI: IGHT= ( SnL, rT /2.01 •( r:rr /R7P )
X)Nr =XPIGHT/10 a t1
Vt YGTN=^i.0
Y'INC=1'1.
NnFCY=i
MA X 131 1 S=N
WrT51=N

LINOS=0
C

nATA XLAArL/'rc rn'.'ur ►J('.'Y (M'.'7.) '/
nATA YLAn-L/'Pnw r '.'P SP • . 0 ^CTP'.'AL B'.'FN C I'.'TY	 190(09100'-,'1
MATA YL ANr?./'P OR T'.'IXL '.' COh q• .'PEIC'.' E '/

C
rfTA VL1n r l/'URnI'.'NAPY • .' COH'.'FREN•.'Cf-'/

nATA N!1F.CX/0/.N'%IN".V/1/.MAXCVS/1/.NCUPVS/t/.NPTS2/A/.NPTS7/0/
DATA NPT50/3/.NrTSS/3/

C
C----- -------------------------------------------------- --------------
C
C	 ry nT CAFCS FOP 1GY11 FOLLOW THIF CARD:
C

VAASF=0.0
V Tnr+ = 7 0.0

C
f)n 111 I=1 .N
X1=1-1
rcrn(1)=( CPL PTO RFC*XI l/12.»PF.P*FLOAT(N) )
XrFnf l .1)=rrrn(1 )
YrIPp(1.1) =SOPT(rFAL(CCKJG(GYI(1))AUYI(1)11Vncn( 1 . 1)=11.1ALnr.iotYC,F[)(1.11 /FFF)

170 CnNT I NIJI
IF lrt,R^l(1.11.LF..(YTOp -5.1) ) Gn Tn 11n
rTrn^=rTnp+to.o
r,(1 Tn 120

11 n CONTINtIr
YAASE=YTOP-6n.0
IF (YrIRr(1.1).LT.YOASE) YORO(1.1 )=PRASE

III CONTINUr
C

wrITr (3.4040) (TITLI(I).1=1.20)
WPITr (3.19710 (1•KP^Rn(I.II.Y(1RDll.1).1 =1.N1

C
1F (IPLUTA. rn.Q) GO TO 13
CALL P1CS17. ( 1 4.0. 7.0)
CALL GRAFF (XLN4TM.XLrF T 9 XP. IGO-T.X INC •NOECX.XLARFL.XIIR2.XOUMVY.YLNG
7TM.YRASR.YT(1PoVINC.NCECY.YLARELeYOPn.YOUMMY.NSINGV.MAXCVS*NCURVS.M
OAXPTS•NDTSI.N'2TS2.NPTS39NPTS49NOYSS.KINA•LINES.TtTLI)

LA CI1NTI NUFr,
C-	 -------------------- ------------------------------------------
c



z,

s

r	 PLOT rA P ')4 Fnn jfvpl FPLLn11 THIS CAFC:
C

VPA5E=3.3
Y TOP^'+ 7. 7

C
rn p 2: 1=1.N
xnPol1.11=rFEn1I)
IYORD(I.I)=50PT(nE'AL(CCKJG(GV2(1)IsGV2(II)f
VnPD(1.1)=10.4ALOC.10(YONn(Itl)/PFF1

220 CONTINW°
IF (vnnR(1.1).LF.(YTO 91 -5.31) GO TO 210
YTOo=YTnP#.10.0
Gn TO ?,p.0

21 0 CnNTINUFvrASr=YTOm-60.0
Ir (Ynr0(1.II.L T .vnAS f:) vnaD(1.1)=YOASF

222 CnNTINW:
C

YFITS (3943411 (TITLp(1)91=1920)
MF17r 1.1.1 0)76) (I.X(l"DI191)9YOPD(191)9I=1.NI

C
Ir ( IPLnTA . FC.'f) GO Tn PO
CALL PIr.SI ! ( 14.0.7.0)
CALL rRAF F ( XLNGTH.XLFFT.XRIGHT.X INC *NDF.CX.XLAHEI,9XORO.XDI)P"Y.YLNG

?TH.YO45r7.YTOP.YINC9NDrCY.YLAHF.L.Y0PD.YnUMMY.IIS INGV.MAXCVS.NCURVSIM
?AXPTS.NPTS1.NnTS2.NPTSI.NPTS4.NPTS!r*KIND.LINES.TITL21

20 C(INT INUF
CC-------------------------------- --_
C
C	 CLOT CAPDG FCP 1GY31 FnLLOM THIS CA170:
C

YnAc°=f).0
YTnP=2n.0

c
nr 133 1=1.N
XOf)D(I.I)=FREO(1)
YnRO(1.l)=S7PT(REAL(CCKJG(GY3(11)*GY3(1)1)
YOPn(I.If=IO.*ALCGIO(YCRD(l.l)/PEFI

320 CONTINUE
IF (YORD(l.i).Lr;.(YTOP-5.0)1 GO TO 310
VTnn=YTnP•10.0
GC Tn 320

310 CnNTINUF
YRASF'=YTnP-60.0
IF (YORC(I.I).LT.VPAS r ) YORD(1.1)=YRASE

311 CONTINNF
C

MPITE (794042) (TlTL3(i).1=19201
MrTTF (3.10761 (I.XCPD(l9l).Y0RD(I.Il9l=1.N)

C.
IF (IPLnTA.F0.1) Cif: Tr 30
CALL D ICSIZ (14.097.0)
CALL rR AFr ( XLN9TH. XL FFT. XP IG$'T v X INC.NDF.0 X. XLABE 1.. XOr:). XDUMNY.YLNG
?TH.YPASr.YTnP.YINC.NOFCY.YLARFL.YOPn•YDJNMY.NSINGV.MAXCVS.NCURVS.M
?AXr+TS.N2TSI.NPTSI.NMTS39NPTS4.NPTSS.KIND.LINCS.TITL')I

151

yw



NTINUF------------------------------Cn------------------ ------------
C

nC	 300	 1=t.N
*CnH(1.1)=CnhJr.tr,12(1)1*G1211)/IGIitt1OG22(I11
PC11H(291)=Cr'hJG(G13(1))*Gt3ttl/(G11(i)4G33(1))

t nr0$41391)=CONJG(G21111) +G23111/(G22(IIOG334111
n 330 CnNTINlur

C
C --------------------------------	 ------H------- ------- --- ----------

C
C pl nT CA RDS rCR THr ORDINARY CCHFPFNCE BETWEEN CHI t: CH2
C rnLL nW THIS CAPD*.
C

YPASC=0.0
wnn =l.o
YINC=0.2

C
no I aQ !	 1=1.N
VOdD (I . I) = 0FAI. (nCOkf (1 . 1) l

^ xnQn11.11 =FPF9( II
R '10 Cr NT I NUF

C
WFITE	 13.4050)	 (TITL4(T).(=1.20)
\rTTC	 ( 3.14761	 (I.XOFn ( 1.I).YOPO(19I)9I =1.N1

v	
C

IF I1PLrJTR.F0-31 GO TO 43
CALL PICSIL	 114.0.7.01
CALL GRAFF (XL',lGTH.XL°FT•XRTGHT•X INC •NDFCX9XLAFIF.L.XOFD.XDUMMY•VLNG

9TH.YP.ASF.YT(lP.Y INC .NOECY.YLAe r3e YOPO•YDUMMY•NSINGV.MAXCVS.NCUPVS•M
9AXPTS.NVTSI.NPTS2•NPIS3.NOTS4•NPTSS•KINO.LINES.TITL4)

40 Cr!NT INU°
CC ----------------------------------------------- ^----^---^---^^----^-
C
C PLOT CAapS FCP T1 •r nPOINARY COMFRFNCE BETWEEN CHI G CH3
C FOLLOW THIS CARD:.

DO	 192	 1=1.N
YORD(1.1)=REAL(PCOH(2.11)
Xopn(I*I) =FRE0(I)

19 011 COWINU°
C

WRITF	 (3.4051)	 (TITLS(I1.1=1.20)
WPITE	 1191 c 7f.)	 (!•XOPO(1•I1•YOPD(I.i1.I =1.01)

C
IF	 (i nlnTP.Fr.0) GO TO 50
CALL PZCSIZ	 (14.0.7.0)
CALL GRArF ( XLNGTH * XLFFT.XFIGHT.XINC *MDECX.XLASEL•XOR7•XOUMMY•YLNG

1 7TH•YAASF•YTOP.VINO.NnrCY.YLAOF3•YORO•YOUMMY.NSINGV.M AXCVS.NCURVS•M
1AXOTS o Nf2TtI.NATS2 • NPT93 9 NPT44 .NPTS5.KIND •LIN°_S • TITL'11

50 CONTINUA
..

C- ----------------------- ------- --------------------------------..r-----

1

C
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C	 nl fiT f Ann% Font 74- n-f11NARY COI • FAFNCF A r TMFFN CH? 6 CH3
C	 rCOLLf1M THIS CARD:
C

nn IQn! 1=1.N
YCRD(1.1)=pCeL(nfr]H13.III
XO" I I I =rPFn( 1 1

I cA 2 C_ nNT INIIF
C

WrITE (7.40x7) (TIYL6(1).1=1.201
WrITF (3.1176) (1. xOPO(191).YnRD(1.1).1=1.N1

C
it I I ,,I.nTn.rn.oI nil Tn Ao
C ALL. PIC517 (t4.397.1)
CALL GvArI' ( XLNGTI49XLA' v*T.XPIGHT .XINC .NDFCX.XLAOEL. XOFD.XDUM14V.VLNG

7TN.YPASF.YTnp.YINr*NDF.CY.YLAnE3.VnPq.YDUMMY.NSINGV.MAXCVS.NCUPV$.M
7AXn75.NAT;1.NPTR2*NPTS3*%"TS4.NPTS5•KIND•LINF4•T1TL6)

60 CONT INIIr
C
C------------------------------	 ---------------------------
C
c	 THE CARDS FOR CCMPUT)NG THE PIIFTIAL COMCRFNCES FOLLOW THIS CAVO:
C

fo=-1
C
2000 n0 700n l--1.N

C
/F(1P)210n.2a^^0092300

C
?IQO GAG11),mGYY(J)

GAG421=CCNJG4.YI(J))
GAG(3)=CCN.IG(GY2(J))
GAG(4l=(7nNJG(GY1(J))
GAG( •,,)-GYI(JI
CAG%6)=G11(J)
GAG171=CCMJGI,12(J)1
GAG( P )=f CNJGf G,1 3(J 1 )
GAG(9)=G"1J)
GAG( 10 )=G12(J )
GAG(II)=G??(J)
GAG( 12)=C1)NJG(G23(J))
GAGI 131=GY3(J 1
GA.(14)rGIItJ)

k

	

	 GAG( 151 =G?3( J 1
GAG(16)=G33(JI

C
:gin TO 2403

C
2?00 GAG(I)=GYYIJ)

GAG(2)=CCN,IG(GYP(J))
AAr(3 )=CntiJGIGYI(J))
GAS( 41=CCNJG( GYM JII
GAr.(S)=GY?(J)
GAG(6)-G2^(J)
GAGI71-G12(J)
GA('vIA)=CCNJG(G23(J))
r. Aa (41^^Grl t J 1



GAG( 1.1IMCONJGIri
GA.(111"GIIIJI
GAr.I 1: 1 ttC()NJGI G
GA1,4lil-GY31J)
GAG114 ) utG y 3f JI
GAG(IS1uG13(J)
GAGl16)wG331J)

C
GO TO ?400

c
2:110 GAG( I)RGYY(Jl

GAG121wr0NJr,(YY'
RAG ( 3) MCONJGi( GY;
GAC' (4) w Ctn jr, ( ,Y
GAG(')) w SYM J 
GAM051*d;Y(J)
GAG(7	 J)
GA:(" 0mGll(J)
GA	 wCtlNJG(
R A GI a 1xG^ p t J!

GACC( 111,"G^?(JI
GAr,f 1.1 )`rG 1.1 4  J )
GAr( 131AC:YI I J1
GAG( 14)=Ct1NJr,(rl1tJII
RA r' II I;) wCVNJGf G1: 1 J) I
GAG116)aG11(J)

c
GO TV 24QI

C
?405 ^YY(1 !*+'CAP,I 1 1

ItVV4)QGAGI21
£vv(3)ItGAGIK)
SVY(4 )wC A r,(t, )
5t`Y( I I-C AG, 131
SPY( )RRAG441
FPY171nGAG171
SPY( 41vCAG(A)
tYo( 1 IWGAr.( a )
SVn(21wr'+1G(13)
SVP( ',I)-GAG( 1 *11
FYP( 4) m GAG( 141
rPP(IIztGAG(III
'Er.P(? ImGAG( 1?1
lSPP(3)wGAn(IS)
FF^( 0-GAG4 161

C
Inc=IP47

C
CALL CMTNVISPo*;ignl.Giw)

C
IF1M.N.0.O.ANb.O7.NF..0.01 GO TO 2470
MPIT1;13 ►24A0)J• IPc*DlgOf

C
PCOMl0 C•J)-CM"LXl0.0.0.01
Gc; To 2061

C



t
	

155

d

i4 +n CALL CMPPn(SY•l.SPP.SVAP99)
CALL CMPF0(SVNP.SPV.!YN0Y92)

C
on 2500 1=t.4
GXrn.II)= SYY(I) - 5VNPY(I)

2500 CnNTINUF.
C
2553 CONTINUF

GXYD=GXVP(I)*GXYP(4)
(fXVR=CAnS(GxYn )

C
Rr'FSO=gFF+Q°F
VFrOF=FrFSO$PCF50

C
IF(GXYF.LT.RFrOP) GO TO 2000

C
FCOOI(1r3C.J)=( Rr:AL(GXVP(311**2*A1MAG(GXYP(3)1**2)fGXYD
no TO 2C°0

C
20 00 FC0I'(1nC.J)=CMOLX(0.0.0.0)

C,
2 c S3 CnNTiNU=
Toloi ll CONTINI)r

C
10=1PT1
ir(In.r.F.2) no TO moo

C
CO TO 2003

C
3100 C..ONT I Nllr

C
C---------------- -- ------------------------------------------------------
C
C	 PL OT CARDS rCR TI•F PAFT 'IAL COHEFENCE OFT taEFN CH) 6 THE OUTPUT
C	 CHANNEL FPLLOV THIS CARD.
C

OO 1 c R3 I=I.N
YVmD(IfI)-QEAL(FCON(1.I)I
XDPn(1.t)=FRF0(I)

1 C 'L 1 CONT140)
C

Wr1Tr ( i .40Gi) (TITLI(119I=1920)
WrtT= (3.t^^^t (I.xc^ncl.tt.roaDtt.tt .t =1.N)

t
IF It^LnTC.E0.0) GO TC 70
CALL PICFI7 114.0.7.0)
CALL CRArr (XLNGTH.XLrFT.'XRIGHT.X INC .NDECX.XLABEI..XURD.XDUMMV.YLNG
7TH.YnASr. YTnP. YtNC.NnrCY.YLARF2.YCRD.VOLIMMY.NSINGV.MAXCVS.NCURVS.M
1AXPTS•N r3 TFI NnTS29NPT539N-"TS4.NPTF59KIN(1.LINES@TITLEI

70 CONTINU_
C
C-------	 ---------	 __-
C
C	 VL(1T CARDS FOR 71-F PArTIAL COHEPFNC.F HFTMFFN CH2 G TFE OUTPUT
C	 CH&WJrL FOLLOW THIS CARD.
C

c:
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C r►n I QP4 1=1.N
vnrn(1.I)=rrAL (PCOH(2.I)I
XnRD(1.1)=FFE0(1)

1 084 CANTINUF
C wPITr (1.4 n f1) (TITI?(1).1=1.?,0)

rFITr (3,1'r 761 (I.XOrn(1.[).VQF01I,,I)•I=I.N)
c

IF ( I r'LOTC . rO.0 ) Grl Tr •0
CALL o1CS17 (14.0.-.01
CALL GnAr r (XLNGTH.XLFrT.xPIGHT.xINC.NDF.CX.KLAnQL.XnRD.Xr)UMMV.VLNG
1TILVNASE.VTOP.YINr.NnECY.YLADF2.Y(iRn.YDUMMV.NSINGV.MAKCVS'.NCUPVS.M
9AXPT$.NPTS(.NMTS2.NOTS3.NOT54.NPTSS.KIND.LINES•TITI_2)

40 CONT INUr
c
C
C	 rLOT CARD!' r[n TI-F PAr.T1AL CCNFFCNCF BETWEEN CH3 G THE OUTPUT
C	 CH4NNrl rOLLOM THIS f ARD:
C

r'n I ca,, 1=1 .N
Ynpntl.)1=nFALlPCOH(3.[1)
Xnrn(I.1)=FrE0(I)

19A5 CONT)NU'
C

MFITr (1.4r)62) (TITL3(11.1=1.2'1)
MPiT F (3.176) (I.XORn(1.I).VGRrli•I1.1=1.N)

C
Tr (I PLCTC.F7.0) Pn Tn QO

c;	 CALL D ICS17 ( 14.097.C)
CALL GPAFF (XLNGTH.XLEFT•XPIG)FT.XINC.NOFCX.XLADF,L.XORD.XDUMMV.YLNG
7TH.YnAS^.YTnp . y INC .MOECY.YLABF'?.VCPD•YI)UN+MY.NSINGV.MAXCVS.NCUFVS.M
7AXPTS.N0TSI.NMTS29NPTS3.NPTS4.NPTSS*XTND.LINES.TITL31

00 C.ONTINUF
C
C-----------------------------------------------------------------------
C

iF (IPLOTA.FC.Q.AND IPLOTn.EO.O.AND.IPLQTC.EO.01 GO TO 9099
CALL P[CSIZ(0r00.0)

C
C------------	 ------------------------•.-------------------------------

Q9Q9 $TOM
FND
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SURVOUT1Nr CMINV(SPPph.it,o2)
r P14FNIICN	 SPP(A).A(A).P(A).F(A).F(A).G(A)

cnMaLF.X	 SPP
no	 10	 1=194M
AIIl-rMbL(SPPII))

' ^lll=of l!
10 CONTINVr

CALL	 m1NV(reh.n)
rl =n

a CALL	 Mnf0^(nrF.F.N)
Y

CALL	 6A,,i:rn (F.n.:.9N)
on ?i	 I=1.o
A(11=AI1J^^11!

?.J	 C('NT INU=
CALL	 4INV(A.h.n!
nz=n
CALI	 MnFnr(A.F,V*N)
on 3n	 1=1.4
Snn(II=rMnLX ( AtII9-n(III

3-2	 CfINTINUr'
RrTUPN
F%J n

li

U

i	 Li
{

•rrs! ,^..,.	 _ R-	 _. _	 .^.., _. .,r^...^.	 :.^..m..,r..d.M.inS II. 	 ^ il!^6 ^ 	 V11"'fly	 I	 ^im^...	 _	 ..._^	 _	 . ,	 .	 ..	 , ,. .
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"	 c SUnnnUTih'- MINV(A9N•C)f)IMI: N'%IrN	 A14)9Lf4)9M(4)
D^1.0

NYr-N
nn AA K=1.N
NK=pK+N

F LfK) =K
M(K)=K
KK=NK+K
P1GA=A(KK)
nn 21 J=K.N

Ml 20 T=K.N
IJ=17+I

I0 Ir1	 ArIS(FIIGAI-	 40a(A(1J)))	 IS•20.20
15 PICA=A( 1.)1

'^ ltMl=l
Mf K) =J !I

k 23 CONT INUS
J=L(KI
fr(.I-K )	 35935.25

75 K I=K- N
nn	 l0 1=1•N
KI=K1+N
§40LC =- A (K I )
J1=K1-K+J
AtKil=4(JI)

30 At J ) 1	 =HrL 1)
IN T=M(K)

1rf1-K)	 45.45,IA
38 JD=N*(1-11

nrl 40	 J=1 •N
JK=NK+J
J)=JP+J
N0L7=-A(JK)
A(.)K1=A(.11 1

40 A(J I)	 =f4PL')
45 IrfnlGAI	 4A.46.44 a
46 C=3.0

FF T') F N
48 f)n	 55	 I = i . N

TFf l-K1	 ^1.5a•50
SO

NK
A( IK) =A( IK I/(-RIGA)

SS CnNTINUE
M1 (5 1=I.N

E$ fK=NK+f
11'ILO=A( I K I 	 I
TJ= T-N
on cti J=1 •N
iJ=1J+N
lFfl-KI	 60.65.6ff	 ^,

C•0 IF I J-K I	 62 .65.6?.
62 vPsIJ-14K

Af i J)sHCID*Af KJ)+0(IJ)
65 f nNT INoI-

1

1

t

r

7
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a
.x,

u

• KJ-K„V
q(I	 a' ,'i	 J=1.N
MJ=K.I+N
IF(J-K)	 7n.75.70

70 A(KJI=AIM.11/nIGA
75 CnNTINUr

D=n ►RIGA
A(KK)= 1.7/RICA

9n cnNT 1 `IUD

K`N
1 )) K=(K-1 )

I r (KI	 1°O.Iq.O.1C5
17, 1=l(K)

If' (1-K)	 IPn.120#Inn
I()A J7=N*(K-1)

JP=Nt(1-11
=1 .N

JK=JO+JJ
NOLO=A(JK ►
JT=JA+J

^ 0(JKI=-A(JI)
1 110 A ( JI )	 =HOLO

120 J=M(K) r
1F(J-KI	 )J^^100.125

1?5 KT=K-N
DV	 137	 1=1.N
KT=KI+N
N(IL D= A (K I )
JT=KT-K+J
A(K1) =-A(J11

I30 At JI 1 -HnLO p
GO Tn IOO 7

150 I-NDIFN q
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SUHRIIIITINr ^:m prn (Ao norONt
C1MVNSICN A14I90(4)r''(4)
CCIMPLF X A.R.Q
IF =A
IK= -N
IN+ 10 K= 1. N
iK=1K +N
M 10 J=1.N
1Rnir+ 1
J1=J-N
Rf IP )=0
on 1O 1=19N
JI=J1 +N
fa=7n+l

10 F(tr)=aliF1+A1JI1^RfiR1
PFTUnN
rNn

!t I1np ni1T1A l M(+nnrtAgngr-qN)
11iMFN'S1VN A(4).FA(4).Q(4)
IF=3
1 K =- N
on 1.O K=1.N
iK=IK+N
fin 10 J=1.N
IRs IP+1
J1=J-M
1RMTK
Ff IQ)=]
"0 10 1=1.N
JI=J I+N
IR=IR +1

10 AfIP)=P(IF)*A(JII0H(IRI
FFTUl;N
FNO

i
i

j	 y

I

J

F

A
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11.4 CIRCXCOR

The two-channel program "CIRCXCOR";

1) removes the overall mean from each of the two time series sample
records. and amplitude weights each time series with a Hanning

(sin 2 ) function.

2) computes the spc+ctral values for the two-sided spectra Gxx , Gyy,
G via the FFT.
xY

3) averages the above quantities by repeating steps 1 and 2.

4) "edits" the spectral values in chosen frequency bands (digital
filtering) .

5) computes the frequency-filtered values for R xx , Ryy , and Rxy via

the inverse FFT and the convolution theorem (3, 41; i.e., circular
cross-correlation.

6) computes the correlation coefficient, pxy.

7) outputs all above-mentioned averaged quantities on a printout.

8) automatically will scale the plot axes and then plot pxy.
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T

kI

1"TEGFR*2 iNFiL.JUNK
REAL44 MSOAT.MSCUP
COMPLEX FFTI.FFT2.GXY.RXVCX
DIMENSION JUNK(20)
DIMENSION MSDAT(20)•MSCUR(20).DEL(9919SNFiLf23481
OIMFNSION XORII(1.1201).YORn(1.12011.XDUMMY(1.1201).YDUMMY(1.1201I
DIMFNSION XLABFI,(201.YLABEL(2n1.TITLF123)•KIN)(5)
DIMENSION RXX(204n).RYY(2048).PXY(204R).GXY(2048).XFREO(20491
DIMENSION TAU(204(A)•INFiL(4096).Ch11(2348).CH2(2048)91NIT(100I
DIMENSION A(2048).8(2044).FFTI(2048).FFT2(2049)
DIMENSION NLOW(1019NNIM(10).GXX(2048).GYY(2048).RXYCX(204MI

... t
SO FORMAT	 ('1'•//%/.40X•20A4J

100 FORMAT(40421
155 FOPMAT('OPOiNT NUMOER 0 9169' HAS A VALUE OF'.I12)
500 FORMAT (20A4)

105P FORMATf'1 9 .///.'	 CHANNFL'.13.'	 ZERO-MEAN	 INPUT:'.//.(I0F12.III
3000 FORMAT( •	ITEPATiON NUMBrR'•il.'	 F_XPONFNT OF'.F6.29'	 DFL='9F9.1.//)
3311 FnRMAT01'.///. 9 CHANNFL'.13.' DATA AFTER DECAY CORRECTION:'.//.

I(IOF12.11)
4300 FDRMATC O IIBANDs FREOUCNCY. GXX. GYY. GXY (COMPLEXI'.//.

192(I119F9.I94F10.1)))
4345 FORMAT('	 '•//.' ON FILTER PASS'9I3. •	THE AVERAGE X-SPECTRAL VALUE.

i 1	 GXVAVF.	 iS'•F9.29'	 UNITS. OF'.i59'	 FILTERED'./.'	 SPECTRAL LINES.•
2.I5.'	 MERE ABOVE THE DXYTST VALUE OF '. F8.2. 0 AND WERE ADJUSTER.•./.
3'	 THE POST-WHITENED X-SPECTRUM IS AS FOLLOWS:'.//.'	 If1AND FREOUF.NC
4Y•	 GXY	 (COMPLF.X119//)

4346 FORMAT(2ff259F9.192F10.11)
5100 FORMAT( •	4SVAT( 9 .12.')	 ='rF14.1)
520 f) FORMAT('	 THE MSV OF ALL DATA ='.F9.1.///)
5500 FPPMAT('	 MSCUR( 0 •129 9 )	 =$* F14.51
5600 FORMAT(" THE MSV OF THE F.XP CURVE ='.F8.5.' 	 THE REQUIRED GAIN IS

i	 THUS'.F8.1)
6000 FDRMAT( 9 0'•//.'	 FILTER PASS 0 9I39F891.'	 HZ TO'.F8.19'	 H7'.//•

2t6.'	 INITIAL POINTS ARz OMITTED FROM EACH CHANNEL.'.//)
6010 FORMATf'OI.	 TAU(11-(CHI	 LEAD	 IN MSFC)•	 RXY(I1.	 RXX(I/.	 AND RYY(119

2	 1 2 1	 TO 2*N'•//9(2(111.F13.293F13.4)1)
„ C'

ccccccccccccccccccccccccccccccccccccccccccccc•ccccccccccccccccccccccccccc
C C
C XDELAY SPECIFIES THE POS. t NFG. DELAY (iN MSEC) FOR THE PLOT. 	 C

f. C C
C iF JFLAG = 0 • NON-ESSENTIAL PRINT OUT IS DELETED IE. GXX•GYY... C
C C
C IDMPSK SPECIFIES DJMP TO BE SKIPPED DUE TO FiLE ERROR. 	 C
C C
C NOMiT INITIAL POINTS ARE OMITTED FROM EACH CHANNEL. 	 C
C C
C IF INJDW a 0. FILTFQS WiLL RE ABRUPT TRUNCATION.	 C
C C
C NLOW(JPAS) AND NHiH(JPASI SET BAND-PASS FILTER CUTOFF	 C
C FREQUENCIES; NLOW(JPAS/=1 AND NHIHfJPASI=N FOR NO FILTERING. 	 C
C C
C SPECTRA ARE POST—W"ITENFD UNLESS	 iWHiTEw0o	 C
C C
C DECAY CORRECTION:	 SPECIFY 1DECAY=1	 C

rt
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C	 c
cccccccccccccccccccccccccccccccccccccccccccCCCCCCCCCCCCCccccccccccccCCCC
C

XDFLAY=1.0
JFL A G=0
N=512
I A VG'S=64
IDMPSK=O
NOVIT=O
I N3 f1M= O
SPLRT=20000.0
PI=7.1415927

C
NPAS=2
NLOM(1)=1
NHIM(11=N
NL(1M (2 1=1 04
NHIH(21=206

c
IMHITE =O
IDFCAY=O
NPTSPL=128
NBLOKS=9
DELXPO=1.0

c
N2H=N+N
KADP- 1024/N

C
C	 DATA LABEL CARDS GO HFRE2
C

DATA XLABEL/'TAU •.•- CH'.'ANNE'.'L I • .'LEAD'S • ( MS9.9EC) -O/
C	

DATA YLABEL 1 9 CORR 0 9 6 FLAT 6 r 9 ION • . 0 00F.F l .*FICI 0 . 6 FNT 4/
FEAD (19500) (TITLP(I1.[ =1920)

C
DTAU= 1000. /SPLRT
JAV=O
IOUMP=O

C
00 TO I=I.N2H
GXX(11=0.0
GYY(I)=0.0
GXY(I) =CMPLX(O.O.0.0)

TO CONTINUE
C

IN1.-%0
DO 80 I=I.KADP
INITII)=INI
iNt=INI +N+N

AO CONTINUE
C

90 READ (491091 (INFIL(Il.t=194096)
C

NOTOK=0
00 148 I=194096
iFtINFIL(I).LT.1024.AND.iNFIL(I).GE.01 GO TO 148

Milli
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NOTOKwl
M9ITF(3.1'55)I9INFILI11

t
	

148 CONTINUE

i
C	 IFI NOT OK.F0.I) GO TO 999Q

220 IDUMP=(DUMPO)
lF(IDUMP.EO.IDMPSKI GO TO 90

C
K=0
[END=2348-NOMIT

C
OO 240 1-191ENO
CHI(I)=INFIL(IfNOMIT)
CH?.( I1=INFILI If2048 ♦ NnMIT)

^	 C 240 CONT INUE

M IDECAY.E0.0) GO TO 1225
C
C	 SET ZERO-MEAN AND DECAY CORRECTS
C

QMV1-0.0
PMV2=0.0
PO 1221  1=1 . I F.ND
R14V1=RMVI+CHIIII
PMV2=RMV2+CH21I1

1221 CONTINUE
PMVI=PMVI/LEND
PMV2=PMV2/IEND
DO 1222 I-I*IEND
CHI(I)MCHI(11-RMVI
CH2(I)=CH2lI)-RMV2

1222 CONTINUE
C

IDCH-I
NPOITwIENnC
00 1056 I-I.NPOIT
SNFIL ( I)uCH1(()

1056 CONTINUE
h	 C1057 SUMMI=O.0

C
WRITE(3.1058)1DCH.ISNFILIII I=I NPOIT)

C
R	 DO 1110 J=1•N9LOKS
'	 C

SUM-0 .0
DO 1010 I=I.NPT%8L
JPUM-NPT$nL*(J-1)+1
SUM=SUM+(SNFIL(JRUN11*w2

1010 CONTINUE

I(	 C
	

14SDAT(J1-SUM/NPT/RL
C

WRITE13.51001 J.MSDAT(J)

i

i
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C
SUM MI=SUMMI+MSD AT( J),HBLOKS

C
1110 CONTINUE

C
YPITE(395200)SUMM1

C
XPO=0.0
ITNO=1

1150 SlIMM2=0.0
C

00 1310 J=I.NOLOKS
MSC UP( JI= 1.0/!!Xp( 2.0*XPO•(NPTSOL*(J-1)+NPTSOL /21 /SPLAT)

C
MPITE(395500)J.MSCUR(J)

C
SU4M2=SUM42+MSCUR(J)/NBLOKS

1310 CONTINUE
GAIN=SUMNI/SUMM2

C
MPITF.(3.5600)SUNM2.GAIN

C
DEL( ITNOI=3.O

C
OO 2000 I=1.N9LOKS
DELIITNnI=DELIITNOI+AHS(MSDAT(11- GAIN*MSCUR(111

2000 CONTINUE_
C

MR1TE(393000))TN0.XPO9DELI(TNO)
C

IF(ITHO.EO.1) GO TO 3100
IF(ITNO.GE .991 GO TO 9999

C
CKOFL=I.00I*DEL(ITNO-11

C
IF(DEL(ITNOI.GT.CKDEL) GO

'
 TO 3111

3100 ITNO=ITN01l
XPO=XPO+OELXPO
GO TO 1150

C
3111 XPO=XPO-DELXPO

C
DO 3211 I=I.NPO(T
SNFIL(1)=SNFIL(I)*EXP(XPO$I/SpLPT)

3211 CONTINUE
C

MR(TF(3.3311)IOCH.ISNFILIII.1=I.NPOITI
C

IF(IOCH.EO.21 GO TO 6103
C

DO 6102 I=I.NPOIT
SNFIL(11=042(11

6102 CONTINUE
C

IDCH-2
G(1 TO 1057
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C
! 6103 CONTINUE

C
C EN3 DECAY CORRECTION•
C
1225 JAV-JAV+1

K:K+1
NIX=1
EVAL =0.0

C
DO	 1230	 I=1.N
A(1)=CHI(I)
et I t=o.o
EVAL-FVAL+AtIt

" 1230 CONTINUE
C

IFVAL=EVAL/N
C
C CHANNEL 1 MEAN VALUF CORRECTION3 C

00	 1231	 1=19N
A[I)=(A(1)—EVAL)

1231 CONTINUE
C

OO t232	 I=1.N
12H=I+N
A(12H)=O.0
H(12H)=0.0

1232 CONTINUE
C

GO TO 1275C

F*^ 1250 EVAL-0.0

00 1255	 1=19N
A(I)=0.0
a(I)=o.o

1255 CONTINUE
C

00 1257 I=1.N
12H=I+N
A(12H)wCH2(I)
6412H1=0.0
EVAL=EVAL+A(I2H)

1257 CONTINUE
C

EVAL=°VAL/N

C CHANNEL 2 HFi- "	 ' •.L':`_ Cn^s'ECT*Ot:
C

00 1256 I=1.N
12H=I+N
A(I2N)=A(12H)—EVAL

1256 CONTINUEC
1275 CALL FFTtA.F1.N2H.N2H9N2H91)

l a

i

S
f.

N

^k;,•(3?1K..yj,y 	 _,.'s_y....tl.1l.....^.,...	 _.... ^_,ua.r3.s^a..v^•L.._•-y.	 _	 _... ,_aa.ama.i
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c
IF(NIX.FO .21 GO TO 1400

C
00 2001 l=I.N2H
FFT1(II-CMPLX (At 11901111
GXX(I) nGXX(I)+REAL(CONJG(FFTI(1))*FFTI(I)1

2001 CONTINUF
C

NIX=2
GO TO 1250

C'
1400 00 2002 I=l.N2H

FFT2(I)=CMPLX(R(!)9B(I))
GYY(I)=GYYI))+REAL(CONJG(FFT2411)*FFTP(1))
GXY(1)=CONJG(FFTI(I)IOFFT2(II+GXY(tl

2002 CONTINUE
C

IF(JAV.EO.IAVGS) GO TO 4000
IF(K.GE.KADP) GO TO 90
GO TO 1225

c
4000 CONTINUE

C
C	 END AVERAGING
C

DNOPM=4 $N4Nf I AV GS
DO 4100 2 =1.N2H
GXK(t)=GXX(11/DNORM
GYY(I)=GYY(I)/DNOPM
GXY(I)wGXY(I)/DNORM
XFREO(I)=(I-I)*SPLRT/(N+N)

4100 CONTINUE
C
C	 AUTO AND CROSS SPECTRA ARE COMPUTED. PUNCH D4 STORE OUTPUT.
C

IF(JFLAG.EO.0) GO TO 4304
C

MPITE(3943001(I•XFREO(t1.GXX(1).GYY(I ► .GXYtl).1nI.N2H)
C
c	 BANOPASS F ILTER THE TWO-SIDED SPECTRA...
C
4304 CONTINUE

JPAS=O
4305 CONTINUE

JPAS=JPAS+I
C

00 4310 I-I.N2H
RXX(I)=0.0
RYY(I)=0.0
RXYCXII)=CMPLX(0.0.0.0)

4310 CONTINUE
C

ILOM=NI.OY(JPASI
I14IH=Nt;IH4 JPAS)

C
00 4320 t=tLOM.IHIH
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C
N21=N2H+2-I
RXA(11=GxXtl)
RXXIN21)=GXX(N?[1
PYY(()=GYY([)
RYY(N21)=GYYIN21)
PXYCX(I)=GXY(1)
PXYCX(N2I)=GXY(N2[1

C
IF(NLOW(JPASI.NE.11 GQ TO 4320

C
NAl=N+1
PXX(NAI)=GXX(NAI)
RYY(NAI)=GYY(NAI)
PXYCX( NA I) =GXY(NAI 1

4320 CONTINUE:
C'
C	 POST—WHITEN THE BAND—LIMITED DATA...
C

C	
IF(tWHITE.E0.0)•GO TO 4350

NGAINS=O
GXYAVE=0.0

C,
00 4335 1=I.N2H
GXYAVE=GXYAVE+CABSIPXYCX(Ill

4335 CONTINUE
C

IDNM=2*(IHIH—ILOW+1)
GXYAVEnGXVAVE/IONM
OXYTS7xGXYAVE*10.0

C
00 4340 [=1.N
N21=N2H+2—I
CHECK=0.5*(CABS(RXYCXIII)+CABS(PXYCX(N21 ► ))

C.
IF(CHFCK.LT.DXYTST) GO TO 4340

C
NGAINS=NGAINS+1
GAIN=OXYTST/CHECK

C,
RXX(I)=PXX(I)*GAIN
RXX(N2[1=PXX(N21)4GA1N
RYY(IlxRVY(I)*GAIN
RYY(N2I)uPYY(N21)*GAIN
OIXYCx(I)-RXYCx(11 *GAIN
RXYCX(N2 i)=S X"CX(+1at',tGA;h

4340 CONTINUE
C

IONM-IDNM12
c

WPITE(3.4345) JPAS.GXYAVE.IDNMoNGAINS.DXYTST
WPITF(3943461(19XFPFA(II*PXVCXIII*I-I.N2HI

C
C	 END POST—WHITFN.
C

168
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43SO IF(INDOW.RO.0) GO TO 4360
C
C	 TAPER THE FILTER WINDOWS.
C

ILOW=NLOW( JPAS )
IHIH=NHIH(JPAS)
DELF=IHIH—ILOW

C
DO 4355 I=)LDW.IHIH
TAPFP=SIN(PI*(I—ILOW)<DFLF)
N21=N2H*2-1
FXX( i) =RXX(I)*TAPED
PXX(N2I)=PXX(N2I)*TAP°R
PYY(I)=RYY(II*TAPEP
07YY(N2I) =RYY(N2I) * TAnFR
RXYCX(I)=PXYCX(I)*TAPER
RXYCX(N2I)=RXVCX(N21)*TAPER

4355 CONTINUE
C
C	 END TAPFR.
C
4363 00 4400 I =1.N2H

A(I)=REAL ( RXYCX(1))
6(1) --AIMAGfRXYCX(I))

4400 CONTINUE
C

CALL FFT(A.9#N2H9N2HsN2H9#l)
C

DO 4410 I=I.N2H
RXY(i)=A(I)

4410 CONTINUE
C

DO 4600 1=I.N2H
A(I) =PYY(I)
all)-O.0

4600 CONTINUE
C

CALL FFT(A.9.N2H.N2H.N2H9-1)
C

DO 4710 I=l.N2H
RYY(II=A(l)

4710 CONTINUE
C

00 48DO I=1.N2H
A(I)-RXX(IJ
BCI)-0.0

ORIGINAL PAGE IS
OF POUR QUALITY

I

inl	
04800 CONTINUE	 (,

CALL FFT(A.H.N2H.N2H.N2H•-1)
C	 ^,

DO 4910 I=I.N2H	 t
RXX(I)=Ali)

C
4910 CONTINUE

O"I=pXX(I)
DN2=RYV(I)

1

i

i
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ON3=SORT(DNI*DN2)C
on 5000	 I r l •N
FXX(I)=RXX(11/DNIRFLOAT(N)/(N+l-I)
RYY(11=RYY(I )/(1NPOFLDAT(N)/(N+1-11
AXY(1) =FXY(1)/DN3*FLOAT(N) /(
TAU(11=(I-N-1I+nTAU

5000 CONTINUE
C NI=N+l

on 5010	 1=NI •N2H
OXX(11=RXX(I)/DNI4FLOAT(N)/(I-N1

j RYY(1) =PYY(1)/ON2AFLOAT(N)/(1- NI
RXYII)=FXY(1)/DN3•FLOAT(N) /(N+N+1 - 11
TAU(I)=(1-N-11*nTAU

5010 CONTINUF

C
NFITF	 (3.50)	 (TITLE(LI•L=1.20)
MRITE(3.6000)(JPAS• XFFFO(NLtri(JPAS)1•XFREO(NHIH(JPAS)1940MITI
Nr.1TF(3.6010)(l•TAU(11•RXY(1).RXXII)•P.YYI119I=1•N2H)

C
IF rJPAS.LT.NPAS) GO TO 4375

C PLOTTER ROUTINE FOR CIRCXCOR.Y

14AXPTS-1201 u

XINC=XDELAY/4.0
XLEFT--XDELAY
XPIGHT=XDELAY
YTOP=O.O

a YSASF.=0.0
C
C •MO = THE # OF POINTS PLOTTED
C

M2-XOELAY;(1t.0/12.01*(SPLRT11000.0)
INFG=N-M2
1P05=N+M2
M=2*M2+1
J=0

C
DO 6050 I=14EG•IPOS
J=J+l

{ YORD(I.J)=RXY(I)
XORD(I.J)=TAU(I)

_	 C
IF	 4YORD(1•JI.GE.1.0)	 YORD(1•J/=1.0
IF	 (YORD(193).LE.-1.0) YORDII•Jl--l.0C

6020 CONTINUE
IF (YORO(I.JI.LF..YTOP) GO TO 6030
VTOP=YTOP+0.25
GO TO 6020

6030 CONTINUE
IF (Y0RD(19J).GE.Y8ASEI GO TO 6040
YAASE-YAASE-0.25

I^
e ^

a

n

i

J
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GO TO 6030
C

i	 6040 CONTINUE
6050 CONTINUF

C
IF (

—
YBASE.GT .YTOP) YTOrP*—Y9ASE

IF (YTO".GT. — YOASE) YSASE=—YTOP
C

YINC=YTOP/5.0
KINDIII=-1

k	 C
CALL PICSIZ(15.0.9.0)

C.
CALL GRAFF 49.0.XLEFT.XRIGHT.XINC.3•XLAREL•XOIID•X7UMMY.
IS.O.YBASF9YTOP.YINC929YLADEL•YORD.YDU4MY9
21.1.19MAXPTSr4.0o0.O.09KIND909TITLF)

a	 C
CALL PICSI[(0.090.00

C
9999 S70P

END
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C

SU9ROLITINE FFT (A. R. NTOT. N•NSPAN, ISN)
USING MIXcD-FA (11X FAF * FOURIER TRANSFORM ALGDPITHM.
MULTIVARIATE COM PLE X FOUPIER TRANSFORM, COMPUTFD IN PLACF
BY Q. Co SINGLETON. STANFORD RESEARCH INSTITUTE * OCT. 196M
APPAYS A AND O ORIGINALLY HMO THF RFAL AND IMAGINARY
COMPONENTS OF THF DATA9 AND RETURN THE RFAL AND
IMAGINARY COMPCNENTS OF TH° RESULTING FOUPIFR COEFFICIENTS.
MULTIVARIATE DATA IS INDEXED ACCORDIN. TO THE FORTRAN
ARRAY FLEM 97NTSVCCESSVP FUNCTION. WITHOUT LIMIT
ON THE NUMBER OF IMPLTrO MULTIPLE SUBSCRIPTS.
THE SUBROUTINF IS CALLFD ONCE FOR EACH VAPIATF.
THE CALLS FOR A MULTIVAR(AT'F TRANSFORM MAY BE I N RNY OROFP.
NTOT IS THE TOTAL NUMIIFP OF COMPLEX DATA VAI.UFS.
N IS THE DIMENSION OF THE CVFRENT VAFIABLF_.
NSPAN/N IS THE SPACING r)F CONSFCUTIVE DATA VALUES
WHILE TNOF'XING THF CoIPPFNT VAPIAOLF.
THE SIGN OF ISN DFTFPMINFS THE SIGN O F THF. COMPLEX
FXPONENTIAL9 AND THF MAGN)TUDF OF ISN IS NORMALLY ONE.
DIMENSION A(I), 9(1)
A TPI — VAP IATF, TRANSFORM WYTH A(NI.N?.N31. R(NlvN2oN31
IS CCMPUTFD RY
CALL FFT(A.R.NIMN2tN3.N1.N1.1)
CALL FFT(A9R.N1*N2FN3.N2.NI*N2.1)
CALL FFT(A9R9Nl*N2*N3.N3.N16N?AN391)

FOR A SINGLF-VARIATF TRANSFORM.
NTOT = N = NSPAN = (NUMBER OF COMPLEX DATA VALUES). E.G.
CALL FFT(A.R9N9N.N.1)
THF DATA MAY ALTEP.NAT(VCLY DE STORED IN A SINGLF COMPLEX
ARRAY A. THEN THE MAGNITUIE OF ISN CHANGED TO TWO TO
GIVE. THF CORRFCT INDEXING INCRC,MENT AND A(2) USED TO
PASS THE INITIAL ADDRFSS FOR THE SEQUENCE OF IMAGINARY
VALUES. E.G.
CALL FFT(A9A(2)9NTOT.N.4S0AN.2)

ARRAYS AT(MAXFI. CKIMAX°1. RT(MAX F I• SKIMAXF ). AND NPIMAXPI
AVE USED FOP TEMPORAPY STOPAGF. IF THE AVAILABLE STORAGE
IS INSUFFICIENT. THE PknGPAM IS TERMINATEDBY A STOP.
MAXF MUST RF. •GE. THE MAXIMUM PRIME FACTOR OF N.
MAXP MUST RE .GT. THE NUMBER OF PRIME FACTORS OF N.
IN ADDI'.ION9 I F THE SOUARF—FREE PORTION K OF N HAS TWO OR
MORF PRIME FACTORS * THEN MAXP MUST BE .GE. K—l.
ARRAY STOPAGF IN NPAC FOR A MAXIMUM OF It FACTORS OF N.
IF N HAS MDR^ THAN ONF SO'UAPE —FFEF FACTOR, THE PRODUCT OF TH:
SOUARF —FPFF FACTORS MUST RE .L.F. 1501
0"4F.NSION NFAC(?I)9NP(IS001
At,PAY STORAGE FOR MAXIMUM PR IME FACTOR OF 371
OIMENSION AT(373)9CK(37319RT(37319SKf3731
FOUIVALENCE (1911)
THE FOLLOWING TWO CONSTANTS SHOULD AGREE WITH THE ARRAY DIMENSIONS.
MAXF=373
MAXP=1500
WIN .LT. 2) RETURN
INC=ISN
RAO=9.0*ATAN(1.0)
S72=PA0/5.0
C72 sCOM S72 )
S72-SIN(S721

W^^,,

Q,v,^°
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S120=S0RTfO.7B)
IF(ISN .GP. n/ Go TO 10
572 -S72
III 20=-S12C
%AD=-PAD
INC=-INC

10	 NT=(NC*NTOT
KS=INC*NSPAN
K5 PA N=K S
NN=NT-INC
JCwx SIN
PADF=RAn*rLOAT(JC)&0.5
T ='f
JF=O

C	 OFTFFM)NF THE FACTORS Or N
M=0
KsN
GO TO PO

IS	 M=M♦ t
NFAC(MILO
K =K /16

20	 IFIK- (K/16) +16 .e0. 01 GO TO 15
J=3
JJ=o
Go TO 30

25	 VsM+I
NFAC(M) =J
K:K /JJ

30	 tF(MnD(K.JJ) .FO. 01 GO TO 25
JsJ+2
JJ=J**2
IF(JJ .LF. K) GO TO 30
Itr f K .GT. • ) GO TO 40
KT="
NFAC(M+1)=K
IFtK .N£. 1) M-M#I
GO TO f)0

40	 1F(K-( K/41*4 .NF. 01 GO TO SO
"-M +li
NFACIM) =2
K=K /4

SO	 KTaM
J=2

60	 IFfMOr)fK.J) .NF. 01 GO TO 70
MsM+I
NFACIM)-J
K=K/J

70	 Jwf (j+1 ) /211241
IF( J .LF.. K) GO TO 60

q9	 IFfKT .EQ. O) GO TO 100
J=KT

10 	 MUM+t
NGACIMI-W ACtJ)
J-J- t
IPIJ .Nt+ . 01 GO TO 90

C	 COMPUTE FOUPIFR TDANSFOPM

I
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100	 SO=PADF/FLOATfKSPAN)
CD=2.0*SIN(SDI**2
Sn=SIN(SO+SnI
KKrI
1=I+t
IF(NFAC(T) Nr. 21 GO TO 400

C	 TCANSFOFM FOR FACTOP OF 2 (INCLUDING ROTATION FACTOR)
"SPAN=KSPAN/2
KI=KSPAN+2

210	 K2=KK+KSPAN
AK=A(K2)
RK=R(K2)
A(K2)=A(KK)-AK

R(K2I =E1(KK)-AK
Oki KK)=A(KK)+AK
B(KK)=R(KK) +HK
KK=K2+KSPAN
IF(KK •LF. NN) nO TO 2I3
KK=KK-NN
IFIKK .LE. JC) Gn TO 210
I F (KK .6T. KSPAN) GO TO 800

220	 C1=l.0-CD
S1 =SD

230	 K2=KK+KSPAN
AK=A(KK)-A(K2)
8K-R(KK)-fl(K2)
A(KK)=A(KK)+A(K2)
R(KK)=B(KK)+R(K2)
A(K2)=C1*AK-51*RK
P(K2)=S1*AK+C1*13K
KK=K2+KSPAN
TF(KK .LT. NT) GO TO 230
K 2=K K- NT
Cl=-C1
KK=K1-K2
IFfKK GT. K2 ► GO TO 230
AK=C1-(C0*CI+S0*SI)
$I=(SO *CI-CD*SI)+SI

C	 THE FOLLOWING THREE STATEMENTS COMPENSATE FOR TRUNCATION
C	 EPPOP. IF POtINO D ARITHMETIC IS USED. SUBSTITUTE
C	 CI-AK

CI =0.5/(AK**2+SI**2)+11.5
SIsCI*S1
C1=C!*AK
KK=KK+JC
IF(KK *LT. K21 GO TO 230
K%=KI+INC+TNC
KK=(KI-KSPAN)/2+J[
IF(KK •LE. JC+JCI GO TO Z2n
GO TO 100

C	 TPANSFORM FOR FACTOR OF 3 (OPTIONAL CODE)
320	 KI-KK+KSPAN

K?=KI+KSPAN
AK=A(KK)
"X-P(KK1
AJ-A(Kl)+A(K21

1
r
l

4
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eJ=9(K11+n(K2)
` Ai KK I=AK+AJ

f1( KK )=FPK+RJ
Ax= -0.5*AJ+AK
PJK-- 0. 5*BJ+RK
4J=f A(KI l-A(K2))*S120
ItJ=f R( K1 )-R( K2) I •SI P.O

" A(KI I=AK-SJ
R(Kl)=RK+AJ
A(K2)=AK+RJ
R(K2)=RK-AJ
KK=K? +KSPAN
IF(KK	 .LT. NN) GO TO 320
KK=KK-NN
IF(KK	 .LF. KSPAN) (:O TO i?O
GO TO 700

C TRANSFORM FOR FACTOR O F 4
440 ir(NFAC(l)	 .NF. 4) GO TO 600

KSPAN=KSPAN
KSPAN= KSPAN/4

410 C1=1.091_1
410 K1=KK+KSPAN

K ? =KI+KSPAN
K3=K 2+KSPAN
AKD=A(KK)+A(K2)
AKMQ AfKKI-AIK2I
AJP=A(KII+AfK3)
AJM=A(KII-A(K3)
A(KK)=AKP+AJP
AJP=AKP-AJP
PKP-F!(KKI+R(K21
OKM-B(KK)-B(K2)
RJP=B(KII+O(K3)
SJM=8(KI)-B(K3)
OfKK )=FIKP+RJP
PJP=RKP-SJP
1F(ISN	 L.T.. 	 0)	 GO TO 450
AKP=AKM-BJM
AKMsAKM+SJM
OKP=gKM+AJM
11KM=RKM-AJM
IF(Sl'	 .EC. 0.01	 GO TO 460

430 A(Ki)-AKPOCI-SKP*Si
f1( K1 )=AKP*SI+BKP*CI
A(K2)=AJP*C2-13JP*S2
fR(K2)=AJP*S2+BJP*C2
R(K31=AKM*%J+S;C,tC
AIK3)=AKM*C3-FIKM*S3
OCR=K3+KSPAN
ir(KK .LF.. NT) GO TO 420

440 C2=C1-(CO*C1+Sp*SI1
!1=(SO*CI-CO*SI)+SI

C THE FOLLOWING THRFE STATEMENTS CCMPF.NSATE FOR TRUNCATION
C FPROP.	 IF POUNp i(1 AQITMMETIC IS USED. SUPSTITUTE
C CI-C2
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C1=n.S/(C2**2+S1**2)+0.5
SI=CI*SI
Cl=Cl*C2
C2wcI**T.-SI**2

.^ 62x2 .O *r, 1 ^`S 1
l C3=C2*C)-5?*SI

53aC?•SI ♦S2*CI
KK=KK-NT+JC
IFtKK .LF. KSPAN) GO TO 470
KK=KK-KSPAN+INC
1F(KK *LE.	 Jf)	 GO TO 41n
IF(KSO AN .FO. JC) GO TO Pn0
GO TO Ion

450 AKP_AKM*SJM
AK M-AK M-RJM
RKP=BK K- AJM
BKM=F3KM+AJM
/Ft51.NE.	 3.0)	 Gn TO 43a

460 A(K11=AKP
PtKI ) =F%xD

A(K2)=AJP
B4K2)=FiJP
A(Kl)=AKM
P(K3)=BKM

i. KK=K3+KSPAN
m IF(KK +LE. NT) GO TO 420

GO TO 440
C TRANSFORM FOR F ACTOP OF 5 ((IPTIONAL CODE)

r, 5l0 C2=C72**2-S7?**2
S2=2.0*C72*1-72

j 520 K1=KK+KSPAN
K2=K I+KSPAN
K3-K2+KSPAN
K4=K3+KSPAN

s AKP=A(K I I+A(K4 )
AKM=A(KI )-A(K4)
SKP=B(KI)+B(K4)
PKM-0(KI)-9(K41
AJP=A(K2)+A(K3)
AJM=A(K2)-A(K3)
PJP=B(K2)+9(K3)
64M=P(K2)-0(K3)
AA=A(KKI
SS-B(KKI
ACKKI-AA+AKP+AJo
P(KKI=BB+BKP+FIJP

- AK=AKP*C72+AJP*C2+AA
9K=PKP*C72+8J0'*C2+RR
AJ=AKM*S7?+AJM*S2
SJ=BKM*S72+BJM*S2
A(Kl I=AK-9J
A(K4)=AK+BJ
9(KI )=BK+AJ

{ !(K4 /=8K-A J
AK=AKP*C2+AJP*C72+AA

i

PK*PKP*C2+9JP*C7?.+FP

r-

x n 4 1	 AL

i
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0J=AKM*S2—AJ4$S7?
O'J=BK4*52—BJM*S72
At K2)=AK—RJ
Af K3 )-AK+PJ
P(K2)=8K+AJ
I!(K3)=RK—AJ
KK=K4+KSPAN
IF(KK .LT. NN) GO TO 527
KK =KK— NN
(F(KK	 * LF.. KSPAN) GO TO 520
GO TO 703

C TPANSFOFM FOP ODD FACTOPS
600 K=NFAC(1)

KSPNN =KSPAN
KSPAN=KSPAN/K
IF(K	 •E0. 31	 GO TO 323
IF(K	 •E0. 51	 GO TO 510
ir(K	 • rn• JF)	 GO TO A40
JF=K
S1=PA0 /FLCIAT(K)
C1=COSISI)
^1=5(N(^l)iF ( Jf	 .GT. MAXF ) GO TO 999
CK(JFI=1.0
SK(JF)=0.0
J=l

630 CK(J)=CK(K)*CI+SK(K)*S1
SK(J) -CKfK)*%I— SK(K/*CI
K=K-1
CKIK)=CKtJ)
SK (K 1= — SK( J)
J=J+l
1F(J	 L.T.. 	 K)	 GO TO 630

640 KI=KK
K2=KK+KSPNN
AA-A(KK)
Pfd=SIKKI
AK=AA
PK=BB
J=1
Kl=KI+KSPAN

650 K2=92—KSPAN
Js J+1
AT(J)-A(KI)+A(K?)
Alt =AT(J1+AK
ST(J)=B(Kl)+S(K2)
PKUPT(J)+HK
Jw J• l
AT(J)=A(K!)—A!r2)
I%T(J)-B(K/)—B(K2)
19  -K I+KSPAN
1FtK l	 •LT • K21 GO TO 650
A(KK)=AK
Rt KK )=BK
K1=KK
K2sKK+KSPNN
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JR 1
660 Kl2=KI+KSPAN

K=K2-KSPAN
JJ=J
AK=AA
INK=BR
AJ=0.0
RJ=0.0
Ks1

670	 KsK+1
AK=ATIKI*CK(JJ)+AK
NK=HT(K)MCK(JJI+RK
KsK+I
AJ=AT(K)*SK(JJ)+AJ
IIJ=BT(K)*SK(JJ)+RJ
JJ=JJ+J
IF(JJ .GT. JFI JJ=JJ-JP
iF(K .LT. JF1 GO TO S70
K"JF-J
AIKI)=AK-RJ
BIKI)=RK+AJ
A(K9)=AK+BJ
R( K?)=RK-A J
J=Jdl1
1F(i .LT. K) GO Tn 660
KK=KK+KSPNN
IFIKK .LE. NNE: GO Tn 640
WK=KK-NN
IF(KK .LE. KSrl'AN) GO TO 640

C	 MULTIPLY BY POTATION FACTOR (EKCCVJT FOP FACTORS OF 2 AND 41
700	 TF(l .EOo M) Gn TO 600

KK=JC+I

710	 C2=1.0-CD
SI=SD

720	 C1=C2	 -
S2=S1
KK=KK+KSPAN

730	 AK=A(KK)
A(KK)=C2*AK-S?*n(KK)
AfKK)=S2*AK+C2*BIKKI
KK=KK+KSFNN
IF(KK .LF. NT) GO TO 770
AK=Sl*S2
52=SI*C?+CI*S2
C2=CI*C2-AK
KK=KK-NT+KSDAN
IF(KK .LE. KSPNN) GO TO 730
C2=Cl-(CO*CI+SD*S11
Sl=SI+(Sn*Cl-CD*S1)

C	 THE FOLI.nMING THREE STATFVENTS COMPENSATE FOP TRUNCATION
C	 FPPOR. IF ROIINnFD ARITHMFTIC IS USED. THEY MAY
C	 OF DELF.TF.D.

CIu0.S/(C2**2+SI**2)+0•5
SIsCI*SI
C2-Ci*C2
KK-KK-KSPNN+JC

sl
},	 ,....:rata.	 a,:..,	

ZS^dirieu..'^".d1yc14^i1^t sY.s:F^fiFS.eli=.^ 8 	 i ^A^	 r	 •^	 :^s.^:.^	 ..
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s
IF(KK .LF. KS OAN1 GO TO i20
KK-KK-KSPAN4.jC+INC
IF(KK.LE.	 JCI ,JC1 GO TO 710
GO TO

C PFFMUTEOTHE P aSULTS TC NORMAL OROE4---DONE IN TWO STAGES ^,.
C PFPMUTATION FOR SGUAPF FACTORS OF N
800 NO(I)=XS

IFIKY .EO. Ol GO Tn 840
K=KT +KT+1
IF(M .LT. K) K=K-I
jut
NP(K+1 )- J C

81O NP(J+l)-NP(J)/NrAC(J)
NP(KI=NP(K+1)*NFAC(J)
JuJ+1
K=K-1
IF(J .LT. K) GO Tn 810

I KtPAN-NP(2)
KK-JC+1
K2=KSPAN+I
Ju

5 IF(N .NR. NTOT) GO TO IPSO

1
C
820

PERMUTATION FOCI SINPLF-VARIATF TRANSFORM
AK=A(KK)

(OPTIONAL CODE)

A(KK1=A(K21
A(K2)=AK
HK=S(KKI
A(KK)-RI!K2) 3

P1K21=8K
KKsKK+INC
K2=KCPAN+K2

IF (K2 .'LT. KS) CO TO P20
830 K2-K2-NP(J) I	 ,%

J=J+I
K2=NP(J+1)+K2
IF(K2 .GT. NP(JI) GO TO 830
Jsl

840 IFIKK .LT. K21 GO TO 620
KK=KK+INC
K2=KSAAN+K2
TF(K2 .LT. KS) GO YO 840
IF(KK .LT. KS) GO TO A33
JCU K 3
GO TO 840

C PERMUTATION FOP MULTIVARIATE TRANSrTOR§4
8 130 KaKK+JC
860 AK=A(KK)f A(KK)-A(K2)

A(K21-AK
9KwOfKK)
bl $(K I =S(K2 )-• _
KK=KK+INC
K2=K2+INC
IF(KK .L,T. K) GO TO 860

4a
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KK-KK ►KS—JC
K 2=K 2+KS—JC
IF(KK .LT. NT) GO TO R50
K2=K2—NT+;SPAN
KK=KK—NT+JC
1 v (K2 .LT. KSI GO TO PSO

970	 K2-K2-NP(Ji
J-J+1
K2=NP(J+I) ► K2
1F(K2 .GT. NP(JI) GO TO 870
J=I

1110	 /F(KK .LT. K71 GO TO 850
KK-KK+JC
K2-KSPAN+K2
(F(K2 .LT. KS) GO TO rs9
IF(KK .LT. KS) GO TO A70
JC=K3

1190	 IF(2*KT ► 1 .GF. MI PFTUFN
KSPNN=Nn(KT+I)

C	 PFRMUTATION FOR SOUAPF-FRFE FACTORS OF N
J= M-K T
NFAC(J+11=1

900	 NFAC(J)=NFAC(J)«NFACIJ+I)
J=J -I
IF(J .NE. KT1 GO TO 900
KT-KT+1
NN=NFAC(KTI-I
(FINN .GT. MAKPI GO TO 999
JJ=0
J=0
GOTO 906

902	 )J=JJ-K21! 2=K K
IC=K+ 1
KK= NF AC (K 1

904	 .IJ-KK+JJ
I;F(JJ .GE. K2) GO TO 902
NPIJ)=JJ

906	 K2=NFAC(KT)
K=KT +1
KK-NFAC(K)
J-J+l
IF (J eLE. NN) GO TO 904

C	 OFTFRMINE THE PERMUTATION CYCLES OF LENGTH GREATER THAN 1
J-0
Gri TO 914

910	 K=KK
KK-NP(K)
NP(K)'=-KK
IF(KK .NE. J) GO TO 910
K3=KK

914	 J=J♦ l
KK=NP(J)
IF(KK .LT. 01 GO TO 914
IF(KK .NE. J) GO TO 910
NP(J)=-J

m4
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IFIJ .NE. NN/ GO TO 914

A
NAXF=INC:MAXF

C	 RFORDFR AND Be FOLLOWING THE PERMUTATION CYCLES
GO TO a50

924 J=J-1
IF'(NP(J) .LT. 0) GO TO 024
JJ-Jr

926	 KSPA14=JJ
IF(JJ .GT. MAXF) KSPANsYAXF
dJ-JJ-KSPAN
K=NP(J1
KK-JC*K#It.aJ
K1=KK+KSPAN
K2=0

924 K2=K 2*1
4T(K2laA(K'11
9Tf K2)=B(KI
KI=KI -INC
IF(KI .N r'. KK) GO TO 02M

0.147	 WlwKK•KSPAN
K2=K1-JC=(K+NPfK))
K=im NP(K)

036	 AIK11=A(KT.)
fi1K11=9(K2)
KI=KI-INC
K2-K2-(NC
IF(KI .Nr. KK) GO TO 036
KK aK 2
IF(K .NE. J) GO TO 932
KIrKK+KSPAN
K2=0

940	 K2=92 ♦1
A(Kl)- AT(K2)
W KI1=BT(K21
K I=K 1-INCGO
IFIKI
IFfJJ •NL. 3) ) GO T009260
tF(J .NE. 11 GO TO 924

950	 J-K3+1
NTaNT-KSPNN
II=NT-INC•l
TF (NT .GE. 3) GO TO 924
RE TIMN

C	 EPROR FINISH• INSUFFICIENT ARPAY STORAGE
998	 ISN=0
C	 PPINT 999
999 FORMATQ 	 wTTHIN SUBROUTINE IFFTI

RErTUPN
END
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SURPOVTINF PEALTP(A98.w.I%N)
DIMENSION A(1).R4l)
REAL IM
INC=IARS(ISNI
NK=N*IMC+2
NM nNK/2
SD=2.n*F.TAN(1.0)/FL0AT(N)
CD=2.0*SIN(SO)**2
Sn-SIN(SD+SD)
SN=0.0
CN=1.0
A(NK-1)=A(1)
F%(NK-1 ) =8( I )

10 DO 20 J=19NMrINC
K=NK -J
AA=A(J)+A(K)
A(1=A(J)-A(K)
PA=P(J )+R(K )
PB=R(J1-R(K)
PF.=CN*BA+SN*AR
IM=SN*RA-CN *AR
P(x)=IM-RR
A( J) =1 M+RR
A(K)=AA-RE
A(J)=AA+RE
AA=CND-(CD*CN+SO*SN)
SN=(SD*CN—CD*SNI+SN
TMF FOLLOWING TMRE°. STATE4ENTS COMPENSATE FOP. TRUNCATION
CN=0.!S/(AA **2+SN**2)+0.S
SN=CN*SN

TO CN=CN*AA
RETURN
END

Z i' 7»

a
i
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