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1 .0 EXECUTIVE SUMMARY 

Various aspects o f  the Shutt le Orb i ter  S-band network 
communication system, the S-band payload c m u n i c a t l o n  system, and the 
Ku-band comrmnication system are included i n  t h i s  f i n a l  report .  

obtaining more accurate S-band antenna patterns o f  the actual Shutt le 
Orbi ter  vehicle during f l i g h t .  The prel iminary antenna patterns using 
mock-ups are not r e a l i s t i c  since they do not include the e f f e c t s  o f  addi- 
t iona l  appendages such as wings and t a i l  structures. 

c i a l l y  the TDRS antenna point ing accuracy with respect t o  the Orbi ter  
and the modif icat ions required and resu l t i ng  performance character is t ics  
o f  the convolut ional ly encoded high data r a t e  re tu rn  l i n k  t o  maintain 
b i t  synchronizer lock on the ground. Also included i s  the TDRS user 
constraints on data b i t  clock j i t t e r  and data asymnetry on unbalanced 
QPSK wi th  noisy phase references. 

study, including the advantages and experimental resu l t s  o f  a peak regu- 
l a t o r  design b u i l t  and evaluated by Axiomatix f o r  the bent-pipe l i n k  
versus the ex i s t i ng  RMS-type regulator. Also discussed i s  the selection 
o f  the nominal sweep r a t e  f o r  the deep-space transponder o f  250 Hzls, 
j u s t i f y i n g  t h i s  conclusion w i t h  a phase-plane analysis which incorporates 
the transponder operating conditions and tolerances. And f i n a l l y ,  the 
ef fects  o f  phase noise on the performance o f  a comnunication system i s  
analyzed i n  great de ta i l .  The phase noise spectra i s  characterized using 
experimental resu l t s  and included i n t o  models o f  the c a r r i e r  t racking 
loops t o  determine the phase noise system errors  o f  the overa l l  system. 
Di f ferent  types o f  two-way l i n k s  are considered, including the phase 
noise e f fec ts  o f  mu1 t i p l e  in ternal  control loops which are equivalent 
t o  three- and four-way l inks .  
a re  a l s o  included. 

which describe i n  de ta i l  the models used, the derivations and the con- 
clusions o f  the studies f o r  those who a r e  interested i n  the technical 
aspects o f  the investigations. 

The f i r s t  topic, Section 3.0,  deals with a proposed method o f  

Section 4.0 discusses the Ku-band comnunication system, espe- 

Section 5.0 out1 ines the S-band payload communication system 

Both in-band and out-of-band noise sources 

Eight appendices a r e  included a t  the end o f  t h i s  f i n a l  report  
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2.0 INTROWCTION 

This final report sumnarizes the system implementation studies 
o f  the S-Band Network Comnunication System, the Ku-Band Comnunication 
System, and the S-Band Payload Comunication System. The specific areas 
of study are covered under Contracts NAS 9-15240E and NAS 9-1524OF; how- 
ever, in the interests o f  continuity o f  conciseness, the results of the 
study will be reported as a u n i t .  
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3.0 S-BAND NETWORK COMMUNICATION ANTENNA 

This section presents the resu l t s  o f  

o f  an approach t o  ca l i b ra te  the Orb i ter  S-band 

CALIBRATION STUDY 

the invest igat ion t o  date 
antennas (and UHF antenna 

also) during STS f l i gh ts .  The actual gain patterns o f  the flush-mounted 
S-band quadratures (PM, two on each side o f  the Orb i ter )  and the Smband 
hemi antennas (FM) are d i f f i c u l t ,  a t  best, t o  p red ic t  from the customary 
ground antenna range pat tern measurements. This i s  because, f o r  f lush- 
mounted antennas, the Orbi ter  structure i t s e l f  has a s ign i f i can t  i n f l u -  
ence on the pattern. Consequently, the adjacent sections of the Orbi ter  
structure i n  which the antennas are mounted have been mocked-up and, 
along w i th  the antenna(s) mounted i n  them, used f o r  pattern tes ts  on the 
JSC antenna range. This technique t y p i c a l l y  y ie lds  f a i r l y  accurate gain 
measurements near the boresight o f  the antenna, i .e., normal t o  the sur- 
face o f  the structure. However, as the angle o f f  boresight increases, 
the accuracy i n  the gain pattern decreases due t o  edge ef:ects o f  the 
l i m i t e d  s t ructura l  mock-up and the missing inf luence o f  the more remote 
parts of the structure,  such as the wings. 

Even though the operation o f  these antennas i s  expected t o  take 
place p r imar i l y  i n  the central por t ion o f  the main beam, i t  i s  important 
t o  have accurate knowledge o f  the natural antenna gain pattern throughout 
the ent: , -e main beam and the sidelobes. This i s  the case f o r  the fo l low- 
ing reasons: 

(1) During the ascent and descent port ions o f  f l i g h t ,  the 
range t o  the ground stat ions w i l l  be r e l a t i v e l y  short. As a resu l t ,  the 
signal strength w i l l  be qu i te  high. The conf igurat ion o f  the Orbi ter  and 
the ground stat ion,  however, may be such tha t  communication w i l l  be v i a  
the low gain por t ion o f  the mean beam o r  even a sidelobe. 

such tha t  a weak por t ion o f  the S-band pattern w i l l  be i n  use. 
resul t ,  more precise inforniation about the gain patterns i s  necessary i n  
these regions. A t  such short ranges, even i n  the l o w  gain port ions o f  
the pattern, the SNR should be very adequate, but the extent o f  such 
coverage i s  not r e a l l y  known. 

During 1 i f t - o f f ,  the present geometric configuration i s  
As a 
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(2) The long-term plan i s  t o  replace the S-band quadratures 
wi th  two-posftion switched beam phase-array antennas mounted i n  the same 
physical location. The S-band quadratures are present'.y planned f o r  the 
f i r s t  s i x  t o  nine STS f l i gh ts ,  The main problem o f  appendage blockage 
i s  reduced by the use o f  phased-array antennas. This would not be nec- 
essary, however, i f  by chance the S-band quadratures operated satisfac- 
t o r i l y  i n  the f r inge areas (i .e., i n  the v i c i n i t y  o f  -1 t o  t1  dB). 

(3)  The long-term plan i s  also t o  t ransfer comunication t o  
the Shuttle/TDRSS l i n k s  v ia  the S-band quadratures o r  S-band phased 
arrays as soon as possible i n t o  the STS mission. Because o f  the predic- 
ted narrow design margins f o r  some o f  the S-band Shuttle/TDRSS l inks,  i t  
i s  important t o  show how large the spat ia l  region i s  i n  which acceptable 
l i n k  performance can be expected. This can be determined wi th  accurate 
knowledge of the S-band antenna patterns i n  the " f r inge areas." A prime 
opportunity t o  accomplish t h i s  f i n e r  ca l i b ra t i on  ex is ts  during the STS 
phase because, during STS, communication w i th  the Shutt le w i l l  Le v ia  
STDN stations. While i n  o rb i t ,  the actual performance o f  the Shutt le 
antennas w i l l  be f ree o f  a l l  the ground ef fects  present on conventional 
antenna ranges. Thu:, with appropriate l i n k  ca l ibrat ion and data pro- 
cessing, the STS Orbiter/STDN l i n k  can function i n  the same manner as 
an antenna range. 

t o  be used during STS t o  obtain the finer gain cal ibrat ion.  The resul ts  
described are preliminary, and fur ther  refinement of the approach i s  
expected t o  continue on a subsequent contract. 

The remainder o f  t h i s  section describes a technical approach 

The emphasis i s  placed 

on the main proolem, namely, the changes i n  the S-band quadrature pat- 
terns due t o  appendages. 
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3.1 General Technical Approach 

The RF l i n k  information which w i l l  be avai lab le during STS f o r  
purposes o f  Shut t le  antenna ca l i b ra t i on  w i l l  fall i n t o  two general cate- 
gories. F i r s t ,  there i s  the l i n k  information which w i l l  b , 2  obtained dur- 
ing  communication whi le  the Orb i ter  i s  i n  an ''as flown" mission. The other 
category of l i n k  information i s  tha t  which i s  obtained whi le  the Orb i te r ' s  
a t t  i:gde i s  determined and contro l led spec i f i ca l l y  t o  support antenna ca l -  
ibrat ion.  The FTR (F l i gh t  Test Requirement) f o r  t h i s  category i s  tc; 

determine antenna coverage t h a t  cannot be v e r i f i e d  on the ground. The 
only ob ject ive i n  these "special antenna-pattern tests"  i s  t o  u t i l i z e  
spec i f i c  antenna coordinate p ro f i les ,  o r  "passes," t o  obta in  gain informa- 
t i o n  for  t h a t  por t ion  of the antenna(s) pattern. This would be implemented 
by having the Orb i ter  perform sui tab le r o l l  maneuvers f o r  two or  three 
ground-stat im passes. The present plan i s  t o  perform a 720' r o l l  a t  2 O /  

sec, requi r ing approximately s i x  minutes. During such a maneuver, only 
one o f  the S-band quadrature antennas would be operating, thereby provid- 
ing low gain and sidelobe information. The 720' r o l l  would be performed 
twice, once f o r  oneof the lower quadrant S-band antennas and once f o r  one 
o f  the upper quadrant antennas. 

a t t i t ude  p r o f i l e  w i l l  be superior t o  the "as flown" category. This i s  
because the por t ion o f  the pat tern used i n  the "as flown" f l i g h t s  w i l l  
necessarily concentrate on the main beam o f  one of the S-band quadratures. 
The antenna i n  use w i l l  be chosen so t h a t  the best s ignal  strength i s  
obtained. Tne f l i g h t s  programed f o r  antenna measurements w i l l  provide 
broader pat tern coverage and w i  11 come closest t o  conventional antenna 
pat tern measurement techniques; however, the "as flown' measurements w i  11 
be the predominantly avei lab le information due t o  the pressure o f  numer- 
ous mission requirements f o r  STS f l i g h t s .  The signal processing and data 
reduction developed f o r  the antenna measurements w i  11 be the same, however, 
for  both categories. 

S-band antennas from the measurements described above i s  as follows: 

The type o f  measurement i n fomat ion  obtained from the programed 

Tbe general approach t o  updating the ca l i b ra t i on  o f  the Orb i ter  

(1) Calibrate the STDFJ stat ions and Orb i ter  RF systems 

The best information we have a t  t h i s  time i s :  
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(a )  The Shuttle transmitter power can be determined t o  

(b)  NASA Goddard presently plans t o  accurately calibrate 
w i t h i n  kO.1 dB. 

one o f  the ground stations. A t  this time, i t  is not known whether this 
calibration will produce values t h a t  are known t o  w i t h i n  21 dB. 

(2)  Record u p l i n k  and downlink received signal strength versus 
Orbi ter structure. 

(3) JSC will provide BET (Best Estimate Trajectories) and a t t i -  
tudes of the flights. These will be sufficiently accurate t h a t  they can 
be assumed t o  be deterministic. 

( 4 )  The data will be fi l tered t o  provide estimates of the actual 
antenna gain i n  the immediate vicinity of the location where the measure- 
meets were taken. The estimates can be updated as more STS flights are 
taken. For example, data  from STS-1 may be replaced w i t h  actual measured 
points from STS-2 or used in addi t ion  t o  those f.om STS-2 and succeeding 
flights. 
algorithm t o  determine when data should be accepted or rejected. 

Part  o f  the fi l tering process will consist o f  a "dats good" 

(5 )  In  those regions where the orb i ta l  antenna measurements were 
not made and where the antenna pattern i s  relatively smooth, an interpola- 
t ion  algorithm will be developed t o  provide updated values of the mtenna 
gain.  For the sidelobes and/or i n  those regions where the antenna gain 
var ia t ion is  very large w i t h  respect t o  either dlevation or azimuth,  l i t -  
t l e  i f  any interpolation i s  likely. 
pattern gain may be adjustable (biased) from t h a t  of the ground measure- 
ments. The overall antenna ga in  measurement process is  enhanced because 
the gain of the main beam near boresight i s  expected t o  have no appreciable 
change due t o  the appendages. 

I n  these regions, the average antenna 

All aspects o f  the fi l tering algorithm will be fundamental i n  
determining actual antenna coverage capabi 1 i t y  t h a t  could not  be verified 
on the ground. All aspects of the f i l t e r ing  and interpolation process 
will also continuously compare measured orb i ta l  values w i t h  those obtained 
from the ground test-range patterns, particularly when confidence i n  the 
orbital measurements i s  low. 
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Figure 1 i l l u s t r a t e s  the basic mathematical l i n k  re la t ionship f o r  
determination of antenna gain from received signal power. From t h i s  f i g -  
ure, it i s  seen that, i n  addi t ion t o  Orbi ter  a t t i tude,  the key parameters 
which must be known o r  measured are received signal power, ca l ibrated STDN 
gain and c i r c u i t  losses, Orbi ter  transmitted power and c i r c u i t  losses, 
l ine-of -s ight  range, and c a r r i e r  frequency. This ca lcu lat ion i s  not nor- 
mal l y  encountered i n  conventional antenna measurement procedures because, 
i n  conventional procedures, a standard gain horn i s  subst i tuted f o r  the 
antenna being measured and the received signal power i s  measured. There- 
a f te r ,  the dB difference i n  received signal power wi th  the measured antenna 
indicates the gain r e l a t i v e  t o  the standard gain horn. 

edge o f  a l l  gains i n  the power budget computation, including antenna feed 
c i r c u i t  losses, preamp gain and receiver gains. The signal strength i s  
determined by monitoring the AGC levels. The relat ionship between AGC 
leve l  and signal strength must therefore also be determined (cal ibrated).  
I n  addition, since it may be desirable t o  measure received signal power 
on the Orbiter, the STDN gains and losses and power i n  the transmit mode 
would i dea l l y  be accurately known. Simi lar ly,  the Orbi ter  transmit powcr 
and c i r c u i t  losses i n  the transmit and receive modes wculd i d e a l l y  be 
accurately measured. 

the parameters necessary t o  normalize the raw data (AGC output) i n t o  a 
raw estimate o f  antenna gain. 

Ideal ly,  a completely ca l ibrated STDN consists of precise knowl- 

However, an e r r o r  budget ma lys i s  w i l l  be carr ied out on a l l  o f  

73 rame t e r  Bias RMS E r r o r  
Ranlo 
A t t  1 tude 
C i r c u i t  Losses 
Frequency 
Transmitter Power 
STDN Gain 
Gain Uncertainty 
AGC Qual i ty  
AGC Nonl i neari t y  Curve 

(dBm versus vo l t s )  

Both bias and RMS e r r o r  need t o  be sstsmated, as indicated i n  the 
above table. With these estima.tes, the errors o f  tb raw a,*tenna gain 
data can be estimated. The range data i s  expected t o  be very accurate, 
based on Best Estimate Trajectory (BET). 
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Both upl ink and downlink data w i l l  be avai lable during the 
f l ights .  The weighting of the upl ink and downlink data needs t o  be 
determined. the SNR i n  each l i n k  can be estimated v ia  the previous 
tab le for each l i nk .  One s imp l i f i ca t ion  o f  the overal l  data reduction 
process i s  obtained by consolidatinq each upl ink and downlink data point  
i n t o  one data point. 

margins so tha t  sucn accuracies have not been necessary. Therefore, most 
parameters i n  the power budget computations a t  most STON stat ions a r e  not 
accurately known. The most economical approach t o  circumvent t h i s  i s  
proposed as follows: 

The STON stations, however, have heretofore had abundant design 

(1) Accurately ca l ibrate one STDN s tat ion and use t h i s  s ta t ion 
t o  make absolute gain measurements over a por t ion o f  the S-band antenna 
patterns. A high degree of confidence would then ex i s t  f o r  the absolute 
gain i n  these portions o f  the patterns. 

(2) Use the information i n  (1) above t o  ca l ibrate the :?ON sta- 
t ions when the Orbi ter  passes by. Measurements over the remainder o f  the 
patterns would then provide antenna gain values re la t i ve  t o  those which 
are known absolutely. 

The best por t ion o f  the pattern i n  which t o  make these absolute 
measurements i s  the region o f  boresiaht. This has the addit ional advan- 
tage that the pattern i n  the main beam should c losely agree wi th  the 
measurements made i n  the antenna ground t e s t  range. It i s  expected that  
the appendages w i l l  not appreciably a f fec t  the antenna pattern i n  the 
high-gain port ion o f  the main beam. 

An alternate method o f  obtaining the absolute antenna gain mea- 
surements i s  by way o f  a cal ibrated standard gain horn a t  one STDN s i te .  
Whether or not t h i s  approach involtres fewer ca l ibrat ion d i f f i c u l t i e s  i s  
ye t  t o  be determined. 
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3.2 Data Gathering Procedure 

The basic information gathering and processing procedure t o  obtain 
the gain pattern i s  shown i n  Figure 2. Provisions for gain calculat ions 
from both upl ink and downlink comrmnications are shown. The major i ty of 
Figure 2 depicts the information flow necessary t o  evaluate the equiitions 
shown i n  Figure 1. The box labeled "Unprocessed Gain Matrix" represents 
the three-dimensional matrix of measured antenna gain samples. This ma t r i x  
i s  depicted i n  Figure 3. M e  X and Y coordinates correspond t o  the quan- 
t i zed  8.0 look angle coordinates o f  the Orbi ter  antenna. The 2 coordin- 
ate corresponds t o  the measured gain samples. There may be more than one 
samFle for  a given coordinate, resul t ing from the several passes by the 
same stat ton or samples of the gain a t  that  coordinate for  several stations. 
I n  general. the elements of the three-dimensional gain matrix are ident i -  

f ied by GN0,# 

where 
= gain sample which i s  a function o f  stat ion, Orbiter antenna, 

s ta t ion elevation angle, Orbi ter  lock angle, and Orbiter trans- 
m i t  c i r c u i t  

N = number o f  gain samples for  the par t icu lar  e,+ c e l l  

The matrix o f  GN,,@ w i l l ,  i n  general, have many e,+ c e l l s  for  which there 
w i l l  be no values and others f o r  which there w i l l  be several values. Thus, 
t o  a r r i ve  a t  the f i n a l  antenna pattern, i t  i s  neLessary t o  pass t h i s  matrix 
through an appropriate f i l ter /est imator.  
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The drawing i n  Figure 3 should not lead t o  the conclusion tha t  

a l l  s a m p k  are separated by A8 and A+ i n  8 and 0 ,  respectively. The 
actual locations o f  the measurements are not now presently known. It can 
be safely assumed tha t  the measurement locations w i l l  be i r regu la r l y  
spaced. The present plan f o r  the "special antenna-pattern tests" i s  t o  
sample the AGC a t  20 samples/sec during the r o l l  maneuvers described above. 
This corresponds to 10 samples/degree, which i s  qu i te  adequate. 

After the signal processing has been completed, the desired output 
i s  a g r i d  o f  estimated antenna gain values. A satisfactory g r i d  s ize 
appears t o  be 2' x 2O.  This i s  cer ta fn ly  adequate over the main beam o f  
the S-band quadratures. However, the size o f  the computational problem 
needs t o  be determined. The array of values for each o f  the quadrature 
antennas i s  90 X 45 based on the 2O-by-2O grid. This i s  also assuming 

tha t  each antenna pattern i s  evaluated only over the region where it i s  
the primary antenna. This evaluation w i l l  be performed during the next 
phase o f  the investigation. 
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3.3 Processing Algorithm Considerations 

The s i j n a l  pmcessing f o r  Shutt le antenna measurements can be 
pa r t i t i oned  into two parts, as fol lows: 

(1) Preprocessing. The e f fec ts  o f  range, frequency, c i r c u i t  
losses, biases, etc. are taken i n t o  account. I n  addit ion, the necessary 
bookkeeping, such as which antenna i s  i n  use, look angle, data source, 
etc. , i s  carr ied out. The r e s u l t  i s  I set o f  normalized antenna mea- 
surements which are used t o  update the appropriate antenna pattern. 

(2) The algorithm. The computational procedure employed t o  
update the antenna gain pat tern using the normal i t e d  antenna measurements 
described above. 

A recursive Kalman-Bucy type estimation algori thm i s  discussed 
below as a candidate suggested by Prof. B. Tranter, which has received 
extensive at tent ion i n  the recent l i t e r a t u r e  on signal processing, i s  
the Maximum Entropy approach. This method has been shown t o  have excel- 
l e n t  performance i n  the estimation o f  power spectral densi t ies when only 
sparse data i s  avai lable. 
re1 iab le data i s  necessary or, equivalently, that the observations are 
a t  very high signal-to-noise r a t i o s  (SNR). This signal-processing tech- 
nique W i l l  be examined t o  see i f  i t  can be extended t o  spat ia l  f i l t e r i n g  
a t  interniediate values of SNR. 

ca l i b ra t i on  e r r o r  variance. 

nearest neighbor algorithms w i l l  a lso be examined i n  the next phase o f  
the investigation. 

We cannot determine which o f  these algorithms i s  optimum since 
essent ia l ly  no s t a t i s t i c a l  information i s  avai lable. The real  issue i s  
which o f  the candidate algorithms w i l l  do the most sat is factory  job. 

The l i m i t a t i o n  appears t o  be t h a t  h igh ly  

I n  t h i s  case, the dominant noise i s  the 

I f  these techniques do not prove t o  be adequate, the class o f  the 

d 
.. . 
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3.3.1 Sumnary o f  Kalman-Bucy F i l t e r i n g  

I n  t h i s  section, the basic ideas o f  the 
f i l t e r  are presented. Res t r i c t ion  i s  made t o  d 

d iscrete 
screte t 

time Kalman-Bucy 
me processing 

since tha t  i s  most amenable t o  d i g i t a l  computation and the raw data i s  
also expected t o  come t o  us i n  d iscrete time. 

The Kalman-Bucy f i l t e r i n g  algor i thm determines the best l i n e a r  
mean-square estimate o f  a signal imnersed i n  add i t i ve  noise when the s ig-  
nal and noise can be modeled i n  a ce r ta in  manner. This basic s ignal  model 
i s  qu i te  general and can be made t o  fit a wide va r ie t y  of s ignal  s t a t i s t i c s .  

3.3.2 Basic Signal Model 

The basic s ignal  model presented i s  not  the most general bu t  i s  
more than adequate for the antenna ca l i b ra t i on  problem. The basic signal 
model i s  diagramed i n  Figure 4 and i s  described ana ly t i ca l l y  by the f o l -  
lowing equations: 

'k+l Fk 'k + Gk 'k 

Yk = H I k  Xk + Nk 

wher. 
X k  = a stochastic s ignal  vector which i s  modeled i n  (1) as a 

Nk = measurement noise 
wk = input  noise process which makes the signal  stochastic 
Yk = Sk + Nk i s  the measurement or observed process 
sk = H'k Xk i s  the system input process, a weighted value o f  the 

f i rs t -o rder  Markov process 

desired signal, Xk. It i s  the observed signal when there i s  
no measurement noise. The notat ion'  means transpose. 
represents a d iscrete time argument, k > 0, and without loss 
of general i ty,  k takes on integer ValUeF only. 

k 

We shal l  make the following assumptions w i th  regard t o  the noise 
pro (:e s ses : 

r 

1. (Nk) and ( W k )  are ind iv idual  white processes. 
discrete time, we mean that, for any k and k?, k # k?, Nk and N, are M e -  
pendently random vectors and Wk and w, are independent random vectors. 

By white i n  - 
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2. {Nk) and {wk) are ind iv idual  zero mean, Gaussian random 
vector processes w i th  known covariance matrices, namely, 

I- 1 

E k k  N k j  = Rk 'ka 
r -I 

where d k a  i s  the Kronecker delta. 

3. {Nk) and {wk) are independent random vector processes. 

I n  equations (1) and (2) ,  {Fk), {Gk), and {Hk) are sequences o f  
determinist ic (general ly known) matrices which are chosen so t h a t  the 
f i rs t -order  and second-order s t a t i s t i c s  of {Xk)  and {Yk) agree as c losely  
as possible w i th  those of the rea l  world system being modeled. 

3 .3 .3  Basic Kalman-Bucy Estimation Algorithms 

Given the basic s ignal  model i n  equations (1) and (2) and i n  Fig- 
ure 4, the Kalman f i l t e r  determines the best mean-square estimate o f  the 
process {xk} ,  given the sequence of observations {Yk). The basic discrete 
time Kalman f i l t e r i n g  problem can equivalent ly be stated as fol lows: 

Suppose t h a t  the i n i t i a l  s ta te vector, Xo, o f  the desired 
signal i s  a Gaussian random vector w i th  mean, E(XO)  = R, 
and covariance matr ix Po, and independent o f  the noise pro- 
cesses I N k }  and {Wk}' 

Then determi ne: 

and 

and the associated er ro r  covariance matrices, C k 1 k - l  and C k / k ,  respec- 
t i v e l y .  
a one-step predictor i n  that  the estimate o f  { X k )  i s  determined f o r  t i m e  
k given a l l  of the observations up t o  time k-1, namely, {Yo, Y1,...,Yk,l). 
I n  (4b), the estimate i s  i 
{ X k l  i s  determined f o r  time k given a l l  observations up t o  and including 

I n  (4a), the best estimate i s  denoted by ik1k- l  and represents 

and represents a f i l t e r  estimate i n  tha t  
k/k 

time k, namely, { Y o ,  Y 1  ,..., Y k } .  
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We dist inguish between the one-step predictor and the f i l t e r  
versions o f  tke Kalman algorithm since the one-step predictor i s  s i g n i f i -  
cant ly simplet& than the f i l t e r i n g  algorithm. A t  t h i s  stage o f  the antenna 
ca l ibrat ion p'oblem development, it i s  enough t o  consider only the one- 
step predictcr  versaon o f  the Kalman algorithm. 

Referring again t o  (4),  the notat ion on the r i g h t  side represents 
the condi t io ia l  expectations (ensemble average) o f  what I s  t o  be estimated 
given what tas been observed. Under very general conditions, t h i s  i s  the 
best mean-square estimate. 

the class o f  K a h n  estimators. 

Figure 5 and i s  described for k - > 0 by the equations 

Witrlout proof, we now present the one-step predictor version o f  

The Kalman one-step predictor comprises the system depicted i n  

wi th 

The gain matrix Kk i s  determined f rom the error  covariance matrix 

Kk = Fk 'k/k-l H k k k/k-1 H k + R k ] - '  

assum 
erroi- 

( 7 )  

ng the inverse exist!: (which i s  nomal ly  the case). The conditiona 
covariance matrix associated with the estimate iklk-l i s  defined as 

and i s  minimized by the estimate defined i n  (4a). This conditional er ror  
covariance matrix can be computed recursively by the discrete time Riccat i  
equation, namely, 
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This equation i s  i n i t i a l i z e d  by 

3.3.4 Properties and Advantages o f  the Kalman F i l t e r  

We hereby enumerate cer ta in  propert ies and advantages of the 
Kalman algorithm: 

1. The Kalman f i l t e r  i s  a l inear ,  f inite-dimensional discrete- 
time system. This i s  most advantageous i n  tha t  i t  could have been nonlin- 
ear and/or i n f i n i t e  dimensional. 

A 

2. The output 3f the system (Xk,k-l } i s  dependent, of course, 
on the input !yk). The condit ional er ror -  covariance matrix, on the other 
hand, i s  independent of the input  sequence (Yk). As a resul t ,  the er ro r  
covariance matrix sequence {+k-l 1 and the gain matrix sequence (Kk) can 
be computed befwe the f i l t e r  i s  ac tua l l y  run. 

3.  The condit iopal covariance matrix d e f i n i t i o n  i n  (8) i den t i -  
'k/k-1 as the covariance matrix associated w i th  a pa r t i cu la r  e s t i -  

mate. Since Ck /k - l  i s  independent o f  {Yk), however, we may take the 
expectation o f  both sides o f  (8) over a l l  possible {Yk) t o  conclude tha t  

c k/k-1 = 'RXk - 'k/k- l)  (xk - 'k/k-lY] 

This means tha t  zk/k- l  i s  also an unconditional e r ro r  covariance n a t r i x  
associated wi th  the Kalman f i l t e r ,  i .e. , z k / k - l  i s  the covariance matrix 
associated w i th  the estimator. 

4. 
s ize i t s  s t ructure as a copy o f  the o r ig ina l  s ignal  model dr iven by the 
estimation error .  The Kalman estimator can a lso be in terpreted as develop- 
ins an estimate o f  the observation a t  time k given a l l  observations up t o  
time k-1, namely (Yk/k-l ), as shown i n  Figure 6. The e r ro r  (Yk - yk/k-1), 

The Kalman estimator i s  redrawn i n  Figure 6 t o  fu r the r  empha- 

A h 
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i s  the input t o  the gain matrix Kk and is, essentially, what drives the 
estimator. I f  the error  i s  zero, the copy o f  the basic signal model pres- 
ent i n  the estimator runs by i t s e l f  and continues to generate addit ional 
estimates. 

5. Suppose the underlying signal model i s  time invar iant  and 
the input and output noise processes are stationary. Then, Fk, Gk, Hks 
Qk, and Rk are a l l  constant (independent o f  k). In general, however, 

and therefore \ w i l l  not be constant, so the Kalman estimator Ck/k-l 
w i l l  normally s t i l l  be time-varying despite t ime invariance and stat ion- 
a r i t y  i n  the signal model. 

3.3.5 Application o f  Optimal Linear F i i t e r i ng  t o  the 
Antenna Calibrat ion Problem 

I n  t h i s  f ina l  section, we present the f i r s t  version o f  t a i l o r i ng  
the Kalman-Bucy estimation algorithm t o  the antenna gain ca l ibrat ion prob- 
lem. As updated information i s  obtained about the accuracy o f  the various 
ground stat ion and Shuttle parameters, the f i l t e r i n g  algorithm w i l l  also 
be appropriately updated. We begin by making various observations: 

1. For the present, we r e s t r i c t  at tent ion t o  the S-band quads. 
The des'red output i s  an updated antenna pattern which has a g r i d  size o f  
2"-by-2 . That i s ,  the value f o r  each 2"-by-2" component o f  the ent i re  
pattern w i l l  be an estimate o f  the average gain i n  that  region o r  the 
gain a t  the center. There i s  no way t o  dist inguish between which o f  the 
two values are being represented by the desired output. 

The specification of the angles f o r  antenna pattern specifi- 
cation i s  shown i n  Figure 7. Based on a g r i d  size of 2"-by-2", there are 
4050 values necessary t o  specify the pattern f o r  a l l  four S-band quads. 

The antenna pattern w i l l  be specified by the vector Xk a t  
t ime k. Therefore, Xk i s  a 4050-dimensional vector. This i s  too large. 
We reduce i t  by a factor o f  four by considering S-band quad antennas sep- 
arately. The dimensionality o f  Xk i s  therefore reduced t o  1012, which i s  
s t i l l  quite large. The dimensionality can be further reduced substantial ly 
by considering only those positions o f  the patterns which have a reasonable 
chance of being used. A t  the present time, i t  i s  not clear how much 
redwt ion i n  dimensional1 t y  i s  appropriate. 
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For each of the four S-band quads, there are three Shuttle 
configurations [ 11 : 

a. Sol id CEOcket Boosters (SRB) + External fanks (ET) + 
Orbiter. (This conf iqwat ion l as ts  fran l i f t o f f  to the first approxirnateiy 
120 seconds.) 

b. ET + O r b i t e r  (fimt approximately 500 seconds) 

c. Orbi ter  only. 

Ideally, therefore, there w i l l  be 12 d i s t i n c t  antenna pat- 
terns and each data point  which i s  col lected applies t o  only one of the 
patterns. 

2. The raw data that i s  col lected are AGC voltage measurements 
onbmrd the Orbiter and i n  the various ground stations, as Shawn i n  Fig- 
ure 8. This data must be transformed i n t o  average received power a t  the 
varfous locations. As shown i n  Figure 8, signal strength w i l l  be s i m l -  
taneously available fm the Orbiter receiver and one of the ground sta- 
t ions. To perform th i s  transformation requires ca l ibrat ion o f  the AGC on 
the Orbiter and a t  the various ground stations. A t  present, we assume 
that  th’s transformation i s  carr ied out external t o  the f i l t e r i n g  program 
so that  the inputs t o  the antenna ca l ibrat ion program consist of signal 
strength. 

3.3.6 Variable and Paradteter Assignments for the Antenna Model 

The basic signal model i n  Figure 4 i s  ta i lo red  t o  represent the 
antenna pattern as a function o f  time. As indicated above, xk represents 
the vector of canponents which consti tute the antenna pattern for one o f  
the S-band quads i n  one o f  the configurations. To be specific, we assume 
that the Orbiter i s  i n  o r b i t  since most af the data generated w i l l  be for 
that  configuration. We make the following assignments: 

XO represents the antenna pattern measured i n  the antenna ground 
range and i s  assumed known 

Xk , k 21 represents the antenna pattern f o r  the antenna mounted 
onboard the OrSi ter  a t  the k t h  tine period. More w i l l  be said 
subsequently about how k represents time. 
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Each integer value o f  k represents tha t  port ion o f  one f l i g h t  
when comnunication i s  w i t h  one ground station. This i s  best seen by 
inspection o f  Figure 9, where an example i s  presented. The time k = 1, 
for example, corresponds t o  the Orbiter cammrnicating w i t h  ground stat ion 
BDA (see [l]) for designations, locations, etc.) during which measurements 
were taken a t  those antenna component indices across from the ver t i ca l  bar 
above k = 1 i n  Figure 9. 

Xo due t o  the appendages on the Shuttle and due t o  being mounted on the 
Orbiter i t s e l f .  What we are a f te r  i s  an estimate o f  X,. I t  i s  assumed 
that the antenna pattern remains constant throughout a given mission. 
Therefore, 

The antenna pattern associated wi th  X i s  the modified version of 
1 

where K1 represents the l a s t  time period o f  the f i r s t  mission. The 
antenna pattern X1 i s  related t o  Xo by 

Xl = Fo Xg 

where the m a t r i x  Fo i s  unknown. Of course, our problem can be equivalently 
stat,.d as f inding Fo. We assume that Fo i s  diagonal, unknown and constant. 
The values o f  Fk are 

Equivalently stated, the m a t r i x  Fk remains zero throughout the remainder 
o f  the f i r s t  mission. 

Since the antenna pattern i s  assumed t o  remain constant, then 

Gk = @ Y Qk = 0 for a l l  k. (14) 

A t  the beginning of the second mission, we assume that the antenna 
pattern i s  uniformly attenuated by the factor "a." This i s  modeled by 

= a X  
'K1+l K1 
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which i s  equivalent t o  saying 

F = a 1  
K1 

where I i s  an ident i t y  matrix. The attenuation factor "a" i s  i n i t i a l l y  
unknown and resul ts from the TPS t i l e s  being charred during reentry. The 
attenuation parameter "a" can be estimated, however, from signal strength 
measurement variat ions from one mission t o  the next. 

3.3.7 Variable and Parameter Assignments f o r  the Observations 

The weighting between the value o f  antenna gain and the signal 
strength observation i s  performed by the m a t r i x  Hk. This matrix i s  also 
diagonal. For a par t icu lar  value of k, it has nonzero values only f o r  
those indices which correspond t o  antenna positions where measurements 
were obtained, as indicated i n  Figure 9. 

strength. This i s  accomplished by the communication l i n k  equation 
The nonzero values of Hk convert the antenna gain t o  signal 

2 
- 'T GT GR X 

'R - ( 4 ~ ) ~  R2 

For the downlink, the parameters i n  (17) are as follows: 

PT = Orbiter transmitted power 

GT = antenna gain o f  Orbiter, a t  some designated angular coordin- 

GR = Ground stat ion antenna gain 
ates ( 0 ,  e )  

x = wavelength 
R = range between Orbiter and designated ground stat ion. 

A l l  measurements taken a t  a given ground stat ion associated with 

For the downlink, each component o f  Hk w i l l  contain 
a part icular o rb i ta l  pass w i l l  be associated with a par t icu lar  value of k. 
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which relates the antenna gain onboard the Orbiter t o  the signal strength 
i n  the ground stat ion receiver. 

3.3.8 Basic Flow Diagram f o r  Antenna Calibrat ion Estimation 

A b a s k  flow diagram f o r  antenna ca l ibrat ion estimation i s  shown 
i n  Figure 10. The Kalman estimation algorithm i s  shown i n  Figure 6, where 
a l l  necessary matrices are assumed known. I n  Figure 10 and the previous 
sections, we have described the inputs required t o  compute the matrices 
i n  Figure 6. 

As more specific information i s  obtained regarding the avai labi l -  
i t y  and accuracy of the necessary parameters, the basic f low diagram w i l l  
be developed i n  further deta i l .  
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Source 

- 
3C123 

3C218 (Hydra A) 

3C274 (Virgo A) 

3C405 (Cygnus A) 

3C461 (Cassiopeia A)*  

3.4 STDN Cal i  brat ion Consideration3 

I n  order t o  assess the magnitude o f  the problem o f  accurately 
ca l ibrat ing the gain o f  the STDN stations, a preliminary investigation 
of the techniques u t i l i z e d  by DSN t o  cal ibrate DSN stat ions a t  S-band has 
been undertaken. The investigation has found tha t  the DSN has the capa- 
b i l i t y  o f  ca l ibrat ing s tat ion antenna gain t o  a 3a accuracy of 20.1 dB o r  
better. This accuracy i s  achieved as a resu l t  o f  making a series o f  very 
exact measurements and u t i l i z i n g  averaging techniques on the data. On a 
one-shot basis, wherein one o r  very few measurements are used, a 30 accu- 
racy o f  20.3 dB can be expected. 

measured radio stars as RF sources. The f l u x  density o f  several selected 
stars, l i s t e d  i n  Table 1, was determined by means o f  an accurately c e l i -  
brated DSN stat ion, DSS-13 (Goldstone 26M). This stat ion was cal ibrated 
by means o f  a gain ca l ibrat ion t ransfer technique. The ult imate source o f  
cal ibrated antenna gain was an S-band Standard Gain Horn developed and 
accurately cal ibrated by JPL speci f ica l ly  f o r  t h i s  purpose. The major 
steps f o r  ca l ibrat ing DSN stations, v ia  the radio star, beginning with 
the Standard Gain Horn, are shown i n  Figure 11. A block diagram o f  the 
DSN gain transfer system i s  shown i n  Figure 12. The complexity and prob- 
lems associated wi th  implementing these types o f  ca l ibrat ion techniques a t  
selected STDN stat ions w i l l  be investigated i n  the next phase o f  the study. 

The technique u t i l  i t e d  by DSN essent ia l ly  u t i l  izes accurately 

100% Ef f ic ient  Antenna 

S 2 l a ,  JY 
26 m 34 m 64 m 

31.0 2 0.61 5.92 10.2 36.2 

26.7 i: 0.51 5.10 8.78 31.2 

Flux Density TS’ K 

136 f 2.6 25.9 44.6 158 

887 f 15 169 2 92 1034 

1525 ? 27 291 502 1777 

Table 1. Absolute Flux Density and Antenna Temperatures a t  2295 MHz 

* 
Flux density known to  decrease approximately 1% per year (observation 
epoch 1972.6) 
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4.0 KU-BAND COMMUNICATION SYSTEM STUDY 

The Ku-band comnunication system study investigated the 
accuracy with which the TDRS Ku-band antenna could be,pointed a t  the 
Orbiter Ku-band antenna, as discussed i n  Section 4.1. The Orbiter 
Ku-band system high data r a t e  convolut ional ly coded re tu rn  l i n k  was 
modified t o  el iminate the need f o r  a minimum t rans i t i on  density t o  
keep the b i t  synchronizer on the ground i n  lock. Section 4.2 pre- 
sents the performance characterist ics o f  the modif icat ion t o  the 
convolutional encoder. The performance e f fec ts  due t o  TDRSS user 
constraints o f  data b i t  clock j i t t e r  aqd data asymmetry on unbalarced 
QPSK w i th  noisy phase reference are discussed i n  Section 4.3. 
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4.1 Analysis of TDRS Ku-Band Point ing Accuracy 

I n  order t o  meet EIRP specifications, the TDRS must point  i t s  
high-gain Ku-band antenna t o  wi th in  0 . 2 4 O  o f  the user. TRW has done 
exter?;ive analysis and simulation o f  the open-loop point ing budget and 
has concluded 163 t h a t  the TDRS i s  capable o f  meeting the requirements 
under worst-case conditions. This  report i s  a revlew of the TRW analysis, 
wi th  emphasis on the Space Shutt le as a user. Certain parameters consid- 
ered by TRW improve wi th  respect t o  the Shuttle, and others degrade. The 
net e f fect ,  i f  the TRW analysis were flawless, would be that  the TDRSS 
could eas i ly  service the Shuttle wi th  the specif ied point ing accuracy. 
However, TRW aswmptions as t o  residual errors a f t e r  ca l ibrat ion appear 
t o  be aptimist ic. As a resul t ,  the a b i l i t y  o f  the TDRS t o  po int  t o  the 
Shutt le t o  wi th in  0.24" i s  marginal with more r e a l i s t i c  assumptions as t o  
residual cal i b r a t i c n  errors. 

I n  subsequent sections, we discuss the various parameters used t o  
estimate the point ing accuracy, wi th  emphasis on the more c r i t i c a l  param- 
eters. Error budgets are given using our best estimates o f  at ta inable 
measurement errors. We consider errors wi th  the Shutt le a t  100-mile and 
200-mile o rb i t s  and the TRW worst-case atmospheric explorer o r b i t .  

4.1.1 TDRS Cal i brat ion Errors 

I t e m  17 o f  the attached point ing budgets appears t o  be the most 
controvf-sial i n  the point ing budget. On o r b i t ,  the TDRS high-gain Ku- 
band antennas w i l l  be cal ibrated using the White Sands t e n i n a l  . Specif- 
i c a l  ly, the autotrack nul 1 w i  11 be cal ibrated using the autotrack e r r w  
signal [7]. Pr ior  t o  cal ibrat ion,  the autotrack n u l l  t o  mechanical bore- 
sight uncertainty i s  greater than lo. 

minal and the autotrack e r r o r  signdl i s  used t o  estimate the posi t ion o f  
the n u l l  r e l a t i v e  t o  the gfmbal angle readout. Errors introduced by lags 
i n  the system are f i r s t  cal ibrated out by o f f se t t i ng  the n u l l  and sweeping 
a f ixed pattern. Local maxima and minima a re  correlated wi th  gimbal angle 
readouts t o  estimate the system t ime lag. 

Table 2 of [61 i s  a l i s t  o f  the errors involved i n  the ca l ibrat ion 
procedure. Due t o  the complicated nature o f  the model, the resul tant  

During cal ibrat ion,  the antenlia i s  swept past the White Sands t e r -  



PrrdmPter 

a. YSGT looh angles 

b- f l e c t r l c r l  Boresigl 
Angler 

c. A t t i t u d e  Anglr, 

d. timba? M i s a l i g n e n t  
Angles 

e. Time-tagging I r r o r s  

-__-___I___ 

True Value 

b N(0, 0.1111) a 

, dur ing  :alib. 
'e ( k f ( + 2 . O ) .  a f te r  cs l i b .  

, during c a l i h .  
a f ter  cal rb .  

a N(0, 0.134) 

frror 36 
(d i f ference between 
true a d  n m i n a l  values) 

f h i ( ,  7.791-4) 
4 

' N (0, 4 . 8 4 1 - 4 )  

BET, CBL? = AliAZ+A3*A4+AS 

* ~ n i f  ($05') 2 

* 0.01" s i n  (2.1 n )  

* 0.0075' l n t  ( 2 )  

hotat ion:  Unif(+c) m random va r iab le  u n i f o m  on the i n t e r v a l  [ -c,C).  
2 2 N(0,o ) = n o m 1  random va r iab le  w$th 0 mean, variance o . 

Int(2N) d i sc re te  r a n d m  va r iab le  t a k i n g  on the values (4, ... ,N) 
0 ' s  uni form (0 ,2s)  randm variables. 

_._-- - -_________ ___--- - -  --c- - . -  ----- 

Table 2 e Sumary of Error Models - A/T N u l l  
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residual ca l ib ra t ion  e r ro r  has been determined by tRo9 using a l k n t e  Carlo 

simulation. The f i xed  e r ro r  a f t e r  cal ibrat ion,  item 17 o f  Table 3, i s  
estimated a t  0.0418* N-S and 0.0471O €4. The autotrack noise (item A4 
o f  Table 2) used i n  the s i m l a t i o n  i s  based on the worst-case minimum 
autotrack scale factor  o f  0.041 V/V/*. We fee l  t ha t  i t  i s  probable t ha t  
the n u l l  can be measured t o  the accuracy claimed by TRW since worst-case 
estimates o f  the emr  tenus were used i n  the model and the slope o f  the 
autotrack n u l l  i s  steep. 

TRM has used the sawe technique to  estimate the residual cal ibra- 
t i o n  errors o f  the transmit peak (boresight). The in ten t  i s  t o  ca l ibrate 
out the nul l- to-transmit boresight misalignment. This misalignment i s  
composed o f  two parts: an e lec t r i ca l  boresight tern and a boresight nu!l 
s h i f t  term. The e lec t r i ca l  boresight term i s  speci f ied a t  0.06" azd the 
n u l l  s h i f t  term i s  speci f ied a t  0.03Z0, f o r  a possible worst-case mis- 
alignment o f  0.092". TRW, however, has chosen t o  Qpt im is t i ca l l y  use an 

e lec t r i ca l  misalignment o f  0.013" and a n u l l  s h i f t  misalignment o f  0.012O. 
Inasmuch as the contractor bui ld ing the antmna w i l l  sign up t o  only the 
specified values (0.06' and 0.03Z0), we fee l  tha t  the more opt imis t ic  
assumptions by TWlJ are not val id; consequently, we use the speci f icat ion 
values i n  the estimates o f  the residual errors. I n  addition, these are 
not random errors--they are f ixed quanti t ies. Hence, they are added 
d i rect ly ,  r.ct RSS'ed, t o  the worst-case E-W residual er ror  o f  the auto- 
track nul 1. This would not  pose a problem i f  the transmit boresight could 
be calibrated; the misalignment e r ro r  could be removed. 

The transmit boresight misalignment i s  cal ibrated by observing the 
output o f  a Newlett-Packard Model 436A d i g i t a l  power meter, as the beam 
i s  swept past the ground station. The peak i s  tagged and correlated wi th  
the gimbal pos i t ion readout. TRW has calculated that, a t  a received C/N 
o f  45.5 dB, the peak can be read t o  an accuracy o f  1.22 x dB, equiva- 
l en t  t o  8 . 9 4 ~  
accuracy o f  20.02 dB and a least  count (resolut ion) o f  0.01 dB, and the 
fast variat ions ( i tem 19 o f  Table 3 )  have a peak o f  O.O876O, equivalent 
t o  a var iat ion o f  1.1 dB. Either item w i l l  preclude the claimed accuracy. 
The f a s t  crrors, consist ing of quantization noise and mechanical rioise, 
w i l l  appear i n  the power meter. Even i n  the absence o f  the f a s t  varia- 
t ions, the t ime constant of the power meter H i l l  prevent the measurement 
t o  even 0.01 dB. 

Two problems arise: the power meter has a specif ied 



- ~ 

1, Software 
Antenna/Boosa 

2. Thermal (Boom) 
3. Thermal (Antenna) 
4. Elect/Hech Aligrunent Spacecraft 2 

t o  ZsA btisalignment 
Spacecraft 2 t o  Z 
Measurement U n c e r a l n t y  

ZLA (Mech) t o  A/T E l e c t  
Eart.r Sensor 

5. Nul l  L o c  Alignment 

6, blech Alignment 
7. Utos Errors 

8. Power Supply 
9. Rddiance Uncertainty 

10. Nolso and Quant izat ion 

Cont lo l  System 
11. Step Size d Dynamic Osc i l l a t i ons  

A2. GUA Posi t ion Error  
13, D r i v e  Axis Yobble 
14. Yari Couplirq Errors  
15. U s e r  Ephemeris 

16, TDRS Posi t ion Determination 

17. F u e a  Error  A f t e r  Ca l i b ra t i on  {NE:: 
18. RSS o f  the S l o w  Varying Errors 
19. I55 of the F a s t  Varying Errors 

2G. l i r iccrtdinty E l l i p s e  Major Axis ( 3 0 )  
21. Uncertdinty E l l i p s e  Minor Ax is  ( 3 0 )  

22. Yroodbi l  i t y  o f  Point ing w i t h i n  
0.24 oegree 

23. Pointing Loss t o  KSA Forward 
E I H P  (d0)  a t  0.24 degree 

1.0. 

0.066 
4.2 

0.05 
0.05 

1.0418 
t.107 

t.170 
t.103 - 
1,986 

1.6 
7 

One-Oimensional Errors 

.. 
0.0 

0.0500 

0.01ou 
0.0150 

- - 
0.014 

0 . 0550 

.tatton 
Tu- 
(de9 ) - 
0.021 
0.06 

0.0494 
0.0099 
0.0148 

- 
- 
0.014 

0.0836 

0,013 
0 

- - 
.. 

0.0382 
0.113 - 
0.120 

- 

Fast 
Uariatlons 
(de91 

0.026 

0.03 
(0.04) a 

0.06 
(0.08 ) ** 

0.03 
0.04 

0.0876 

I 

Excetvls 0.03 degrees f o r  20 sec fo l lowing slew stdrt or  stop o f  other SA antenna. 
11 

Exceeds 0.Ub degrees for 15 sec fo l lowing slew s t a r t  or  s top o f  other SA antenna. 

Table 3 . TDRS/Shuttle Transmit Point ing Budget, 0.06' Null-to-Boresight Error 
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In  the next section, we discuss revised point ing budgets based on 
null-to-boresight misalignments o f  0.06O and 0 . 0 9 2 O .  The 0.06O misalign- 
ment i s  used as a l i k e l y  value t o  be encountered with the actual antenna, 
and the 0.092O i s  the worst-case specification. These are added directly 
t o  the null E-U ca l ib ra t ion  e r ro r  t o  form the mean o f  the probab i l i t y  
e l l i p s e  used i n  the calculat ion o f  the probab i l i t y  oc point ing within 
0.24O o f  the Shuttle. 

4.1.2 Open-Loop Pointing Budget 

Tables 3 and 4 are the open-loop point ing budgets, TDRS-to-Shuttle. 
Items 1-6 are takeit d i r e c t l y  f r o m  [6 ] .  
scope o f  t h i s  analysis and are taken a t  face value. The values given are 
not unreasonable; however, ve r i f i ca t i on  would require extensive analysis 
o f  the software algorithms ana the mechanical model of the system. Items 
4, 5 and 6 are cal ibrated out by the procedure described ear l ie r ,  w i th  
residual errors given i n  i t e m  17. 
the N-S d i rec t ion  but, f o r  the Shuttle, increase t o  0.0494O, 0.0099' and 
0.0148', respectively, i n  the E-W direct ion.  They arz given as the p i t c h  
er ro r  a l locat ion (0.05", 0.01' and C.015') times cos ( target  elevation), 
w i th  target  elevation equal t o  8.9' f o r  the Shuttle. 

o f  these quant i t ies would require extensive analysis o f  the system hard- 

Items 1, 2 and 3 are beyond the 

Items 7, 8 and 9 remain unchanged i n  

Items 10-13 are also taken d i r e c t l y  from [6]. Again, ve r i f i ca t i on  

ware and structural  design. 
Item 14, yaw coup1 ing, i s  decreased from 

atmospheric explorer t o  0.0382' f o r  the Shuttle. 
0.25' s in  (target elevation). 

Item 15, user ephemeris, i s  given as the 

worst-case 0.129" f o r  the 
This e r ro r  i s  given as 

9-second uncertainty 
times the re la t i ve  user angular veloci ty,  6 .  With h the a l t i t ude  o f  the 
user i n  miles, 

h + 3959) . u (  - 1.1436 x 10" 
5 3/2 (22284 - h )  (6.371 x lo8  t hx 1 . 6 0 9 ~  10 ) 

Thus, f o r  h 
i s  0.113'. For h = 
0.112". We use the 

budgets . 

= 100 miles, 6 = 1 . 2 5 ~  10-20/sec and the uncertainty 
200 miles, 6 = 1 . 2 4 ~  10-20/sec and the uncertainty i s  
worst-case value o f  0.113" i n  Lhe revised point ing 
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Item 16, TORS pos i t ion  detennination, i s  taken d i r e c t l y  from 163. 
The N-S e r ro r  o f  i tem 17 (0.0418O), f i x e d  error a f t e r  ca l ibrat ion,  i s  
taken from 161 and i s  a r e s u l t  of TRW simulat ion o f  the e f f e c t  o f  a l l  
ant ic ipated e r r o r  sources, as discussed i n  a p r i o r  paragraph. The E-U 
residual e r r o r  i s  the d i r e c t  sum o f  the transmit peak-to-null boresight 
misalignment and the residual  n u l l  ca l i b ra t i on  e r r o r  (0.0471'). 

Item 18 and 19 are the RSS o f  the e r ro r  i n  the respective co l -  
m s .  Item 20 i s  the R S  o f  items 18 E-W, 18 yaw and 19. I tem 21 i s  the 
RSS o f  item 18 N-S and i tem 19. 
values o f  the  er ro rs  and used as 3a values for .probabi1 i ty  calCulations, 
w i th  item 17 N-S used as the mean o f  the minor ax is  and i tem 17 E-W used 
as the mean o f  the major ax is  o f  a b ivar ia te  Gaussian d is t r jbu t ion .  

o f  0.24*, which gives a po int ing loss o f  9.6 dB. 

Items 20 and 21 are termed the peak 

Item 22 i s  the in tegra l  o f  the b ivar ia te  Gaussian over a c i r c l e  

4.1.3 Results o f  Revised Point ing Budget Anslysis 

Two cases o f  nul l- to-boresight misal ignntent were analyzed f o r  the 
Shutt le o rb i t .  A nominal 0.06' misalignment i s  used t o  represent a com- 
p m i s e  between the op t im is t i c  0.03' used by TRW and the worst-case 0.092' 
i n  the speci f icat ion.  The resu l ts  o f  t h i s  analysis are presented i n  
Table 3. The 0.06" case i s  equivalent t o  a po int ing loss o f  0.5 d6 during 
ca l ib ra t ion  o f  the transmit boresight. This i s  wel l  above the accuracy 
of the power m t e r ,  and may be at ta inable i f  not masked by the f a s t  var ia-  
t ions extant i n  the hardware. The p robab i l i t y  o f  po int ing t o  w i th in  0.24O 
(item 22) i s  0.986 f o r  t h i s  case. 

As a worst-case, a nul l - to-boresight misalignment o f  0.092O i s  
used. 

For purposes o f  comparison w i th  the TRW worst-case (atmospheric 
explorer) budget, Table 5 gives the point ing budget based on the 0.137" 
E-W Norst-case residual error.  TRW calculates a p robab i l i t y  o f  po int ing 
w i th in  0.24' o f  0.993, while the worst-case estimate gives a p robab i l i t y  
o f  0.898. 

From Table 4, the p robab i l i t y  o f  po int ing t o  w i th in  0.24O i s  0.954. 
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18. HSS o f  the Slow Varying Errors 
19. HSS o f  the Fast Varying Er rors  
20. Urrcertdinty Ellipse Major A x i s  (30) 
21. Uricertdinty Cllipse Minor Axis ( 3 0 )  

22. ProbJbil i t y  of  Point ing w i th in  
U.24 degree 

23. P o i n t i r i y  Loss t o  KSA Forward 
t 1 k P  (dU) d t  0.24 degrce 

I. Software 
Ant enna/Boom 

2, Thermal (Boom) 
3. Thenial (Antenna) 
4. Elect/Mech A1 ignment Spacecraft Z 

t o  2% Mi sal i gnment 
Spacecraft Z t o  2 
hasurernerit U n c e r a i n t y  . 
ZsA (Mech) t o  A/T Elect 
Earth Sensor 

5. Nul 1 Loc A I  ignment 
6. Mech Alignment 
7. Bias Errors 

0. Power Supply 
9. Radiance Uncertainty 

10. Noise and Quant izat ion 

0.178 
0.103 

0.954 

9.6  

C orrt r o  1 Sy s t ern 
11. Step Size a Dynamic Osc i l l a t i ons  

12, tiDA Posi t ion Error 
13, D r i v e  Axis Wobble 

14. Yaw Coupling Errors 
15. User Epheiiicris 
16. TORS Posi t ion Ueterii i ination 

17. Fixed E r r o r  A f t e r  Ca l i b ra t i on  {::: 

- 
Fixed 

[::;I - 

1.0, 

0.066 
0.2 

0.05 
0.05 

.O418 

.137 

One-Dimens ional  Error S 

Slow 1 
NIS 

W 9 )  - 
m 

0.0 

0.050a 

0.010u 
0.0150 

- 
- 
0.014 

0.0550 

-18t 1 0th 
T F r  

1 - 

o.oz1 
0.06 

0.0494 
0.0099 
0.0148 

0.014 

0.0836 

fast  
Variat ions 
(deY 1 
0.026 

0.03 
[0.04)* 

0.06 
[0.08 ) ** 
0.04 
0.03 

876 0. 

I 

E x c e ~ v l s  0.U3 deyrecs f o r  20 sec fol lowing slew s t d r t  o r  stop o f  other SA antenna. 
* L  

ExcceJj  O.Ob deYref2S for 15  SeC f o l l o w i n y  S l e w  S t d r t  or stop of  other SA d n t e n n d .  

Table 4. TDRS/Shuttle Transmit Point ing Budget, 0.092O Nul l  -to-Boresight Error 



1. Software 
Antenna/Boom 

2. Thermal (Bow! 
3, Thermal (Antenna) 
4, Elect/Mech A1 ignment Spacecraft 2 

t o  zsA M i  sal i ymnent 
Spacecraft 2 t o  2 
Measurement U n c e r a i  nty 
ZSA (Mech) t o  A/T Uect  
Earth Sensor 

5, Nul 1 LOC A1 lgnment 
6, Mech Alignment 
7, Mas Errors 
8, Power Supply 
9. Radiance Uncertainty 

10. Noise and Quant izat ion 

Control Systeil 

11, Step Sire 6 Dynamic Osc i l l a t i ons  

12, CDA Posftion Error 
13. Drlvr A x i s  Wobble 

14. 'raw Coupling Errors  
15. User Ephemris 

16, TDHS Posi t ion Determination 

17, Fixed Er ro r  A f t e r  Ca l i b ra t i on  { 
18, ItSS o f  the Slow Varying Errors 
19. ItSS o f  the F d s t  Varying Errors 
20. U r u r t a i n t y  E l l i p s e  Major Ax is  (30)  
21. Uncrrtdinty Ellipse Minor Axis (30) 

22. YrObdbi\  i t y  o f  Point ing w i t h i n  
0.24 degree 

23. Point ing Loss to  KSR Forward 
LINP (dB) a t  0.24 degree 
7 

1.0, 

0.066 
0*2 

0-05 
0.05 

1.0418 
1.137 

J.213 
1.103 - 
1. 898 

3.6 - 

One-Dimensional Errors 

*IrtIorl 
T F r  
(de9 1, - 
0.021 
0.06 

1. 0429 
1. 0086 
1.0129 

- 
- 
0.014 

0.795 

fa  st 

(de91 
larl  a t  tons 

0.Q3 
,O , 04 ) * 

0,06 

0.04 
0.03 

,obo8)** 

0.087b 

--- 

'Exce~v ls  0.03 degrees f o r  20 sec fo l lowing slew s t d r t  o r  stop o f  other SA anteiina. 
n a  

E X C C C ~ S  O.ub degrees for  15 sec fo l lowing slew start o r  stop o f  other SA antenna. 

Table 5 . TDRS/Atmospheric Explorer Point ing Budget, Worst-case 
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4.1.4 Conclusions 

A s ign i f i can t  loophole has been found i n  the TRW analysis o f  the 
transmit point ing budget. While the point ing loss may be marginally 
acceptable f o r  the Shuttle, other users could experience d i f f i c u l t y  i n  
acquisit ion. These resul ts  are predicated on the other errors being 
wi th in  budget. 
items are TRW engineering estimates rather  than hard specif icat ions. 
Errors greater than the TRW estimates due t o  meclianical noise, quantiza- 
t i o n  effects, thermal e f fects  o r  larger  than anticipated Earth sensor 
errors w i l l  adversely a f fec t  the a b i l i t y  o f  the Shutt le t o  acquire TDRS. 

Should the nul l- to-boresight error, however, be larger  than the 
worst-case O.O92O, it could probabiy be cal ibrated t o  t h i s  value using 
the techniques proposed by TW. This er ror  i s  equivalent t o  an er ro r  o f  
1.25 dB a t  the power meter, and should be discernible i f  the other errors 
are wi th in  bounds. 

It should be emphasized tha t  the remaining er ro r  budget 
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4.2 Performance Characteristics o f  the Ku-Band Channel 3 
Convolutional Code with G2 Inversion 

The present implementation of the high data ra te  (mode 1, 
channel 3)  error-correcting code can engender system performance degra- 
dation under cer ta in  input conditions. The data-derived clock a t  the 
receiver requires a minimum t rans i t i on  density, e.g., a t ransi t ion-free 
s t r i n g  o f  data exceeding the maximum specif ied value o f  64 symbols can 
cause loss of lock a t  the b i t  synchronizer. Uncoded input data consist- 
ing of a l l  zeros (not necessarily an unl ike ly  event) w i l l  r e s u l t  i n  a 
coded output o f  a l l  zeros and loss of b i t  synchron zer lock. I n  order 
t o  preclude t h i s  event, the code i s  being modified by inversion o f  the 
second encoded check b i t  (G2) out o f  the encoder. This check b i t  i s  
reinverted a f t e r  demodulation and p r i o r  t o  decoding. 

Users should be made aware o f  two minor problems w i th  the 
proposed method of G2 inversion. The encoded symbol stream can s l i g h t l y  
exceed the maximum transi t ion-free length under certain pathological (low 
protabi 1 i ty) conditions and, wi th  high probabi 1 i ty, the decoder w i  11 out- 
put meaningless data i f  the uncoded input data i s  a l l  zeros o r  a l l  ones. 
The f i r s t  problem i s  probably o f  no concern since the input data giv ing 
r i s e  t o  th2  long transi t ion-free run o f  coded symbols has a low prob- 
a b i l  i ty o f  occurrence. The second problem may be o f  some concern since 
input data consisting o f  a l l  zeros may be v a l i d  i f  the user ignores the 
constraints o f  a t  least  64 t ransi t ions i n  512 b i t s  and no more than 64 
b i t s  without a t ransi t ion.  
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4.2.1 Run Length Performance o f  the Convolutional Code 
wi th  G2 Inversion 

Figure 13 i s  a representation of the re tu rn  l i n k  encoder wi th  
G2 inversion. This code i s  derived from the NASA Planetary Standard 
r a t e  one-half constraint  length 7 code shown i n  Figure 14 by replacing 
g(x) with g(x5) .  The resul tant  code i s  an interleaved version o f  f i v e  
constraint  length 7 codes and i s  decoded wi th  f i v e  p a r a l l e l  V i t e r b i  
decoders. The run length propert ies o f  the K = 7 code have been inves- 
t igated by Simoti and Smith [8] who have shown t h a t  an input sequence of 
10101001011001 (read l e f t  t o  r i g h t )  w i l l  r e s u l t  i n  an output sequence of 
1000000000000001 wi th  G2 invcrsion. That i s ,  the maximum run length i s  
14. The resu l t s  o f  Simon and Smith can eas i l y  be extended t o  the modi- 
f i e d  K = 31 code by repeating each input symbol f i v e  times. 
t o  Figure 1, by a l te rna te l y  concatenating f i v e  check symbols from the 
f i r s t  n,Jd 2 adder and f i v e  from the second, each symbol i n  the o r i g i n a l  

K = 7 code w i l l  be replaced by f i v e  symbols. Thus, i f  each input b i t  i s  
repeated f i v e  times, each check symbol w i l l  be repeated f i v e  times and 
the maximm run length i s  extended t o  70 symbols. Note, however, t ha t  a 

unique 62-bi t  input data stream ( o r  i t s  complement) i s  required. Assum 
ir.g "random" input data a t  50 Mbps, t h i s  event should occur once every 
several thousand years. 

Referring 
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4.2.2 Code Behavior with DC Input 

With a l l  zeros (or a l l  ones) as input t o  the encoder, the 
resul tant  coded sequence w i l l  consist o f  a l ternat ing s t r ings o f  f i v e  
zeros and f i ve  ones, e.g., ... 111110000011111 ..., whlch i s  the whole 
po int  of implementing G2 inversion. 
are not synchronized t o  the correct phase of the check b i t  pa i rs  by p r i o r  
transmission of nonzero data, each decoder w i  11 a r b i t r a r i l y  get a l  ternat-  
ing ones and zeros as input. A f te r  reinversion, a decoder w i l l  attempt 
t o  decode e i ther  a l l  zeros or  a l l  ones. Since t h i s  i s  a transparent 
code, the a l l  ones "encoded" sequence w i l l  produce a va l i d  output data 
stream o f  a l l  ones. This output sequence w i l l  be interleaved w i th  the 
output of the other decoders, producing a cyc l i c  s t r i ng  o f  ones and 
zeros. Thi s i s  because a decoder cannot acquire branch synchronization 
on a l l  ones or  a l l  zeros. I n  fact, under these conditions, the decoder 
w i l l  output erroneous "data" 90% o f  the time. This can be i l l u s t r a t e d  by 
examining Figure 15. The re la t i ve  o r ig in  time o f  the a l ternat ing sequence 
can take on one o f  10 values wi th  respect t o  the f i r s t  o f  the f i v e  
decoders. 
number 3 inverted a t  the transmitter and check b i t  1 , number 3 as the 
receive. 
and outputs a l l  ones. 
a l l  zeros. 
decoder 1 s ta r ts  decoding check b i t  1, number 1 and check b i t  2 ,  number 1, 
reinverted a t  the decoder. Assuming that  the decoder s ta r t s  up a t  a 
random point  on the encoder sequence, t h i s  w i l l  happen 10% o f  the t i m e .  
One o f  the remaining nine incorrect  decoded sequences i s  the all-one 
sequence, an inverted version o f  the actual data. This, too, presumably 
could be acceptable t o  the user by v i r t ue  of the inverted frame synchron- 
izat ion.  
i n  the a l l -zero sequence w i l l  appear as noise t o  B decoder which i s  not 

correct ly  branch synchronized. un the average, each decoder w i l l  see 
f i ve  "noise" symbols--not enough t o  e f f e c t  branch synchronization. 

The question arises as t o  the number, i f  any, o f  additional 
sequences which have the property that  branch synchronization i s  ambig- 
uous. This can be analyzed formally by examining the response of one 
constraint length 7 encoder. 

I n  the event tha t  the f i vz  decoders 

I n  t h i s  example, decoder 1 (D1) takes as input check b i t  2, 

Thus, decoder 1 sees a s t r i ng  o f  a l l  ones, a va l i d  code word, 
By contrast, decoder 4 sees a l l  zeros and outpirts 

The only case wherein a l l  zeros w i l l  be output i s  wnen 

It should be pointed out that  periodic frame sychronization b i t s  

The b i t  inversion can be ignored since t h i s  
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has the effect of complementing the encoded symbol sequence if the phase 
of the check b i t s  i s  sl ipped by one symbol and the complement o f  a code 
word i s  also a code word. Let C,(x) and C,(x) be the polynomial repre- 
sentation of the encoder output, e.g., 

= !3,()0 w, C+X) = Cl0 + CllX + C1*X + ... 

C,(X) = c20 + c21x + c*2 x + ... = g2(x) I (x) ,  

2 

2 

with gl(x) the genera+ar polynomial f o r  the f i r s t  check symbol and I ( x )  
the polynomial representation o f  the information sequence. 
synchronization i s  ambiguous, the symbol pairs C20 Cll, CPl C12, C Z 2  C13,... 
w i l l  form a code word. This can be wr i t t en  i n  polynomial form as: 

If the branch 

with I * (x)  the a1 ternate information sequence. Thus, 

This pa i r  o f  equations can be solved t o  determine the input conditions 
under which branch synchronization i s  ambiguous; e.g., i f  CIC2 represents 

a c m e  word, so does C 2 C I .  
Solving f o r  I ( x )  and I*(x) ,  we f i n d  that  

and 

I*(x)  C '  xg2 ( x )  + g,*(Xg = 0. 
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For the NASA constraint length 7 code, 

3 5 6  g * ( x ) =  1 + x 2 + x  + x  S X ,  

and 

9 1 2 ( x ) = 1 + x + x  2 3 6  + x  + x .  

Thus , 

2 2 7 6 5 4 3  xg* ( x )  .t g1 (x)  = X l 3  + X l 2  + X I 0  + x + x + x + x + x + 1 

factored i n t o  i r reducib le  polynomials p, (x)  and p2(x). 
I f  

2 I ( x )  = Io + I1x + I * x  + ... + I,3x13 + ..., 

the c r i t e r i o n  that  I(x)pl(x)p2(x) = 0 implies tha t  

10 + I12 * 
113 = Io + I1 f I3 + I6 + I7 + I8 + Ig + I 

That is ,  given 13 specific input b i t s  as i n i t i a l  conditions, i f  the four- 
teenth b i t  (Il3) sat is f ies the above equation, the output sequence i s  
ambiguous. Note, however, i n  order for t h i s  sequence t o  sustain i t s e l f ,  
each subsequent inl;;rt b i t  must also sa t i s f y  the relat ionship. That i s ,  

1 1 4 = 1 1 + 1 * + 1 4 + 1  7 8  + I  +Ig+I + I l l  + I , 3 ,  etc. 
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The sequence can be modeled a> the output of a l i nea r  feedback s h i f t  

register, as shown i n  Figureld, with taps appropriate t o  Pl(x)P2(x). The 
properties o f  these sequences are well  known. Pl(x) = 1 + x corresponds 
t o  the all-one sequence and i t s  complement, the al l -zero sequence, which 
we know are ambiguous. From [91, we f ind that  p2(x) i s  pr imit ive,  and 
the s h i f t  reg is ter  model o f  the sequence w i l l  have period 212 - 1 

gener- 
odic 

Depending on the i n i t i a l  conditions of the register, the sequence 
ated w i l l  be a l l  zeros, a l l  ones, o r  one o f  two complementary per 
sequences, each with period 2 - 1. The probabi l i ty  o f  any data 12 source 
generating t h i s  speci f ic  " i n f i n i  tea' sequence with period 4095 i s  presum- 
ably rather low; hence, we have shown t ha t  branch synchronization with 
t h i s  code w i l l  not  be a problem with real  data. 
I(x)pl(x)p2(x) = 0, then I*(x)pl(x)p2(x) = 0, and the decoded I * ( x )  w i l l  
merely by a aelayed verison o f  I ( x ) .  This would ce r ta in l y  not be a Frob- 
lem with a single decoder; the only ,*oblem i s  i n  conjunction wi th  the 

In  any case, i f  

f ive interleaved decoders, which i s  shown t o  be a r e s u l t  of pathological 
input data. 

should not have a period o f  f ive,  as t h i s  would r e s u l t  i n  each ' ! f  tne 
f i v e  decoders seeing a constant s t r i n g  o f  ones or  zeros. 

The onl) remaining caveat i s  that  the input data t o  thp cn:oder 
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4.2.3 Sunmary of Performance 

With certain input data, the mode 1, channel 3, encoder/decoder 
with G2 inversion will not perform as specified. These conditions are 
del i nea ted bel ow. 

0 With very low probability, the encoded symbol stream 
will have transi tion-free runs longer than 64 symbols. 

With high probability, the decoder will not attain branch 
synchronization if the user constraints are ignored and 
all zeros are input. 

0 With high probability, the decoder w i l l  not attain branch 
synchronization if the input data is cyclic with a period 
o f  five bits. 

0 No aperiodic data stream exists which will preclude 
branch sychron izat i on. 

Problem area I ,  the possible output o f  transition-free runs o f  
encoded c ;mbols greater than 64, is a result of unique input data and 
should not  be of concern. Problem area 2, the inability o f  the decoder 
to synch-onizer on all-zero data, will be o f  concern only if a user 
attempts to initiate transmission with data consisting o f  all zeros (or 
all ones) i n  violation o f  the user constraints or if the input data is 
cyclic with a five-bit period. 
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4.3 Effects Due To Specific TORSS User Constraint Parameters 

I n  the previous study (NAS 9-15240E [lo]), a l l  but two Ku-band 
TM\SS user constraints were evaluated and compared t o  Hughes A i r c ra f t  
Company specif icat ions. The cumulative performance degradation e f fec ts  
o f  the TMWS user constraints were analyzed and sumnarized. I n  t h i s  sec- 
t ion,  the perfomance degradation o f  the remalning two dser constraints, 
data b i t  clock J i t t e r  and data asymnetry on unbalanced QPSK, are 
presented. 

4.3.1 Ku-Band B i t  Synchronizer BER Degradation 
due t o  Data B i t  Clock J i t t e r  

Appendix I determines the t iming er ro r  variance and resu l t ing  
b i t  e r ro r  ra te  degradation i n  a Ku-band Shuttle-compatible second-order 
b i t  synchronizer due t o  input data clock j i t t e r  modeled as e i ther  a s in-  
usoidal signal o r  a spectral ly f l a t  random process. Both NRZ and Plan- 
Chester data are considered. 

Results are obtained f o r  the b i t  synchronizer tracking error  
f o r  both the sinusoidal and random j i t t e r  cases. 
p robab i l i t y  f o r  both sinusoidal and Gaussian data clock j i t t e r  i s  derived 
and plotted. Using the t iming variance, i t  i s  then possible t o  compute 
the b i t  er ror  p robab i l i t y  and the associated degradation from the j i t t e r -  
f ree case. 

Final ly,  the three b i t  synchronizer types used wi th  Ku-band 
data are evaluated t o  determine t h e i r  respective b i t  e r ro r  ra te  degra- 
dation. Depending on which specif icat ion, modulation format and syn- 
chronizer are considered, b i t  e r ro r  ra te  degradations vary from less 
than 0.1 dB t o  over 10 dB. The degradations tend t o  be small (0.1 dB) 
when the frequency deviat ion and deviat ion ra te  are specif ied a t  0.10% 
Us bu qui te large when specif ied a t  0.1% Rs, where Us i s  the symbol rate. 

To evaluate the BER degradation, i t  i s  necessary t o  know the 
b i t  synchronizer loop bandwidths. Based on a telephone conversation wi th  
John Roach o f  Harr is Corporation (Melbourne, Florida), the fo l lowing b i t  
synchronizer speci f icat ions were obtained : 

Next, the b i t  er ror  

1 .  Ultra-High Data Rate B i t  Synchronizer (UHDRL 

R, = 75-150 MSPS 
60 kHz (BL = 200 Hz) fn 
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Manufacturer: Motorola 

2. 

3. 

J i t t e r  problems comnepts: Yes, since they could not make 
the loop bandwidth narrow enough 
due t o  internal  delays 

High Rate B i t  Synchronizer (HDR) 

Rs = 10-75 Msps ( w i l l  operate down to 4 Msps) 

fn 0.08% Rs (BL = 0.267% Rs) 

Manufacturer: Harr is Corporation 

J i t t e r  problem: No. 

Lod-Medium Data B i t  Synchronizer (LMDR) 

Rs = 1 ksps t o  10 Msps 

fn = 0.1% Rs, 0.3% Rs, 1% R and 2% Rs 

Manufacturer: Aydin Monitor 
5 

J i t t e r  problem: No. 

F i r s t  we consider the sinuscidc. j i t t e r  case. We consider two 
subcases; the f i r s t  i s  f o r  A f  = 0.01% is and fm = 0.01% PS, we ,211 t h i s  
case (a). The second i s  f o r  A f  = 0.1% RS and fm = 0.1% RS, which we c a l l  
case (b). The BER degradations are shown i n  Table 6. 

For the random case using the same two subcases, we obtain the 
resul ts  f o r  BER degradation which are shown i n  Table 7. 

I n  conclusion, we see that, when the frequency deviat ion and 
the deviat ion ra te  are specified a t  0.01% Rs, the degradation does not 
exceed 0.2 dB but, w i th  the speci f icat ions a t  0.1% R,, the degradation 
can be over 10 dB. Also from Tables 6 and 7, it can be seen that  Man- 
chester data causes more degradation than NRZ data, as i s  wel l  known. 
Fina;ly, sine wave j i t t e r  and f l a t  random noise j i t t e r  cause roughly 
the same level  o f  degradation based on the Ku-band Shutter j i t t e r  
spec i f i c a t  ion. 

4.3.2 Effect  o f  Data Asymnetry on Unbalanced QPSK Signals 
wi th Noisy Phase Reference 

I n  Appendix 11, an analysis o f  the impact o f  data asymnetry on 
the b i t  error ra te  performance o f  a QPSK signaling scheme used t o  trans- 
m i t  two data streams w i th  d i f f e ren t  rates and d i f f e ren t  powers i s  
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B i t  
Synchronizer 

C1 ass 

Table 6. Degradation f o r  the Three B i t  Synchronizer Classes and 
the Two J i t t e r  Specif icat ions [(a) and (b)] f o r  Sine 
Wave J i t t e r  (Uncoded Data) 

Degradation 
Bi-8-L Data NRZ pats 

Degradation 
NRZ Data Bi-4-L Data 

UHDR (a) 
UHDR (b) 
HDR (a) 
HDR (b) 
LMDR (a) 
LMDR (b) 

fm’fn 

~ 

0.1 dB 
2.5 dB 

< 0.1 dB 
2.0 dB 

c 0.1 dB 
1.7 dB 

- 

- 

HDR (b)  
LMDR (a) 
LMDR (b)  

~~ 

0.2 dB 
= 10.0 dB 
- c 0.1 dB 
a 8.0 dB 

0.1 dB 
4.5 dB 

- 

M f n  

0.25 
2.5 
0.125 
1.25 
0.1 
1 .o 

Table 7. Degradation f o r  the Three B i t  Synchronizer Classes 
the Two J i t t e r  Specifications [ (a)  and (b)]  
Random Noise J i t t e r  (Uncoded Data) 

and 

i I 

I I 
0.03 dB 
2.6 dB 

- < 0.1 dB 
1.6 dB 

e 0 . i  dB 
0.: dB 

- 

0.08 dB 
- > 10.0 dB 
- e 0.1 dB 

9.0 dB 
- < 0.1 dB 

2.3 dB 

0.25 
2.5 
0.125 
1.25 
a. 1 
1 .o 

I 1 
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presented. Such a model arises, for example, i n  the QDSB system employed 
i n  the Shutt le Ku-band Mode 1 return l i n k  [ll], which i s  essent ia l ly  a t  
cascade of two such unbalanced QPSK systems. O f  primary in terest  here 
w i l l  be the subcarrier QPSK system and, i n  part icular,  the version imple- 
mented v i a  a d i g i t a l  phase-shift-modulated square-wave subcarrier [12]. 

The performance o f  the recently popular unbalanced QPSK (UQPSK) 
systems i n  the presence o f  reference phase noise has been examined by a 
number o f  authors (see 1131 to  1171 and references therein). The general 
approach i s  t o  evaluate the b i t  e r ro r  probabi l i ty  conditioned on the data 
and the value $ o f  the phase error, then average over these variables. 
The marginal probabi l i ty  density function (pdf) o f  $ strongly depends 
on the employed tracking loop and i s ,  i n  general, d i f f i c u l t  t o  accurately 
evaluate f o r  sophisticated receivers. Here we fo l low a truncated Taylor 
series expansion approach, indicated i n  1151, which provides credible 
results, assuming high loop signal -to-noise r a t i o  (SNR). Regardless of 
the par t icu lar  method used, the b i t  er ror  probabi l i ty  (BEP) depends on 
the powers and data rates o f  the indiv idual  channels. 

The $-conditioned BEP (which i s  a reasonable estimate o f  BEP 
f o r  very high SNR) i s  an increasing function o f  $, the reason being tha t  
an imper"ect phase lock loop attenuates the demodulated signal power and 
a t  the sdme time increases interchannel cross ta lk .  

i n  any d i g i t a l  transmission system. It arises whenever the modulator 
spends more time a t  one amplitude state than the other as a r e s u l t  o f  
the misalignment o f  a threshold device. It i s  usually defined as the 
dif ference between the elongated pulse length and the shortened pulse 
length normalized by the  nominal length. References [18] and [19] per- 
t a i n  t o  previous work on the issue o f  determining the e f fec t  o f  data 
asymnetry on the BEP of BPSK signal ing ([18] f o r  a var ie ty  o f  coded and 
uncoded data) and UQPSK with equal data rates [19]. Since no cross t a l k  
was considered i n  [19], the two QPSK channels are essent ia l ly  two inde- 
pendent ident ica l  BPSK channels w i th  d i f f e ren t  power al locations. 

mance degradation o f  a UQPSK system due t o  both data asymnetry and noisy 
reference. As we shal l  see, the degradation o f  each channel can qual i -  
t a t i v e l y  be perceived as consisting of a "self-degradation" term plus a 

Data asymnetry i s  a po ten t i r l  source o f  performance degradation 

Appendix I 1  addresses the problem o f  evaluating the perfor- 
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"cross-degradation" term. The former i s  the superposition o f  a power 
attenuation (due t o  noisy reference) along w i th  the impairment caused by 
asymnetry. The l a t t e r  (which i s  actua l ly  the interchannel interference) 
ex is ts  because o f  the presence o f  noisy reference and also depends on the 
asymnetry o f  the companion channel data stream. Hence, the resul ts  t o  be 
derived here should coincide with those i n  [18] and [19], i f  the phase 
er ro r  i s  assumed t o  be zero. 

The parameter o f  in terest  here i s  the addit ional signal-to-noise 
r a t i o  ASNR (dB) required t o  compensate f o r  the losses due t o  asymnetry and 
phase noise f o r  each channel. It i s  defined as the di f ference between the 
SNR required t o  achieve a BEP o f  
and the nominal value o f  9.6 dB f o r  an ideal  BPSK system without impair- 
ments other than Gaussian noise. 

We have assumed a power r a t i o  o f  4 and a data ra te  r a t i o  of 10 
f o r  the two channels. 
o f  the subcarrier QPSK system o f  the Orbi ter 's Ku-band, which operate a t  
2 Mbps and 0.2 Mbps, respectively. 

impact i s  su f f i c i en t l y  characterized by the mean m and the variance u 

o f  the t racking j i t t e r  +. 
a t  the receiver, references [ Z O ]  and [21] provide some (although compli- 
cated) analyt ic resul ts  f o r  
resul ts  i n  the presence o f  asymmetry i s  a p roh ib i t i ve ly  complicated task; 
therefore, we can only postulate some values f o r  m and u 4 $ *  
i s  i n t u i t i v e l y  appealing t o  assume that, i n  the presence o f  small asym- 
metry, typ ica l  values f o r  u w i l l  be s l i g h t l y  higher than what appears i n  0 
the f igures o f  [20] and [21). As such, we have selected t o  examine the 

2 cases o f  m = O", 3*, 5" and ob2 = 0,4,9 (degrees) . 

assumptions made i n  the course o f  the analysis. 
data f o r  both channels. An analysis f o r  biphase-L data would fo l low on 
the same l ines. Second, we have assumed perfect symbol synchronization 
fo r  each individual channel. Third, we have assumed tha t  the data ra te  
r a t i o  N i s  much greater than one, i n  general ( f o r  the speci f ic  applica- 
t i o n  where N =  10, such an assumption i s  well  j u s t i f i e d ) .  
assumptions suf f ice i n  order t o  derive a good estimate o f  the b i t  e r ro r  

under the aforementioned conditions 

These are typ ica l  values f o r  the I and Q components 

According t o  the approach taken i n  Appendix 11, the phase error  
2 

cb 4 
When a biphase Costas t racking loop i s  employed 

. We f e l t  than an extension of these % 

However, i t  

@ 
Before comnenting on the computer resul ts,  l e t  us focus on the 

F i r s t ,  we consider NRZ-L 

The above 
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probabi l i ty  of the high data rate channel. For the low data ra te  channel, 
two more assumptionsare involved: f i r s t ,  t ha t  N i s  an integer and, sec- 
ond, t ha t  the two channels are aligned, Le., no epoch difference exists. 
Although the second assumption i s  perhaps ra re l y  met i n  pract ice (since 
there are two d i f f e ren t  data clocks f o r  the two channels, they most l i k e l y  
are independent, therefore not aligned), one can segue tha t  the s i g n i f i -  
cance o f  the epoch dif ference diminishes as N increases. Similarly, i f  N 
i s  not an integer, one can consider the icteger par t  o f  i t  and s t i l l  get 
credible results. I n  sumnary, the cardinal assumptions f o r  the analysis 
t o  be reasonably precise are tha t  (1) each channel i s  perfect ly synchron- 
ized, and (2) N i s  s u f f i c i e n t l y  greater than one. The low data ra te  

parameter var iat ion than the high data ra te  channel (I). 
SNR losses increase exponentially w i th  the amount o f  asymmetry present 
f o r  both channels. For the values considered, Figure 7 i n  Appendix I 1  
shows the range f rom 0 dB t o  1.4 dB f o r  the I channel and from 0 dB t o  
1.9 dB f o r  the Q channel. As shown i n  Figure 8 o f  Appendix 11, the 
ef fects  o f  phase mean and phase variance are e f fec t i ve l y  decoupled. How- 
ever, as expected, as o increases, the e f fec t  of phase of fset  becomes 
more and more drastic. 

The low data ra te  channel (0) i s  found t o  be more sensit ive t o  
I n  general, the 

4 
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5.0 S-BAND PAYLOAD COMMUNICATION SYSTEM STUDY 

Three major system in ter face issues i n  the payload comnunication 
system required a deta i led investigation. These interfaces are the pay- 
load in ter rogator  ( P I )  and Ku-band signal processor (KuSP) , the sweep 
acquis i t ion o f  the payload by the P I ,  and txo-way phase noise generated 
i n  the P I  and turned around by a coherent transpon.1er. 

5.1 Bent-Pipe Performance with the Current PI/KuSP 
RMS Regulator Capabil i ty 

The maximum allowable deviat ion o f  the Ku-band FM transmitter . 

Optimum bent-pipe performance i s  obtained whenever the modu- i s  211 MHz. 
l a t i n g  waveform i s  allowed t o  produce t h i s  maximum deviat ion i n  accord 
wi th i t s  peak values. For t h i s  reason, Axiomatix has proposed tha t  a 
peak type rather  than an RMS type o f  AGC regulat ing loop be employed. A 
comparison between the RMS and peak regulator performance, as measured by 
FM transmitter mean deviation, i s  summarized i n  Table 8. 

Table 8. Bent-Pipe FM Transmitter Mean Deviations (MHz) 

Waveform 

One Sinusoid 
Two Sinusoids 
Three Sinusoids 
Four Sinusoids 
Square 
Gailssi an 

RMS Regulator I Peak Regulator 

3.7 
3.7 
3.7 
3.7 
3.7 
3.7 

7.8 
5.5 
4.4 
3.9 

11 .o 
3.7 

The peak regulator optimizes the FM deviation f o r  a l l  waveforms, 
providing maximum bent-pipe SNR perfarmance f o r  a l l  waveform conditions. 
The RMS regulator, on the other hand, may have i t s  output scaled t o  pro- 
vide optimum deviation for  any chosen waveform, but the deviation for 
a l l  other waveforms w i l l  be suboptimum. I f ,  f o r  example, the RMS regu- 
l a t o r  output i s  optimized f o r  the Gaussian waveform (character ist ic of 



P I  low SNR conditions), the FM t ransmi t ter  w i l l  be underdeviated f o r  a l l  
other waveforms. As par t  o f  the development and spec i f i ca t ion  o f  the 
PI/KuSP bent-pipe interface, Axiomatix undertook the design and eval ua- 
t i o n  of a s ignal  waveform peak regulator. A f i n a l  repor t  on the e n t i r e  
a c t i v i t y  appears i n  ADpendix 111. 

scaled t o  provide optimum deviat ion f o r  a single-sinusoidal waveform. 
From Table 8, the mean dev iat ion w i l l  be 7.8 MHz. I f  a Gaussian waveform 
ra ther  than the s ing le  sinusoid then appears a t  the input  t o  the RMS reg- 
u la tor ,  the RMS regulator  w i l l  automatical ly scale the Gaussian waveform 
t o  cause a mean dev iat ion o f  7.8 MHt. But the peak-to-peak RMS r a t i o  o f  
a Gaussian waveform i s  on the order o f  3:l; therefore, the  peak dev iat ion 
w i l l  be 23.4 MHt, o r  more than two times la rge r  than the maximum deviat ion 
l i m i t .  

employed a t  the input  t o  the FM transmitter. Thus, f o r  the Gaussian wabe- 
form example j u s t  c i ted,  i t  w i l l  be c l ipped a t  i t s  1.40 leve l ,  causing 
extreme d i s t o r t i o n  and SNR loss. 

regulator output should be scaled t o  provide optimum deviat ion i s  an open 
issue. The f i n a l  choice w i l l  have t o  be a value judgment. An expedient 
so lut ion may be t o  optimize the bent-pipe performance f o r  the two-sinusoid 
case (as t h i s  may be the most l i k e l y  bent-pipe s ignal ) .  Thus, the mean 
deviat ion would be set  a t  5.5 MHz and amplitude c l i pp ing  would keep any 
other waveform, such as the Gaussian, from excecJing the 11 MHz l i m i t .  

The peak-to-RMS r a t i o  would therefore become 2. Underdeviation would 
occur f o r  single-sinusoid and square waveforms, whi le  the Gaussian wave- 
form would be cl ipped a t  i t s  2~ leve l .  It i s  in te res t ing  tha t  the cur- 
ren t  TRW RMS regulator and output c i r c u i t  design provides f o r  a 1.5: l  
peak clipping-to-RMS r a t i o .  TRW, however, would l i k e  t o  change the max- 
imum t o  8V peak-to-peak, ach’eving the 2 : l  r a t i o .  

eas i l y  calculated. 
amenable t o  analysis (although performance bounds may be obtained by 
analysis) .  
be used t o  obta in  qt idr l t i tat ive f igures f o r  the c l ipp i r l3  cases. 

Now suppose t h a t  the RMS regulator  i s  used and i t s  output i s  

To prevent overdeviation, an amp1 i tude c l  i pper i s  usual 1;. 

For the bent-pipe, the waveform condit ion f o r  which the RMS 

SNR performance estimates f o r  the underdeviation cases may be 
The peak c l i pp ing  cases, however, are not read i l y  

Simulation o r  actual hardware measurements must therefore 
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5.2 Sweep Acquisit ion o f  Deep-Space (DS) Payloads by the P I  

On June 22, Axiomatix completed the e f f o r t  t o  assess the proper 
sweep ra te  f o r  the OS transponder. A formal viewgraph presentation was 
subsequently prepared and Dresented a t  RI on June 26.  This meeting was 
attended by RI, !JASA and Axiomatix personnel. 

t o  t h i s  report. 
page of the presentation, resu l t i ng  i n  a too-fast sweep ra te  o f  400 H t / s  
being agreed upon a t  the June 26 meeting. As a par t  c I f  the resolut ion 
process, i t  was decided by a l l  present t ha t  the DS transponder would never 
be operated i n  conjunct-ion w i th  the P I  transmitter +4 dBm power leve l  a t  
a i-ange of 10 nmi. Thus, the sweep ra te  corresponding t o  the 4 . 2 7  dBm 
level  was selected. 

the aforementioned error.  TRW also estimated that, w i th in  the neighbor- 
hood of the proper sweep rate, a tolerance as large as 230% ( rather than 
+20X, as assumed on June 26) o f  the nominal sweep ra te  value could be 
expected. TClp f i n a l  report, therefore, i s  t ha t  the nominal sweep ra te  
must be set a t  250 Hz/s. 

Appendix I V  t o  t b i s  report  i s  a set  o f  viewgraphs which define 
the probleiei, ind icate the nature uf  the problem solution, show the solu- 
t i o n  as a function of transponder operating conditions and tolerances, 
m d  present recomnended sweep ra te  l i m i t s .  The approach employed t o  ob- 
t a i n  the c r i t i c a l  sweep ra te  values i s  a modified method o f  phase-plane 
analysis tha t  apepears i n  Appendix V. Since the calculat ions a r e  based 
on an "ideal'. second-order PLL transfer function, a 20% backoff has been 
made t o  allow f o r  the mechanization imperfecLions o f  the DS transponder. 

The viewgraphs used a t  the June 26 meeting appear as Appepdix 1 V  
It i s  noted, however, t ha t  an e r ro r  appeared on the l a s t  

A t  the TRW monthly program review on Ju ly  l ? ,  Axiomatix corrected 

5.3 

formance, 

Two-way Phase Noise Performance for PI - and Coherent Payload Transponders 

I n  order t o  obtain a r e a l i s t i c  characterization o f  system per- 
i t  i s  essential t o  analyze a l l  o f  the many error  sources, i n -  

cluding phase noise. Phase noise i s  generated i n  the transmitter re fer -  
ence osc i l la to rs  and the receiver local  osc i l la tors .  Other sources which 
are not as obvious are i n  the mixer (mu l t ip l ie r )  log ic  noise, AM-to-PM 
conversion due t o  l i n k  nonl inearit ies, and possible v ibrat ion effects. 
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The resu l t  o f  t h i s  phase noise i s  degradation o f  the ca r r i e r  tracking 
loop performance, and th i s  contr ibutes t o  the overal l  system e r ro r  prob- 
a b i l  i ty performance. 

phase noise using m a t h a t i c a l  models o f  the c a r r i e r  tracking ioops and 
introducing the appropriate power spectral densit ies o f  the various phase 
noise i n s t a b i l i t i e s .  Section 2.0 o f  t h i s  appendix out l ines the system 
model o f  a two-way coherent comunication system and describes the basic 
system configurations. Section 3.0 calculates the mean-square phase 
noise f o r  a one-way coherent l i nk ,  while Section 4.0 extends t h i s  elabo- 
ra te  analysis t o  the two-way l i nk ,  incorporating both in-band and out-of- 
band phase noise sources. For the special s i t ua t i on  o f  a close range 
comunication l i n k ,  Section 5.0 deals with the essent ia l ly  coherent case 
o f  a c o m n  transmitter and receiver reference osc i l l a to r ,  where the cor- 
re la t i on  time o f  the phase ncise i s  short compared trr the round-tr ip delay 
times. The conclusion, as might be expected, i s  a s l i g h t  modif icat ion o f  
the noncoherent two-way l i nk .  Section 6.0 expands the analysis t o  include 
other internal  frequency synthesizer o s c i l l  ator sources by model ing and 
incorporacing these synthesizer phase noises. 
ctudy t o  the three- and four-way mean-square phase noise situations. 

t e r i z ing  the phase noise spectra by a mean-square e r ro r  approximation 
using measured laboratory results. 
f o r  speci f ic  actual phase noise measurements are outlined, and compari- 
sons are included i n  both cases which show the derived and expected 
resul ts. 

RMS deviation upper bound o f  9" f o r  both the SGLS and STDN modes using 
the mean-square phase noise relat ionships o f  Appendix VI and the mean- 
square error  approximation o f  Appendix VII. 

Appendix V I  contains a deta i led discussion o f  the e f fec ts  o f  

Section 7.0 extends the 

T h  next appendix, Appendix VII, describes a method o f  charac- 

Two examples o f  phase noise modeling 

Final ly, Appendix VI11 calculates the expected phase noise 
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APPENDIX I 

KU-BAND B I T  SYNCHRONIZER BER DEGRADATION 
DUE TO DATA B I T  CLOCK JITTER 

BY 

Jack K. Holmes 



1 .o SUMMARY 

This report  determines the t iming er ro r  variance and resu l t ing  
b i t  e r ro r  ra te degradation i n  a Ku-band Shuttle-compatible second-order 
b i t  synchronizer due t o  input data clock j i t t e r  modeled as e i ther  a sinu- 
soidal signal o r  a spect ra l ly  f l a t  random process. Both NRZ and Manchester 
data are considered. 

for both the sinusoidal and random j i t t e r  cases. Next, the b i t  e r ro r  
probabi l i ty  f o r  both sinusoidal and Gaussian data clock j i t t e r  i s  derived 
and plotted. Using the timing variance, it i s  then possible t o  compute 
the b i t  e r ro r  p robab i l i t y  and the associated degradation from the j i t t e r -  
f ree case. 

are evaluated t o  determine t h e i r  respective b i t  e r ro r  ra te  degradation. 
Depending on which specification, modulation format and synchronizer are 
considered, b i t  e r ro r  ra te  degradations vary from less than 0.1 dB t o  
over 10 dB. The degradations tend t o  be small (0.1 dB) when the frequency 
deviation and deviat ion ra te  are speci f ied a t  0.01% RS but qu i te  large 
when specified a t  0.1% Rs, where Rs i s  :he symbol rate. 

Results are obtained for the b i t  synchronizer tracking error  

Final ly,  the three b i t  synchronizer types used w i t h  Ku-band data 

2.0 PROBLEM STATEMENT 

The problem t h i s  report addresses i s  the determination of the 
b i t  error r a t e  degradation caused by data clock t iming errors that  are 
e i ther  sinusoidal o r  a random process. This speci f icat ion appears i n  basi- 

c a l l y  s im i la r  forms i n  numerous documents. From the Ku-band specifica- 
t i on  [l] (Appendix V I I ,  p. 456), we have: 

"70.3.3.2.2 Data and Clock J i t t e r .  Data and clock j i t t e r  
shal l  be taken as the time-varying component o f  data and/or 
clock t rans i t ions compared t o  a j i t t e r - f r e e  data stream or 
clock. The de f i n i t i on  contains both a j i t t e r  magnitude and 
a r a t e  i n  the fol lowing form: 
(a) J i t t e r  magnitude shal l  be taken as a percentage o f  the 
data symbol clock rate.  The resul t ing magnitude shal l  be 
the peak magnitude f o r  sinusoidal j i t t e r  or  the 3-sigma 
value f o r  random j i t t e r .  
(b) J i t t e r  ra te  shal l  be taken as a percentage o f  the data 
symbol clock rate.  The resul t ing j i t t e r  ra te shal l  be the 
peak r a t e  f o r  sinusoidal j i t t e r  or  the 3-sigma value when 
the j i t t e r  i s  random. 
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When the data are coded, bit jitter shall refer to symbol 
jitter. Also when a clock accompanies the data, the jitter 
shall refer to clock jitter as tell as data jitter." 

Also from fl] (p. 1471, the high data rate (H8R) input to the 
SPA has a jitter specification: 

"HDR Payload Digital Data Input to SPA 

h. Frequency jitter: plus or minus a frequency deviation 
of 0.01% rms of the data rate at a rate of 0.01% rms 
of the data rate." 

Other specifications on this topic indicate a 0.1% o f  the data 

We will address the sinusoidal jitter case f i rs t ,  then consi * ?r 
rate deviation and a 0.1% of the data rate deviation rate. 

the "randan" case. 

3.0 JITTER MODEL DEDUCE0 FROM SINE WIVE SPECIFICATION REQUIREMENTS 

Consider a phase-modulated sine wave clock modeled by 

where A i s  the nns signal amplitude, "0 is the angular clock frequency 
(rad/sec) and 0(t) is the phase modulation process which causes the jitter. 
In Figure 1, a typical NRZ data stream and the associated (unmodulated) 
sinusoidal clock are illustrated. Since the phase modulation process, 
e(t), is assumed to be sinusoidal, we obtain 

where eo is the peak phase modulation of the clock and % is the frequency 
o f  the phase deviation. Now, since the jitter magnitude is specified as 
a percentage o f  the data symbol clock rate (frequency amplitude), we have 

and the peak is some percentage o f  the data symbol clock rate, i.e., 
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B i t  Period = Clock Period I-+ 

Figure 1. NRZ B i t  Sequence and the Associated Clock 
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= 2u A f  = 23rDRs 

where D i s  the r e l a t i v e  frequency deviat ion r e l a t i v e  t o  the data rate, 
R 
0.0001 (0.01%). The j i t t e r  ra te  speci f icat ion implies that  

From the HDR specif icat ion [I]  (Section I I ) ,  we deduce tha t  0 = S. 

where Fm i s  such t h a t  uJ2n = FmRS and fs the r e l a t i v e  modulating f re -  
quency ( re la t i ve  to Rs). The j i t t e r  ra te  speci f icat ion specif ies the ra te  
o f  the sinusoidal j i t t e r .  Now, using (4) and (5) i n  (2) y ie lds 

(6) 
(u,,,t) =  sin D (2nFmRst) 

m 

When the re la t i ve  j i t t e r  magnitude (D) and r e l a t i v e  j i t t e r  ra te  (F") 

are equal, we obtain 

e ( t )  = s i n  (2n fmt) (7 )  

which inli icates a peak one radian phase deviat ion o r  1/2n = 16% o f  a b i t  

period timing j i t t e r  (see Figure 2). Other values of D and Fm y i e l d  d i f -  
ferent phase deviations. I n  the der ivat ion of (6) and (7 ) ,  the peak j i t- 
t e r  magnitude (frequency deviation) was used but, f o r  the j i t t e r  rate, 
only one frequency ex is ts  so tha t  the meaning of peak ra te  i s  not clear. 
It i s  f e l t  that  (2) i s  the only meaningful model o f  sinusoidal j i t t e r .  
The clock i s  therefore modeled as 

I f  the j i t t e r  frequency, FmRS, i s  very low compared t o  the b i t  
synchronizer natural frequency, fn, a l l  the " j i t t e r "  w i l l  be tracked out. 
On the other hand, i f  the j i t t e r  frequency i s  high compared t o  the natural 

frequency o f  the b i t  synchronizer, then a l l  the " j i t t e r "  w i l l  be passed 
through, wi th a resul t ing high BER degradation. 



5 

Clock Deviation 

I '  

kL, T --q 0.16T 
1 

(a)  b i t  Timing Deviation I 1  
I '  I 1  

wl Radian 

(b)  :lock Deviation 

Figure 2. I l l u s t r a t i o n  o f  One-Radian Clock Deviation 
and the 16% B i t  Time Deviation 
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We now determine the response of a second-order b i t  synchronizer 
wi th a one radian peak phase modulation on the input. I n  general, H(S), 
the closed-loop transfer function, i s  given by 

n 

where un i s  the loop natural frequency (rad/sec) and c i s  the damping 
factor. We wish t o  evaluate the peak squared tracking error  expressed 

bY 

where S = 2n i f ,  $ti i s  the input peak phase error  and $t i s  the residual 
peak phase out o f  the b i t  synchronization loop. I f we select 5 = l/a, 
a comnonly used value, then i t  i s  easy t o  show that  

P 

where fn = wn/2+ i s  the natural loop frequency expressed i n  Ht. From 

( lo ) ,  using the input phase modulation pmcess o f  (6) ,  we have 

or 

o r  



Now we f i x  fn. Rs and 0, and l e t  Fm vary* so tha t  using Fm Rs = fm 

2 & =  fm 4 + fn 4 
Rs O 

If we di f ferent iate the right-hand side of (14) and set i t  equal t o  zero, 
we obtain the solution, fm = fn. 
error  occurs a t  fm = f,, when the deviat ion A f  = RsD i s  f ixed and the 
error  a t  that  frequency i s  given by [using ( Z ) ,  (4) and (1511 

It therefor2 fol lows that  the maximum 

where 

RSD 

fm 
= -  

It therefore follows tha t  

(18) - 1  - - e o  a t  fm = fn; A f  f ixed 
% fl 

Whenever fm # fn, the peak value i s  less f o r  f ixed df. Figure 3 i l l u s -  
2 t rates the response Q * / A f  as a function o f  fm f o r  f ixed b f .  This curve 

P'  i s  related t o  BER degradation since a large value of peak phase error, 9 
causes a large 6ER degradation. Blyth and Carpenter [ Z ]  have sumnarized 

P 

- - * 
We are f i x i n g  the frequency deviat ion and clock nominal 

f reyuency and varying the phase-modul a t i  3g frequency. 
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measured BER degradation performance of a b i t  synchronizer* due t o  j i t t e r  
and pointed out under a constant value o f  Af the degradation peaks very 
near fm = fn! 

It should be fu r ther  pointed out t ha t  the peak phase error, 4 
f o r  a f i xed  input  phase modulation deviation, Bo, i s  maximum f o r  frequen- 
c ies much greater than fin = fn. This fac t  i s  eas i l y  demonstrated by 
s ta r t ing  w i th  (14) and l e t t i n g  fm = Kf,, so tha t  we have 

* P' 

m = RS2D2 - 
f2 +($- 

so tha t  we obtain 

2 Hence, as K = fm/fn -t 0 0 ,  = eo . 
I n  Figure 4, the peak output phase er ro r  i s  p lc t ted  versus 

fm/fn for a second-order (high gain) b i t  synchronizer loop w i th  6 = 0.7Cl 
which has a u n i t  input peak phase deviation. 

I n  conclusion, the phase modulation o f  the tone havivg 2 period 
equal t o  the duration o f  the b i t  t i m e  that  sa t i s f i es  the j i t t e r  magnitude 
and j i t t e r  ra te  specif icat ions i s  given by 

where A f  = DRS i s  the peak j i t t e r  magnitude and fm = um/2n = FmRs i s  the 
j i t t e r  rate,  w i th  Rs the symbol rate, D the *at to of frequency deviat ion 
t c  data ra te  and Fm the r a t i o  o f  modulation frequency t o  data rate.  
when D and Fm are obtained from the speci f icat ion 's  e o  = D/F i s  the peak 
phase aodulation, and Figure 4 allows one t o  compute $I 2/e,2m(the r a t i o  

P 

t o  vary A f  f o r  f ixed fm atid measure the i3ER degradation. 

Hence, 

* 
Based on the available l i t e ra tu re ,  a comnon t e s t  procedure i s  
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o f  b i t  synchronizer loop error  squared t o  input phase squared) when 
f,,,/fn i s  specified. Recall that  fn i s  the b i t  synchronizer loop natural 
frequency (rad/sec) . 
4.0 PROBABILITY OF ERROR FOR NRZ AND WCHESTER DATA VERSUS 

SINUSOIDAL PEAK TINING ERROR 

We now determine the probabi l i ty  o f  error versus $,/No f o r  sev- 
eral values o f  peak timing error bascd on a sinusoidal timing error vari- 
at ion with time. The motivation for developing the following results i s  
based on appraising the effects o f  the j i t t e r  magnitude and j i t t e r  rate 
when the j i t t e r  i s  sinusoidal, as specified i n  the Ku-band specifications. 

pared t o  the data rate so that the average b i t  error ra te can be described 
as 

It w i l l  be assumed that the b i t  clock j i t t e r  rate i s  slow com- 

where P(E/:) i s  the b i t  error rate conditioned on the value o f  the timing 
error, T, a.id P(T) i s  the probabil i ty density function o f  the error timing 
error 'r. 

given I. parcicular value o f  timing error 'C f o r  NRZ data. 
signals, there are two cases f o r  the b i t  error probabil i ty. 
case, when i10 t ransi t ion i n  the b i t  stream occurs, the probabi l i ty  of 
error i s  simply 

F i r s t  consider P ( E / T )  the conditional probabi l i ty  o f  b i t  error 
For uncoded NRZ 

In the f i r s t  

where 

2 
? -t /2 

' e  A t  J, z Q(:) = 
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When a t rans i t i on  does occur, the b i t  er ror  probabi l i ty  i s  no longer 
expressed by (23) but, rather, i s  modified t o  

The reason f o r  the factor (1 - 21x1) i s  due t o  the previous b i t  (or fol- 
lowing b i t )  being of the opposite sign and being included i n  the integra- 
t i o n  o f  the current b i t  duration o f  T seconds (see Figure 5). The matched 
f i l t e r  integrates over T seconds. As the b i t  t iming error  increases, the 
integrat ion includes the present b i t  plus the adjacent b i t .  When thcre 
i s  no transi t ion,  t h i s  er ror  produces no decrease i n  the integrated sig- 
nal voltage. 
the integrated voltage during one b i t  time. 
t ion, it i s  clear that  the decrease i n  integrated voltage i s  l inear  and 
goes t o  zero when T = +T/2. 
ta ins the factor (1 - 

the conditional probabi l i ty  o f  error conditioned OF. T i s  given by 

However. when there i s  a transit ion, there i s  a decrease i n  
In  fact, wi th  a l i t t l e  ref lec- 

I t  follows that the integrated voltage con- 
for 1x1 5 1. 

I n  conclusion, i f  we denote by PT the t r a n r i t i o n  probabi l i ty ,  

and 

Manchester: P ( E / T )  = (1  - P T )  Q .N (1 -41.1) + PT Q - (1 -21.11) (JF ) (E ) 
where the Manchester case can be derived i n  a manner s imi lar  t o  the NRZ 
case. 

e r ro r ,  ~ ( 7 ) .  We describe the equivalent phase modulation by 

Next, we obtain the probabi l i ty  density function o f  the timing 
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(a)  No Transition 

Integration Region 

t 

,r+qT- 
0 T 2T 

(b) Transition Integration Region 

- q + t  

T 2T 

Figure 5 .  The Bit Ititegration Region i n  the Case o f  
No Transition and a Transition with Timing Error T 
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where (denoting the data rate by R), 4 i s  the peak phase e r ro r  (rad), ~fn 
i s  the modulation frequency (% << hRS) and eo i s  a random variable uni- 
form over (-n,a). 

we model +(t) as far as the d i s t r i bu t i on  of  +(t) goes by 

P 

Since, for any t, umt + 9* i s  uniformly d is t r ibuted over (-n,n), 

where f30 i s  a uniform random variable, uniform on (-8,n). To obtain the 
density function of 4,  we have 131, 

so that  

the peak timing error, we have, with another change ‘‘P * 
Now since 4 !‘2n = 

o f  variablrs , 
P 

Hence, the average probabi l i ty  o f  e r r o r  i s  given by 

and 
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Equations (32a) and (32b) were progranmed on a d i g i t a l  computer, with the 
resu l ts  i l l u s t r a t e d  i n  Figures 6 and 7. Notice tha t  a 5% (0.05) peak sine 
wave t iming er ro r  causes about 0.5 dB degradation a t  PE = log6 f o r  NRZ data. 
For Manchester data, a 5% peak causes about 1 dB degradation. 

i b l e  e r ro r  i n  t h i s  sinusoidal t iming er ro r  case as there ex is ts  i n  the 
Gaussian er ro r  case. 

mental measurements o f  3. Rivers [5] o f  the NASA Johnson Space Center. 
In Figure 8, Rivers-measured BER degradation and the theoret ical  values 
obtained from Figure 7 are compared f o r  Manchester data a t  PE = As 
can be seen from Figure 8, the theory i s  qu i te  accurate, having a t  most a 
0.3 dB error.  

Although it i s  not obvious from the curves, there i s  no irreduc- 

A comparison o f  the Manchester case can be made w i th  some experi- 

5.0 JITTER MODEL DEDUCED FROM THE 
GAUSSIAN SPEC I F  ICATION REQUIREMENTS 

Now we consider the Gaussian modulation case and attempt t o  
determine a model o f  the j i t t e r  process. Again consfder the sinusoidal 
clock having a period equal t o  the b i t  duration. We have for the clock 
signal 

where e ( t )  i s  assumed t o  be a stat ionary Gaussian random process. Since 
the 3-sigma j i t t e r  i s  specif ied t o  be a percentage o f  the data rate, we 
have tha t  

Unless the phase process has a specif ied spectral density, i t  i s  impossible 
t o  f ind the ;-sigma modulation frequency. I n  order t o  proceed, we d i l l  
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0 

PE = I 10-4 

-Measured 
- - -Theory 

Sinuso ida l  Peak 
Timing Error = 'I P a 

T ( f r a c t i o n  o f  a b i t )  
P 

P 
Figure 8. BER Degradation versus T 

Manchester Data,  S inuso ida l  J i t t e r  
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assume a phase process spectral shape tha t  i s  f l a t  i n  frequency. It 
should be pointed out tha t  t h i s  i s  a "reasonable" assumption, but i s  not 
based on measurements. Figure 9 i 1 lust rates the phase process spectral 
density. We have assumed tha t  a l l  the phase spectra i s  contained i n  
2F# Hr. Since 02d(f) i s  the spectra o f  the phase ra te  o r  frequency 
(i .e., j i t t e r ) ,  we have 

h e r e  aAf i s  the ms frequency deviat ion ( H t ) .  Evaluating (34) and (35) 
wi th the phase process model of Figure 9 y ie lds  

or 

Solking for Ne y ie lds  

Now that  N, the spectral density o f  the.phase procesc, i s  determined, we 
can compute mx phase deviation: 

9 
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. 

Figure 9. Model o f  the Phase Process 
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o r  

Notice again, when Z = Fm, as = radians. However, the input  phase 
deviat ion i s  not nearly as important as the phase e r ro r  variance o f  the 
b i t  synchronizer given by 

where H ( f )  i s  the closed-loop transfer function o f  the b i t  synchronizer. 
Evaluating (39) f o r  a second-order b i t  synchronizer wi th 5 = 0.707, we 
have 

CRs 
t 3 2  0 = l F R  

m s  
- f4 + f4 ] 6(FmRs) ($) df 
-fn 

Note that 

fm/fn , 
(43) 1+x4 dx 

d f  2fm - 2fn I 
0 

So from (42) ,  using (43), we a r r i v e  a t  

(44) 

The integral  of (44) was evaluated by computer since the tables 
appeared t o  give an incorrect  r e s u l t  f o r  values o f  f,,,/fn larger than one. 
The curve i s  shown i n  Figure 10. 



0
 

d
 . M rD
 

M
 

d
 

M
 

N
 

M
 

22 



23 

For values of f,,,/fn < 0.5, (44) can be wel l  approximated by 

can be evaluated from (45) Hence, when FmR = fm, f,, and D are known 

o r  (44 )  along with Figure 10. Note, t o  convert u t o  uT ( t iming error) ,  
we have the simple re la t i onsh ip  

' 69 
4 

U z s %  2n ( f ract ions o f  a b i t ) .  (46) 

6.0 PROBABILITY OF ERROR FOR NRZ AND MANCHESTER DATA VERSUS 
THE RMS TIMING ERROR FOR A GAUSSIAN PHASE PROCESS 

Since the rms t iming e r r o r  has been computed i n  (44) and (45) 
usin9 (46 ) ,  we can now determine the p robab i l i t y  o f  e r r o r  assuming t t 2 t  

the phase process maximum modulating frequency i s  much less than the 
data rate, i.e., 

Just as i n  Section 4.0, i t  can be shown tha t  the condi t ional  
e r ro r  p robab i l i t y  P(E/T) i s  given by 

where T i s  the t iming er ro r ,  PT i s  the t r a n s i t i o n  p robab i l i t y  and Q ( x )  i s  
defined by 
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The probab i l i t y  density funct ion o f  the timing er ro r  i s  given 

It fol lows from (48) and (50) that, when PT = 1/2; 

.- 

MANCHESTER: PE e 

These functions are p lo t ted  i n  Figures 11 and 12 f o r  the NRZ 
and Manchsster (Bibhase-L) symbol format case. Note t h a t  a 2.5% (0.025) 

Gaussian t iming er ro r  produces 0.4 dB degradation f o r  NRZ and about 1 dS 
degradation f o r  Manchester data. It car? be shown tha t  irreducio.8. e r ro r  
p robab i l i t ies  occur i n  the Gaussian titning er ro r  case, causing very high 
degradations a t  larger  t h i n g  errors. 

7.0 EVALUATION OF THE BER DEGRADA1’ION FOR THE SHUTTLE W-BAND 
RETURN LINK B I T  SYNCHRONIZER 

I n  t h i s  section, we apply the resui ts  o f  previous sections i n  

order t o  estimate the b i t  e r ro r  r a t e  (BER) degradaticn due t o  e i ther  sinu- 
soidal o r  a f l a t  Gaussian phase modulation process. 
dzgradation, i t  i s  necessary t o  know the b i t  synchronizer loop bandwidths. 

To evaluate the BER 
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Figure 11.  PE versus RMS Timing Error-Gaussian Error  
NRZ Data, B i t  Synchronizer Tracking 
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Figure 12. PE versus RMS Timing Error--Gaussian Error 
Bi -0-L Data, Bit Synchronizer Tracking 
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Based on a telephone conversation with dokn Roach o f  Harr?s 
Corporation (Melbourne, Flor ida) the fol lowing b i t  synchhnizer spec i f i -  
cat ions were obtained: 

1. Ultra-High Data Rate B i t  Sync hronizer (UHDR) 

R, 75-150 MSPS 

fn 5 60 kHt (BL = 200 Hz) 
Manufacturer: Motorola 

J i t t e r  problems comnents: Yes, since they could not 
make the loop bandddth narrow 
enough due t o  in te rna l  delays 

2. High Rate B i t  Synchronizer (HDR) 

Rs = 10-75 Msps ( w i l l  operate down t o  4 Msps) 

fn = 0.08% R, (BL = 0.267% Rs) 

Manufacturer: Harr is Corporation 

J i t t e r  Problem: No 

3. Low-Medium Data B i t  Synchronizer (LMDR) 

Rs = 1 ksps t o  10 Msps 

fn 
Manufacturer: &din Monitor 

= 0.1% Rs, 0.3% Rs, 1% Rs, 2% Rs 

J i t t e r  Problem: No. 

F i r s t  we consider the sinusoidal j i t t e r  case. We consider two 
subcases; the f i r s t  i s  f o r  b f  = 0.01% R, and fm = 0.01% Rs, we c a l l  t h i s  
case (a). The second i s  f o r  h f  = 0.1% Us and fin = 0.1% Rs, which we c a l l  
case (b). The BER degradations are shown i n  Table 1. 

For the random case using the same two subcases, we obtain the 
resul ts  f o r  BER degradation which are shown i n  Table 2. 

I n  conclusion, we see that, when the frequency deviation and the 
deviation r a t e  are speci f ied a t  0.01% RS, the degradation does not exceed 
0.2 dB but, wi th  the speci f icat ions a t  0.1% R,, the degradation can be 
over 10 dB. Also from Tables 1 and 2, i t  can be seen that  Manchester 



Table 1. Degradation for the Three B i t  nchronizer Classes and 
the Two J i t te r  Specifications 

for Sine Wave J i t te r  (Uncoded Data) 

Class 

UHDR (a) 

UHDR (b) 

HDR (a) 

HDR (b) 

LMOR fa) 

LMDR (b) 

Degradation 

NRZ Data 

0.1 dB 

2.5 dB 

- < 0.1 dB 

2.0 dB 

< 0.1 dB 

1.7 dB 

Bi-+-L Data 

0.2 dB 

= 10 dB 

< 0.1 dB 

= 8.0 dB 

< 0.1 dB 

4.5 dB 

- 

- 

f d f n  

0.25 

2.5 

0.125 

1.25 

0.1 

1 .o 

Table 2. Degradation f o r  the Three B i t  S nchronizer Classes and 
the Two J i t t e r  Specif icat ions f (a) and (b)] 

Random Noise J i t t e r  (Uncoded Data) 

B i  t 
Synchronizer 

C1 ass 

UHDR (a) 

UHDR (b) 

HDR (a) 

HDR (b) 

LMDR (a )  

LMDR (b) 

Degradation I 
NRZ Data 

0.03 dB 

2.6 dB 

< 0.1 dB 

1.6 dB 

< 0.1 dB 

0.7 dB 

- 

- 

V f n  Bi -CL Data 

0.08 dB 

> 10 dB 

< 0.1 d8 

9.0 dB 

< 0.1 dB 

2.3 dB 

- 
- 

- 

0.25 

2.5 

0.125 

1.25 

0.1 

1 .o 
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data causes more degradation than NRZ data, as i s  well-known. Finally, 
sine wave j i t t e r  and f l a t  random noise j i t t e r  cause roughly the same 
level o f  degradation based on the Ku-band Shuttle j i t t e r  specification. 
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EFFECT OF DATA ASYMMETRY ON UNBALANCED QPSK 
SIGNALS WITH NOISY PHASE REFERENCE 
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1 .o INTRODUCTION 

In t h i s  report,  an analysis i s  attempted o f  t h e  impact o f  data 
asymmetry on the b i t  e r r o r  r a t e  performance o f  a QPSK s igpal ing scheme 
used t o  transmit two data streams w i t h  d i f f e r e n t  ra tes  and d i f f e ren t  
powers. Such a model arises, f o r  example, i n  the  QDSB system employed 
i n  the Shutt le Ku-band Mode 1 r e t u r n  l i n k  E l ] ,  which i s  essent ia l l y  a 
cascade o f  two such unbalanced QPSK syctems. O f  primary i n t e r e s t  here 
w i l l  be the subcarr ier  QPSK system and, i n  pa r t i cu la r ,  the  version imple- 
mented v ia  a d i g i t a l  phase-shift-modul ated square-wave subcarrier [Z]. 

The performance o f  the  recent ly  popular unbalanced QPSK (UQPSK) 

systems i n  the presence o f  reference phase noise has been examined by a 
number o f  authors (see [3] - [7 ]  and rcferences there in ) .  The general 

approach i s  t o  evaluate the b i t  e r r o r  p robab i l i t y  conditioned on the  
data and the value Q o f  the phase er ro r ,  and then average over +.t,ese 
variables. The marginal p robab i l i t y  density function (p.d.f .) o f  @ 

s t rongly depends on the employed tracking loop and i s ,  i n  general, 
d i f f i c u l t  t o  accurately evaluate f o r  sophist icated receivers. Here 

we fo l low a truncated Taylor ser ies expansion approach, indicated i n  
[5], which provides c red ib le  resu l ts ,  assuning high loop signal- to-  
noise r a t i o  (SNR). 

e r r o r  p robab i l i t y  (BEP) depends on the powers and data ra tes  o f  the 
ind iv idua l  channels. 

fo r  very high SNR) i s  an increasing function o f  6, the reason being 
tha t  an imperfect phase lock loop attenuates the demodulated signal 
power and a t  the same time ificreases interchannel cross t a l k .  

i n  any d i g i t a l  transmission system. I t  arises whenever the modulator 
spends more time a t  one amplitude state than the other, as a r e s u l t  o f  
the misalignment o f  a threshold device. I t  i s  usua l ly  defined as the 

Regardless o f  the pa r t i cu la r  method used, the b i t  

The @-conditioned BEP (which i s  a reasonable estimate of BEP 

Data asymmetry i s  a po ten t ia l  source o f  performance degradation 
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difference between the elongated pulse length and the shortened pulse 
length, normalized by the nominal length. 
t a i n  t o  previous work on the issue of determining the effect o f  data 
asymnetry on the BEP o f  BPSK signal ing ([a], fo r  a var ie ty  of coded and 
uncoded data) and UQPSK with equal data ra tes [9]. Since no cross t a l k  

was considered i n  [9], the two QPSK channels are essent ia l l y  two inde- 
pendent ident ica l  BPSK channels with d i f f e r e n t  power al location. 

The present work addresses the  problem o f  evaluating the per- 
formance degradation of a UQPSK system due t o  both data asymnetry and 
noisy reference. As we shal l  see, the degradation o f  each channel can 
qua l i t a t i ve l y  be perceived as consisting of a "self-degradation" term 
plus a "cruss-degradation" term. The former i s  the superposition of 
a power attenuation (due t o  noisy reference) along w i t h  the impairment 
caused by asymnetry. The l a t t e r  (which i s  ac tua l l y  the interchannel 
interference) ex is ts  because of the presence o f  noisy reference and 
also depends on the asymmetry o f  the companion channel data stream. 
Hence, the resu l ts  t o  be derived here should coincide w i th  those i n  
[8] and [9], i f  the phase er ro r  i s  assumed zero. 

Section 2.0 summarizes the resu l ts  of t h i s  current research 
and emphasizes the assumptions involved i n  der iv ing them, since these 
assumptions weigh heavily on the v a l i d i t y  o f  the conclusions. 
Section 3.0, we elaborate on the system model assuned by the analysis 
and,in Section 4.0, we proceed t o  evaluate the BEP f o r  Channels 2 and 3 .  

References [8] and [9] per- 

I n  

2.0 SUMMARY 

The parameter o f  in te res t  here i s  the addi t ional  signal-to- 
noise r a t i o  ASNR (dB) required to  compensate f o r  the losses due t o  
asymmetry and phase noise f o r  each channel. 
difference between the SNR re.;Jired t o  achieve a BEP o f  under the 
aforementioned conditions -.,id the nominal value of 9.6 dB f o r  an ideal  
BPSK system without impairments other than Gaussian noise. 

We have assumed a power r a t i o  of 4 and a data ra te  r a t i o  of 10 
for  the two channels. 
ponents o f  the subcarrier QPSK system o f  the Orb i te r ' s  Ku-band, which 
operate a t  2 Mbps and 0.2 Mbps, respectively. 

It i s  defined as the 

These are typ ica l  values f o r  the I and Q com- 
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According to  the approach taken i n  t h i s  report, the phase 
e r r o r  impact i s  s u f f i c i e n t l y  characterized by the mean m4 and the 
variance u of the tracking j i t t e r  @. When a biphase Costas t racking 
loop i s  employed a t  the  receiver, references [ lo]  and [ll] provide 
some (although complicated) analy t ic  resu l t s  for  u We fee l  t ha t  an 

extension o f  these resu l ts  i n  the presence o f  asymmetry i s  a prohib i -  
t i v e l y  complicated task; therefore, we can only postulate some values 
f o r  rn and u However, i t  i s  i n t u i t i v e l y  appealing t o  assuirle that, 
i n  the presence o f  small asymmetry, t yp ica l  values f o r  u w i l l  be 
s l i g h t l y  higher than what appears i n  the figures o f  [1OJ and [ll]. 
As such, we have selected t o  examine the cases o f  m = Oo, 3", 5" and 

(32), (391, and (48) f o r  the high data r a t e  channel 2 and i n  (27b), 

(32), (43), (58), (62), and (63) for  the  low data r a t e  channel 3.  
Before commenting on the computer resul ts,  l e t  us focus on the assunp- 
t ions made i n  the course o f  the analysis. 

F i r s t  we considered NRZ-L data f o r  both channels. An analysis 

for  biphase-L data would follow on the same l ines.  Second, we have 
assumed per fect  symbol synchronization f o r  each ind iv idual  channel . 
Third, w have assumed tha t  the data r a t e  r a t i o  N i s  much greater than 
one, i n  general ( f o r  the speci f ic  appl icat ion where N = 10, such 

an assumption i s  well j u s t i f i e d ) .  The above asswnptions suff ice i n  
order t o  derive a good estimate of the b i t  e r ro r  p robab i l i t y  o f  the 
high data ra te  channel. For the low data r a t e  channel , two more 

assunptions are involved: f i r s t ,  tha t  N i s  an integer, and second, 
that  the two channels are aligned, i.e., no epoch dif ference exists.  
Although the second assunption i s  perhaps ra re l y  met i n  pract ice 
(since there are two d i f f e .  ?nt  data clocks fo r  the two channels, they 

most l i k e l y  a r e  independent, therefore na t  aligned), one can argue 
that the significance of the epoch difference diminishes as N increases. 
Simi lar ly,  i f  N i s  not an integer, one can consider the integer pa r t  
o f  i t  and s t i l l  get credible resul ts .  
assumptions f o r  the analysis t o  be reasonably precise are tha t  (1) each 
channel i s  per fec t l y  synchronized, and ( 2 )  N i s  s u f f i c i e n t l y  greater 
than one. 

f 
4 

4. 

9 4- 
@ 

9 
= 0, 4, 9 Cdegrees)2. The analy t ic  resu l t s  are sumnarized i n  (27a), % 

I n  sumnary, the cardinal 
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Figures 7(a-c) and 8(a-c) show the p l o t s  o f  ASNR as a funct ion 
of the percent asymmetry A, with rn and var  4 as parameters. To ga in  
some confidence about their  correctness, l e t  us no t ice  that ,  f o r  var @ =  0 
and A =  0 cm i s  the s ing le  parameter then), the resu l t s  coincide with 
the resu l t s  of Figures 9 and 10 of [SI for  both channels. Also, f o r  
the h igh data r a t e  channel w i th  m = 0, a@= 0, and d i f fe ren t  degrees 

$ 
of asymnetry, the  r e s u l t s  coincide w i t h  Table 1 of [8]. 

(Q)  i s  more sensi t ive t o  parameter va r ia t i on  than the high data r a t e  
channel (I). I n  general, the  SNR losses increase exponential ly w i th  
the amount o f  asymmetry present fo r  both channels. For the  values 
considered, they range from 0 dt3 t o  1.4 dB f o r  the I channel and from 
0 dB t o  1.9 dB f o r  the Q channel. We a lso  no t ice  t h a t  the p lo t s  are 
v i r t u a l l y  p a r a l l e l  ( for  a f i xed  u ), which means t h a t  the presence of 4 
a mean phase e r r o r  sh i f t s  the  curves upwards. I n  other words, the 
e f fec ts  o f  phase mean and phase variance are e f fec t i ve l y  decoupled. 
However, as expected, as Q increases, the e f f e c t  of phase o f fse t  
becomes more and more drast ic .  

0 

4 

A study o f  Figures 7 and 8 shows t h a t  the low data r a t e  channel 

6 

3.0 .ANALYTIC MODEL 

kc adcpt i n  t h i s  repor t  the  fo l lowing modulation and demodu- 

l a t i o n  schemes. 

3.1 Modulator 

I n  Figure 1, the three-channel in te rp lex  modulator (Hughes 
The waveform C( t )  i s  given by A i r c r a f t  Company version) i s  shown. 

where 

ihe  ang le  e ( t )  i g  shown i n  Fiqure 2. 

the d i g i t a l  data streams f o r  the two channels, respectively. 
The functions m 2 ( t )  and m3 represent 
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The t o t a l  three-channel s ignal  i s  

s ( t )  = E { c C t )  cos uot + S ( t )  s i n  wgt} (3)  

where u0 i s  the  c a r r i e r  radian frequency and 

Assuming t h a t  m 2 ( t ) ,  mg(t) are p e r f e c t l y  21 V t , then f u r t h e r  analysis 
o f  (1) shows t h a t  [2]: 

where 

Waveforms ~ + ( ~ s c t ; B o )  and 5-(usct;e0) are shown i n  Figure 3 .  
The power 1.a t i  o 

-LJ 1 - -  - ll 
- 2  

R eo 
I t  can be fur ther  shown (always assuminy t h a t  m l ( t ) ,  rn2(t) take on 
only values 21) that ,  f o r  t h i s  implementation i n  Mode 1, t.he bandpass 
hard l i m i t e r  has no e f f e c t  on s ( t ) ,  so t h a t  z ( t ) = s ( t ) .  
because 

This i s  

(7) 

Note that, i n  the presence o f  disturbances a f f e c t i n g  the amplitude o f  
e i t h e r  rnl(t) or  Sin ( 0 )  b ~ *  both, t h i s  w i l l  no longer be t rue and the 
r e d i s t r i b u t i o n  o f  power and the t r i p l e  cross-modulation term appearance 
w i l l  have t o  be more c losely  examined. 
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3.2 Demodul ator/Detector 

Figure 4 shows the assumed fcrm o f  the demodulator/detector 
f o r  channels 2 and 3 .  A s im i la r  loop i s  employed for tracking the 
ca r r i e r  and demodulating the high data r a t e  channel 1. We assume tha t  
t h i s  loop has no ef fect  on the subcarrier demodulation loop, i.e., 
there i s  no phase-tracking e r ro r  i n  the  c a r r i e r  demodulation loop. 
We w i l l  have t o  re lax  t h i s  assumption l a te r ,  when we w i l l  examine the 
e f f e c t  o f  parameter var ia t ions i n  the h igh data race channel 1 since 
these variat ions tntrcduce a phase er ro r  9, i n  the c a r r i e r  loop. For 
the time being, we concentrate on the e f f e c t  of parameter var ia t ions 
i n  channels 2 and 3 only. 

loop. 
Note the presence o f  the bandpass f i l t e r  before the subcarrier 

The output x t t )  o f  the bandpass f i l t e r  can be wr i t t en  as 

where C,(t) i s  the bandpass f i l t e r e d  version o f  C( t )  (where only the 
fundamental i s  retained) and nBp( t )  i s  bandpass noise represented by 

'BP Ct) = f l { N c ( t )  cos usct . NS( t )  s i n  us$) 

I n  (9), Nc(t) and Ns(t) are approximately s t a t i s t i c a l l y  independent 
white tcompared to  the data bandwidth) Gaussian noise processes wi th  
single-sided spectral density No W/Ht and single-sided bandwidth 
BH < uSc/2n Hz. 
sentation WOiild 'ie o f  questionable v a l i d i t y .  

the f i r s t  harmonic, (1) gives [2]: 

I n  the absence o f  the bandpass f i l t e r ,  such a repre- 

I f  we expandsin ( 0 )  i n to  a Fourier series and r e t a i n  only 

C,(t) = 4 -E sin (usct+ e ( t ) )  
n 

4 4 -  = - (P- cos e ( t )  s in  W S C t  + ; J P ,  s i n  g ( t )  cos uSCt n S 

or ,  usinq ( 2 )  (alhctys wi th  t h e  assumption that  mi(t) = '1,  i = 2,3), 

we get r t  
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The power r a t i o  a t  the receiver  i s  

2 
COS eo 

- -:r s i n  oo 
2 = cot - 

as can be seen from (11). Cunparing (12) with (7), we observe tha t  
the BPF rearranges the power a l locat ion.  Define 

2 so t h a t  Ppr f P3r = (8,'~ )Ps ( the loss 
(10) i s  w r i t t en  as 

5 
i 

2 8 / n  i s  due t o  the BPF). Then 

We assme switching type phase detectors ( i -e . ,  square wave reference 
signals) for  the coherent demodulation o f  the s ignal .  
tha t  

Le t  us assume 

where ott) i s  the phase e r ro r  process. 
f o r  s imp l ic i t y ,  u n i t  reference gains. 

Expanding (16) i n t o  a Four ier  series and no t i c ing  tha t  only 
the f . : rst  harmoni5:s 4 / ~  s i n  (W t - 4 )  and 4 / ~ r  cos (usct- 4 )  corre la te 
w i t h  the quadrature signals, respectively, we get 

I n  (16 ) ,  we have assumed, 

sc 
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= [&m3(t)+Nc(t)l cos4 - ll ( t ) - N S ( t g  s ing (17b) 

Waveforms esCt) and ec( t )  are the inputs t o  the chanrel data detectors 
which we sssume t o  be matched f i l t e r s .  The outputs o f  these in tegrate-  
and-dump c i r c u i t s  a t  the end o f  the &th and Lth s igna l ing  i n te rva l  
o f  each channel are given by 

D2 - - - e,(t) T 2 ( t  - (k-1) T2 - 

ET +E. 

e,(t) P 3 [ t  - (Q-1) T3 - e3)dt  (18b) 
D3 = ' f 3 3  

T3 - (a -1  )T3+c3 

where P i  (t); i = 2 ,3  i s  the basic u n i t  power synbol pulse i n  the i t h  data 
stream m i ( t )  titid i s  defined t o  be nonzero o n l y  i n  the in te rva l  (O,Ti). 
Hence, we have assumed tha t  the data stream i s  i d e a l l y  of  the form 

mi(t) = f ani Pi(t-nTi-ei) ; i = 2,3 
n=-m 

where 

(1) lanil; i = 2,3 a r e  independent ?1 sequences w i th  the propert ies 

( 2 )  t : i ;  i = 2,3 i s  the a r b i t r a r y  pulse epoch i n  these same modulations. 
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As we shal l  l a t e r  see, due t o  d i f f e ren t  asymnetries, the series 

In the following, we shal l  derive an expression f o r  the prob- 
representation o f  the mi ( t )  as a function o f  ani i n  (19) i s  no longer 
correct. 
a b i l f t y  of e r ro r  as a function of mi( t )  ra ther  than ani(+). We shal l  
also ~ssume t ha t  $ ( t )  i s  constant over the baud of e i t he r  channel. Sub- 
s t i t u t i n g  (17) i n t o  (18) and dropping the factor  2~2/n, we get 

where 
kT2+s2 - m2* - - =-- 1 I' m p ( t )  P 2 ( t  - (k-1) T2 - i.,)dt 

i 2 (k-l)T2+E2 - 

kT2+c2 
'$2 = - 1 '  / m3(t) P 2 ( t  - ( h - I )  T2 - c 2 ) d t  

T2 . ( k - 1  )T2+ 

i' T3+ t3 . .. - = -L I m,(t) P,(t - (P-1) T3 - E3)dt  
T3 . ( t - 1  )T3+c3 m2 3 

d t  (22e)  

N c ( t )  P j ( t  - ( t - l ) T j  - c3)d t  

t T + i 
+ sing I NS(t) P,(t - ( t - l ) T j  - 

( e -  1 ) T 3 + 5 3  
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Notice that, i n  the absence o f  any d is to r t ion ,  (22a) and (22c) y i e l d  
a , respectively. (k-1),2 and a (&-1) ,3  

From (22e) and (22f), i t  i s  easy t o  show that 

The decision scheme Ca zero-level threshold device) outputs 

s c , i  = sgn{Di} ; i = 2,3 

a t  the  L t h  s ignal ing i n t e r v a l  o f  e i t h e r  channel. 

D2 and D3 are Gaussian, w i t h  mean 
Conditioned on GZ2,  I % ~ ~ ,  15~. G Z 3 ,  4, the random variables 

r -  
E{D3/(rilii3; i=3,2) ,+} = W33 cos4 + vPZr inz3 sin4 

2 and variar,re ci = N,/2Ti; i = 2,3. 

i s  
Ht.tice, the condi t ional  probabi 1 i t y  of e r r o r  f o r  each channel 

where Ri = 2P. ir T./NO 1 (SNR for  the j t h  channel 1 (27) 

i s  the data rates r a t i o .  
a higher data ra te  than channel 3 )  

(We have E r b i t r a r i l y  assumed t h a t  Channel 2 has 

n nd 

Fina l l y ,  sgn(.) stands fo r  the sign function. 
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4.0 AVERAGE ERROR PROBABILITY 

To obtain the average e r ro r  probabi l i ty ,  one has t o  remove 
the conditioning on the random variables fiij and 9. 
both random variables are data dependent i n  the sense t h a t  aqy 
parameter var iat ions i n  the data stream affect  the performance o f  
the Costas loop and hence the p.d.f. of 4. Unfortunately, we cannot 
eas i l y  obtain the p.d.f. P (4); hence, we are facing two possible 
alternatives: 

I t i s  c lear  t h a t  

4 

(1 ) Evaluate the #-conditioned P(ei/$) o f  e i  thar  channel j u s t  
Y 2 

4 by removing the condit ioning on mij. I n  the case where the variance u 
i s  very small (which implies high SMR i n  the loop), then P(ei/$) stands 
as a reasonable estimate o f  P(ei). The r e s u l t  o f  such an analysis w i l l  
be a set  o f  curves o f  P(ei/4) as a funct ion o f  SNR, parameterized by 
the mean va?ue o f  $ and the degree of asymnetry. 

4 
and r e t a i n  only the f i r s t  three terms (a s im i la r  approach has been 
taken i n  [5]). 

(2) Expand P(ei/iiiij.$) i n t o  a Taylor series i n  4 around m 

The resul ts  are credible i f  one again assumes s m a l l  

Then * %- 

so that, i f  P4(g )  i s  the marginal p.d.f. o f  9 ,  we get 

- -  
where t i ~  - = (mii*mij); i , j  = 2 , 3 ; ( i  # j ). 

%-conditioning - f rom each o f  the three terms i n  (31) w i l l  y i e l d  P(ei). 
Equation ( 3 1 )  i s  parameterized by m and a Removing the + 4 -  
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The second approach takes us one step f u r t h e r  i n  approximating 

P(ei) closer because of the presence o f  the correct ing second term. 
From (26a) and (26b), we have 

- 1 - - - exp 
t/z;; 

dP (ei /&Q) 
d4 

where ~ ~ ( 0 ) ;  i=2 ,3  is  the argument of Q(-). But 

so that 
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From (35), (36) and (37), i t  follows tha t  

d2P (e2/&,@) - ~ g n { f i ~ ~ }  - 
d62 ST;; 

or  

where 

dz 3 
z: = ,/% 6 1 ~ ~  sin4 - i,, cos4 = - sgn{m33} 

and 

The result  i s  
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Equations (38) and (-42) are e x p l i c i t  functions of gand 4. Once 
these are determined (see next section f o r  13), the second der ivat ives 
can be evaluated. Note the presente of the f a c t o r  sgn(.)? as a conse- 
quence of (26a) and (26b). 

w i l l  be imposed, and the analysis will advance from the simplest case 
t o  more complicated cases by relaxing some o f  the assunptions. 

The parameter var ia t ion t o  be examined i s  data asymnetry. 

We shal l  assune t h a t  both channels suffer trom data asymmetry of 
degree A, which i s  presumably the worst case. Define 

We proceed now t o  evaluate 5 i n  (23). Several assunptions i d  

1 A = 2 ( length o f  long pulse - length o f  short  pulse) e (nominal pulse length) 

See Figure 5. 
Parameter a o f  Figure 5, pertaining t o  the  amount of asymmetry occurring 
a t  each t rans i t ion,  re lates to  A as a=k/2.  Let  us also f i r s t  calculate 
tiz2 and 
o f  each channel due t o  asymmetry; hence, the epochs 
(we assune per fect  synckwnization f o r  each indiv idual  channel a1 though 
the QPSK scheme w i l l  most l i k e l y  be staggered because o f  the d i f fe ren t  
data rates between the two channels), so t h a t  no assunption for the E ~ ' S  

i s  necessary up to  t h i s  point .  

depend on the adjacent symbols. Table 1 summarizes the resul ts.  

Let us f i r s t  assume NRZ-L format f o r  both data streams. 

We note tha t  these quanti t i e s  measure the "self-degradation" 
play no r o l e  

The values o f  fizz and Ga3 pertaining to  an ind iv idual  symbol 

Table 1. (Ez2 or  ~ i i ~ ~ )  (NRZ/NRZ) 

1 "2 
a33 

1 1 1 

-1 f 2A -1 + A -1 + A  - 1  mzz 
m33 
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4.1 High Data Rate Channel 

Having assuned T3 > T2, we now proceed t o  evaluate $i3*. 
Because T3>T2, within an in te rva l  of length T2 one of the fo l lowing 
exclusive events can happen: 

= the event o f  having Channel 3 a t  the s tate afi3=+1 i n  the 

= the event o f  having Channel 3 a t  the s tate aQ3= -1 i n  the 

E3 = the event i n  which Channel 3 switches s tate i n  [(k-1)T2,kT2] 

w i th  corresponding probab i l i t ies  P(E,l)9 P(E - 1), and P(Esw) such tha t  

P(E+l) + P(E-l) + P(Esw) = 1.  

ra ther  d i f f i c u l t  task, since these events depend on the r a t i o  T2/T3, 
the amount o f  asymnetry present. the epochs s ta t i s t i cs ,  etc. However, 
things are s imp l i f ied  completely i f  we make the assumption that  
T3/T2 >> 1. 
(see [l]). Then, as T3/T2+m, event EZw i s  o f  p robab i l i t y  measure zero, 
so tha t  

i n te rva l  [ (k-1 )T2,kT2] 

i n te rva l  [(k-1)T2,kT2] 
E-l 

SW 

3 3 3 
3 3 3 

Assigning probab i l i t ies  t o  the aforementioned events i s  a 

This assumption i s  j u s t i f i e d  i n  our case, where T 3 / T 2 ~ 1 0  

3 3 In the absence of asymnetry, i t  would be P(E+l) = P(E 1)  = 1/2. However, 
because of the asymmetry A present, each o f  the two probab i l i t ies  equals 
the average percentage o f  t i m e  a1 lo ted  t o  each symbol correspondingly, 
i . e . ,  

P(E3t1) = b .  1 1 + 8 . ( l t ~ ) + 8 ( 1 + A ) = : ( 1 + ~ )  2 1 

P ( E ~ - ~ )  - - 8 '  1 * ( 1 - -  ! ) + i ( l - A ) = 2 ( l - ! )  1 

(45 1 

(46) 

(See Table 1 also.)  
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Combining (23b) and (45) and the  f a c t  t h a t  both pl(t) and 
p2( t )  are NRZ-L data, we form Table 2: 

I 'k3 I +' I -' I 

ble are now i n  a pos i t i on  t o  w r i t e  an expression fo r  the average e r ro r  
p robab i l i t y  i n  the h igh data r a t e  Channel 2: 

1 

where the notat ion 

and the corresponding expression f o r  P(e2/(%22,G32)) i s  given by (31) i n  
conjunction w i th  (38) .  

Equation (47)  y i e lds  the ave1cy h i t  er ro r  ra te  f o r  the h igh data r a t e  
Channel 2. Assumptions used t o  derive (47 )  are sumnarized below. 

Phase-error variance i s  small, so that  the truncated 
Taylor ser ies (30) gives reasonably good resu l ts .  

Both channels su f fe r  f r o m  the same degree o f  asymmetry A 
as defined i n  (43).  

(Case I i s  a special case o f  11 when o = 0.) 
($ 

We now smmari;o the conclusion o f  t h i s  section a s  fo l lows. 

(1) 

( 2 )  
The case of  d i f f e r e n t  degrees of asymmetry fo r  
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each channel i s  a tr ivial  modification o f  the above results. Indeed, 
assume t h a t  each channel i s  subjected to  asymnetry A i ;  i = 2,3 and 
A 2 # A g .  Then each parameter A appearing as an argunent of P(e2/e) 
i n  (47) should be replaced by A2, and each parameter A appaarinq i n  
the multiplicative factors of the form (1 + A / 2 )  or (1 - A / 2 )  should 
be replaced by A3. 

(3)  Data are NRZ-L for  both channels. Cases where one or 
both channels have biphase-L data can be handled similarly. 

( 4 )  Perfect synchronization is assuned for each individual 
channel. 

(5 )  The ra t io  T 3 / T 2 > > l .  This enabled us t o  induce assunption 
(44) which led to forming Table 2. 

( 6 )  No assunption about the epoch s ta t i s t ics  i s  necessary. 

4.2 Low Data Rate Channel 

We now proceed to  evaluate %23, and subsequently P(e3). If  
E x  means "expectation w i t h  respect t o  x,"  then 

P k j )  = 

We shal i f i r s t  evaluate P(e3/(m33,m23)). The analysis will be carried 
o u t  under the assumption t h a t  the two channels are synchronized, i . e . ,  
the epoch difference i s  identically zero [18]. This means t h a t ,  
w i t h i n  a pulse P 3 ( t ) ,  there exists exactly N ( N E  i') pulses p 2 ( t )  
(nominally, i . e . ,  i n  the absence o f  asymmetry), 
ever, t o  conclude t h a t ,  for large rate ratios N,  the presence o r  
absence of epoch difference is not  of great practical import. 

I n  Figure 6,  we have shown a possible sequence of N Channel 2 
pulses ( i n  the absence of asymmetry) within a Tj-sec time interval. 
The pulses have been indexed by ki ( i  = 0, l  ,.. . N + 1 )  according t o  their 
positicm w i t h i n  the interval. 
asymmetry, two more pulses ( k o  and kN+1) must be takt? ,  i n t o  account 
since their presence affects the results. We shall argue la ter  t h a t  

I t  is  intuitive, how- 

Note t h a t ,  because of the existing 

(49) 

* +  Z denotes the set o f  positive integers. 
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f o r  N large, the i r  cont r ibut ion i s  i ns ign i f i can t ,  which w i l l  r e s u l t  
i n  ce r ta in  s impl i f icat ions of the f i n a l  expression. It i s  t he  m u l t i -  
p l i c i t y  o f  the possibls patterns of the N successive pulses, combined 
w i t h  the presence o f  asymmetry, t h a t  necessitates the fol lowing 
analysis. We make the fo l lowing assumptions: 

= the event t h a t  a pulse occupying the ytJ i = t , -  

pos i t i on  has a +1 or -1 value 

= the j o i n t  event t h a t  the y B  pulse has an Ei,j; i s j  =+,- 
~ 3 6  ysb e [O,N+lJ 

i sign and the 6th pulse has a j sign 

k = number of pos i t i ve  pulses i n  the i n t e r v a l  [1,N] 
ti .e. , excluding pulses ko and kNtl) 

negative pulse o r  v ice versa i n  the i n t e r v a l  
[l ,N] (i .e., excluding the t rans i t ions between 
the boundary pa i r s  (0,l) and (N,N+l) 

R = number o f  t rans i t i ons  from a pos i t i ve  t o  a 

= number o f  e f f e c t i v e  t rans i t i ons  i n  the i n t e r v a l  'ef f  
[l ,N] (i .e. , wi th  the boundary t rans i t i ons  
included , whenever they occur). 

With the above 
s b r c h  t o  show 

de f in i t i ons  avai lable, i t  i s  a question o f  exhaustive 
t h a t  the fo l lowing condit ional re la t ionships hold: 

9. 

R + 1  

i f  

i f  

i f  

or 

o r  

o r  

or 

o r  

or 

Eo :N+1 

E&+1 

EO:;+,. 

E & t l  

E+ 9 -  

0 ,N+l 

E- ,+ 
0 ,N-1 
+ ,+ 

EO ,N+1 
+ ,+ 

EO ,N+1 

3.1 
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Note t h a t  niin k * 0 and max k = N. We now examine the l i m i t s  amin and 

%ax 
of R as functions o f  k and E1N. f j  

i 
0 . .  . . . . .  i f  

1 . .  . . . . .  i f  

2 . .  . . . . .  i f  

k = O  

k = N  

E1,N ”’ (70 - c k i N - I )  

E-’+ n ( i  c k c N-i 

E?,N - - 

1,N - - 
+’’ n(2 c k < N-1 ) 

E+’+ I ,N n(N/2 - -  k c N-2) 

3.2 

, we have t o  dist inguish between the cases NeVen and Nodd. For 

!a 1 Neven: 
2 k - 2  . . . . . .  i f  n(2 c k c t v z )  - -  

2 ( N - k )  . . . . . .  i f  +’+ d N / 2  < k z N )  .N 

E;;$(’ i k 1 _ N / 2 )  
2 k - 1 . .  . . . .  I 

I 
if I Or E; : i n ( l  z k i N / 2 )  

E i l N  n&/2 c k - < N-1) 

if 1 Or Ei;; nb/2 < k cN-1) 
I 3 . 3  2(N-k) - ’1 %ax . . . .  

2 k . .  . . . . . .  i f  ’- n ( 0  I k  c N/2) E; ,N 

E;;N n&/2 < k - < N-2) 2(N-k) - 2 . . . .  i f  

\ N - 2 ,  . . . . . .  i f  E,;i-( l (k = N/2 )  
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'max 

\ 

2k - 2 i f  Et:; 
2(N-k) i f  E;:; 

2(k-1) 

2k i f  Ei:i 
E-,- 

1 ,N 
2(N-k) - 2 i f  

i 
n(N-1)/2 < k - < N-2 

c 

3.3b 

We now p r x e e d  t o  evaluate F = P(e3/633). I f  define F ( * )  t o  
mean "F given ( . ) , I '  we can apply the law o f  t o t a l  p robab i l i ty  t o  get  
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where PN(A/B) denotes the probab i l i t y  o f  the event A or tha t  random 
var iab le A takes the  value A, given the event B or t h a t  the randan 
var iable B assumes the value B, i n  the presence of N Channel 2 pulses 
i n  T3 seconds. 

Obviously, the random var iab le k fo l lows a binomial d i s t r i bu t i on  w i th  
parameters p =  q =  1/2, so t h a t  

The quant i t ies  involved i n  (50) can be evaluated as fo l lows 

Because of the independence o f  the ki and k .  pulses (ki # k .), we have 
tha t  

J J 

The quant i ty PN(E/[Ei:i),k) has been evaluated i n  Appendix A and i s  
given by (A-24), (A-25), and (A-34). 

Observe tha t  the l i m i t s  Amin dnd Emax depend on both k and 
(E::;) through Tables 3.2 and 3.3. The quant i t ies  PN(E:l$k) have 
been evaluated i n  Appendix B and are given by (8-2) through (8-4) and 
:,id (B-5) through (B-11). 

the t r i p l e  [[E;'&,):(El i ,j N);&] v i r t u a l l y  defi i ies teff through Table 3.1. 

With k and kcff as-parameters, i t  i s  easy t o  check from (22d) that  

Final ly,  we have t o  evaluate F(E~$+l:E~:~;k;E). Note tha t  

Y 9 

or 
2k - N + A *teff 

N m,, (N ,A 9 h , Eef f ) = 

since T2/Tc = 1/N. So, s impl i fy ing the notation, we have tha t  

) (54)  
. .  2k-N+A* Leff 

F (EariSl ;E; 1;;k;L) 0 F( (p,q);  (i , j);k;e) = ?(, , / m,,,m,, = N 
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where keff i s  determined as a funct ion of , (El 1 3  :N) fL from 
Table 3.1 

I n  the following, 

we sha l l  f i r s t  try t o  perform ce r ta in  s impl i f icat ions tha t  r e s u l t  from 
the formulas and, a t  a second stage, we sha l l  t r y  t o  proceed to some 
approximations which make the f i na l  r e s u l t  look more t ractab le wi thout 
sac r i f i c i ng  s ign i  fi cant accuracy. 

I n  pr inc ip le ,  the problem has been solved. 

F i rs t ,  l e t  us consider only the conditioning on k and wr i t e  
N= 2 

k= 2 
F = PN(0) F(0) + PN(N) F(N) + PN(1) F(1) + PN(N-l) f(N-1) + C PN(k) Fk 

and, applying (50), (51) ,  (52) and (54),  Appendices A and B, and 
Tables 3.2 and 3.3 ,  we f i n d  tha t  

c 

E'" f 0 .N+1 
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Note tha t  (55) i s  accurate, i.e., only some 
taken place. 

Equation (55) can be programed as i t  is t o  y i e l d  an exact resu l t ,  
if Tables 3.0 (for aeff) and 3.3 ( f o r  gmX) along with (53) are taken i n t o  
account. 

.rangenent o f  terms has 

4.3 

wi th in  the ,,fq expression are e i the r  1/(2N+2) o r  (N-2)/(ZW2). For 
N = 10, these coef f ic ients  are o f  the order 
neglected. % 

cont r ibut ion o f  i n  F i s  not s ign i f i can t .  Indeed, these factors  
w i l l  cont r ibute some amount o f  asymnetry i n  (0,T3) during = (1/4 3/4 
+ 2/4 1/2 + 1/4 0)-100% 
on the average, be minimal. 

Approxi mati ons t o  F- Equat i on 

(1) We f i r s t  note tha t  the coef f i c ien ts  o f  the f i r s t  e igh t  terms 

and can therefore be 

(2) We assume tha t  the "edge e f fec ts "  are negl ig ib le ,  i.e., the 

50% o f  the time, and the contr ibut ions w i l l ,  
I n  other words, keff i s  

9 a, f o r  16 -100% o f  the time 

6 
Q + 1, f o r  

a + 2, fo r  16 -100% o f  the time 

16 -100% o f  the time 'eff  

We can then say that  
can use t h i s  value independently o f  Table 3.1. 
and ( 2 )  great ly  s imp l i f i es  F, which n w  takes the form (alsa removing the 
fac to r  1/4 since the conai t ioning on E $ S 1  i s  removed): 

(9-~+($+1).6+(~+2)-1)/16 = e + 1/2, and we 
The combination of (1) 
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where we have defined 

* 2k - N + A (I + k)) 
Fk,e N (57 1 

and we have also exp lo f ta i  the symnetry between E;;; and ~i;: b  le 
always ass- N even.) Furthermore, we can break the suamation i n  (57) 
i n t o  three d i s j o i n t  slirils (2 c k c N/2), (k = ?4/2),(N/2 k c N-2) to get fm 
(57) and Table 3.3a: 

- - 

2k-1 
N-l-k * 1 F* ( k-1 )( hl-1-k 

+ ( k ) Fk,I=2ki2 k, (1-1 )/2 (L-1 )/2 
C-1 ;odd 

N'2 [ 2(Nik)-Z * [k-l)( M-l-k ) + (( k-1 )r";:;k)l 
-t 

k,t a / 2  ( ~ - 2 ) / 2  L-2)/2 
k=N/2+1 t=Z;even 

2 (N-k)-1 
* ( k-1 )( N-1-k [ 

+ ( k ~ ) - F ~ y k = 2 ( N - k )  +' 2 Fk,r (e-1) /2  ( ~ - 1 ) / 2  
e=l  ; odd 

Observing cer ta in  symnetries, (58 )  i s  reduced t o  
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N/2-1 2k-1 

+ 2 1 1 E* +F* ] (( k-l )( N-l-k ) k,E N-ksE L-1)/2 (a - l ) / 2  
k=2 t=l; odd 

N/2-1 

k=2 
+ 1 1i ,E=2k+FI -k , t=2L]  * 

( N-1-k k ) 

Finally, if we use the identity 

setting a = k-1, b = N-k-1 and x = E/2, we get 

2k-3 
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* 
Equation c61) i s  the final expression for  F =  P(e$~33)s where F i s  
given by (57) and P(f3/iiis,ii123) i s  given by the combination of (26a), 
(31), and (42). The uncixditional Pe(e3) will be derived by averaging 
F over Q33 according to Table 1 i .e., 

k 4 

1 1 + 8 P(e3/m,, = -1) + P(e3/m,, = -1+2A) 
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Figure 8a. Low Data Rate Channel 
var  4 = 0 

i'ercent Asymmetry A 
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GLOSSARY OF SYMBOLS 

O ( t )  = Tracking phase error process 

m = Mean o f  + + 
= Variance o f  4 

N = Data rates r a t i o  

Error p robab i l i t y  o f  channel i conditioned on 
- c  - P (ei/ (mi i ,ii j 1) 

i,j = 2,3 - 'ii "ij 

EyT { } = The event tha t  the yth pulse equals i 

i,j{ i,j=l,-1 = The j o i n t  event t ha t  the r t h  and t h  pulses equal 

a p o s s i b i l i t y  of misunderstanding, i t  i s  replaced 
by (id. 

EY,6 y,k[O,n+l]) i and j, respectively. Note: Whenever there i s  

k = Numbor of pos i t ive pulses i n  [1,M] 

II = Number of t rans i t ions from +1 t o  -1 o r  v ice versa, 
Within the in ternal  [l ,N], wi th the boundary tran- 
s i t i o n  excluded. 

= Number of effect ive t rans i t ions i n  [l,N], w i th  the 
boundary t rans i t ions included, whenever they occur. 

= L imits o f  II %in, %ax 

F(x)  4 P(e3/m33yx) = Probabi l i ty  o f  e r ro r  for Channel 3 conditioned on 
633 and other events k. 

[ I ,N ] ,  given i n  EIIN i j  and k. 
T = Number o f  pa i rs  o f  adjacent pos i t ive pulses i n  

(:) = Number o f  combinations of rn objects taken every n 
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ADDENDUM A 

EVALUATION OF THE CONDITIONAL PROBABILITY DISTRIBUTION 
OF THE RANDOM VARIABLE II GIVEN THE EVENT E;;; AND k 

I n  t h i s  appendix, we evaluate the probab i l i t y  d i s t r i bu t i on  o f  
the random v a r i p j l e  a ,  conditioned on k and (E1 i j  :N). Le t  us f i r s t  

define PN(%/(L:$),k) P(a/(i,j),k): 

(1) If k=0,  then P(O/(-1,-l),O)=l 
and every other cond. prob. i s  zero. 

If k = N, then P(.O/l ,l),N) = 1 
and every other cond. prob. i s  zero. 

I 

(2 )  

( 3 )  I f  k =  1 ,  then P( l / ( . l , - l ) , l )  = P ( l / ( - l , l ) , l )  = 1  (A-3) 
and P(2/(-ly-1),l) = 1 , P(L / ( l  ,l),l) = 0 (A-4) 

( 4 )  If k =  N-1, then P ( l / ( l  ,-l),ii-l) = p( l / ( -1  ,l),N-1) = 1 (A-5) 
(A-6) and P.(2/ (1 '1) ,N-1) = 1 , P( a/  ( -1 , -1 ) ,N-1 ) = 0 

Le t  us assume 2 9 k d  N-2, and l e t  us define the random variable 
T as the number of pa i rs  o f  adjacent pos i t ive pulses (k k ), given P' P+1 

i ' ' )  and k .  Then i t  i s  easy to  ver i fy  tha t  iE1 ,N 

2 ( k - ~ )  - 2 

2 (k - r )  - 1 
r =  

2(k-T) - 1 

2(  k - r )  

k - -  L+2 i f  E;;; 

k - -  '+l i f  E ~ : N  

i f  E;;; 

2 

2 

k - 7  k+l 

k - 5  9. i f  El :i- 

L e t  us now consider the set S o f  a l l  possible pa i rs  o f  adjacent 
(pos i t ive)  pu lses.  Then, 

(A-7) 
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of cardinal i ty k-1 . The way we select T of these pa i r s  does depend 
on El:N; i d  hence, we dist inguish the fol lowing cases. 

I n  t h i s  case, kl # 1, k k #  N. The k pulses l i e  i n  an i n te rva l  
k-1) of  N' = N-2 slots.  Then, T o f  the pairs i n  S can be selected i n  ( 

ways, and the possible selections are a l l  equiprobable. Hence, we 

can wr i t e  

where the event E, i n  (A-8) stands for any p a r t i c u l a r  select icn o f  
the T pairs. We shal l  select  the fol lowing pa r t i cu la r  pattern: 

(A-9) 

i.e., E, stands for the co l lect ion o f  a l l  patterns having the f i r s t  
( ~ + l )  pos i t ive pulses adjacent, and the r e s t  P =  k - ( ~ + l )  nonadjacent. 
The above hold f o r  'I > 0. I f  T = 0, then 

P(r=O/(-1,-l),k) = P(no adjacent pulses/(-1 ,-l),k) (A-1 0) 

and w i l l  be derived l a t e r  i n  t h i s  appendix. 

( A - 9 ) .  We w r i t e  

We shal l  t ry  now t o  f i n d  the probabi l i ty  o f  the event E, i n  

P { E S / ( - l  , - l ) , k ]  = E ( T , N '  ,k)-P{any indiv idual  pattern/N',k) (A-1 1 ) 

where E(T,N',~) i s  the number o f  patterns wi th in the set E,, and 

P { ar!y indiv idual  pattern/N;k) = 1 (A-12)  
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Next, we evaluate E(T,N' ,~)@ We note t h a t  

where z(~,N',k;k~), (i = 1, ...,k,,,) stands f o r  the  number o f  patterns 
belonging t o  E, whose f i r s t  pos i t i ve  pulse occurs a t  t he  pos i t i on  ki 
The upper 1 i m i  t k,,, i s  e a s i l y  shown t o  obey the equation 

We can then combine (A-13) and (A-14) i n t o  

N' -2k+~+3 
i ( ~ , N ' , k )  = 1 E(T,N' ,k;ki) 

ki=Z 

(A-14) 

(A-15) 

~n the fol lowing, we proceed t o  evaluate E(T,N',k;ki). From 

of a l l  the possible patterns contaSning P =  k - ( ~ + l )  posi- 
t h e  setci'l o f  the problem, i t  follows t h a t  t h i s  number equals the 
number 
t i v e  nonadjacent pulses w i th in  an i n te rva l  of  IT^ = N '  - [ki - 2 +  (.r+l)] 
= N' - (ki+T)+ 1 s lo ts .  From (A-14), i t  fo l lows t h a t  ri takes on the 
v;lues H~ E [(2k - 2~ - 2),(N' - T - l ) ] .  An addi t ional  const ra in t  should 
be added here, namely, tha t  the f i r s t  s l o t  w i th in  the ri places should 
no t  contain a pos i t i ve  pulse (since, otherwise. we would have ~ + 2  
p6 i rs  o f  adjacent pos i t i ve  pulses, cont rad ic t ing the problem formula- 
t i o r : ) .  An addi t ional  const ra in t  i s  t h a t  -r>.rrnin = 2k -  1 - N ' ,  i n  the 
case k N/2.  

One o f  the following two ways could be used for solving t h i s  
combinatorial problem. The f i r s t  i s  t o  formulate a difference equa- 
t i o n  which the var iab le E' should sa t i s f y .  
by s p l i t t i n g  a l l  these patterns enumerated by 
ta in ing  a pos i t i ve  pulse a t  the secand s l o t  w i t h i n  the r - i n t e r v a l ,  

1 

'P 

Such an equation ar ises 
i n t o  the ones con- 

P 
$ 
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plus the ones which do not. Hence, we can w r i t e  

r-1 n-2 ; n  2 3  E; = sp, + Ep-1 

CP#O = 0 9 Eo = 0 50 = 1 9  

4 = 2 = o  , 5::=0 
Sp#O,l 

w i th  i n i t i a l  condit ions 

1 2 1 

r-1 n-2 ; n  2 3  E; = sp, + Ep-1 
wi th  i n i t i a l  condit ions 

J 1 1 2 

2 

50 = 1 9  CP#O = 0 9 Eo = 0 

4 = Sp#O,l = o  , 5:: = 0 

(A-16) 

and try t o  solve (A-16). 

o f  objects o f  two kinds: 
The other approach i s  t o  consider t h a t  we have a co l l ec t i on  

i.e., a negative pulse fol lowed by a pos i t i ve  
pulse. This assumes t h a t  no two pos i t i ve  pulses 
w i l l  be adjacent. There are p o f  these objects. 

d- F i r s t  kind: 

Second kind: -7~ i -e. ,  a negative pulse which does no t  accompany 
a pos i t i ve  pulse. There are 7r-2p o f  these objects. 

Hence, the number o f  a l l  d ist inguishable permutations containing these 
two objects i s  

(A-17) 

N-1 N-1) I f  we subst i tu te  (A-17) i n t o  (A-16) and use the i d e n t i t y  (:! = ( 
we indeed v e r i f y  t h a t  (A-17) i s  the so lut ion o f  (A-16). 

c lude  tha t  

) + (n-l 

Combining (A-8), ( A - l l ) ,  (A-12), (A-15), and (A-17), we con- 

o i ' ,  changing variables (0 = ni-k+r+l ) ,  we have that  
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(A-18) 

The constraints f o r  [A-18) are as i n  Table 3.3a. Also, we agree t h a t  

Final ly,  the desired quanti ty P(t/(-l.-l),k) i s  obtained from 

0 (a) = 1. 

(A-18) and (A-7): 

N-2-k 

P(fi/(-l ,-l),k) = (fill-l); t=even - > 2 (A-19) 

wi th  constraints 

k = N/2 N12 c k < N-2 - < k < N/2 

( : ~ L I Z ~ )  O r (  2 - -  < fi < 2(N-k)-2 ) Or (2  5 fi N-2) 

For example, PN(R=2/(-1,-1),N-2) = 1/1 *(!) = 1, which i s  correct. 

if k > N / 2 .  Hence, we examine only the P(T=O/(-l,-l),k; w i th  k < N / 2 .  
Observe that, i f  k = N/2, ~ 2 1 ,  and (A-19) i s  applicable as i t  i s .  

We now examine P(-T=o/(-1 ,-l),k). Obviously, P(.r=O/(-l ,-l),k) = 0 

After some thought, we can see tha t  

,N ' +1 
P(r=O/(-1,-l),k;Z 5 k < N/2) = - 'k (y)- ; where (A-20) 

howver, we can show that  (A-20) i s  v i r t u a l l y  incorporated i n  (A-19). 

>.:,deed, f o r  R = 2k (.which i s  equivalent t o  'I= 0), (A-19) gives 

N-z-k 

(A-21) 
=k- 1 (k!l) 

P(k=2k/(-l,-l);k;Z < k N-2) = 

(Ni*) - 

dtid t o  ve r i f y  the claim, we have to  show [combining (A-20), (A-21)] tha t  



To prove th is ,  we use the  i d e n t i t y  ([12], problem 2-2): 

Put t ing  r = k-1 , r+n = N-k-2 i n  (A-23), we v e r i f y  (A-22) d i r e c t l y .  
The f i n a l  r e s u l t  f o r  the (.E;:N) cas2 i s  summarized i n  the 

foi iowing ta f te r  minor manipulations and using (A-22) again): 

P(O/(-l,-l);O) = 1 

P(R=Z/(-l,-l);l) = 1 

Pfa/ ( - l  ,-l);k) = (k;21) (N;;il) 
(Ni2) 

where 

II = even - > 2; 2 - -  < k < N-2; II obeys r e s t r i c t i o n s  o f  Table 3.3.a. 
F ina l l y ,  P(a/(-1,-1);k) = 0, els-dhere. 
i 

A6 

(A-22) 

;A-23) 

(A-24) 

This case i s  exact ly symmetrical t o  A . l ,  i f  one subst i tutes 
the k pos i t i ve  pulses w i th  N-k cegative ones. Hence, the r e s u l t  
can be d i r e c t l y  derived from (C.-24): 

P(O/(l,l);N) = 1 , P(~=2/ ( l , l ) ;N- l )  = 1 

(12;:) (:;E;) (A-25) -0- P ( e / ( l  ,1 1;k) = 

where 9. = Zven - > 2; 2 - -  < k < N-2; II obeys r e s t r i c t i o n s  o f  Table 3 . 3 a .  
Finally,P(a / ( 1  91);k) = 0, elswhere 

I 
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Note that, i n  order t o  derive (A-25) fran (A-?4), we have used the  
i dent i  ti es 

These two cases are ident ica l ,  so we t r e a t  the f i r s t  o f  
them. To f i nd  P@/(.l,-l),k), we use t o t a l  p r o b a b i l i t y  t o  w r i t e  

We f i r s t  f i n d  PN(k2=2/(1 ,,-l),k) and PN(k2>2/(1 ,-l),k) as follows 

1k2=2;(k-1) pos i t i ve  pulses in [2,N-l]/(l ,-l)] 

(k-1) pos i t i ve  pulses i n  [2,N-l]/(l ,-1)1 
P (k*=2/ ( I  ,-1) ,k) = 

4 

Then 

N-3 
P b 2 >  Z/(l,- l);k] = 1 - P[kZ=2/(1,-l);k] = 

k-1 

(A-27) 

(A-28) 



Second, we note tha t  

p [ e l ( 1  ,-1);k;k2=2] = PkE;:i-l;(k-l) pos i t i ve  pulses i n  [2,N-l]] (A-29) 

and 

P a / ( l  , - l ) ;k;k2 > 2] = Pk- l /E l t i : l  ;(k-1) pos i t i ve  pulses i n  [2,N-l]] (A-30) II 

If we subst i tu te  (A-27) through (A-30) i n t o  (A-26), a recur- 
s ive re la t ionship appears fo r  evaluating P(!l/(l ,-l);k), since the 

proceed further, we s p l i t  again the expression i n  (A-29) i n  the  same 

@ 
quant i ty  i n  (A-30) i s  of the form (A-24) f o r  the (Ei:N) case. To 

format as the o r ig ina l  (A-26), replacing N + N - 1  and k +  k-1. 
can be repeated n steps, and the resiri t will be of the form 
some man ipu l  a t i on) : 

rAE, 

The r . v .  n accounts f o r  the number of recursions needed to  b r i ng  

now regards the value o f  nmax. 
he quant i ty  PN[&/(.Er;i-n),lk-n)] t o  zero. A question tha t  ar ises 

From Table 3-3a,  we see tha t  

i f  1 < k < N/2  

if 

- -  
N/2 < k < N-2 2(N-k )  - 2 .- - ‘ma x 

( A - 3 1 )  

[we are re fe r r ing  to the (E- ’ - )  case 
1 ,N 
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Since both N and k are reduced by n a t  each step, the second 
l i m i t a t i o n  i s  always sat isf ied.  Hence, nmax (i.e., the maximum number 
of permissible steps) w i l l  be determined by forc ing 

'"ax = a - 1 = 2(k-nmax) 

o r  
E-1 k 

max = T - n 

From (A-24), we have tha t  

so that  (A-31) combined w i th  (A-33) y ie lds  

P(k/(l,-l);k) = 

or, using ident i t y  (A-23), we f i n a l l y  a r r i ve  a t  

(A-32) 

(A-33) 

(A-34) 

Y . S E ~ C  2 = odd> - 1; 2 - -  < k <  N-2 and II obeys the res t r i c t ions  o f  Table 3.3.a. 
F i c a l l y ,  ( ( ~ / ( l - l ) ; k )  = 0, elsewhere. An ident ica l  r e s u l t  holds f o r  the 
c a s 2  

- 4 -  



ADDENDUM B 

EVALUATION OF THE COkDITIONAL PROBABILITIES OF 
THE EVENTS E i : i  GIVEN k POSITIVE PULSES I N  N SLOTS 

I n  t h i s  appendix, we evaluate the  p r o b a b i l i t i e s  PN(E::i/k) 4 
P ( ( i , j ) / k )  as fol lows: 

- P((1 , l ) ; (k -2)  pos i t ive  pulses i n  [2,N-l])- (B-l) 
p((1 , i ] / k )  = E(& - P( k )  

m d ,  since the two events i n  the numerator a re  independent, we get  

1 1 
ii (Z). 2N;2 

1 P((k-2) posi t ive  pulses i n  [2,N-l]] - -  - 
P[fl,i)/k) = 8 .  P(k) 

or, finally, 

and s i m i  1 ar t y ,  

P ( ( 1  , - l ) / k )  = P ( ( - 1  , l ) / k )  = - 
(“k 

and 

The above were derived assuming 2 - < k .- < N-2. Obviously, 
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P ( ( L l ) / O  ) = P ( ( l , - l ) / O )  = P ( ( - l J ) / O )  = 0 (8-5 1 

P ( ( - l  , - l ) / N )  = P ( ( l  , - l ) / N )  = P ( ( - 1  ,l)/N) = 0 (8-6) 

P ( ( l , l ) / l )  = 0 (8-7) 

P ( ( - l , - l ) / N - l )  = 0 (6-8) 

P ( ( - 1  , - l ) / O )  = P ( ( l  ,l)/N) = 1 03-91 

(B-1 0)  1 P [ ( I , . - l ) / l )  = P ( ( - 1  , l ) / l )  = P ( ( l  , - l ) / N - l )  = P((-1 , l ) / N - 1 )  - -Fi 

N-2 ( B - 1 1 )  - 
p ( ( - ]  , - 1 ) / 1 )  = P ( ( l  , l ) / N - l )  - -T i -  
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APPENDIX A 

PEAK REGULATOR DESIGN AND BREADBOARD EVALUATION 

1 .o I NTRODUCT I ON 

As a p a r t  o f  the development and spec i f i ca t i on  o f  the  PI/KuSP 

bent-pipe in ter face,  Axiomatix undertook t o  design and evaluate a s ignal  
waveform peak regulator .  Such a regu la to r  permits the l a rges t  poss ib le  
peak frequency dev ia t ion  o f  the  FM t ransmi t te r  f o r  any waveform shape, 
thus maximizing the  mean-square dev ia t ion  and FM l i n k  SNR. 

The purpose f o r  t h i s  a c t i v i t y  was twofold:  

(1) To demonstrate the s i m p l i c i t y  o f  implementation us ing r e a d i l y  
ava i lab le  in tegra ted  c i r c u i t s  

(2) To show t h a t  the loop w i l l  be s tab le  and perform t o  expecta- 
t i ons  f o r  a l l  i npu t  waveforms. 

2.0 XINCTIONAL DES1 GN 

Figurt. 1 i s  a funct ional  diagram f o r  the peak regu la to r  loor .  
The i n p  t, Vi, i s  f i r s t  passed through a two-pole LPF having a 3 dB f r e -  

quency o f  4.5 MHz. This LPF i s  r e c l l y  no t  a p a r t  o f  the lcop  proper bu t  
i s  necessary t o  s imulate the output bandwidth cha rac te r i s t i cs  o f  the P I  
receiver.  to l low ing  the LPF i s  a ga in -cont ro l lab le  a m p l i f i e r  (GCA) whose 
gain, K, i s  voltage con t ro l l ab le  by a reference voltage, VR. The nominal 

open-loop gain o f  t h i s  a m p l i f i e r  i s  +16 dB and i s  var iab le  by the r e f e r -  
ence from about +36 dB t o  -34 dB. P r i o r  t o  the GCA i s  a 21 dB at tenuator  
and fo l low ing  the GCA i s  a +20 dB f i xed  gain amp l i f i e r ,  so t h a t  the over- 
a l l  nominal input/output gain i s  +15 dB (a vol tage gain of 5.6). 
the regulated output vol tage i s  spec i f i ed  t o  be +2V p-p, the nominal 
i npu t  vol tage i s  357 mV p-p. 

c u i t  which i s  mechanized i n  the form o f  a half-wave l i n e e r  r e c t i f i e r .  

(Note: The e a r l i e r  funct ional  design showed a fu l l -wave l i n e a r  r e c t i f i e r  
but ,  because o f  waveform symmetry, the half-wave c i r c u i t  was judged t o  be 
s u f f i c i e n t  and simpler t o  implement.) A gated reset  peak detector  fo l lgwing 

Since 

Output o f  the regulator ,  Vo, i s  i npu t  t o  an absolute value c i r -  
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the r e c t i f i e r  functions t o  store o r  hold the largest voltage peak observed 

over a 0.99 ms time period. A t  the end o f  each 1 ms sample period, the 
peak value i s  transferred t o  a sample-and-hold ampl i f ier  where i t  i s  
retained while the peak detector memory (capacitor) i s  reset and the next 
peak detection operation takes place. 

instantaneous error,  E., i s  formed by subtracting a 1V reference from V. 
Thus, E = V-1. An LPF fol lows (t ime constant = 1 sec) which averages 
over a large number o f  the peak detcct td e r ro r  values tha t  may change 
each 1 ms. The LPF output i s  denoted by 2. Following the LPF i s  a 36 d6 
gain ampl i f ier  which produces a t  i t s  output 61E subject t o  a maximum con- 
s t r a i n t  o f  +_O.*U. This constraint  i s  imposed t o  keep the reference v o l t -  

age t o  the gain-control lable ampl i f ier  w i th in  a l i n e a r  operating range, 
precluding the p o s s i b i l i t y  o f  an unstable loop condition. 
voltage reference, VR, i s  formed by o f f s e t t i n g  the e r ro r  61; by -3.6V. 

The o r ig ina l  speci f icat ion o f  the loop regulat ion performance 
was t o  be -rl% on the output f o r  a 220 d6 input var iat ion.  Thus, the 
equation o f  regulat ion would be 

Designating the sample-and-hold output by the symbol V, the loop 

The ampl i f ier  

loo(vop-l 1 
Vop = 5.6 Vip x 10 

xhere V 

and input voltages. As w i l l  be seen f ro% the actual c i r c u i t  performance 
discussed i n  the fo l lowing section, t h i s  capabi l i ty  was achieved over 

only a 16.5 dB range. 

detector averaging time per sample i s  0.99 ms. 
i o u s  waveform shapes considered, where the lowest subcarrier (sinusoid) 
rrequency i s  expected t o  be about 30 kHz and random noise occupies the 
f u l l  4.5 MHz Sandwidth, each peak sample should be very close t o  the t rue 
peak value o f  the waveform. 
3150 provides the loop wi th  a reasonably rapid response t o  dynamic input 

l e v e l  changes, but i s  s u f f i c i e n t l y  long t o  obviate response t o  very short 
s igna l  transients or  the p o s s i b i l i t y  o f  an occasional impulse noise burst 
due t o  EM1 or other sources. 

and V are, respectively, the regulator waveform peak output 
OP i P  

The peak e r ro r  sampling ra te  was chosen as 1 kHz, and the peak 
Thus, for  any o f  the var- 

Averaging over  a thousand o r  so e r ro r  samples 
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3.0 REGULATOR CIRCUIT DESIGN AND PERFORMANCE 

Figure 2 i s  a c i r c u i t  diagram f o r  the  Axiomatix peak regu la to r  

breadboard, and Figure 3 shows the  companion t im ing  l o g i c  c i r c u i t s .  As 
most o f  the regu la to r  design i s  based upon operational a m p l i f i e r  configu- 
ra t ions,  a correspondence between the  c i r c u i t  diagram and the  funct ional  
diagram o f  Figure 1 may be e a s i l y  established. The ampl i f ie rs  having the 

AD p r e f i x  are Analog Device types, and AD583 i s  the  sample/hold ampl i f ie r .  
Block AH0152 i s  a FET switch used t o  discharge the peak detector  capaci tor  

(100 p f ) .  
the  p a i r  o f  reversed IN457 duo-diode groups. Timing waveforms are pro- 
duced by monostabl e mu1 t i v i  brators. 

The RCA CA3002 was o r i g i n a l l y  selected because o f  i t s  l a rge  gain 
contro l  capabi l i ty - -up t o  70 dB f o r  a 1.5V cont ro l  valtage d i f f e r e n t i a l  

range. When the a m p l i f i e r  was tested t o  ascer ta in  a l l  o f  i t s  operating 
cha rac te r i s i t i cs ,  i t  was discovered t h a t  the  maximum inpu t  voltage had t o  
be l i m i t e d  t o  150 mv p-p. Above t h i s  value, v i r t u a l l y  independent o f  the 
gain contro l  bias, the a m p l i f i e r  output exh ib i ted  a voltage sa tura t ion  
(compression) condit ion. The r e s u l t  was t h a t  the a m p l i f i e r  could no t  be 
dr iven t o  the l eve l s  intended i n  the o r i g i n a l  design. This, therefore, 

necessit i ted an adjustment o f  the intended operating po in t  and resu l ted  
i n  a reg l r la t ing range o f  10 dB below the nominal i npu t  and 6.5 dB above 
the nominal inpu t  ( ra ther  than 220 dB). 

t h i s  would no t  compromise the prime reason f o r  the breadboard evaluation 
o f  demonstrating excel l e n t  pcak-to-peak regu la t ion  as a func t ion  o f  a 
va r ie t y  o f  complex waveforms plus 4.5 MHz lowpass noise. 

l i n e a r  r e c t i f i e r  (see Figure 34 o f  the Final Report f o r  1978 Contract 
NAS 9-152400 f o r  the c i r c u i t ) .  This c i r c u i t  performed very wel l  as a 

funct icn o f  inpu t  frequencies up t o  2.5 MHz. Above 2.5 MHz, however, 
unsymmetrical phase s h i f t s  i p p a r e d  between the waveform produced by 
the ind iv idua l  half-wa:, r e c t i f i e r  outputs. Further, the overa l l  f r e -  
quency response was l i m i t e d  t o  about 3 MHz due t o  the i n a b i l i t y  o f  the 
AD507 ampl i f iers  t o  preserve the harmonic s t ruc tu re  o f  the ful l-wave 
waveform above t h i s  frequcccy. 
t i f i e r  using d i f f e r e n t  (wider bandwidth) ampl i f iers ,  i t  was decided t o  

Clamp f o r  the e r r o r  voltage a m p l i f i e r  output i s  provided by 

It was decided, however, t h a t  

The i n i t i a l  regulator  breadboard was constructed w i t h  a f u l l  -wave 

Rather than redesign the ful l-wave rec- 
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use a l i n e a r  half-wave c i r c u i t  instead, as a l l  the contemplated input 
waveforms are amp1 i tude symnetrical. This change el iminated two AD507 
ampli f iers, w i th  the r e s u l t  t ha t  the half-wave r e c t i f i e r  responsa was 
found t o  be adequate up t o  4.2 MHt u t i l i z i n g  IN914 diodes. 

A l l  the rem in ing  c i r c u i t s  performed essent ia l ly  as expected. 
A 470 n res i s to r  had t o  be i n s t a l l e d  between the FD300 diode and 100 pf 
capacitor i n  the peak detector c ' rcu i t  i n  order t o  suppress an undesirable 
swi tch-of f  t ransient from the AH0152 FET discharge switch. 

4.0 DEMONSTRATION AND TEST RESULTS 

A measurement o f  the loop regulat ion capab i l i t y  was made i n  the 
fo l lowing manner. Figure 4 shows the configuration used t o  obtain the 
necessary data. The approach taken was necessitated because o f  1 i m i  ted 
equipment but proved t o  work reasonably well .  

shown i n  Figure 4, an oscil loscope was employed t o  measure the AVO as a 
function of Vi. The measurement was cal ibrated f o r  Vi = 178 mV-p and 

f o r  t h i s  measurement so as t o  minimize any possible phase s h i f t  through 
the regulat ing c i r cu i t s .  Some perceptible phase s h i f t  a t  f = 2 MHz had 
been observed through the CA3002 amplif ier as a function o f  i t s  gain.) 
The scope, operating i n  i t s  d i f f e r e n t i a l  input mode (Yl - Y 2 ) ,  was C a l i -  

brated on the Y p  input, while the Y1 var iable attenuator was adjusted t o  
produce an amplitude n u l l  cn the scope screen. Voltage, V, was held con- 
stant while Vi was changed using the operational adjustable attenuator 
and measured using a high-frequency RMS-to-DC converter i n  copjunction 
wi th a DVM. 
V i ,  could be read d i r e c t l y  on the scope. The only problem encountered 
W ~ S  that  the wideband noise generated i n  the regulat ion loop ampl i f ier  
c i r c u i t s  made i t  d i f f i c u l t  t o  measure e r ro r  voltages below 5 mV. 

the regulat ion range o f  -10 dB t o  4-6.5 d6 about the nominal (ca l ibrat ion)  
point  was achieved. 

e x c l u s i v e  o f  the LPF, and the 3 d6 frequency was found t o  be about 5.2 MH7, 

the main contr ibutor t o  the r o l l - o f f  befng at t r ibuted t o  the +20 dB output 

The regulat ion e r ro r  was measured i n  a d i f f e r e n t i a l  fashion. As 

= 1 V-p a t  a frequency o f  500 kHt.  ( A  500 kHz frequency was selected 
vO 

The r e s u l t  i s  t ha t  regulat ion error,  AVO, as a funct ion of 

Table 1 sumnarites the regulat ion measurements. As can be seen, 

The throughput frequency response o f  the regulator was measured 
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ampl i f ier .  
was 3.9 MHz 

The 
rather qual 
noise. A 1 
square wave 

With the input LPF connected, the throughput 3 dB frequency 

remainder of the medsurements made on the regulator were 
t a t i v e  and consisted o f  mixtures o f  signal waveforms and 
024 MHz sinawave (representative o f  a subcarrier), a 200 kHz 
(representa9ve of NRZ data), and random noise were combined 

a t  varying leve ls  and the regulator input and output observed on the 
scope. The performance was judged t o  be as expected. It was estimated 
tha t  the regulator was able t o  hold regulat ion on the 4.5 MHz noise peaks 
a t  about 2 . 7 5 ~ .  

able t o  accomnodate input on/off step transients. 
The regulator was never observed t o  exh ib i t  inst;bi l i ty, and was 

5.0 CONCLUSIONS 

Except f o r  the somewhat l i m i t e d  regulator dynamic range o f  16.5 dB, 
a l l  other aspects o f  the peak regulator design and breadboard evaluation 
met the objectives set f o r  the e f f o r t .  If, i n  the future, i t  i s  desired 
t o  increase the dynamic range t o  the o r ig ina l  design goal o f  40 dB, t h i s  
may be done by reglacing the CA3002 ampl i f ier  by a FET o r  diode current 
control l ed  attenuator configuration. 
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APPMlOIX V 

MAXIMUM SWEEP FREQUENCY FOR PHASE-LOCKED LOOPS 
WITH LARGE DAMPING FACTORS 

BY 

Marvin K. Simon 



1 .o INTRODUCTION 

The c lass ic  paper by V i te rb i  [l] investigates the swept acquis i t ion 
capabi l i ty  of a phase lock loop (PLL) using the phase plane approach. 
Therein i s  was shown that, i n  the absence o f  noise, a second-order loop with 
damping factor c = 0.707 could always* b? brought t o  a locked condit ion as 
long as the sweep r a t e  (rad/sec) was less than h a l f  the square o f  the loop 
natural frequency B. For values o f  6 /2 c % c @ , the loop could not be 
guranteed t o  lock. This i s  equivalent t c  saying t h a t  some o f  the phase plane 
t ra jec to r ies  corresponding t o  i n i t i a l  conditions i n  ce r ta in  regions o f  the 
plane would no t  approach the equi l ibr ium (lock) po in t  i n  the steady s tate but, 
rather, go on t o  a stable l i m i t  cycle. I f  the i n i t i a l  conditions were such 
as t o  br ing the loop i n t o  lock, however, it would continue t o  track. For 
'Lo> B ~ ,  the loop would not lock a t  a l l .  Moreover, i f  i t  ever reached the 
lock point, i t  would not  continue t o  track. 

sidered by Dye [2] and Tauseworthe [3]. 
c =  0.5, lock-on i s  guaranteed f o r  
Ao< e2, and not  possible f o r  
generalized them by invest igat ing the maximum guaranteed lock-on capabi l i ty  
for a range o f  damping factors between 0.25 and 1.6. 

Tauseworthe's resul ts  t o  larger  damping factors. Second, we shal l  consider 
the s i t ua t i on  where the PLL i s  preceded by a narrowband bandpass l i m i t e r  (BPL) 

2 2 

Extension o f  these resu l t s  t o  other values o f  loop damping was con- 
I n  par t icu lar ,  Dye showed that, f o r  

fi2. Tauseworthe v e r i f i e d  these resul ts  and 

2 e 0.387 B ~ ,  marginal for 0.387 B < 

The purpose o f  t h i s  report  i s  twofold. F i r s t ,  we wish t o  extend 

which i s  typica 
a l l y ,  these two 
the increase i n  
SNR i n  the BPL 

o f  the deep-space network (DSN) transponder receiver. Actu- 
general i t a t i o n s  w i l l  not  be performed independently. Rather, 
damping fac to r  w i l l  come about because o f  the increase i n  
nput bandwidth, thus ra i s ing  the l i m i t e r  suppression a from 

i t s  threshold value a0 toward i t s  strong signal value. The damping factor  
( r e l a t i v e  t o  i t s  threshold value co, assumed here t o  be 0.707) i s  d i r e c t l y  
proportional t o  the square root  o f  the r a t i o  o f  a t o  ao. 

The approach taken i n  t h i s  report w i l l  once again make use o f  the 
phase plane. A simple method for  obtaining phase plane t ra jec to r ies  on a 
d i g i t a l  computer was discussed by the author i n  [4]. The approach used 
there w i l l  prove useful i n  obtaining the desired resul ts  described above. 

* 
The word "always" as used herein implies an i n i t i a l  frequency o f f s e t  

between the input and loop's 'JCO reference o f  any magnitude and a sig? i n  the 
d i rect ion o f  the sweep. 



2 

2.0 THE LOOP EQUATION 

A second-order PLL with perfect  in tegrat ing loop f i l t e r  

i s  governed by the d i f f e r e n t i a l  equation o f  operation [SI 

2 

dt 
= 9 + 62 ( s i n  4 t f2 2 cos 4) 

I 

where 4 i s  the loop phase error. The loop damping c can be related t o  B 

and r2 by 

BT2 
5 = T  

Thus, def in ing the normalized time var iable T = 25W, (2) can be rewr i t ten 
i n  the form 

2 Further, l e t t i n g  u = de/d.r, and equivalently, d +/dr2 = vdu/d4, ( 3 )  can be 
put i n  a form desirable f o r  using the phase plane approach o f  [4], namely, 

d" + cos I$ = 7 1 -2 - s i n  41 * 4 r v  B 
(4) 

3.0 THE PHASE PLANE TRAJECTORY APPROACH 

I n  [4], i t  was shown tha t  the parameter arc length defined by 

2 ds dv2 + d i 2  ( 5 )  

was a desirable independent parameter f o r  ,constructing a p l o t  o f  4 versus 
v (a phase plane) on a d i g i t a l  computer. Thus, our goal (as i n  [4]) i s  t o  
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f ind  a pa i r  o f  coupled f i rst -order d i f fe rent ia l  equations f o r  I+ and v, 

i .e .  , 

and solve these i terat ive ly .  To see how t h i s  i s  done, we f i r s t  observe 
from (5) that  

(7) 1 

Substituting (4 )  in to  ( 7 )  and (8, gives the desired set o f  d i f fe rent ia l  
equations i n  the form o f  (6) , namely, 
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4.0 DETERMINATION OF THE SADDLE POINT PHASE PLANE TRAJECTORY 

The phase planes o r i g i n a l l y  determined by V i te rb i  [l] contained 
a t ra jec to ry  (herein refarred t o  as the saddle po int  t ra jectory)  which 
passed through the saddle p o i n t  6 = 0, 4 = a - sin" (Ao/e ). The sig- 
nif icance o f  t h i s  t ra jec to ry  depends on the value o f  loop damping r e l a t i v e  

2 t o  the normalized sweep rate Ao/s . For example, Figure 1 i l l u s t r a t e s  a 
phase plane p l o t  f o r  c = 0.707 and 0 c A. 

denoted by point  B and the saddle po int  t ra jectory  corresponds t o  the 
t ra jectory  passing through points A, B and C. I n  par t icu lar ,  we note 
tha t  the value o f  6 a t  po int  A (4  = -n) herein denoted by 6, i s  greater 
than the value o f  4 a t  po int  C ( 4  =+) herein denoted by )c. Thus, any 
phase plane t ra jectory  w i th  i ( 0 )  c 0 [6(0) denotes the i n i t i a l  condit ion 
on 6( t ) )  w i l l  stay below t h i s  saddle po int  t ra jec to ry  and eventually 
reach the equi l ibr ium point  D (4D = sin" (Ao /@ ), iD = 0). This i s  con- 
s is tent  wi th  our previous statement tha t  the loop w i l l  "always" reach lock 
when A. c B /2. 

be such tha t  e i t h e r  ic > 6, or  po int  A disappears en t i re l y .  
t e r  case (see Figure 2) ,  f o r  example, we observe tha t  there ex is ts  a cor- 
r i d o r  i n  the phase plane bounded by the t ra jec to r ies  E - E '  and F - F'  
o r  G - G' and F - F', f o r  which any t ra jectory  o r i g ina t i ng  i n  t h i s  band 
w i l l  be whipped past the equi l ibr ium point  and on t o  a stable l i m i t  cycle. 
Thus, despite the f a c t  t ha t  A. > 0 and i ( 0 )  c 0, the loop w i l l  not  come t o  
lock i f  i ( 0 )  i s  of such a maqnitudr as t o  f a l l  i n t o  t h i s  c r i t i c a l  corr idor.  

value o f  Ao, namely, s /2, f o r  which a l l  t r a jec to r i es  w i th  ; ( O )  0 reach 
the equil ibr ium point, corresponds t o  a saddle po int  t ra jectory  f o r  which 
4, = 4, (see Figure 3 ) .  
o f  loop damping 6 ,  we search f o r  the largest value o f  no/@ which gives a 
saddle point  t ra jectory  wi th  i, = i,. 
i s  then the maximum sweep rate ( i n  rad/sec) f o r  which the loop i s  guaran- 
teed t o  acquire. 

Using the p a i r  o f  coupled d i f f e ren t i a l  equations of (9), we s t a r t  
a t  ( i n  the neighborhood o f )  point  B (whose coordinates are known, namely, 
v = 0, 4 = n - s in  

2 

2 8 /2. The saddle po int  i s  

2 

2 
2 2 I f  = 0.707 and @ /2 c A ~ C  8 , the saddle point  t ra jectory  w i l l  

I n  the l a t -  

From these examples, i t  i s  easy t o  conclude tha t  the c r i t i c a l  
2 

This, then, i s  our task, namely, f o r  each value 
2 

This value o f  Ao, namely, Aomax9 

-1 2 ( A O / @  )) and numerically integrate forward (ds 
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,i 
i 
! 

F i g w e  1 .  A Typical  Phase Plane Trajectory Showi g Solut ions 
t o  t h e  Loop Equation; 6 = 0.707, hoc B /2 4 

0 



i 

-n -n/2 0 n l2  n 
cb 

Figure 2.  A - ; i ca l  Phase Plane Tra jectory  Showing Solut ion.  
t o  the Loop Equation 

5 = 9. ' -7 ,  h 0 / s 2  = 0.95 



7 

Figure 3. Limit ing Trajectory f o r  wQich Loci with &-n) 
< 6, Converge and i ( -n )  > $, Diverge 
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posit ive) t o  point  C (4 = IT) and backward (ds negatfve) t o  point A (4' -u). 

The value o f  A ~ / B  a t  which vA = vc i s  then the desired result.  2 

5.0 DETERMINATION OF THE MAXIMUM SWEEP RATE IN TERMS OF 
THE DESIW POINT LOOP PARAMETERS 

Lett ing co and Bo, respectively, denote the design point ( thxsh-  
old) values of loop damping and natural frequency, then, f o r  any operating 
point SNR i n  the BPL input bandwidth, the corresponding values are given 

bY 

I n  (101, a. i s  the threshold l i m i t e r  suppression factor and a i s  the cor- 
responding suppression factor a t  the operating SNQ. 
i n to  (9) enables one t o  determine the c r i t i c a i  saddle pefnt t ra jectory as 
a function o f  a f o r  f ixed values o f  ao, 60 and co. 

versus rt f o r  values o f  
widths WL,, o f  13 and 18 Ht .  The relat ionship between 

bY 

Substituting (10) 

I n  part icular, f o r  
2 2 = 0.0547 a.id ;o = 0.707, Figure 4 i s  a p lo t  o f  fm,/B = A h , / 2 ~ 1 3  aO 

corresponding t o  two-sided threshold loop band- 
and WLo i s  giveti 

Bo =(&+Lo 

Table 1 tabulates some o f  these values along with the corresponding values 
o f  8 and 5 as computed from (10) - 
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Table 1. PLL Parameters as a Function o f  Limiter Suppression 

a B ? wL 

0.1000 

0.2000 

0.3000 

0.4000 

0.5000 

0.6000 

0.7000 

0.8000 

0.9000 

1.0000 

16.5719 

23.3363 

28.7034 

33.1439 

37.0560 

40.5928 

43.8452 

46.8725 

49.71 58 

52.4051 

0.9559 

1.3519 

1.6557 

1.9119 

2.1375 

2.3415 

2.5292 

2.7038 

2.8678 

3.0229 

20.1773 

36.0213 

51.8653 

67.7093 

83.5533 

99.3973 

1 1 5.241 3 

131.0853 

146.9293 

162.7733 

0.6140 

0.7320 

0.7890 

0.8260 

0.8510 

0.8690 

0.8840 

0.8890 

0.9040 

0.9120 

26.8371 

63.9894 

103.4583 

144.41 32 

185.9891 

227.8967 

270.4689 

310.8556 

355.61 32 

398.6225 

t, = 0.707 WLo = 13.0000 Bo = 12.2565 a. = 0.0547 -u 
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APPENDIX V I  

THE THEORY OF MEAN-SQUARE PHASE NOISE PERFORMANCE 
OF ONE/TWO-WAY COHERENT COMMUNICATION LINKS 

1 .o 1 NTRODUCTION 

I n  assessing the perfomance o f  one/two way coherent comnunication 
l inks ,  one must consider the  many sources o f  random f l uc tua t i ons  present 

i n  the overa l l  system and t h e i r  i nd i v idua l  degrading e f fec ts .  While it 
i s  most comnon t o  consider on ly  those degradations due t o  the a d d i t i v e  
thermal noise on the l i n k ( s ) ,  a complete charac ter iza t ion  o f  system per- 

formance should a lso inc lude the  e f f e c t s  o f  such phase noise sources as 
t ransmi t te r  and rece iver  l o c a l  and reference osc i l l a to rs ,  mixer (mu1 ti- 
p l i e r )  l o g i c  noise, AN-to-PM conversion due t o  l i n k  non l inear i t ies ,  and 
possible v i b r a t i o n  e f fec ts .  A l l  o f  these phase noise components degrade 
c a r r i e r  t rack ing loop performance and those which are no t  t racked by the 
loop(s) have an add i t iona l  harmful e f f e c t  on ove ra l l  system e r r o r  prob- 
abi 1 i ty performance. 

Regardless o f  the analys is  technique employed, the f i t , s t  step 
i n  assessing t rack ing  loop and b i t  e r r o r  performance degradations due t o  
phase noise e f f e c t s  i s  t o  introduce appropr iate r '" latical models fo r  
the c a r r i e r  (d isc re te  o r  suppressed) t rack ing  I C ,  ,) which inc lude the 
various sources o f  phase noise re fe r red  t o  above. These models ord inar-  
i l y  take the form o f  equivalent l i n e a r  loop block diagrams w i t h  phase 

noise sources described by power spect ra l  dens i t ies  character ized by 
inverse power law behavior as a funct ion of frequency away from some 

nominai galue. 
i n s t a b i l i t i e s  present i n  prec is ion freqgency sources, alorlg w i t h  t h e i r  

character izat ion,  i s  given in [ l ] .  For our purposes, i t  i s  convenient 
(as was done i n  [ ? I )  t o  represent the equivalent two-sided lowpass power 
spectral  densi ty  S of the var icus phase noise i n s t a b i l i t i e s  by the 
( inverse) power ser ies" 

A complete discussion o f  the var ious phase and frequency 

* 
* 

We sha l l  ignore any d isc re te  frequency compments 
spectrum such as those caused by spurs o r  v i b r a t i o n  e f fec ts .  

i n  the 



Th 0 IwC terms 

3 

k=O 

orrespond t o  white phase noise, 1 ~ 1 ~ ’  corresponds t o  
f l i c k e r  phase noise, lal-2 corresponds t o  white frequency noise, while 
I w 1 O3 corresponds t o  f 1 i cker frequency noise . 

In the past, the ca lcu lat ion of mean-square phase e r ro r  i n  the 
presence o f  phase noise has been based on an equivalent l i n e a r  loop model 
f o r  a one-way l i n k ,  with specif ic closed-form resul ts  obtained only for 
the case o f  0.707 loop damping (Eq. (11) o f  [2]). While the abstract and 
introduct ion of [e] imply t h a t  these theoret ical  resu l t s  can be applied 
t o  assess the tracking loop and b i t  e r ro r  probabi l i ty  performances o f  
various Shutt le S-band l i n k s  (e.g. , payload/Shuttle and TDRSS/Shuttle) , 
i n  r e a l i t y ,  t h i s  i s  not t rue  since these l i n k s  are indeed two-way coher- 
ent comnunication systems. In  fact, the theory developed i n  the f i r s t  
par t  o f  [ Z ]  i s  never used i n  assessing the performance o f  these l inks;  
rather, estiniates o f  the actual power spectral densit ies of the many 
phase noise sources combined with piecewise 1 inear approximations o f  the 
various loop transfer functions allow f o r  numerical integrat ion computa- 
t i o n  o f  mcan-square phase error.  

In t h i s  report, we begin by generalizing the speci f ic  one-way 
resul ts  given i n  E23 t o  the case o f  a rb i t ra ry  loop damping. Following 
th is ,  we present a theory f o r  computing mean-square phase e r ro r  due t o  
phase noise sources i n  two-way coherent comnunication l inks.  Here again, 
the two laops are allowed t o  have a rb i t ra ry  damping factcrs and natural 
frequencies. Several d i f f e ren t  two -way transfer functions character ist ic 
o f  payload/Shuttle l i n k s  (e.g., I n e r t i a l  Upper Stage (YS)/Payload In ter -  
rogator ( P I ) ) ,  are considered and, i n  each case, expressions for the 
mean- -**are phase error  comyone,.ts corresponding t o  each term i n  the 
power spectral densi+.y 01 (1) are derived. These resul+s, . ?n combined 
wi th  - i m i l w  r s u l t s  avai?abls t o r  mean-square phase c r r o r  due t o  dddi- 
t i v e  thermal noise [3], then a l l o w  f o r  assessment o f  t o t a l  mean-quare 
phase e r rc r  perform;nce and the cot rsponding degradation i n  b i t  erro- 
woba l  i 1 i ty performance. 
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2.0 SYSTEM MODEL 

Consider the simple model o f  a two-way coherent comnunication 
system i l l u s t r a t e d  i n  Figure 1. As such, the reference system might rep- 
resent the PI aboard the Shutt le while the vehicle transponder might rep- 
resent the IUSjSGLS transponder.* When the switch i s  i n  pos i t ion 1, the 
system o t  Figure 1 operates i n  a two-way coherent mode, i.e., the upl ink 
signal t o  the vehicle i s  coherently demodulated and a frequency-translated 
version o f  i t  i s  retransmitted on the downlink, which i s  then tracked by 

2, a free- 
downlink 
one -way 

the reference tracking loop. When the switch i s  i n  pos i t ion 
running aux i l i a ry  o s c i l l a t o r  aboard the vehicle provides the 
c a r r i e r  and, as such, the system operates as two independent 
1 inks. 

An equivalent l i nea r  baseband model o f  the system, 
various phase noise sources, i s  i l l u s t r a t e d  i n  Figure 2 '  Us 

i ncl udi ng 
ng simple 

control system theory, the block diagram o f  Figure 2 can be fur ther  sim- 
p l i f i e d  t o  Figure 3. From Figure 3 ,  we imnediately observe tha t  the 
phase error  +e i n  the reference system i s  given i n  terms o f  the various 
phase noise sources by ** 

Assuming f o r  s imp l i c i t y  that  the I F  ampl i f iers i n  the reference system 
are  ident ical  ideal "br ickwal l "  bandpass f i l t e r s ,  w i th  G1 ( 5 )  and G2(s) 
t h e i r  equivalent lowpass transfer functions, i .e., 

I__- -- * 
I n  r e a l i t y ,  the TCXO-1 inear phase modulator combination i s  

on ly  a p a r t  o f  a more general-purpose frequency synthesizer aboard the 
S h u t t l e  P I  which contains other internal  loops and phase noise sources. 
F o r  the purpose o f  Sections 2.0 through 5.0, we consider o ~ l y  the d i rec t  
feedthrough paths o f  the TCXO t o  the transmit and r e c e i v e  output termin- 
a l s  of the synthesizer. 
o t h e r  internal  frequency synthesizer o s c i l l a t o r  sources and o ther  TCXO 
paths.  

i l o s i t i o n  1. 

L a t e r  on, we generalize the m d e l  t o  include the 

** 
We assume here t h a t  t h e  switch the vehicle system i s  i n  
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then, uslng the notation 

Equation ( simplifies" t o  

The corresponding mean-square phase noise i s  obtained from 

- 

where the overbar denotes s ta t is t ica  I expectation. Le 

dencte the power spectral density ( i n  Laplace transform notation) o f  the 
phase noise process JI, then (6)  i s  evaluated as 

- .---_ * 
b KRFR{ 

We further assume t h a t  la H$) 1 - H R ( s ) ,  where 

H ~ ( s )  - F-(s3 ; i . e . ,  ~ , ( s )  ig yid@aincPwt@ respect t e  ! . R ( ~ ) .  
s'KR .R 



a 

or l e t t i n g  s = jw, 

F m  (9), we observe that three di f ferent types of integrals 
occur; the f i r s t  two involve two-way conmunication (i.e.¶ two loops i n  
cascade) and the third, one-way ccnmnunication (i.e.¶ a single loop). 
I n  the following section, we derive closed-form resul ts for these terms 
when S (0) i s  given by (1) and the loop transfer functions correspond t o  
second-order loops with arb i t rary  1 oop dampings and natural frequencies. 

6 

3.0 CALCULATION OF MEAN--S')MRE PHASE NOISE 
FOR ONE-WAY COHERENT COMMUNICATION LINKS 

A second-order carrier-tracking loop has the in-band transfer 
function [4] 

where r = 4r i s  the loop damping factor (t i s  the loop damping) and wn 

i s  the loop natural frequency i n  rad/s. The corresponding out-of-band 
transfer function i s  c lear ly 

Finally, the magnitude-squared versions o f  (10) and (11) are respectively 
given by 
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Now consider the evaluation o f  

2 
where 11 - H(ju)( i s  given by (12), S*(W) by ( l ) ,  

Subs t i t u t  i ng 

where 

1 )  combined with (14) i n t o  (13) yielc 

3 
2 

(1-way 
k=O 

and 

5 

- l / o o H  2 11 - H ( j w ) /  2 do 
f 

w 
- 1 -way 

For simp1 i c i  t y  o f  the resul t ing expressions and with 1 i t t l e  

Clearly, t h i s  i s  
loss i n  accuracy, we shal l ,  wherever possible, allow the upper l i m i t  o f  
the integral  i n  (16) t o  be i n f i n i t y  rather than 0". 

possible ( i .e.,  the in tegra l  converges) f o r  k = 2,3 and i s  j u s t i f i e d  by 
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the already assumed fact that  uH >* an. We begin by evaluating (16) for 
these two values o f  k before going on t o  the more complicated cases cor- 
responding t o  k - 0.1. 

t he i r  def in i te and indef in i te  forms i n  a standard table of integrals [SI. 
With regard t o  [SI, we shall  herein adopt the notation [S, p . w ,  Eq.(yy)] 
t o  ident i fy  equation (yy) on page xxx o f  t h i s  reference. 

Integrals o f  the form required i n  (16) can be found i n  both 

a. (k=3) 

From’[S, p. 67, Eq. (2.161-2)], 

2 & & ’  h > 0 

’ tan’’ (+); h2 < 0 (17) 
dx = 1 

q sina 2 2q sina 

where 

a-h a+h h = - ;  f = 2 ; g -  - 2  
a ; cos0 = - - 
245 

b1/4 9 =  

Lett ing 

A 4 n ‘R ; b = a = w n ‘(r-2) = n 

we have 

L Z  , sina = - R - z  2 q = w ; COSa = n 
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and 

Evaluating (21) between zero and infinity gives the definite integral 

Finally, l e t t ing  uH = = i n  (16), as previously agreed upon, we immediately 
have from (22) 



b. (k=2) 

From [5, p. 67, Eq. (2.161-3)], 

h2 > 0 

where f, g, and h a r e  defined as in  (18). Since b = U: > 0 i n  our case,  
then h a ,  and both f and g a r e  positive. Hence 

Since (24) results merely from fac tor iza t ion  of the denominator of the 
integrand and a par t ia l - f rac t ion  expansion, we can apply a s imi la r  fac- 
t o r i t a t i o n  f o r  h < 0. To obtain a closed-form solut ion analogous t o  
(25), we proceed a s  follows: 

2 

2 I 2  For h < 0, l e t  h2 = -h , o r  

h = j h '  = j m  

and 

Expressing f and g i n  polar Form, 

= n - a  
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then 

4 2  x tax t b  = 

(30) 
2 2 2  

= ( x2-  2xq s i n  t + q )(x + 2xq2 sin + 92) 

Forming a pa r t i a l - f rac t i on  expansion, namely, 

c2x 
2 e 2  + 

0 
- clx 2 

Z ~ G  - x2-2xqsin2+q2 x + 2 x q s i n z t q  

and solving f o r  C1 and C2 y ie lds  

- 1 
e c1 = -c2 - 

4q s i n  

Thus, 

[ ~ x &  x +ax +b dx 
1 

s in  X z+ e q , Q x j 2  x +2xq s i n F +  e q2 

The two integrals i n  (33) can be evaluated using [5, p. 68, Eq. (2.175-1)], 
namely, 

, A > 0 ( 3 4 )  = 1 2 tn(x  + ~ x + y )  - - 
x2 t gx + y  Jli 
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where 

Fina l l y ,  combining (33) and (34) gives the desired result  

h2 c 0 (36) 

or, since f rom (29) 

then 

x 2 +2xqcos;+q 

x2 .. 2xq cos ;+ q 
dx = --I 1 

- F i n  fl’.( J4ta:‘tb 4q s i n  a 1 
+ 2 E O S  g 

h2 < 0 (38) 

Applying (25) and (38) t o  the spec i f i c  evaluations o f  a and b 
i n  (19) and f, g, h, and q o f  (20), 
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x /?tan-’ - - G t a n  1 -l($))i 
and 

where 

and 

The corresponding definite integrals with limits o f  zero and infinfty are 
identical and are simply given by 



Finally, substi tut ing (41) i n t o  (16) gives the desired resu l t  

1-way 2 4GZ wn 
~~ ~~ 

c. (k-1) 

The indef in i te integral  

dx 

i s  not tabulated i n  [5] but can be obtained as follows. F i r s t  note that  

Then, since the desired integral can be expressed i n  the form 

dx = /F3+Eax x t a x  + b  dx - 2- a ~ 4 t ~ x 2 t b  dx (44 1 

and since the l a t t e r  integral i s  given by (17) ,  we immediately obtain 
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Applying (45) t o  the case o f  interest  gives 

where, as before, R+ and R- are defined i n  (40). 
(46) between 0 and uH [note the upper l i m i t  cannot be i n f i n i t y  since 
the f i r s t  term o f  (46) would become unbounded] and introducing the 

Final ly, integrating 

nota t i on 

we obtain the desired res1 

P W H  
'n YH 

It from (16), namely, 

(47) 

(48) 
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d. (k=O) 

Noting that 

4 

x 4 + a x 2 + b  
X 

then 

4 d x = x f 4  ax2 t b 
x 4 2  +ax + b  x t ax2+ b 

(49 1 

The second in tegra l  i n  (50) can be obtained from a general izat ion of 
(25) and (38).  
Eq. (2.161-1)], we get 

I n  part icular,  mul t ip ly ing (25) by A and using 15, p. 67, 

S i m i l a r l , ,  fo l lowing the procedure which produced (38) ,  we get 

B 

4q s i n a  3 

+ 2 x q c o s t  + q 
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Let t ing A - a and b = b and subst i tu t ing (51) o r  (52) i n t o  (50) gives 
the desired resul t .  

Since, t o  evaluate u0 * (  laway we need the d e f i n i t e  in tegra l  
version of (5) with l i m i t s  0 and wH, l e t t i n g  a and b be as defined 
i n  (19), we get, a f t e r  some s imp l i f i ca t i on  

R > 2 (53a) 

and 

X 

R c 2 (53b) 

F i n a l l y  combining (50) and (52) wi th (16) and recognizing the fur ther  
simp1 i f i c a t i o n s  

and JR+ 
3/2 

= - ( R - )  1 - RR- 

Ja (54) 

gives the desired r e s u l t  
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where 

When the loop has 5 = 0.707 damping ( i  .e., r = 2 o r  R = r-2 = (J), then 
(231, (42), (48) and (55 )  s i m p l i f y  immensely. I n  p a r t i c u l a r ,  

2 
- h3 

' jl-way 4wn 

- -  2 
c 

2 
= - hl t n  (1 + y:) 4a '1 j 1 -way 

8 
.. . 
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The f i r s t  three re la t ions i n  (57) agree with s im i la r  resul ts* 
obtained i n  [23. 

4.0 CALCULATION OF HEAN-SQUARE PHASE NOISE FOR 
TWO-WAY COHERENT COMMUNICATION LINKS 

Here we consider the evaluation o f  mean-square phase noise com- 

ponents whose forms resemble the f i r s t  two terms of (9). Subsection 4.1 
of t h i s  section t rea ts  the evaluation of the f i r s t  o f  these two compon- 
ents (i.e., the in-band phase noise i n  the vehicle system) while subsec- 
t i o n  4.2 considers the second term corresponding t o  the out-of-band 
vehicle system phase noise. 

t o  replace, respectively, the subscripts V and R previously used t o  denote 
vehicle and reference systems. Furtkrmore, it i s  noted t h a t  the vehicle 
and reference system second-order carr ier- t racking loops hzve in-band and 

out-of-band transfer functions o f  tbe form given by (10) and (ll), with 

a rb i t ra ry  damping .'actors rl, r2 and radian natural frequencies wnl 

For s imp l i c i t y  o f  notation, we shal l  use the integers 1 and 2 

' %2' 

4.1 

where 

pr ia te 
s t i  t u t  

where 

In-Band Mean .Square Phase Noise 

Consider the evaluation o f  

H , ( j W ) I  2 and 11 - H2(ju;12 are both given by (12) wi th the appro- 

subscript appendages and S - ( w )  is  defined as before i n  (14). 
ng (14) combined with (1) i n t o  (58) y ie lds 

Sub- JI 

3 

* 
Eq. (11) o f  [ 2 ]  (which includes many typographical errors) 

essentidl iy expresses the - sum o f  the f i r s t  three resul ts  o f  (57). 
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2 
‘Ik 

t -  “21“ 
f 

0 

As before, for  s imp l i c i t y  o f  the resul t ing expressions, we 
shal l  allow the upper l i m i t  of (60) t o  be inf ini ty whenever such an 
in tegra l  i s  bounded. Here again, the j u s t i f i c a t i o n  i s  based on the f a c t  
t ha t  uH >> un1, un2. 

a. (k=3) 

i t  i s  c lear from (60) t h a t  we must 2 To evaluate u13 
f i r s t  consider the evaluation of an in tegra l  of the form 

3 Cx + Dx 

The procedure employed i s  t o  expand the integrand i n t o  i t s  p a r t i a l  
fract ions, namely, 

3 A2x + B2x 3 A1x + B,x 
t 4 (61) Cx3 t Dx - 

(x4+alx 2- +b,)(x 4 +a2x2+ b2) - 4  x +a,x2+ b, x +a2x2+b2 

where 

and 
r 7 

Cbl (a2-a,) + Dk2 - bl - al (a2-al)J 
(62 1 D blB2 = 

b2 A B1 = 5 - --- 
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with 

A (bZ-br)' + (a2-a1) (az b, - a1 b2) 

Then using (17) and (45). we obtain the desired result, which i s  

2 dx = T'.(:  Al x t a x  'e) t b  

x +a3x t b  

r p- 2 f(x; h12) 

+ - y b2B1 + q]f(x;h:) , (64) 

whert. 

f ( x ;  hi2) = 

i = 1,2 

The parameters fi, gi and hi a re  re la ted  t o  ai and bi as i n  (18 ) .  

a 

namely, 

2 Applying (64 )  t o  the evaluation of g 1 3  (2-way, we f i r s t  r e l a t e  

bi, C ,  and D to  the loop damping and natural frequency parameters, i' 

; i = 1.2 4 
n i  ; bi = IJ 

2 2 
Wni Ri ai = (0 . j r i -2)  4 

fll 

= bl 2 4 r l  = w (Q,+2) ; D = 2 
I1 1 n l  c = 10 
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Finally, then, combining (61-66) and substituting into (60)* with k = 3, 
we obtain, after much simplification, 

where we have i n t r o d u d  the parameter y t o  characterize the r a t i o  of 
loop natural frequencies, i .e. , 

4 ‘%I 
%2 

Y - -  

and 

J 

; R > 2  

w i t h  weighting coefficients 

A1 3 

A23 

A33 

and 
AO 

* 
An in f in i te  upper l i m i t  i s  used here. 
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b. (k=2) 

we again begin b j  considering the 2 To evaluate U I ~  
12-WaY 

generic form of the integrand and expanding i t  in to  i t s  par t ia l  fractions, 
i.e. 

Alx 2 + B1 %x2 + B2 
+ 4 2 (71 1 Cx4 + Ox2 - 

(x4+a1x2+bl)(x4+a2x2+b2) - 4  x +alx2+bl x +a2x +b2 

where now 

and A i s  s t i l l  as i n  (63). Using (51) and (52) t o  integrate the two terms 
on the r igh t  side o f  (71), we immediately get the desired result,  namely, 

dx = f (x ;  A1,B,) + f(x; A2,B2) cx4 + ox2 
j x 4 + a l x 2 + b l ) ( x  4 +a2x2+b 2 j 

where 

hi2 > 0 

I 

f ( x;Ai ,Bi) ={ 4qi3 s i n  0 i 

;hi2 < 0 

(73) 
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When (73) i s  evaluated between zero and inf in i ty and the appropriate 
subst i tu t iom are made f o r  fis gis his qi, and ai I n  terms of  ri and 
tuni ; i = 1,2, we get the much simpl i f ied resu l t  

a l l  R1 R2 (74) 

Final ly, substi tut ing (72) i n to  (74) and re la t ing C and D t o  the appropri- 

after much simplif ication, 
a te  parameters i n  the integrand o f  a12 e.g., (66), we obtdin, 

where 

- y3{(l -y4)(Rl+2-y2)-y2E+y2(Rl +21R2+y2(y2+R1+2 R It 

(76) A22 - *O 

and .io i s  s t i l l  given by (70). 
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c. (k.1) 

For k = 1, we must consider the i n t e g r a l  

dx Cx5 + Ox3 
x4+a1x2+bl)(x4+a2x2+b2) 

whose integrand has the  same pa r t i a l - f rac t i on  expansion as i n  (61), 

namely, 

A1x 3 +B1x A2x 3 t B2x 
+ 4 (77) Cx5 t Dx3 - 

(x  4 + a1x2 + b,)(x 4 + a2x2 + bp) - 4  x + a1x2 + bl x +a2x2+b2 

except t h a t  now A1' B1, A2, and B2 are given by 

w i th  A as i n  (63). 
a lso equal t o  the above in tegra l ,  then using (66), evaluation o f  (60) w i t h  
an i n f i n i t e  upper l i m i t  and k = 1 y ie lds ,  upon s imp l i f i ca t i on ,  

Since the right-hand sides o f  (64) and (65) are now 

where 

- 
AO All - 9 
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and 

[- (1 - y )  (R, + 2 t 7) Y2R2 + y2( Rp - y2R,) - * Z R z ( R I ” ) L 2 R  - R )] 
Y 2 1  

d. (k-0) 

For k = 0, we must consider the integral 

dx 

whose integrand has uie same part ia l - f ract ion expansion as i n  (71), namely 

2 A2x 2 + B2 Ai x + B1 
+ 4 (81 Cx6 + Dx4 - 

- 4  
-- 

( ~ b 1 ) ( x 4 + a 2 x z t b p )  x +a ,x2 tb l  x t a 2 x 2 t b 2  

where, now, 
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Since the r ight-hand s ide o f  (74) a lso  applies t o  the above in teg ra l ,  
then, using (66), evaluat ion o f  (60) with an i n f i n i t e  upper l i m i t  and 
k = 0 y ie lds,  upon s impl i f icat ion,  

where 

- 
*lo - - 

Analogous t o  what was t r u e  fo r  the one-way case, the two-way 
mean-square phase noise expressions f o r  (67),  (75 ) ,  (79) and (83) s impl i fy  
inunensely when rl = r2 = 2, i.e., both loops have 0.707 damping. 
l e t t i n g  R1 = R2 = 0 i n  (67) ,  (75) ,  (79), and (83) y i e l d s  

Thus, 

A simple check on the r e s u l t  i n  (83) can be had by r e a l i z i n g  
tha t  t h i s  ca lcu la t ion  was performed i n  [ 3 ,  Chap. 31. I n  pa r t i cu la r ,  
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where YLi ; i = 1,2 denotes  t h e  two-sided loop bandwidth and $ (rl ,r2,6) 
is def ined  i n  [3, Eq. (3-18)J with 

Since loop bandwidth and natural frequency are r e l a t e d  by 

uni(l + r i )  w (3+Ri) 
; i = 1,2 - n i  WLi - -- = 

2% 2 p q  

then using (68), we can rewrite (87) as 

F i n a l l y ,  equat ing (86) and (83) g i v e s  

3 + R, (90 1 

Substituting (84) i n t o  the right-hand s i d e  o f  (90) and execut ing some 
rout ine  algebrs results i n  [3,  Eq. (3-18)], t h u s  proving t h e  result 
i n  (90) .  
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4.2 Out-Of -Band Mean-Square Phase Noise 

I n  t h i s  section, we consider the evalhation o f  

where once again 11 -Hi( jw)12; i = 1,2 are both given by (12), w i th  the 
appropriate subscr ip t  appendages and SA(@) i s  defined by (14). Substi- 
t u t i n g  (14) combined with (1) i n  (91) y i e l d s  

$ 

where 

a. (k=3) 

has the same The integrand required t o  evaluate UQ3 2 12-way 
p a r t i a l - f r a c t i o n  expansion as (61 ), namely, 

3 A2x + B2x 

x t a2X  t b 2  

3 A1x t B1x 
4 2 4 2 4 2 4 2 (94) t - 5 

X 

(( - x t a l x  + b  1 

w i t h  now 



32 

Thus, l e t t i n g  D - 0 i n  (64), we can apply the right-hand side of t h i s  
resu l t  t o  (94) which, when combined wi th  (95) dnd (66), gives an equation 
ident ica l  t o  (67), namely. 

where now 

Y2 El - Y4)+ Y2 ; (y2R2 - R1) 1 
AO 

(97 1 

b. (k=2) 

Once again for k = 2, we can make use o f  the par t ia l - f rac t ion  
expans ion  o f  (71), namely, 

2 A2x + B2 2 - A1x + B ,  
x- t 4 (98) 

6 
_ _  
( x  4 + a l x 2 + b  ) ( x 4 + a 2 x 2 t b 2 )  - 4  x +alx 2 +bl x +a2x2+b2 1 
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Thus, (73) and (74) apply d i r e c t l y  t o  t h i s  case which, when combined with 
(99) and (66), give an equation ident ica l  t o  (75), namelys 

where now 

Y4[(1 - Y4) + (R1 + l)(y2R2 - R1)l 

- 
A22 - AO 

c. (k-1). 

For k = 1, the upper 1 i m i  t o f  (93) cannot be allowed t o  
extend t o  i n f i n i t y  since the integral  would become unbounded. Never- 
theless, the pa r t i a l - f rac t i on  expansion o f  (61) s t i l l  applies, namely, 

3 A2x + B2x 3 7 A1x t B1x 
- 4  4 - =  + 4  2 (102) X 

4 x +a l x2 tb  x t a 2 x  t b 2  (x  +alx2+b 1 )(x +a2x2+b2) 1 

now with A1 and B1 given by (99). Thus, again l e t t i n g  D = 0 i n  the r i g h t  
right-hand side o f  (64) and evaluating the r e s u l t  between the l i m i t s  of 
0 and uH gives 
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2 %here f(x; hi ) is defined in (65). Finally, substituting (99) together 
with (66) into (103) and simplifying enables evaluation of (93) for k = 1 ,  
name1 y , 

khere yH i s  defined analogous t o  (47) for  the one-way case, naniely, 
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Y 

All = - AO 

5 2 (1 -Y4)  + Y 2 [T - l l ( r2R2-R1)  %* 

Also note tha t  

l i m  f 2 ( R y r )  = f ( R )  
r+- 

where f ( R )  i s  defined i n  (69). 

d. (k=O) 

Here again, the upper l i m i t  wH o f  (93) cannot be allowed t o  
extend t o  i n f i n i t y .  
procedure t o  the integr2nd required i n  (93) f o r  k = 0, we must f i r s t  
reduce t h i s  integrand to one whose numerator i s  a lower order polynomial 
than i t s  denominator, i.e., 

I n  addit ion, before applying the pa r t i a l - f rac t i on  

+ Ox4 t Ex2 + F 
(108) - 8 

( x  4 +a,x 2 +bl)(x 4 +a2x 2 ,  t b  2 T --- - -- - 1 - ---- X 

(x" + i 1 + bl) (x4 t'm 
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where 

C - a1 + a2 

0 = bl + b2 + ala2 

E = alb2 + a2bl 

F = blbp 

Applying the partial-fraction expansim technique t o  the second term i n  
(108) yields 

2 A2x + Bz 2 8 Alx + B1 
= I -  4 - 4  (110) 

X 

( x 4 + a 1 x 2 + b  1 ) (x4+a2x2+b2)  x +a1x2+bl x +a2x2+bz 

where now 

( b p  - b$  (E - bl C -: F) + (a2bl - alb3(0 - al c - k) 
A 

- - AI = C - A 2 =  

F) - (b2-bl)(D-al  C - 6 1  
-- -. (111) B1 A 

Evaluating (109) using (66) and substituting i n t o  (111) results,  upon 
simp1 i f  ication , i n  
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Using (51) and (52) on (110) w'th l imi ts  o f  zero and w,,' we 
arrive, after much simplification, t o  tl .'inat result. namely. 

where 

2 2  
(1 - R1 )(y R2 - R1jJ A .  - ."[- R,(1 -y4)  + - 1 ,  

nl AO - --- - 2 
w 

(I - y") F * R 1  + (1 - y4)R2; + Y 2 (R2 - Y 4 2  )(Y R2 - R1) 
:r 42 - Ajij = -- - 

*O 2 
&n 2 

+ 
and 2 , 2- are given by (40). Also note that  
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5.0 CALCULATION OF MEAN-SQUARE PHASE NOISE FOR TWO-WAY LINKS 
YITH COHERENT TRANSMIT/RECEIVE OSCILLATOR SOURCES 

Unti l  now, we have imp l i c i t l y  assumed that  the receive and 
transmit phase noise sources, $Rx and @n, which emanate from the refer-  
ence system TCXO (see Figure 2) can be considered as s t a t i s t i c a l l y  inde- 
pendent random processes insofar as the i r  e f fect  on the computation o f  
mean-square pt.ase noise i n  t h i s  same system [see (9)]. Since, i n  real- 
i t y ¶  sRx and #Tx are derived from the same osc i l la to r  source? the above 
assumption i s  j u s t i f i e d  by considering the extreine si tuat ion wherein the 
round-trip delay of #TX t o  the vehicle system and back i s  long relat iwe 
t o  the correlat ion time of the process i t se l f .  As such? a sample of @Tx 
which leaves the TCXO arrives back a t  the reference system essential ly 
uncorrelated with the corresponding sample o f  *Rx. 

The other extreme i s  to  assume the case where the round-trip 
delay time t o  the vehicle syster and back i s  short re la t i ve  t o  the cor- 
re la t ion time o f  the phase noise process. Here, the simplest model i s  
to d'RX = 1'TxY whereupon (5) i s  modified t o  

and, correspondingly, (9) becomes 

(117) 
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Thus, we must now consider evaluation of a new type of integral whose 
generic form [see the f i r s t  term i n  [117)] is 

where, as before, we use the subscripts "1" and "2" t o  replace "V" and 
"R", respectively, and, for  further notational simplicity, we drop t h e  
"f" subscript on t h e  frequency multiplication rat io  (turnaround tran- 
sponder ratio),  Gf. 

imnediately find that 
From the closed-loop transfer function defined i n  ( lo),  we 

S 2 + o 

s 

(1-G)s + onlZ(1-G) 
(119) n l  1 

2 2 GH1(s) - 1 = - 
+ on1 P-1 S +  on1 

Thus ,  from (11) and (119), 

F i n a l l y ,  letting s = j, 
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When (121) i s  substituted i n  (118) together with the d e f i n i t i o n  

of S;(wf g iven i n  (14 ) ,  then, as before, we can express the two-way mean- 

square phase noise as a sum o f  four terms, i . e . ,  
w 

3 
2 

% 
2 

= 'z 'Gk 
k=O ?-way 2-way 

where 

0 

Ngtc t ! i a t  the f i r s t  

- I  

4-k 
w 

term o f  (123)  is i d e n t i c a l  t o  c ~ q k ~ ( ~ - ~ ~ ~  o f  
2 ( 9 3 ) .  

(123)  i s  q ~ ~ ~ : ; ~  s i l i i i l a r  t o  n I k  

A C . i z 1 :  f r m  the (1-G) m u l t i p l i c a t i o n  f a c t o r ,  the  second term a 
2 o f  (60), the d i f f e r e n c e  being that  
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2 the coefficient o f  u i n  the numerator of the integrand i s  r1-2/(1-G) 
rather than rl. Because o f  this similarity, evaluation of  the second 
term of (123) should yield results identical to (67), (75), (79), and 
(83), with the only change being the definitions o f  the coefficients Aid 
i n  these expressions. I n  particular, one can show, a f te r  much tedious 
algebra, that: 

(k=3) 
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Al 1 

A21 

‘31 

y4 {(I - y4)+ (R1 t &)(y2R2 - Rl)/ 
r 

AO 

(k=O) 

F i n a l l y ,  then, 

where the prime on the “ I ”  subscript denotes the fact t h a t  ( 6 7 ) ,  (751, 
(791, and (83) are evaluated using (124) ,  (125),  (126) ,  and (127),  
respectively.  
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6.0 SYSTEM MODEL WITH FREQUENCY SYNTHESIZER 

In this section, we generalize the simple two-way coherent 
comnunication system discussed in Section 2.0 and illustrated i n  Fig- 
ure 1 t o  include the other internal frequency synthesizer oscillator 
sources and other TCXO paths. In particular, we now consider the two-way 
system illustrated i n  Figure 4 whose equivalent linear baseband model is 
given i n  Figure 5. As such, Figure 3 also applies as the block diagram 
representation of Figure 4 and, t h u s ,  the reference system phase error, 

4e, 
noises a t  the receive and transmit outputs of the frequency synthesizet , 
must now be expressed i n  terms of the individual oscillator component 
phase noise sources w i t h i n  the synthesizer itself. To do this, we must 
postulate a specific synthesi ter structure. 

Payload Interrogator (PI) of the Shuttle orbiter, and Figure 7 is its 
equivalent linear phase noise model. Using routine control loop analy- 
sis methods, i t  is straightforward to  show t h a t  

is s t i l l  given by (2). However, Q~~ and @Tx, the equivalent phase 

Figure 6 illustrates the frequency synthesizer used i n  the 

and 
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A1 so, 

6 for L-band 

GV - 1  10 for S-band 
(132) 

Note from (129) and (130) t h a t  the TCku phase noise sTcx0 and the trans- 
m i t  VCO phase noise each contr ibute t o  both the transmit and receive 
synthesizer outputs. Furthermore, the f i r s t  terms o f  the TCXO con t r i  bu- 
t ions, namely, 16 sTcx0, represent the d i r e c t  feedthrough paths o f  the 
TCXO previously accounted f o r  i n  Section 2.0. 

Subst i tut ing (129) and (130) i n t o  (2) and making the notat ion 
s impl i f icat ions and asjmimptions leading t o  (5) gives the desired r e s u l t  
f o r  the reference system ( P I )  phase e r ro r  i n  terms o f  a l l  the ind iv idual  
phase noise sources, namely, 

( 1  3;) 
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The frequency d i v i s ion  constants E, F, N and D of Figure 6 
depend on the operating mode o f  the vehicle transponder (IUS) and the 
channel number, CN, assigned t o  the par t i cu la r  frequency selected i n  the 
frequency band corresponding t o  t h i s  mode. In  part icular,  the following 
table applies: 

Frequency 
D i  v is ion 

SGLS 

E 240 240 256 
F 222 221 205 

- DSN - STDN Mult ip le  - 

N CN + 519 CN - 431 40CN - 35460 
D 1280 432 1280 

CN 1 - 808 850 - 882 900 - 919 
=f 2401222 240/221 256/205 

From the above, we observe that, for  a l l  three modes, 

Gf (F) = 1 (134) 

Also, from (133), the worst-case ( largest)  phase e r ro r  would occur f o r  
the maximum value o f  N which corresponds t o  the highest channel number. 
Thus , 

(a) = 1.0367 STDN 

(E) = 1.044 DSN (135) 

= 1.0156 SGLS 

Before proceeding wi th  the evaluation o f  mean-square phase 
noise corresponding t o  se(s) o f  (133), we point  out that  we have inten- 
t i o n a l l y  wr i t ten the pa i r  o f  contr ibutions from JTcx0(s) and $,(s) as 
separate terms i n  t h i s  equation. 'The reason f o r  t h i s  i s  t o  ident i fy  the 
fac t  that  i n  each case one o f  the contr ibutions (the f i r s t  o f  the p a i r )  
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originates a t  the transmit output o f  the frequency synthesizer, travels 

through the vehicle, and returns t o  the reference system phase error out- 
put, while the second contr ibution o f  each pa i r  enters the reference sys- 
tem d i rec t l y  fmn the receive output of the synthesizer without ever 
passing thi-nttgh the vehicle system. AS was done i n  Section 5.0, we shal l  

assume i n  what follows that the round-trip t o  the vehicle system and back 
i s  iang re la t ive t o  the correlat ion time o f  e i ther  phase noise process 
i t s e l f ;  thus, the two phase noise components i n  each pai r  are essential ly 
uncorrelated. 

Me now t w n  t o  deriving expressions f o r  the necessary 3-way and 

4-way mean-square phase noise components associated with the phase error 
process i n  (133). Furthermore, t o  s impl i fy matters, i n  th i s  section, we 
shal l  ignore altogether the terms corresponding t o  the TCXO phase noise 
since, typical ly, these contributions are much less dminant than those 
ar is ing from the other phase noise sources. Thus, analogous to  (9), we 

get 

+ Iĵ b:6 2n 

-m 

J 
-co 
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7.0 CALCULATION OF THREE-MAY AND FOUR-UAY 
MEAN-SQUARE PHASE NOISE CONPONENTS 

Here we consider the evaluation of  mean-square phase noise 

components whose forms resemble the f i r s t  three terns o f  (136). Sub- 
section 7.1 t reats  the evaluation of the th i rd tern, while subsections 
7.2 and 7.3 consider the second and f i r s t  terms, respectively. 

As was done i n  Section 4.0, we shal l ,  f o r  s imp l ic i t y  of nota- 
t ion, use the integers l and 2 t o  replace, respectively, the subscripts 
V and R previously used t o  denote vehicle and reference systems. 

thermore* we shal l  use the subc r ip t s  3 and 4 t o  replace, respectively, 
the subscripts TX and RX p rev iws ly  used t o  denote transmit and receive 
synthesizer output terminals. Also, as before, a l l  o f  the second-order 
carr ier- t racking loops (vehicle system, reference system, transmit syn- 

thesizer, receive synthesizer) have in-band and out-of-band transfer 
functions o f  the form given by (10) and (11). w i th  a rb i t ra ry  damping 
factors ri; i=l,2,3,4 and radian natural frequencies uni; i=l,2,3,4. 

Fur- 

7.1 Out-of-Band* _I Three-way kan-Square Phase Noise 

Consider the evaluation o f  

where lHli jw)lc and 11 - Hi(ju)lL; i=2,3 are given by (12), wi th the appro- 
pr ia te subscript appendanges and S - ( W )  i s  defined as before i n  (14).  * 
Substi tut ing ( i 4 )  combined with (1) i n to  (137) y ie lds 

3 

I3-way 3-way 

2, 
uQ 

where 

. _ - -  - ~ -- _- * 
The term "out-of-band" i s  used here with respect t o  the 

third tracking loop. 
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a. (k=3) 
2 

consider the eva lua t i o i  of 
To evaluate 003 it i s  c 

an integra! o f  
ear from (60) tha t  we marst f i r s t  
the form 

7 5  
Cx +Dx dx 

2 (x4 + aix + bi) 
i =1 

where 

; i =  1,293 
2 4 

ai = wni2!ri-2) 4 wni Ri ; bi = w n i  

= bl ( 1  40) 
4 

n l  (R1+2) ; D = w 
2 2 C = unl rl = w 

?? 

The procedure employed i s ,  as before, t o  expand the integrand i n t o  i t s  

p a r t i a l  fract ions, namely, 

X 
3 3 X 

= * i 3  + B i 3  
7 5  cx + D x  

4 2 3 L n- (x4 t a.x2 1 t bi) i=l x + a .x  1 + b i 
1 =1 

Then, in tegrpt ing the right-hand side o f  (141) using (17)  and (45) gives 

the desired resul t ,  namely, 
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where f(x; hi2) i s  given by (65). Before evaluating (142) between the 

l i m i t s  of 0 and inf ini ty, we digress t o  discuss the determination o f  the 
s i x  unknown Coefficients Ai3 ,  Bi3; i=l,2,3. 3 

i = l  
Mul t ip ly ing both sides o f  (141) by (x4+aix2.+ bi) gives 

the r e l a t i o n  

Equating coe f f i c i en ts  o f  :ike powers o f  x on both sides of (143) results 
i n  a set o f  s i x  l i n e a r  equations whose so lut ion gives the desired unknown 
coefficients. 

Rather than obtain speci f ic  r iwed- form expressions f o r  these 

coeff ic ients a; Mas done previousiy i n  the one-way and two-way results, 
i t  i s  more convenient here t o  describe the so lut ion i n  matr ix notation. 
Specifica 11 v .  :t V j  - denote the unknow coef f ic ient  vector 

and - F3 the forc ing function vector 
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t 
f3  

- 
0 
0 

C 

0 

0 

-0  

(145) 

then the solution t o  (143) as described above can be wri t ten as 

[MI!, = f 3  (146) 

or,  equivalently, 

v3 = [MI-' F3 

where, rnakii.:i vse o f  (140), the 6 x 6  matrix [ M I  i s  characterized by 

[MI = 
1 "11 "12 * ' - m16 

"21 "22 . - ' "26 
. . . .  . 
. . . .  . 
. . . .  . 

w i t h  
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\ 

mli = 1 ; i-1,3,5 

mli = 0 ; i=2,4,6 
3 

I i=1,3,5 

J f l  
j#i 
3 3 

3 3  
2 4 

m4i = 1 2 %j Rj Onk 

- 3 4 
m5i - '%j 

j = 1  
jti 

rn = O  6 i  

mj-l,i-l; i=2,4,6; j=2,3 ..., 6 (149) "ji - 
- 

Using the f i r s t  two r e l a t i o n s  o f  (149) i n  (147), i.e., the e le -  
ments o f  the f i r s t  rc'ri c f  [M I ,  we imnediately see t h a t  

3 1 Ai3 = 0 
i = l  

Furthermore, from the second row o f  [ M I ,  we have t h a t  
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or, equivalent ly,  

Solv ing for Ai3 and Bi3 -(aiAi3)/2 f r o m  (150) and (152) and 
subs t i t u t i ng  i n t o  (142) gives the a l te rna te  form 

+ ( ‘i3 
-- ai Ai 3) E( x ; hi 2)- f (. ; h; y 

2 

+ --- Ai3(ai - a3) f ( x ;h t ) /  (153) 
2 

I t  is now convenient t o  evaluate (153) between the l i m i t s  0 and i n f i n i t y  

which, upon algebra ic  s imp l i f i ca t i on ,  r e s u l t s  i n  

Cx 7 5  +Dx 4 f 5 ( x 4 + a i i x  2 +bi jdx i = l  
0 1=1 

where f ( 2 )  i s  def ined i n  (69) and the parameter yi character izes the 
rat io  o f  loop na tura l  frequencies r e l a t i v e  t o  tha t  o f  the t h i r d  loop, 
1 . 2 . ,  



F i  nal 1 y , then , 

b.  (k=2) 

To eva 
form o f  the 

( Wni * R  A i3 ) F ( R i )  - f ( R 3 ) l  2 + Bi3 - 

‘Q2 3-way , we again begin by consider ing the gener ic  
in tegrand and expanding i t  i n t o  i t s  p a r t i a l  f r a c t i o n s ,  i.e., 

3 2 
= 1 :iZx + B  i 2  

T ( x 4 + a i x  3 2 +bi  ) i = i  x +aix2+bi 

1=1 

Cx8 t Ox6 (157) 

where ai, bi; i=1,2,3 and C, D a r e  as prev ious ly  g iven  i n  (140). 
(71) and (73), the i n t e g r a l  o f  (157) i s  e a s i l y  seen t o  be 

From 
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where f(x; Ai,Bi ) i s  given i n  (73). When (158) i s  evaluated between 0 
and i n f i n i t y  and the  appropr iate subs t i t u t i ons  are  made for fis gis his 
qi, and ai tn te rns  o f  ri and wni; i=1,2,3, we get the much s imp l i f i ed  

r e s u l t  

3 
Cx8 + Dx' [ (x4+aix 2 +bi jdx i=l 1 

0 1=1 

F ina l l y ,  then, 

(159) 

Evaluat ion o f  the c o e f f i c i e n t s  Ai2, Biz; i=1,2,3 proceeds LIS before 

by n u l t i p l j i n g  both sides o f  (157) by 

3 
T ( x 4 + a i x 2 + b  i ) 
1 =1 

and eaudt ing cce f f i c i en ts  o f  i i k e  powers of x. 

l i nea r  equations ha5 the so lu t i on  

The r e s u l t i n g  set  of 

where now 
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t 
v2 

Al 2 

*1.- 

A22 

B22 

*32 

'32 

0 1 I 

4 
n l  
0 

0 

0 

w 

and [ M I  i s  s t i l l  described by (148) and (149). 
I n  the i n t e r e s t  o f  b rev i ty ,  we shal l  merely present the resu l ts  f o r  

the cases k=l and k 4 .  With only minor changes, the procedure t o  obtain 
these r e s u l t s  follows t h a t  j u s t  described f o r  k=3 and k=2, respectively.  

c. (k=l and k=O) 

( w ni ' 8  A ' l )  E ( R i )  - f (R3)]  t Bil - 2 



6 0  

where 

with 

7. 

A l k  

’1 k 

A2k 

‘2k 

A3k 

B3k 1 

w n l  2(R1 4-2) 
4 

@n 1 
0 

0 

0 

0 

In-Band ihree-Wav Mean-Sauare Phase N-ise 

(165) 

I n  t h i s  sect ion we consider the  eva lua t ion  o f  

whero once again 11 - H i ( j ~ ~ , ) ( 2 ;  i = 1 , 2  a rc  both g iven by ( 1 2 ) ,  w i t h  the  
appropi iGtc subscr ipt  appendages and S - ( W )  i s  def ined by ( 1 4 ) .  
t u t i n g  ( 1 4 )  combined wi th  ( 1 )  i n  (167 )  y i e l d s  

Substi- 
J, 

21 
“I  I 

3 

I3-way = k=O OIk2/ 3-way 
L 

where 



61 

From (169), i t  is  clear that  we must evaluate integrals of 
the form 

dx ; k=0,1,2,3 

where ai and bi are defined i n  (140) and 

4 4 r3 = w 4(R1 + 2) un3 4 (R3  + 2) n l  C = W  r w  n l  1 n3 

2 2 D = tonl r l  + w n 3  r3 = w nl '(R1 + 2) + un3'(R3 + 2) 

Since the partial fraction approach taken i n  subsection 7.1 
also applies t o  the above integral, we can essentially write down the 
desired results by inspection. Thus, rather than go th rodgh  the develop- 
ment for each value o f  k ,  as was done previously, we shall merely present 
a summary o f  the results in compact notation. T h u s ,  
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‘Ik 

For k=l,3 

n 
3-way ?a1 

For k=O ,2 

where yi; i=1,2 i s  def ined i n  (155) and the unknown coe f f i cen t  vector 
def ined i n  (166) has a so lu t i on  o f  the form i n  (165) wi th,  however, 
f o rc ing  vectors given by 

The parameters C, D and E i n  (173) are defined i n  (170), thus completing 
the solut ion.  
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7.3 Four-Way Mean-Square Phase Noise 

I n  th is  f ina l  subsection, we consider the evaluation of the 

four-way mean-square phase noise component necessary to  compute the f i r s t  
tern  o f  (1 36), namely, 

3 

where 

Comparing (169) w i t h  (175 ) ,  one would i n t u i t i v e l y  expect r e s u l t s  

which a r e  s i m i l a r  i n  form t o  those o f  (171)  and (172) .  

the case. 

Indeed, t h i s  i s  

I n  f a c t ,  wi thout  belaboring the  d e t a i l s ,  one obta ins 

For k = l  , 3  
-___~. 
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For k=O,2 

4 2 

= % 1 1 ( Bik 'fk) 

i =l JV 4-way 

w ~ - e  the y 'i are now defined relative to wn4, i.e., i 

The 

s t i  
the 

4 - 
yi 

unknown coefficient vector wh 

1 has a solut  

same as those 

w - -  '1 , i=1,2,3 
"'n4 

(177) 

ch now has eight components, i.e., 

(179) 

on o f  the form i n  (165 ) ,  where the forcing vectors are 

i n  (173) with the addit ion o f  two zeros t o  the bottom 
o f  each and the 8x8 matrix [ M I  i s  characterized by 

[ 1 4 ]  = 

"1 8 Illi1 " I 1 *  . . . 
ntZ1 . . . "28 

88 m "'81 '82 
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with 

mli = 1 ; i=1,3,5,7 

mli = 0 ; i=2,4,6,8 

a 
= 1 u .2R 9i n~ j 

j = l  

j # k  
4 4  4 4 4  ' 2  z a  * R w  'R 4 

5 i  = ' 2 2 1 W n j  Wnk + 2 n j  j nk kWnP 
j=l k-1 j=l k= l  1=1 

' 2 1 w ' R - w  4 4  n j  J nk m = 2  6 i  

m = 4 4  unj 

j=l 7 i  

Ili = o  

"ji = m.  J - 1  , i -1  

G i  

i=2,4,6,8; j=2,3,. . .8 
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APPENDIX V I 1  

MEAN-SQUARE ERROR APPROXIMATION TO PHASE NO1 SE SPECTRA 

Here we wish t o  derive a formula f o r  approximating a given 
phase noise power spectral density S ( f )  by a power series i n  f-k, k s  N, 
i n  the l eas t  mean-square e r ro r  sense (LMSE). 

i n  a piecewise l i n e a r  form. The approximating funct ion i ( f ) i s  assumed 
t o  be 

S(f) i s  e i t h e r  d i r e c t l y  avai lable from measurements o r  i s  given 

i ( f )  = ho + hlf-l + h2f -' + h3f-3 

where hi; i = 0,1,2,3 are unknown coef f ic ients  t o  be determined. 

siderations. The f term corresponds t o  white phase noise, f-' corre- 
sponds t o  white f l i c k e r  noise, f-* corresponds t o  white frequency noise, 

and f -3  serves t o  model f l i c k e r  frequency noise. The physical s i g n i f i -  
cance of (1) then i s  t ha t  i t  represents the spectral superposition o f  
the +f,;i-enientioned random components, assumed independent, i n  the f r e -  
queticy and of interest .  

fo r  high frequencies. We can then assume tha t  t h i s  value, which i s  
d i r e c t l y  measurable, determines ho. 
evaluation o f  hk, k - > 1. 

shal l  also assume, as i s  common practice, t ha t  8 >> a. Indeed, custom- 

a r i l y ,  a i s  on the order o f  tens o f  hertz while 8 i s  on the order Jf 

mega' . I  t z  . 

The specif ic form of i ( f )  i n  (1) i s  d ictated by physical con- 
0 

The spectra t o  be approximated usually e x h i b i t  a f l a t  port ion 

Henceforth, we w i l l  deal wi th the 

We The frequency band o f  i n te res t  w i l l  be denoted by (a,B). 

Since ho i s  known, l e t  us define 

S ' ( f )  = S ( f )  - ho 

The function t c J  be minimized i s  



2 

Since E i s  a quadratic function of hn; n = 1,2,3,  i t  follows t h a t  

lim E = + a  
h -*+_a n 

n=l,2,3 

Therefore, the extremum o f  E, t o  be determined from the condition 

-- 'E = 0, n = 1 , 2 , 3  
ahn 

clecirly corresponds 
21 fferent 

t o  a minimum. 
a t  ng ( 3 ) ,  we get 



3 

and i nsert  i ng 
the following 

the assumption B - ~  or”, we eventually derive from (4) 
system o f  equations: 

= w1 1 ’ h +  1 
a 1 2 z h 3  - h  + 

7 h l + ~ h  1 1 + - h  1 = W2 
3 2  & 4 4  20 

= w3 1 1 1 
T h 1  3a + z h 2  + s h 5  

where we have defined 

6 
Wn e S’(f) fn d f  ; n=1,2,3 

I f  we fur ther  define 

h ’  0 - hn 
I! n a 

n=l,2,3 

I 

the system I i s  wr i t t en  i n  m a t r i x  notat ion as 

The solut ion of I 1  i s  o f  the fo rm 

- *n h ln  - - A 
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where 

and 

.- W1'  W E '  W3'  
A1 - - - - +  240 60 

*2 - 60+45-12 
-wl' 4w2' w3' - 

MI' W 2 '  W3 '  - 
*3 - - - - + -  72 12 12 

From ( 6 ) ,  ( 7 )  and (8),  i t  e v m t u a l l y  follows t h a t  

hl = a E  W 1 '  - 36 W2' + 30 W 3 j  ) 
h2 

h3 

where, from ( 5 )  and (6), 

i 12 a 2 E  3 W1: i- 15 W E '  - 15 W31] 

30 u 3 F l '  - 6 W 2 '  + 6 W 3 j  (9) 

Once t h e  W n '  i s  eva lua ted  as i n  ( l o ) ,  then t h e  hn fo l l ows  d i r e c t i y  from 

(9) .  
c losed  form, e v a l u a t i o n  o f  (10) i s  n o t  apparent.  

propose t h e  f o l l o w i n g :  

frequency p l o t ,  a s  measured d i r e c t l y  i n  t h e  l a b o r a t o r y .  

t he  p l o t  by a s e r i e s  o f  N p iecewise  l i n e a r  segments, each v a l i d  i n  t h e  

r e g i o n  F .  1 -- < f - < Fi+,; i=l, . . .  +N, where F, = a and FN+l = B .  

denote by S i  t h e  va lue  o f  t h e  spectrum a t  Fi, i . e . ,  Si = S(Fi).  

t h e  q u a l i t y  o f  a p p r o x i m t i o n  t o  S ( f )  i nc reases  a s  Y i nc reases .  

p iecewise  l i n e a r  approx imat ion  i n  t h e  l o g / l o g  s c a l e  i m p l i e s  t h a t  S ( f )  i s  

However, except  f o r  t h e  u n l i k e l y  case t L a t  S ( f )  i s  g i v e n  i n  a 

To c i rcumvent  t h i s ,  we 

assume t h a t  S ( f )  i s  g i ven  by a dB-ampl i tude/ log-  
We approximate 

L e t  us a l s o  

Obv ious ly ,  
The 
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w2' = a y. L L  - Fi(pi+i) si 

assumed t o  have the ana ly t i c  representat ion 

1 

for 

In ( l l ) ,  the exponent -Pi represents the slope o f  the l i n e ,  viz., 

- slope o f  l i n e  i n  dB/decade 
10 -Pi - 

D i r e c t  subs t i t u t i on  o f  (11) i n t o  (10) g ives 

N 
df = 1 Si*Fi pi 

i=l 
Nl f 

o r  

S i m i l a r l y ,  we obta in  

FN+l - h  a - 0 n F1 

and 
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Note i n  the above that ,  i n  general, the Pi's need n o t  be integers.  

Comment 

The above theory so le l y  der ives the LMSE est imate i(f) of S ( f ) .  
However, no care has been taken t o  account f o r  the fact  t h a t  S(f) should 
be nonnegative as i t  represents a spect ra l  densi ty.  
occasions, the r e s u l t s  provide a negative S ( f )  f o r  some frequency regions. 
I n  these cases, the c o e f f i c i e n t s  o f  the LMSE est imate can serve as good 
s t a r t i n g  values which, a f t e r  some h e u r i s t i c  small per turbat ion,  produce 
a good new estimate i * ( f ) .  This new ;*(f) should a lso conform w i t h  the 
aforementioned physical  cons t ra in t  o f  posi t iveness. The above comments 
were used i n  Example 2 fo l lowing.  

Indeed, on some 
A 

Appl icat ions 

We now apply the previous r e s u l t s  t o  the fo l lowing two 

examples. 

Example 1 

Consider the TCXO phase noise spect ra l  densi ty  o f  Figure 1. 

The coe f f i c i en ts  o f  i ( f )  were ca lcu lated t o  be 

= 0.31622776 X 

= 0.39822958 X lo- '  hl 

h7 = -0.14756626 x 

h j  = 0.31740942 X . 
,- 
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Frequency 
f (W 

STCXO(f) 
(db) 

(dB: 
3f) 

Table 1 following compares certain values of STCXo(f)  with the 
corresponding ones o f  ( f ) . 

10 Hz 100 Hz 1 kHz 10 kHz 100 kHz 1 MHz 

-75 -105 -1 25 -1 35 -1 45 -1 55 

-75 -104.7 -123.8 -1 34 -1 44 -1 55 
- 

Table 1 

n 1 2 3 

Fn (Hz )  1 Hz 1 kHz 8.1 kHz 

sn (db) -14 -104 ' -115 

P =  -3 -1.4 0 d B / d e c a de  
10 n 

(slope) 
- - 

- 
4 

1 MHt 

- 

Example 2 

Next we consider the VCXO phase noise spectral density, shown 
in Figure 2. 
Table 2 summarizes the characteristic values considered for the imple- 
mentation o f  the previous algorithms. 

It was approximated by three piecewise linear segments. 

Table 2 
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Frequency I S ( W  
t 

The coefficients were found to be 

1 HZ 10 HZ 100 HZ 1 kHz 10 kHz 100 kHZ 1 M t . ,  

-14 -44 -74 -104 -115 -115 -115 

= 0.31622777 x 

hl = -0.3000000 X 

hO 

c- I 

-14 -43.9 -73 - 99.2 i(f) 
’ I (db) 

Ih2 = 0.10874600 X loo3 

1 

-118 -115.4 -115 
I 

= 0.39684600 X 10” lh3 

Table 3 provides a comparison between S(f) and i(f) at distinct 
points for this case. 

Table 3 
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CALCULATIONS AND FINAL RESULTS ON THE PHASE NOISE ERROR VARIANCE 
FOR THE S-BAND P I  AND TRANSPONDER FOR SGLS AND STDN 

The noncoherent r e s u l t  i s  

sured wi th  respect 

(a  1 

where and are two independent processes w i th  the same s t a t i s t i c s .  

Furthermore, the spectra of Or2 are the same (VCXO spectrum) 
as given i n  Figure 1. Since the spectrum i n  Figure 1, SI (f), i s  mea- 

to a 2211 MHz carr ier ,  the fo l lowing i s  true: 

The c m o n  spectrum 

i s  measured a t  2211 

i s  measured a t  1.84 MHz, hence +PI 

9 i s  measured a t  31 MHz, hence, 
r2 

SII(f) (see Figure 2) o f  the processes +, t+', $2 
MHz. The method o f  extract ing the shape o f  SII(f) 

from the TCXO output spectrum measurement i s  described elsewhere (see 
Addendum). Incorporating the above comments i n  (1 ) y ie lds 
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Ide now make the following simpli f icat ion. For the SGLS mode, the 
bandwidth of HIus(f) 4s 3774 Hz, while that  o f  $(f) i s  560 Hz, or  about 
1/7 of the la t te r .  Hence, w can safely ignore HIus(f) i n  the fourth- 
order products o f  (2) and use the approximation 

The above substi tut ion s impl i f ies matters s ign i f icant ly  because we now 
have t o  calculate two three-product integrals o f  the form 

and 
P W  

I2 = f-klHIus(f) (1-H2(f)) (1-HpI(f)) i2  df (k=0,1,2,3) (3b) 

--a0 

instead of a three-product and iwr-product integral.  
The evaluation o f  tha variance 

requires approximating the spectra SI!f) and S I r ( f )  by a series of the form 

i =O 

The least square approximation method i s  described i n  Appendix V I 1  o f  
th is  report and gives the following results 

SI(:) 0.158~10 -11 - 0 .15~10-~  + 0 . 5 4 4 ~ 1 0 - ~  + 0.1984~10-~ - t 4 a  1 
f f2 f3 
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and 

Note: The spectra shown i n  Figures 1 and 2 are one-sided, while SI(f) 
and SII(f) are two-sided expressions. Therefore, 3 dB should be sub- 
tracted f i r s t  fm the f igure  p lo ts  before approximation i s  attempted. 

The evaluations o f  the one-product in tegra l  

f'kll - HPI(f)l2 d f  L- 
and the two two-product in tegra ls  

and 

are performed by the program PHNOISE. Next we Sescribe the evaluation o f  
I1 and 12. 

1 .o EVALUATION OF I 1  and I p  

According t o  the theory developed, the evaluation of I, and I2 
requires the p r i o r  computation o f  the m a t r i x  M, as given by (148) and 
(149) o f  Appendix V I  of t h i s  report. This was done by tbe program Fo, and 
the resul ts are as follows: 
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0.4939~10~ 1 1 10.327~10~ I 1 10.356~10~ I 1 

O.L"SOX~O~~ 10.4939~10~ 10.625~10~~ (0.327~10~ (0.180~10~~ 10.356~10~ 

0.3923~10~~ IO. 250~10~ 
0.181 4x1 026 IO. 3923x1 020 IO. 983x 

IO. 3092~10~~ I0.625~10~~ IO. 628~10'~ IO .  '180% 1 OZ1 
IO.  3092x1 020 IO. 1 7 8 ~ 1 0 ~ ~  IO. 6 2 8 ~  1 02' 

0 IO.  1814~10~~1 0 10.983~10~~ I 0 i0.178~10~~ 
2 

- - 1 I 0 I 1 1  0 I 1 I 0 

0.3367~10~ I 1 If?.307x1O8 I 1 10.336~10~ I 1 
M = 0.1086~10~~ IO .  3367xlC' 10.203~10~ I 0.307~10~ I O .  22 8 

15 
IO. 336x10 

0.5584 0'' I O .  IO8t~10~~ I O .  6 2 3 ~ 1 0 ~ ~  1 0.203~10~ IO. 739~10'~ I O .  22x10 
0.178~10~~ 10.558~10~' 10. 199x10z61 0.623~10~~ ! 0.362xlO~~ I O .  739x10 22 

10.362~10 39 0 IO .  178~13'~ I 0 f o.199x1026 1 0 - 

and 

Since we are interested in the k=2 term only (see ( 4b ) in connection with 
( 2  )), we have to evaluate the following F2 column vectors: 

I1 : T 
~0.313x108 1 0.983~10'~ i 0 1 o I o] F2 = 

and 

I2 : T 

F2 = 
I0.28486~10~ I0.202865~10~~ IO 10 I q  

The solution of the system [M].[V2] = [Fz] i s  accomplished 

Despite the fact that the matrix M is ill-conditioned ( i .e. ,  
through the subroutine SLEQ for the solution o f  a system o f  linear equa- 
tions. 
the eigenvalues differ by many orders of mgnitude), the program produces 
results o f  satisfactory accuracy. They are 
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Al 2 

B1 2 

$2 

B22 

*32 

I1 : 

fn(W 3774 2064 

6 ’ - 0.707 0.82 
- --- -,- 

- -  
L? 

and 

12: 

.. . 

synthesizer .- 0 1  . +.es i zer 
_ _  - 

1 

1000 560 

1 .o 5.0 

-- --. _I_ 

a 

i -0.lOllxlO 

0.5171~10’ 

7 

-0.695~10-’ ! -0.52 1 xl  f4 

0.101 M o l  
-0.1937~10 

- - 

-0.8665~1 O8 
1 -0 I 222x1 0 

0.1085~10~ 

-0.554~1 0-5 

Applying (160) of Appendix V I  for  the proper t ransfer functions and k =  2, 
we f i n d  that Il = 0.11504~10-~ and Ip = 0.3034~10-~. These numbers rep- 
resent the in tegra ls  I1 and I2 as defined by ( 3 ) ,  not the perameter 

mu l t i p l y  wi th h2 = 0.5 as given by (4b ) .  

t o r  5 )  which were used i n  the computation o f  the in tegra ls  are given i n  
the fo l lowing table: 

- 
o f  (160) o f  Appendix V I .  To evaluate the l a t t e r ,  one should 2 

a2 13-way 

The transfer function parameters (natural frequency fn, damping fac- 
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2.0 SUMMARY OF RESULTS AND COMMENTS 

With respect t o  the calculat ion o f  the one-product and two-product 
integrals appearing i n  ( 2  ), we should mention tha t  some o f  them, notably, 
the parameters a0 and o12 f o r  both o f  them, are evaluated w i th  the upper 
l i m i t  o f  integrat ion being some f i n i t e  fH instead of +-. This parameter 
was chosen t o  be f H  = 6 MHz (i .e. , 12 MHt two-sided bandwidth) since that  
was found as the lowest cu to f f  frequency o f  the IF f i l t e r s .  Also, the 
gain Gf i s  o f  the value 256/204 - 1.2488. 

I n  
the STDU mode, the bandwidth o f  HIUS i s  755 H t ,  i.e., o f  the same order 
as the H2 ban~didth.  
product integral  by a three-product one i s  not v a l i d  anymore, and precise 
resul ts  can be obtained only by using the appropriate formulas. Never- 
theless, i t  i s  straightforward t o  see tha t  the STDN variance i s  going t o  
be s l i g h t l y  less than the SGLS variance found because lHIusl - < 1; we v i r -  
t u a l l y  substi tuted HIUS wi th  i t s  upper bound i n  the previous calculations. 
We can therefore claim that  the 8.93' found represent an upper bound f o r  
both SGLS and STDN modes. 

By straightforward 
$' 

integrat ion o f  the phase noise spectrum of the TCXO output (see appropriate 
memo), one gets a d e v i ~ t i o n  o f  approximately 3.5'. Adding the same amount 
a t  the P I  receiver demodulator plus addit ional contr ibutions from the P I  
and IUS VCXO's (o f  considerably lower value, however, see Figurel),  one 
concludes that the value found indeed l i e s  wi th in the expected range. 

2 

The f i n a l  deviat ion found i s  a4 = 8.93' RMS (SGLS mode). 

I n  t h i s  case, the approximat-;on o f  the Four- 

A f i n a l  comnent pertains t o  the value o f  o 
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ADDENOUFO 

Let us denote by STcxo,o (f) the phase noise spectrum measured 
a t  the output  of the PI TCXO, as plotted i n  Figure 3. From the P I  dia- 
gram, it follows t h a t  

We now ectail the reasonable assumption that S $ f )  
t r i bu t ion  i s  negligible. This assumption is verified i f  we plot the 
product 256 SeT(f) against STCXo,o(f) and realize that i t  i s  several 
decibels below the latter. 
cesses q (t)  and q 2 ( t )  pcssess the same spectral characteristics. 

( S ) ,  tha t  

0, fee. ,  i;s con- 

Furthermore, we assume t h a t  the noise pro- 

Denoting this common spectral density by S I I ( f ) ,  we get, f r o m  

Here, 

7 f4 + R f ' + fn 
lH$ = 

"2 2 

2 f 4  
11 - = - 

f4 + Ri  fn 
i 

2 2 where Ri equals 4ci - 2 and ri = 4ci , 
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Substituting the previous expressions i n  the denominator D 
o f  (6) ,  we get 

f4 

n2 2 
4 D =  

f4 + R f 2 f 2  + f, 

' fn2'(fn22 + r 2 f 2 )  

f 4 + R  f 2 f 2 + f n  4 
nl 1 

('I 

Through ( 6 ) ,  (4) and the STcxo,o ( f )  o f  Figure 3 ,  the spectrum SII(f) of  
Figure 2 was derived. 


