
I (

TDA Progress Report 42-59

N 8 0 - 3 3 4 3 3
«» «* . _, .

July and August 1980

Network Functions and Facilities
N. A. Renzetti

Office of Tracking and Data Acquisition

The objectives, functions, and organization of the Deep Space Network are
summarized; deep space station, ground communication, and network operations control
capabilities are described.

The Deep Space Network was established by the National
Aeronautics and Space Administration (NASA) Office of
Space Tracking and Data Systems and is under the system
management and technical direction of the Jet Propulsion
Laboratory (JPL). The network is designed for two-way
communications with unmanned spacecraft traveling approxi-
mately 16,000 km (10,000 miles) from Earth to the farthest
planets and to the edge of our solar system. It has provided
tracking and data acquisition support for the following NASA
deep space exploration projects: Ranger, Surveyor, Mariner
Venus 1962, Mariner Mars 1964, Mariner Venus 1967, Mariner
Mars 1969, Mariner Mars 1971, and Mariner Venus-Mercury
1973, for which JPL has been responsible for the project
management, the development of the spacecraft, and the
conduct of mission operations; Lunar Orbiter, for which the
Langley Research Center carried out the project management,
spacecraft development, and conduct of mission operations;
Pioneer, for which Ames Research Center carried out the
project management, spacecraft development, and conduct of
mission operations; and Apollo, for which the Lyndon B.
Johnson Space Center was the project center and the Deep
Space Network supplemented the Manned Space Flight Net-
work, which was managed by the Goddard Space Flight
Center. The network is currently providing tracking and data
acquisition support for Helios, a joint U.S./West German

project; Viking, for which Langley Research Center provided
the Lander spacecraft and project management until May,
1978, at which time project management and mission opera-
tions were transferred to JPL, and for which JPL provided the
Orbiter spacecraft; Voyager, for which JPL provides project
management, spacecraft development, and is conducting mis-
sion operations; and Pioneers, for which the Ames Research
Center provides project management, spacecraft development,
and conduct of mission operations. The network is adding new
capability to meet the requirements of the Galileo mission to
Jupiter, for which JPL is providing the Orbiter spacecraft, and
the Ames Research Center the probe and the probe carrier. In
addition, JPL will carry out the project management and the
conduct of mission operations. The network is also preparing
to support the planned International Solar Polar Mission
(ISPM), a joint European Space Agency (ESA) and NASA
project scheduled for launch in 1985.

The Deep Space Network (DSN) is one of two NASA
networks. The other, the Spaceflight Tracking and Data
Network (STDN), is under the system management and
technical direction of the Goddard Space Flight Center
(GSFC). Its function is to support manned and unmanned
Earth-orbiting satellites. The Deep Space Network supports
lunar, planetary, and interplanetary flight projects.
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From its inception, NASA has had the objective of
conducting scientific investigations throughout the solar sys-
tem. It was recognized that in order to meet this objective,
significant supporting research and advanced technology devel-
opment must be conducted in order to provide deep space
telecommunications for science data return in a cost effective
manner. Therefore, the Network is continually evolved to keep
pace with the state of the art of telecommunications and data
handling. It was also recognized early that close coordination
would be needed between the requirements of the flight
projects for data return and the capabilities needed in the
Network. This close collaboration was effected by the appoint-
ment of a Tracking and Data Systems Manager as part of the
flight project team from the initiation of the project to the
end of the mission. By this process, requirements were
identified early enough to provide funding and implementa-
tion in time for use by the flight project in its flight phase.

As of July 1972, NASA undertook a change in the interface
between the Network and the flight projects. Prior to that
time, since 1 January 1964, in addition to consisting of the
Deep Space Stations and the Ground Communications Facil-
ity, the Network had also included the mission control and
computing facilities and provided the equipment in the
mission support areas for the conduct of mission operations.
The latter facilities were housed in a building at JPL known as
the Space Flight Operations Facility (SFOF). The interface
change was to accommodate a hardware interface between the
support of the network operations control functions and those
of the mission control and computing functions. This resulted
in the flight projects assuming the cognizance of the large
general-purpose digital computers which were used for both
network processing and mission data processing. They also
assumed cognizance of all of the equipment in the flight
operations facility for display and communications necessary
for the conduct of mission operations. The Network then
undertook the development of hardware and computer soft-
ware necessary to do its network operations control and
monitor functions in separate computers. A characteristic of
the new interface is that the Network provides direct data flow
to and from the stations; namely, metric data, science and
engineering telemetry, and such network monitor data as are
useful to the flight project. This is done via appropriate ground
communication equipment to mission operations centers,
wherever they may be.

The principal deliveries to the users of the Network are
carried out by data system configurations as follows:

(1) The DSN Tracking System generates radio metric data,
i.e., angles, one- and two-way doppler and range, and
transmits raw data to Mission Control.

(2) The DSN Telemetry System receives, decodes, records,
and retransmits engineering and scientific data gener-
ated in the spacecraft to Mission Control.

(3) The DSN Command System accepts spacecraft com-
mands from Mission Control and transmits the com-
mands via the Ground Communications Facility to a
Deep Space Station. The commands are then radiated
to the spacecraft in order to initiate spacecraft func-
tions in flight.

(4) The DSN Radio Science System generates radio
science data, i.e., the frequency and amplitude of
spacecraft transmitted signals affected by passage
through media such as the solar corona, planetary
atmospheres, and planetary rings, and transmits these
data to Mission Control.

(5) The DSN Very Long Baseline Interferometry System
generates time and frequency data to synchronize the
clocks among the three Deep Space Communications
complexes. It will generate universal time and polar
motion and relative Deep Space Station locations as
by-products of the primary data delivery function.

The data system configurations supporting testing, training,
and network operations control functions are as follows:

(1) The DSN Monitor and Control System instruments,
transmits, records, and displays those parameters of the
DSN necessary to verify configuration and validate the
Network. It provides the tools necessary for Network
Operations personnel to control and monitor the
Network and interface with flight project mission
control personnel.

(2) The DSN Test and Training System generates and
controls simulated data to support development, test,
training and fault isolation within the DSN. It partici-
pates in mission simulation with flight projects.

The capabilities needed to carry out the above functions
have evolved in the following technical areas:

(1) The Deep Space Stations, which are distributed around
Earth and which, prior to 1964, formed part of the
Deep Space Instrumentation Faculty. The technology
involved in equipping these stations is strongly related
to the state of the art of telecommunications and
flight-ground design considerations, and is almost com-
pletely multimission in character.

(2) The Ground Communications Facility, which pro-
vides the capability required for the transmission, re-
ception, and monitoring of Earth-based, point-to-point
communications between the stations and the Network
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Operations Control Center at JPL, Pasadena, and to the
JPL Mission Operations Centers. Four communications
disciplines are provided: teletype, voice, high-speed,
and wideband. The Ground Communications Facility
uses the capabilities provided by common carriers
throughout the world, engineered into an integrated
system by Goddard Space Flight Center, and con-
trolled from the communications Center located in the
Space Flight Operations Facility (Building 230) at JPL.

The Network Operations Control Center is the functional
entity for centralized operational control of the Network and
interfaces with the users. It has two separable functional
elements; namely, Network Operations Control and Network
Data Processing. The functions of the Network Operations
Control are:

(1) Control and coordination of Network support to meet
commitments to Network users.

(2) Utilization of the Network data processing computing
capability to generate all standards and limits required
for Network operations.

(3) Utilization of Network data processing computing
capability to analyze and validate the performance of
all Network systems.

The personnel who carry out the above functions are
located in the Space Flight Operations Facility, where mission
operations functions are carried out by certain flight projects.
Network personnel are directed by an Operations Control
Chief. The functions of the Network Data Processing are:

(1) Processing of data used by Network Operations Control
for control and analysis of the Network.

(2) Display in the Network Operations Control Area of
data processed in the Network Data Processing Area.

(3) Interface with communications circuits for input to
and output from the Network Data Processing Area.

(4) Data logging and production of the intermediate data
records.

The personnel who carry out these functions are located
approximately 200 meters from the Space Flight Operations
Facility. The equipment consists of minicomputers for real-
time data system monitoring, two XDS Sigma 5s, display,
magnetic tape recorders, and appropriate interface equipment
with the ground data communications.
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