JPL PUBLICATION 80-61

Radar Geology: An Assessmenf

Report of the Radar Geology Workshop
Snowmass, Colorado
July 16-20, 1979

(¥NASA-CKk-163638) RADAR GEOLOGY: AN N81-10472
ASSESSMENT REPORL OF THE RADAR GEOLOGY THRU
WORKSHOP (Jet Propulsion Lab.) 515 p N81-10496
HC A22/MF AO1 Unclas

G3/42 29032

September 1, 1980

National Aeronautics and
Space Administration

Jet Propulsion Laboratory
California Institute of Technology

Pasadena, California
REPRODUCED BY

NATIONAL TECHNICAL :
INFORMATION SERVICE:

S. DEPARTMENT OF COMMERCE
e SPRINGFIELD, VA. 22161



JPL PUBLICATION 80-61

Radar Geology: An Assessment

Report of the Radar Geology Workshop
Snowmass, Colorado
July 16-20, 1979

(Color Illustration Reproduced in Black and White)

September 1, 1980

National Aeronautics and
Space Administration

Jet Propulsion Laboratory
California Institute of Technology
Pasadena, California



This publication was prepared by the Jet Propulsion Laboratory, California
Institute of Technology, under NASA Contract NAS7-100.



CONTENTS

INTRODUCTION .. .. cvieernnennnernccocnnnnns ceecesesrenneenns Cececennee .
EXECUTIVE SUMMARY AND OVERALL RECOMMENDATIONS ......c.cc0... Ceeeesacieenns
TECHNIQUE DEVELOPMENT GROUP RECOMMENDATIONS ............ N
ENGINEERING AND ENVIRONMENTAL GROUP RECOMMENDATIONS ....... cesenane cemeens
MAPPING GROUP RECOMMENDATIONS ...cceeecuecnconcocnnons ceeseavenn Geessevnne
EXPLORATION GROUP RECOMMENDATIONS .......... ceenene Ceteeereita et anne
PRESENTED PAPERé .................................... ceeetiataenaas coeene

OVERVIEW PAPERS

Historical Sketch - Radar Geology

H. MacDonald ......cvvvveves ceeseans ce e s es et ressseenens teeeseeseen

Radar Geology: Technology and Program Overview
Frank T. Barath ..... e seeiseacatat e aneneernann Cerireeanas ceaes

TECHNIQUE DEVELOPMENT PAPERS

Simulation of Orbital Radar Images
R. S. Saunders, J. C. Holtzman, and Charles Elachi ........... ceene

Expression of San Andreas Fault on Seasat Radar Image
F. F. Sabins, R, Blom, and C. Elachi .....iveieierrnennnncronaannas .

Analysis of Seasat Orbital Radar Imagery for Geologic Mapping in
the Appalachian Valley and Ridge Province, Tennessee-Kentucky-
Virginia

J. P. Ford ....ccce.. ci et et e e resnesene e ssssssecnnenrae e ctereenns

Radar Imaging of Volcanic Fields and Sand Dune Fields:
Implications for VOIR

C. Elachi, R. Blom, M. Daily, T. Farr, and R. S. Saunders .....cee...

Rock Type Discrimination and Structurdl Analysis with Landsat and
Seasat Data: San Rafael Swell, Utah

H. E. Stewart, R. Blom, M. Abrams, and M. Daily ...vcieenrnnneccacenn

Terrain-Analysis Procedures for Modeling Radar Backscatter

10

17

20

23

38

45

64

114

151

Gerald G. Schaber, Richard J. Pike, and Graydon L. Berlin ...........168

Realistic¢c Earth/Land Radar Models
Andrew J. Blanchard .........c0cveve ceseetstecenenen ceessacnns

iii

.200



Some Confusion Factors in Radar Image Interpretation

Bruce J. Blanchard .....cevvvvvteccennosoces seerseseas ceereenenaa cesen

Multichannel SAR in Geologic Interpretation: An Appraisal

Philip L. Jackson ....vevvecenns ceeercavesasacesesses Ceeeenease eeeeees233

Autonfatic Shading Correction and Speckle Noise Mapping/Removal

Techniques for Radar Image Data

Pat S. Chavez, Jr. ...... e creeenes N ceeceenea et eeeraeeens
ENGINEERING/ENVIRONMENT PAPERS

Applications of Radar Imagery to Arctic and Subarctic Problems
P. Jan Cannon ......... ceeessseserseseesnn Cesesseeeaanenaanns ceeseess

Radar Detection of Surface 0il Accumulations
John E. Estes, Peggy O'Neill, and Michael Wilsom ........ et te et

Application of SLAR in Nuclear Power Plant Siting: A Case History

Barry S. Siegal .......... Ceessestesestestavense ceesesessertacnssnveae

MAPPING PAPERS

Application of Imaging Radar to Mapping

Franz W. Leberl .....eeveveerssonesssssscasnnsces Cee e eesesesseetesenesas

Stereo Radar for Mapping and Interpretation
L. Graham ....0000veeens cieeseae N teesecnaenas

A New Look at Togo Through the Eyes of a SLAR

Louis F. Dellwig ..ivviriirneneriesessoessossaoseonssasoansensonnos oo

EXPLORATION PAPERS

The Use of Radar and Landsat Data for Mineral and Petroleum
Exploration in the Los Andes Region, Venezuela

Robert K. ViNCeNt ..uiieeerirsrrsosessssssosssseonsosssssssonscsasosss cesse

Geological Mapping in the Amazon Jungle - A Challenge to Side-
Looking Radar

AdETDAL C. COTTEA «vvvvveonseneonennssnsesesnssssnsosennssasanssnsesss

Side-Looking Airborne Radar Image Interpretation and Geological
Mapping: Problems and Results
J-Y. Scanvic and E. H., Soubari ....ccetetvrieeneescenesasssssncannsas

The Evaluation of 3-cm-Wavelength Radar for Mapping Surface Deposits

in the Bristol Lake/Granite Mountain Area, Mohave Desert, California
Ray Sugiura and Floyd Sabins .....cieeeeeiiirieneeenocececosscsonssas

iv

.439



Radar, an Optimum Remote Sensing Tool for Detailed Plate Tectonic
Analysis and Its Application to Hydrocarbon Exploration (An Example
in Irian Jaya, Indonesia)

Claude M. FroidevauX ....cieveeoverervesosnconsens

Fracture Trace Expression and Analysis in Radar Imagery of Rain
Forest (Peru)
P.H. A. Martin-Kaye, J. W. Norman, and M. J. Skidmore ..........c.....202

Appendix A. . List of Attendees .......ceeevevenncens

Appendix B. Program Agenda .....c..0... et reeaaeann .



ABSTRACT

This report contains an assessment of the application
of imaging radar to geologic problems in the form of a
collection of 24 papers and recommendations for NASA's
program in this field. The material waé developed in the
framework of a Workshop held in Snowmass, Colorado, from
16 through 20 July 1979, under the auspices of the Jet
Propulsion Laboratory, California Institute of Technology,
with sponsorship of the Resource Observation and Planetary

Divisions of NASA.
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INTRODUCTION

The launch of a Synthetic Aperture Radar (SAR) on Seasat in the summer of
1978 demonstrated that radar observation of the Earth on a global basis is now
feasible. Initial examination of the Seasat radar data has indicated that useful
applications of these data could be made to a variety of problems in geology,
agriculture, hydrology, and oceanography, as well as to planetary exploration.
Wide interest has therefore resulted in the rise of spaceborne radars for these
purposes. The basic problem in the furtherance of these applications is centered
on the need for a detailed understanding of the electromagnetic interactions of
the surface (surface signatures) and the effects of key radar system parameters
(resolution, incidence angle, frequency, polarization, etc.) on these interactions.
The goal of the ongoing research program is thus directed at understanding these
surface interactions and demonstrating optimum radar configurations for the
various applications.

In order to define a research program responsive to the needs of the various
applications, NASA has undertaken a series of planning exercises and workshops.
This workshop was one in the series. These planning exercises have resulted in
the initial definition of a NASA Program Plan for Active Microwave Remote Sensing.
The plan outlines a systematic theoretical and experimental program addressed to
the central issues in the various disciplines. The program encompasses modelling
activities and extensive experimental investigations making use of ground and
airborne facilities. These studies provide the necessary background for the
definition of the next sequence of space flight experiments. The space flight
experiments include Spacelab experiments and culminate in free flyer demonstrations.
The program utilizes synthetic aperture radar systems of broad flexibility to
permit a systematic exploration of optimum radar configurations for the various
fields of application.

The field of geology has seen the widest application of radar for both
terrestrial and planetary exploration. The prospects of geologic SAR global and
planetary mapping are thus particularly exciting. Accordingly, it appeared
particularly appropriate to assemble key researchers and users of radar data from
the fields of terrestrial and planetary geology in order to assess the current
state-of-the-art of radar sensing in geology and to provide recommendations on
the needed steps in a radar geology research program.

The Radar Geology Workshop was conducted under the auspices of the Technology
and Space Program Development (TSPD) Office at the Jet Propulsion Laboratory with
the sponsorship of the Resource Observation and Planetary Divisions of NASA. An
organizing committee was appointed to determine the content and format of the
Workshop and to prepare a list of invitees. The committee consisted of the
following:

Paul Harrison, Chairman Cities Service Co. Tulsa OK

Frank Barath, Exec. Secy. JPL Pasadena CA

James Taranik NASA HQ Washington DC

Louis Dellwig U. of Kansas Lawrence KA

John Estes NASA HQ/ Santa Barbara CA
U. of California

Harold Masursky USGS Flagstaff AZ



Stephen Saunders JPL Pasadena CA
Paul Teleki USGS Reston VA
Carol Snyder, Logistics JPL Pasadena CA

The Workshop took place in Snowmass, Colorado, from July 16 through July 20,
1979, with®44 attendees. The attendees are listed in Appendix A together with
their affiliations and addresses. Appendix B shows the agenda, which was closely
followed.

This report presents the recommendations evolving from the Workshop and the
papers presented by the participants. These papers were independently reviewed
and modified by the authors as required. The output of this Workshop as reflected
by this report has provided a major input to the NASA Program Plan for Active
Microwave Sensing.



EXECUTIVE SUMMARY
AND
OVERALL RECOMMENDATIONS

The Radar Geology Workshop was organized and structured for the dual purpose
of (1) performing an in-depth assessment of the current understanding of the
applications of radar imagery in geology and (2) developing recommendations for
shaping NASA's future programs in this field. Attendance at the Workshop was
by invitation only and generally limited to persons who were knowledgeable and
willing to take an active part in the effort.

Activities for the first three days consisted of sequential plenary sessions,
organized by general topic, with formal presentations by the participants and a
short discussion after each talk. The general topics for consideration were:

Technique Development - relating to general geologic mapping, discrimination
from orbit, modeling, and experimental approaches to quantification of image data.

Engineering/Environmental - mapping of specific sites, sea state (oil-on-
water), sea ice, vegetation.

Mapping - cartographic products, stereoscopic utilization, multiuse maps,
and image characteristics.

Exploration - specific targets or purpose-oriented projects.

This, the technical presentation phase of the meeting, certainly accom-
plished its intended objective of defining the present state-of-the-art for geo-
logical applications of radar data by a wide variety of users. That material,
which makes up the bulk of this report, in addition to those few papers which
were presented but are not included, is unquestionably the most extensive com-
pilation of practical radar geology prepared to date.

The last two days were the real workshop phase in which the participants
gathered in separate working groups according to their topical interest and/or
experience. These individual groups concentrated on defining the specific problem
areas in their own fields which would be assisted by further research and develop-
ment. They prepared a set of recommendations with supporting arguments for each
point that identified the work which they proposed to be done. Then, with the
groups in joint session again, each group chairman presented the recommendations
and rationale that had been independently developed. The extensive ensuing dis-
cussion of these points further clarified the R & D issues and plainly illustrated
that many points of interest are common to the various application topics.

The individual groups' recommendations were correlated and an overview prepared
that summarized the identifiable points of needed development:

Coordination and continuity of research efforts. - Much good, pertinent work
is being done by different groups (government, universities, and industry) that
if properly coordinated and funded would save a lot of duplicated individual effort
and provide more rapid progress.




Frequency and polarization effects in target/energy interaction. - The
reflectivity signature of natural targets should be quantified as a function of
radar wavelength and transmit/receive signal polarity to determine diagnostic
interpretation information and possible optimum system parameters.

Geometry. - What are the effects of look direction and depression angle on
image interpretability over various terrain types?

Dynamic range of backscatter signal and recording. ~ What is the expected
range of reflected signal intensity from geologic targets and what recording
system bandwidths will be necessary to prevent loss of useful information by
clipping? What level of calibration (actual and relative) is required for
differing geologic applications?

Digital data processing. -~ This is acknowledged as necessary to preserve
dynamic range and system calibration, permit image signature quantification and
analysis, facilitate comparison with other types of data by digital rectification,
registration, enhancement and information extraction. Hardware should be
improved for faster digital data throughput, and existing image processing soft-
ware surveyed for utilization. New and improved software should be developed.

Collateral instrumentation and data. - Numerous ancillary sets of data are
needed to properly support further research, e.g., surface roughness, digital
topography, scatterometer data from truck- and helicopter-mounted systems, and
aerial photography.

Data identification, archiving and distribution. - A large amount of data
(ground truth, spectrometer data, aircraft imagery from several systems, Seasat,
etc.) already exists that would be very informative, and ongoing programs collect
more data all the time, but this information does not provide the needed coherent
data base for research because of unknown system/mission parameters and/or
practical inaccessibility.

Education and training. - Many users are unaware of the limitations and
unique characteristics of imaging radar systems. A much larger and diverse
market potential (user community) could be developed by increased academic
research support and workshop-seminars for geological applications of imaging
radar data.

This overview was presented to and discussed by the entire group. And, as
would be expected, there was good agreement on the technical aspects of each of
the points. 1In view of the widely ranging awareness levels of the individuals
and their own area of expertise, assignment of relative importance and priority
to these items was not fully accomplished.

There are essentially two groups that comprise the radar geology community:
(1) government and academic research, and (2) commercial contractors and users.
The former group is looking at long-term (3-7 years) research efforts to resolve
many of the questions that remain in the design of an "optimum" orbital radar
system. The latter group have been using airborne radar imagery in an operational,
or at least quasioperational, mode for more than 10 years and believe that the
utility of radar imagery for certain kinds of geologic application has been
established. This practical difference in perspective produces conflict only when
it comes time to prioritize the efforts to be funded.
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Attendant to this philosophical realization on the part of the workshop
attendees and their recognition that parallel development paths are viable
and even complementary, an overall recommendation was made in consensus and
conclusion to the workshop: '"Based on the current level of experience and
awareness, it is recommended that:

(1) ‘ég*imaging radar system (X-band, 45° look angle, like-polarization)
be placed as soon as possible in a Landsat type orbit.

(2) An increased level of study be funded in the noted areas where further
R&D efforts may lead to significant advancement of knowledge and
capability.

(3) An increased level of processing and dissemination of Seasat-l data be
initiated to speed up the evaluation and proof-of-concept testing for
the first orbital imaging radar system."

*The underscored words have been added by the Chairman to the original wording
for clarity.



TECHNIQUE DEVELOPMENT GROUP RECOMMENDATIONS

This Eesearch discipline addresses the quantitative aspect of the analysis
of radar images and the specification of system paramenters for particular
features detection. This activity has a number of aspects:

(1)

(2)

(3)

Theoretical and experimental research to better understand the inter-
action of electromagnetic waves with the surface and near subsurface,
and to quantify the relative importance of different geophysical
parameters, e.g., surface roughness, slope, dielectric constant, moisture
content, volumetric inhomogeneities, and surface cover.

Research to refine the system parameters to optimize detection of
specific features. This includes simulation by computer as well as
field experiments.

Research on obtaining better calibration techniques which would allow
the extraction of quantitative information.

The specific areas of research recommended by the workshop participants are
(not in order of priority):

(1)

(2)

(3)

(4)

Continue backscatter and surface signature research. Expand the work

conducted in Death Valley to other regions. Emphasis should be on
understanding how the radar backscatter cross-section at different
frequencies and polarizations can be used to discriminate and identify
different surface units and surface cover type.

Continue theoretical research to derive simple equations which are

consistent with field measurements. This theoretical work will hope-
fully lead to a good understanding of the interaction of electromagnetic
waves with different surfaces. This will be a key element in assessing
the necessary combination of different observation geometry, radar
frequency and radar signal polarization to be able to achieve a certain

discrimination and identification level.

Develop helicopter-borne radar scatterometer and polarimeter systems

covering the spectral region from L-band to K-band. These systems are

needed to conduct an experimental program to verify the different
theories and determine the extent of their validity.

Search out presently available Landsat and other image processing

techniques that can be utilized in radar research. Many techniques

have been very successfully applied for enhancing the extraction of

the information in Landsat imagery. Some of these techniques can be
directly applicable to radar images. In some cases, some modifications
are necessary because of the unique radar observation geometry and the
inherent presence of speckle in the SAR images.



(5)

(6)

(7

(8)

Concentrate the quantitative work in a limited number of well-mapped

geologic sites with diverse vegetation cover, roughness scales and

climate conditions. The techniques developed in the previous activi-

ties should be tested in test sites to verify their accuracy and capa-
bility. These sites would then be used as training sites for extending
the use of these techniques for large-scale applications using space-
borne imaging radar sensors.

Develop cost-effective simulation techniques for examining the inter-

active effect of the different variables, i.e., geometry, number of

looks, resolution, polarization, and frequency. These techniques

could be used as a low-cost approach for a first-level simulation of
the effect of these parameters.

Develop calibration techniques which would allow relative calibration

better than 1 dB and absolute calibration better than 3 dB. This cali-

bration capability is necessary for any quantitative analysis of the
data and for comparison of data obtained at different times and in
different locations. The measurement of image tone variation and the
corresponding surface backscatter variation is essential for the
development of the capability to monitor surface cover (vegetation,
forest cover, etc.) and surface moisture.

Develop stereo and radargrammetric techniques which are necessary

for using radar data for topographic and cartographic applications.

Good cartographic fidelity is essential for the use of radar data in
conjunction with other types of information as a comprehensive data
set to understand the surface properties.



» ENGINEERING AND ENVIRONMENTAL GROUP RECOMMENDATIONS

Engineering applications of imaging radar presented at the workshop include
a range oft topics and use of a variety of radar-image types. Radar imagery was
used in a multidisciplinary phased approach to selecting a dam site in highly
fractured terrain in northern California (R. Gelnett) and to siting a nuclear
power plant in seismically active terrain in the Philippines (B. Siegal). Radar
imagery was used to interpret geomorphic processes in Alaska (J. Cannon) and for
geologic mapping in the Virginia Piedmont and Coastal Plain (D. Krohn). Surface-
0il slicks in the marine environment of the Santa Barbara Channel, California,
were detected by means of radar images (J. Estes, et al.). For each land area
the radar images were used primarily to define geologic structure. The areas
reported are mostly in physiographically rough, inhospitable terrain that is
difficult of access for a variety of climatic and/or cultural reasons. The
range of radar-image types used in the studies includes Westinghouse K-band real
aperture, Motorola S-band real aperture, Goodyear X-band synthetic aperture, JPL
L-band synthetic aperature—all acquired from airborne platforms—and spaceborne
L-band synthetic aperture imagery acquired from the Seasat satellite.

Many different independently variable factors combine to affect the radar
backscatter returned from any given target. Commonly it is not possible to
separate and effectively determine the contribution of each factor for purposes
of image interpretation. The problem is compounded and cannot be adequately
resolved using uncalibrated imaging radar systems. Further problems arise in
optical correlation of imagery due to nonlinearity of the transfer function that
exists when data are converted from digital tape to signal film, and due to a
high level of operator dependence inherent in the optical correlation process.
Thus in first priority it is recommended that for further studies and application
of radar geology a calibrated imaging-radar be developed having a 3-~dB tolerance
from end to end of the system. In addition radar data should be digitally
correlated.

In the opinion of the Engineering and Environmental Applications Group the
important requirements of imaging-radar systems are-a wide dynamic range, moder-
ate resolution, a scale that is appropriate to the application, variability of
look angle, and controlled look direction. Reasons for the above opinion are
as follows. The dynamic range of an imaging radar directly influences the range
of information content available for presentation on images. This in turn affect:
image interpretability. Resolution.of radar images for geologic applications
should be the best than can be obtained consistent with a reasonable cost of
the imaging system. A moderate resolution is in the range of 10-25 m. For
synthetic aperture radars the effect of resolution reduction versus speckle
reduction should be optimized for maximum image interpretability that is con-
sistent with the scale of the image and the degree of detail desired. As
radar backscatter is strongly affected by slope effects at look angles from 0°
to 30°, by surface roughness at look angles from 30° to 70°, and by shadowing at
look angles from 70° to 90°, it is desirable for maximum flexibility that imaging
radar systems have variability of look angle. Controlled look direction is
desirable to compensate for effects of radar layover, or radar blindness
relative to feature orientation.



Quality, quantity and timeliness of radar image-data are most important to
the user community. Especially in the case of dynamic studies, digitally
correlated radar data should be processed in real-time or near-real-time. All
processed data should contain information specifying the image system parameters,
time and date of image acquisition and ground location coordinates in latitude
and longitude. The source of all imagery should be specified, and "quick look"
imagery should be available for users to determine image quality prior to
undertaking any detailed study. Much imaging radar data already exists but is
not readily available to the user community. A need exists to establish a
clearing center where the occurrence of all types of radar imagery would be
tabulated and available to the user community for public inspection.

Research in radar data-registration and rectification should be funded.
Automated techniques of pattern, shape- and texture-recognition from radar
imagery should be developed. Correlative analyses should be made with other
types of geological and geophysical data in rectified digital format. Empirical
and mathematical modelling and simulation studies should proceed to determine
radar response characteristics.

An important need exists for adequate communication and dialogue to be
maintained between the sensor-engineering community and the user community.
Users must make their requirements known to engineers, who in turn can make the
necessary determinations as to how data-bits are to be transmitted, compressed,
etc., to achieve the stated requirements. Research on sensory systems should
be directed at stereo-imaging and at determining optimal radar frequencies for
use in specific applications. Target responses should be compared using multiple
frequencies, polarizations and look angles. For applications purposes now and
in the future, studies should be made to determine what requirements exist for
repetitive global coverage using a radar satellite, either experimentally or
operationally. Attention should be given to the effects of many different types
of vegetation cover on radar backscatter, and to responses in X-band and longer-
wavelength radars.

A clear need is evident to define and standardize terminology with respect
to radar imaging geometry. Terms such as look angle, incidence angle, and
depression angle, appear to be poorly understood and differently used. A
glossary of terminology commonly used by the radar-image interpreter should be
prepared. A need for education and training in radar-image interpretation exists
among the user community but details of implementation remain for discussion.



MAPPING GROUP RECOMMENDATIONS

In the present context, mapping is defined in relation to acquiring and
presenting geological information in a geometrically accurate map. Mapping
represents the task of:

(1) Creating base maps for thematic presentations.

(2) Producing planimetric (x,y) locations of features.

(3) Producing terrain heights (z), slopes and height differences.

(4) Revising existing maps.

The rectification of images, generation of orthophotographs, production of
grid overlays and other preprocessing functions concerning geometric and radio-

metric ‘image contents can be classified under item (2) above.

These definitions of mapping are a subset of those set forth in a report of
the Task Force on Mapping, Charting and Geodesy.1

A number of broader areas were defined where research needs to be done to
investigate applications of radar to mapping. Structuring of such areas for a
discussion was found difficult because of the many interrelations that exist
between the parameters of a radar system. Mapping applications seem to depend
basically on two factors:

(1) Accuracy.

(2) Stereo capability.

These factors, in turn, depend on a series of radar system or configuration
parameters such as:

(3) Resolution,

(4) 1Incidence angles.
(5) Synergisms.

(6) Look direction.

(7) Frequency/polarization/calibration.

1Donelson et al. (1973), Report of the Task Force on Mapping, Charting and
Geodesy, Office of Management and Budget, Washington, D.C.
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In addition, three factors were discussed that bear on the anticipated studies
and possible applications:

(8) Radar inteferometer.
(9) Type of optimum experiments.
(10) Possible mapping scales.

The following sections will address each of the above items, stating first
a recommendation and then generating a rationale.

1. Accuracy

Recommendation

The mapping accuracy that can be obtained with imaging radar should be
investigated. Open questions concern optimum mapping methods and quantitative
accuracy models for mapping with single images, stereo pairs and image blocks.

Rationale

For an application, or a prediction of the usefulness, of radar mapping, one
needs to define the possible accuracies that can be obtained in a specific
configuration: this may vary from case to case. Although there exists a long
list of studies dealing with radargrammetry -(Leberl, 1979),2 the conclusions
that can be drawn are rather limited. The studies generally are small in scope
and concern random samples of a wide range of feasible parameters. They do not
permit valid conclusions to be drawn on the interdependence between accuracy
and the important parameters that govern it, such as

Density of ground control points.

Resolution and speckle.

Incidence or look angle.

Antenna stabilization and navigation or orbit accuracy.
Also, the majority of studies only dealt with the basics of radargrammetry,
addressing essentially only single images. There has been a definite lack of
work to evaluate advanced radargrammetric concepts.

2. Stereo

Recommendation

The physiological aspects of stereo viewing of radar images should be
analyzed, and the accuracy of measuring three-dimensional coordinates and of
derived quantities such as slope must be studied in function of the various
parameters that influence radar stereo.

Reference herein relate to papers appearing elsewhere in this report.
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Rationale

The intersection geometry of radar stereo configurations has been success-
fully modeled (see Graham, 1979; Leberl, 1979). The physiological limitations
of visually perceiving radar stereo models are not well understood; this is
essentially caused by the lack of appropriate experimental material. Stereo
radar does have importance as an interpretation tool. The parameters that have
an effect on its usefulness have been identified in the past; however, the lack
of appropriate test imagery thus far has not permitted the study of interdepen-
dencies. The following influencing factors can be identified:

Incidence angle of radiation.

Stereo convergence angle.

Dynamic range (similarity in grey tones).

Frequency.

Resolution and speckle.

Exterior orientation stability of sensor (antenna).

Type of terrain or surface.
There exist several measures of quality for stereo:

Vertical exaggeration.

Absolute accuracy of a measured height (z) and/or a planimetric position
(x,y).

Accuracy of coordinate differences, of slope, etc.
Height acuity or sensitivity.

The experimental analysis of interdependencies will have to address particu-
larly the limitations of stereo viewing as caused by differences in image tones
and textures due to drastically different illumination angles. Thereby, opposite-
side stereo with fairly steep look angles should be investigated. Emphasis must
be also on preprocessing methods using contrast dodging methods to help improve
the image grey tones for stereo. A point of some interest is also the
possibility to carry out stereo analyses with images from intersecting flight
lines; such configurations typically can occur with orbital data.

12



3. Spatial Resolution

Recommendation

The tradeoffs between resolution and the following factors must be considered:
Stereo.

Accuracy of identifying features or control points.

Speckle.

Cost.

Rationale

Available studies have been insufficiently broad to deal with the effect of
resolution on radar mapping performance. Of particular interest is the identifi-
ability of control points, especially of man-made structures. The same applies
to the use of radar for map revision.

4. Incidence Angle

Recommendiation

The optimum incidence angles must be defined so that the best possible radar
mapping accuracy and feature interpretation capability are obtained.

Rationale

In aircraft radar, the user of images does not have a wide choice of inci-
dence angles. The need for wide coverage leads to a great variation of incidence
angles. 1In satellite radar, the incidence angle is chosen and does not exhibit
as wide a variation as in aircraft. However, little evidence exists from the
mapping accuracy and stereo point of view to make a responsible choice of an
incidence angle. To provide this evidence one needs to carry out experimental
work with a variety of incidence angles (look angles off-nadir).

5. Synergisms

Recommendations

Interpretation techniques must be developed to display images from different
sensors or from different position, times, etc. These techniques must be
evaluated.

Rationale

The interdisciplinary character of remote sensing and the wide range of
sensing tools available have led to a consensus that the combined use of different
images must be pursued for optimum results of geoscience applications. Optimum
methods are presently not defined. Image registration is but one out of many
routes to follow. There is no consensus that this registration is satisfactory
from a point of view of economy and diagnostic power.

13



Apart from enhancing the interpretation, data synergisms or combinations
of images from different sensors can help in training, study and demonstrations.
An important criterion for the value of method of combined image interpretation
is the ease with which the interpreter can use it.

6. Look Direction

Recommendation

The optimum look direction and angles between flight lines should be studied
for various types of terrain.

Rationale

Studies have been performed on the interrelation between the look direction
of a radar, the dominating orientation of surface topographic features, and the
success of studying those features with radar (MacDonald, 1979). It is obvious
that complete coverage of an area is desired. If terrain is very irregular,
then an arrangement of flight lines must be found that results in a complete image
of the broken terrain, including mountain slopes and valley bottoms. The optimum
arrangement is defined by a combination of look directions and incidence angles
for a certain terrain type. Clear conclusions can be drawn about the problem
only when experimental work completes the presently only spotty knowledge.

7. Frequency/Polarization/Calibration.

Recommendation

Available experimental data should be employed to study the effects of vari-
ous radar system parameters on accuracy and on feature interpretability (control
point identification).

Rationale

There are a number of radar system parameters such as frequency, polariza-
tion, and calibration which may have certain effect on the mapping performance.
Although a great impact is not expected, there are no studies to confirm or reject

this expectation.

8. Radar Interferometer

Recommendation

The available body of knowledge on radar interferometry to measure depression
angles to objects should be reviewed and a cost/benefit analysis performed.

Rationale
Radar interferomefry was developed in the early radar topographic mapping

context to provide an on-line, automatic, 3-dimensional mapping capability.
The echo-time measurement provided distance to objects; the interferometer
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provided the angle to objects. The concept proved feasible, but performance was,
at the time, not satisfactory for the purpose. However, in the context of extra
terrestrial satellite radar mapping, and of an increased interest in stereo, a

responsible analysis should include consideration of interferometry performance.

9. Type of Experiments

Recommendation

For the study and analysis of radar mapping performances, the following
types of data are required: .
Aircraft data to study parameters such as look-direction, resolutions,
etc.

Satellite data, where short missions such as those with the Space Shuttle
suffice.

Simulated data to study effects of incidence angles and look direction.

Radar images must be accompanied by collateral data, in particular by
photography, to have a reference against which the radar can be evaluated.

Rationale

The studies that should be done to more fully understand radar performance
for mapping cannot all be done with aircraft data. Effects of orbit stability
and incidence angles on accuracy and stereo need satellite data and simulated
images. The areas for test are not very critical and essentially need only to
satisfy certain topographic criteria since accuracy is largely site-independent.

It is important first, to compare sensors to prove the value of radar and,
second, to have, in an experimental environment, a source of data with higher

performance so that the radar can be evaluated and better understood.

10. Possible Mapping Scales

Recommendation

The possible mapping scales for base maps must be defined on the basis of
accuracy and interpretability performance of radar.

Rationale

Though analyses do not exist at present to evaluate the cost-benefit ratio
for mapping with radar, the national map accuracy standards as used in the U. S.
A. (see for example Leberl, 1979) can serve as one point of reference for
geometric accuracy. However, although one may optimistically expect that
1:50,000 mapping would be possible with highest resolution radar taken from a
highly stable platform, evidence is scarce to support this hope. This lack is
particularly distinct with the quantitative or thematic aspects of mapping.
Experiments would be required to evaluate the usefulness of radar for map
revision whereby spatial resolution would be a key element. Other mapping methods,

15



based on aerial or satellite photography, will presumably not be affected by the
availability of radar. But radar, through its all-weather capability, may

represent a valuable extension of the mapping tools, provided that its capabili-
ties and limitations are well understood in relation to a series of system
parameters.

3
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EXPLORATION GROUP RECOMMENDATIONS

The recommendations of the Exploration Group reflect the needs of a user
community with a great variance in radar application experience. Some explora-
tion groups have never used radar while many have used aircraft X-band radars
for over 15 years. Petroleum exploration companies are paying up to $8/km? for
radar mapping, mostly for data over foreign areas. In tropical areas of the
world, where cloud cover is present over most of the year, visible imaging
systems are not as useful as radar. A radar system can be flown and data
collected through the cloud cover in minimal time. All the commercially
available systems now flying are X-band; for this reasion industry photogeologists
are most experienced at interpretation of low depression angle X-band images.
These images are valuable not only because of the structural, land form type
information they provide, although this information is most readily interpretable.
There have been several studies in tropical areas which show X-band coverage to
be particularly sensitive to changes in leaf geometry of different vegetation
cover. In many cases these mappable vegetation units corresponded closely with
the mapped geologic units. This was extremely useful because in most areas,
rather than being able to identify drillable structures, the interpreter is
trying to define the limits of a basin and its relationships with nearby igneous
rocks and major plate tectonics induced structures. More often than not the
photogeologist is identifying areas for further exploration effort, seismic
surveys or sedimentation stratigraphy work.

The obvious next step in using radars for exploration for nonrenewable
resources is to go beyond the simple qualitative approach, where map unit A is
different from map unit B, to the ability to identify the map units from their
unique backscatter response. In order to accomplish this we must initiate a
research effort over selectéd test areas which will test depression angles,
azimuth angles, resolution, frequency (at least X, C and L), and different
polarizations (combinations of horizontal and vertical as well as circular).
Using this methodology we should be able to define a system or systems which will
best enable us to detect and map the desired geological parameters.

In effect the exploration community makes two basic recommendations: (1) to
orbit an X-band system as soon as possible, and (2) develop a research plan to
investigate multifrequency, multipolarization systems.

The recommendations were organized into four categories:

User services.

Image acquisition systems,

Image processing systems.

Basic research.
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1. User Services. In that the explorationists are generally outside of the

government, it was deemed necessary to provide a system whereby data from the
different acquisition systems, now experimental and later operational, could be
quickly available to this community.

(1)

(2)

(3)

(4)

(5)

Data accessibility. All data should be available through a single
dentral agency such as Eros Data Center. It should be staffed and
equipped to respond promptly to user inquiries.

Image format. Film should be the main product for distribution from
optical processing systems while both film and computer-compatible
tapes should be available of the digitally processed data.

User's manual. A user's manual such as was produced for Landsat would
be very useful, expecially if more information pertinent to the image
interpreter was included.

Turnaround time. Rapid turnaround between acquisition and distribution
of images is essential for monitoring dynamic phenomena such as sea

ice and flooding but not as critical for other applications. It is
essential that time between ordering and receiving data should be
minimal.

Coverage. Global coverage is needed with initial priorities assigned
to areas that are poorly covered by Landsat because of cloud cover and
polar darkness. Repetitive coverage should exist at least seasonally
to take advantage of changes in vegetation geometry which take place
through the growing season. As much of the land surface is covered by
vegetation and studies have shown that this cover is controlled by

the underlying soil and rock type, we should maximize our capabilities
of mapping vegetation cover.

2. Acquisition Systems. For both experimental and operational work in rock

discrimination, which is the core of exploration, orbital acquisition systems
are absolutely necessary. Small variation in look angle is necessary and can
only be accomplished from an orbital platform. The desired parameters are as -

follows:

(1)

(2)

(3)

Wavelength. For research purposes X-, C-, and L-band wavelengths should
be extensively studied. Very little data exists with comparable
dynamic range and resolution. Available operational systems are at
X-band and generally are good quality and resolution, but not compar-
able with the experimental C- and L-band systems flying on aircraft at
this time.

Depression angle. Constraints inherent in orbital systems will
probably have a strong influence over the available range of depression
angles. Different angles are optimal for different topographies, and
the best system should be variable angle system.

Polarization. Multiplé polarization capability is a must for mapping
ground cover effectively.

18.



(4) 1Image scale. Larger scale than Landsat, approx. 1:100,000.

(5 W%de swath. Probably better than 50 km, although tradeoffs probably
will be necessary with considerations of resolution and number of looks.

(6) Spatial resolution. Should be as good or better than the thematic
mapper, which is about 30 meters.

(7) Stereo images. Desirable to enable effective mapping of landforms.
(8) Dynamic range. Widest possible.
(9) Altimeter. Desirable.

(10) Constant and calibrated parameters. Should have good level of repeat-
ability of results. :

(11) Supplemental non-radar images. Required to tie to other systems such
as Landsat D for best ability to evaluate an area from an exploration-
ist's standpoint.

3. Image Processing Systems. For considerations of quality of final image as
well as its usefulness, special care must be taken in the processing stage to
preserve the fidelity inherent in the system. For this reason digital processing
is a must for future systems. In the evaluation stage it is recognized that
optical processing might need to be used for the bulk of the data. In this case
digital processing should be provided for selected areas to maximize information
extraction.

4, Basic Research. The most important aspect of our research program should be
to systematize our knowledge and understanding of radar backscatter cross section
from different geologic and geomorphic surfaces. We must determine if there are
characteristic geometries associated with different rock types and then design

a radar system and geometry which will best detect and differentiate these
characteristics.

Along these same lines we should better understand backscatter response
from different vegetation types and the importance of frequency and polarization
in leaf and branch geometry.

This research should be carried out in areas where there is extensive
ground truth such as the Geosat test areas.
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PRESENTED PAPERS

In order to establish a common understanding of the radar geology state-
of-the-art, each workshop participant was requested to prepare and present a
paper in his area of expertise. These papers were presented and discussed during
the first three days of the workshop and constituted the foundation upon which
the subsequent program recommendations were based. The presentations followed
the sequence shown in Appendix B and are reproduced here in the same order and
grouping. Four papers presented at the workshop by H. Masursky, R. Gelnett
D. Krohn and B. Roberts are not included due to proprietary information contained
therein or other reasons. The papers were independently reviewed for appropriate-
ness and.content by at least one person familiar with the subject. Modifications
as required were made by the authors and then minor editing was performed by the
JPL Documentation Section.
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HISTORICAL SKETCH - RADAR GEOLOGY

H. MacDonald
University of Arkansas
Department of Geology
Fayetteville, Arkansas

I. INTRODUCTION

Paul Harrison, Chairman of the Organizing Committee, requested that the
keynote address provide a historical sketch of radar geology. He emphasized the
need to reduce a large volume of information into a short review. The intent of
my presentation therefore is to summarize briefly "how we got to where we are."
Papers presented by the participants of this workshop will provide evidence of
where we are, and some indication of the direction radar geology is going in
the future.

1I. RADAR GEOLOGY BEFORE SIDE-LOOKERS

In the early 1900's the United States and several European countries inde-

pendently developed Plan Position Indicator (PPI) Radar for military applications.

These circularly scanning devices provided a terrain format radiating in a circu-
lar fashion from beneath the aircraft. During World War II, radar operational
techniques were developed to a high degree; after the war, however, the

development of radar technology was somewhat decelerated. Dunlap (1946) was
among the first authors to provide high-quality PPI radarscope photographs in

" the open literature after the war. These relatively high-resolution images of

New York City, Washington, D.C. and Nantucket Island off the Massachusetts

coast provided an early indication of nonmilitary uses of radar. Lt. H.P. Smith
(1948) compared PPI presentations with existing charts of northwestern

Greenland and noted that the radar-derived data far exceeded the terrain infor-

mation from available maps. He submitted his report to the U.S. Geological
Survey and subsequently other government agencies began to consider the potential
of radar imagery for displaying terrain information (Scheps, 1962).

Among the first unclassified reports and open literature articles
suggesting the use of radar images (PPI) for terrain-geologic studies were those
of Hoffman (1954, 1958, 1960) and Feder (1957, 1959, 1960a). Hoffman's work
related mostly to development of radar imagery interpretation keys, parallel to
the recognition elements used in photo interpretation. Feder stressed the
potential qualitative and quantitative uses of radar, and suggested that
textures of surficial materials as well as subsurface soil and rock composition
might be determined through image interpretation. Feder (1960b) completed an
M.S. thesis, 'Radar Geology,' at the University of Buffalo, and although his
initial research embraced only images from low-resolution PPI systems, he was
one of the primary advocates of the potential application of radar interpreta-
tion to geologic investigations. Coincident with the declassification of PPI

Preceding page blank »



radar images in the early 1950's was the development of complex navigational
radars and sophisticated components required for the tracking of missiles and
satellites. Although the concept of side-looking airborne radar (SLAR) systems
had been known in the late 1940's, it was not until the 1950's that system
components became available.

III. SLAR SYSTEM DEVELOPMENT
[3

In an attempt to synthesize the history of SLAR development, I have select-
ed for discussion only those systems that have had a relatively significant
impact on radar geology. Leberl's (1978) recent informative summary article
gives an insight to other geoscience applications of active microwave imaging
systems, and Fenner and Sampsel (1977) provide an excellent up-to-date listing
of available SLAR systems, regardless of application.

Side-looking radar development is best presented according to the two basic
classes of systems: (1) real aperture or noncoherent SLAR and (2) synthetic

aperture radar, SAR, which is a coherent airborne radar.

A. Real Aperture SLAR

During the mid to late 1950's Westinghouse, Texas Instruments, Motorola,
and Goodyear were the primary developers of real aperture SLAR systems, mainly
with Air Force and Army funding. Imagery from such systems as the AN/APQ-56
(Ka-band) and AN/APQ-69 (X-band) provided some of the quality data first examined
by geologists in the early 1960's. In 1961 the Army initiated a program to
develop and fabricate a one-of-a-kind SLAR imaging system which also incorpora-
ted an interferometer to be used for topographic contouring (Fisher, 1975).

This Westinghouse Ka-band system (AN/APQ-97) was modified in 1964 to accommodate
a cross-polarized channel. The AN/APS-94 (X-band) series of radars remained
under the domain of the military until the early 1970's when Grumman Aircraft
Corporation, and later Motorola Remote Sensing Inc., refurbished these systems
for commercial use.

B. Synthetic Aperture Radars

While SLAR developments were taking place, parallel programs were conducted
for synthetic aperture radars (SAR) or coherent SLAR. The early history of SAR
is well documented in an article by Sherwin et al., (1962). Fischer (1975)
summarized the development programs associated with SAR systems up to 1975, and
Leberl (1978) provides a more recent historical review with an international
perspective. According to Fischer, the early (1950's-60"s) SAR work was carried
out primarily by four organizations: Goodyear Aircraft Corporation, Philco
Corporation, The Control Systems Laboratory of the University of Illinois, and
the Willow Run Laboratories of the University of Michigan. Several experimental
SAR systems developed since the late 1950's have provided imagery for geologic
investigations. They include the AN/UPD-1 used in the "Project Michigan" effort
at the University of Michigan's Willow Run Laboratories developed under the
auspices of the U.S. Army Signal Corps, the AN/APS-73 assembled by Goodyear, the
Philco-Ford DPD-2, the Naval Research Labs (NRL) four frequency radar, the ERIM
test bed system which ultimately provided simultaneous X- and L-band SAR images
with two polarizations (Inkster et al., 1979) and the JPL X- and L-band systems
(Barath, 1977). The first truly operational (military) SAR system was the '
Goodyear AN/APQ-102. In early 1971 this X-band imager was modified to become the
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resource-oriented GEMS system when Goodyear Aerospace joined with Aero Service
Corporation to begin offering a commercial radar imaging service.

Recently the ERIM X-L SAR has been upgraded through a major hardware devel-
opment program, and is now known as the SAR-580 Facility. This facility is
maintained through mutual agreement with the Canada Centre for Remote Sensing
(CCRS), INTERA Environmental Consultants Ltd., and the Environmental Research
Institute of Michigan (ERIM). An on-board processor and display allow SAR image
quality and site coverage verification in real-time; digital data recording and
internal calibration references provide unprecedented reliability in quantitative
signature measurement programs (Inkster et al., 1979).

The most recent addition to operational SAR systems is a modified AN/APQ-102
X-band system mounted in the NASA WB-57 aircraft at the NASA/Johnson Space
Center, Houston, Texas. Implementation of a C-band SAR for operation in the
WB-57 has recently been initiated at JSC (Rouse, 1977).

IV. RADAR GEOLOGY AND SIDE-LOOKERS

A. Geoscience Activity Early 1960's

Limited declassification of SLAR imagery in 1959 and the early 1960's
allowed the geoscience potential of such systems to be discussed openly in the
literature (Leonardo, 1959; Perry, 1960; Claveloux, 1960; Rydstrom, 1961;
Fischer, 1963). Early studies conducted by the Autometric Corporation were
oriented toward engineering geology investigations, and a report by Bienvenu and
Pascucci (1962) summarizes some of the initial phases of applied research using
SLAR imagery.

In the summer of 1963, NASA retained Dr. Peter Badgley, a geologist and
professor at the Colorado School of Mines, to provide advice on the develop-
ment of sensors for mapping the lunar surface from orbit (Lintz and Simonett,
1976). Access to many classified military reconnaissance imaging systems
convinced Badgley that SLAR imagers had definite applicability for lunar mapping.

In 1964, NASA's Manned Space Science Division initiated its Applications
Aircraft Research Program, conceived as an adjunct to the development of sensors
for mapping the lunar surface from orbit. The sensors were to be developed for
use during the Apollo Program and tested in earth orbit by observing designated
terrain features alongside those features being observed as lunar analog test
sites. 1Initially the Applications Aircraft Research Program developed around
four major "instrumentation teams," and for the United States, was one of the
first attempts to bring together groups of civilian users and instrumentation
specialists (Matthews, 1975, p. 22). The radar team (active microwave) was
headed by R.K. Moore at the University of Kansas. The direction of the
University of Kansas effort was to evaluate geoscience applications of imaging
radars, with D.S. Simonett in geography and L.F. Dellwig in geology insuring
that applications received emphasis rather than system engineering.

Necessary to the lunar mapping effort was the selection of terrestrial geo-
logic test sites to be used in evaluating both lunar and terrestrial applications
of remote sensors. It is interesting to note that some of the radar questions
NASA's Manned Space Science Division was trying to answer 15 years ago, are still
being addressed today. For example, how accurately can active microwave sensors
predict the surface roughness and detailed topography of planetary surfaces
(Badgley, 1964)?
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One of the first comprehensive unclassified investigations directed solely
to terrestrial geologic analysis was 'An Evaluation of Geoscience Applications
of Side-Looking Airborne Mapping Radar," compiled by the Autometric Facility of
the Raytheon Company (Simons and Beccasio, 1964). The authors generally conclu-
ded that experienced photogeologists can adapt easily to the use of monoscopic
SLAR imagery in making terrain evaluations. Among the many promising fields of
application for side-looking airborne radar systems, they cited reconnaissance
of natura} resources and preliminary economic evaluations in underdeveloped
countries as potentially the most rewarding. The SLAR imagery illustrated and
annotated in this report originated from the declassified Ka-band, AN/APQ-56
system.

Pierson et al. (1964) provided a general summary of the application of radar
imagery to geologic interpretation up to 1964. Although Cameron (1965) did not
use SLAR imagery in his study, he reported that radar scope photographs (PPI)
of the Gaspe Peninsula revealed linears and patterns suggesting several new
geologic features including two unmapped thrust faults cutting across fold
trends.

One of the milestones and major accomplishments supporting radar geology in
the mid-1960's was the geoscientifically oriented report on SLAR imagery inter-
pretation released by NASA in 1965 (Beatty et al., 1965). This report summarizes
the civilian state-of-the-art of radar imagery interpretation at that time, and
provides both text and numerous images obtained from a wide variety of SLAR
systems. The publication of this report coincidentally with NASA's increasing
earth resources involvement provided impetus for a review of security classifi-
cation procedures for military remote sensors that might have earth resource
applications. Declassifications eventually provided geologists access to several
military remote sensor systems and data sources,

B. Radar Geology Development, Late 1960's and Early 1970's

During 1965-1966, Westinghouse under contract to NASA and USGS, and with
cooperation of the U.S. Army Electronics Command, imaged a large number of SLAR
flight lines (about 500,000 km2) in the continental United States. This Ka-band
imagery (AN/APQ-97), recorded in the like- and cross-polarized modes, is consid-
ered by many geologists to be some of the finest quality SLAR ever produced for
civilian use. The imagery was made available to a limited number of institutions
including the University of Kansas at Lawrence and the University of California
at Berkeley as well as several federal agencies, including the USGS and NASA.
Dellwig et al. (1966) published one of the first examples of the Westinghouse
imagery and provided an insight to the interpretation of regional geologic
features from SLAR systems. Using like- and cross-polarized image comparisons
from this same system, Dellwig and Moore (1966) reported on the geologic value
of such data in volcanic terrain. During this same time period, Goodyear Air-
craft Corporation was conducting investigations on extracting mapping detail
from radar presentations, analyzing earth-material radar return intensity for
possible applications in lunar surface mapping, and most important, developing a
‘method for interpreting local geology from radar imagery (Rystrom, 1966).

Levine et al. (1966) also provided an insight to interpretation of geologic
features from radar as well as an excellent discussion of SLAR theory and
radargrammetric techniques. :
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One of the major achievements in radar geology was the completion of Project
RAMP, Radar Mapping of Panama, in 1967. The Westinghouse AN/APQ-97 system pro-
vided multiple-look SLAP imagery of 17,000 km2 in Panama's Darien Province.

Among the federal agencies involved in this program were the Corps of Engineers,
U.S. Air Force Sourthern Command, U.S. Army Electronics Command, and the U.S.
Army Engineer Topographic Lab. Darien Province was selected as a test site
because the major part of the province had never been mapped and the nearly per-
petual cloud cover allowed evaluation of performance characteristics of state-
of-the—-art radar equipment in an operational environment.

Geologic interpretation of the Westinghouse imagery obtained from NASA-
supported projects in the continental United States, as well as the Panama imag-
ery, provided several reports during the mid to late 1960's. Unfortunately,
during these formative years for radar geology, experimental effort and research
support were lacking in certain key areas. For example, radar system calibra-
tion was almost nonexistent. Imagery was often provided to interpreters months
or even years after it was obtained, and consequently data interpretation could
not be supported by collateral observations or measurements. Because of the
_complex nature of the interaction of microwaves and surface parameters to be
measured, results from single frequencies were not adequate. Probably most
important from a geologist's point of view, was the fact that quality radar
imagery was not generally available to a significant number of scientists. In
the majority of cases, geologists were asked to 'do what they could" with the
data provided. Of necessity, geologists used an empirical method for interpret-
ing radar imagery and developing geologic models. The geologic models devised
by these interpreters were not unlike the three-dimensional concept achieved in
the field, where outcrop observations provided information for geologic maps of
the surface (plan view) and structural cross-sections of the subsurface.

Because the radar imagery allowed geologists to analyze systematically the
visual pattern elements of terrain (drainage, vegetation, landforms, etc.) for
geologic significance, geologic models were often rapidly developed. Model
implementation usually provided the geologist with an insight to the three-
dimensional geologic environment, i.e., inference about landform type and origin,
rock characteristics, and structural complexity (Taranik and Trautwein, 1977).

Because of the total imbalance between funding for data acquisition and
funding for data analysis, many geologic investigations were applications-
oriented. The empirical method of processing observational information provided
satisfactory results in a variety of geologic terrains. Some of the capabilities
and limitations defined in these early studies established the framework for
radar geologic remote sensing. Summary bibliographies of the early reports are
provided by Walters (1968) and Barr (1969, p. 26-36). 1In the early 1970's evalu-
ation of the Westinghouse imagery and the 1967-1968 vintage Panama imagery was
continuing. In addition the ERIM multifrequency system and JPL L-band system
were being evaluated for geologic analysis.

Radar bibliographies, including citations on radar geology up to 1975, are
available in three different sources: Bryan (1973), Moore et al., (1974) and
Dellwig et al. (1975). Sabins (1976) summarizes published geologic interpreta-
tions of radar imagery and presents author conclusions in a table format.
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V. EVOLUTION OF COMMERCIAL RADAR MAPPING

Although the Westinghouse AN/APQ-97 SLAR had been operated in a commercial
mode prior to geologic evaluation of the Project RAMP data, the success of the
Panama project during 1967-1968 was the primary stimulus that initiated interest
in commercial radar mapping. The early 1970's were especially significant for
large-area commercial radar mapping and for radar geology. In late 1971, for
example, the entire country of Nicaragua was surveyed by the Westinghouse SLAR
for the production of a 47-sheet sequence of 1:100,000-scale mosaics. Subsequent
geologic interpretation was carried out by Hunting Geology and Geophysics Ltd.
(Martin-Kaye, 1973).

The most impressive radar mapping program ever conducted by any radar
system was Aero Service/Goodyear RADAM Project (RADar of the AMazon). The radar
survey started in 1971, and was initially intended to cover only 1.5 million km
of the Amazon Basin. However, eventually the entire country of Brazil was
imaged, an area in excess of 8.5 million km2. Worthy of note is the fact that a
large part of the Brazilian mapping project area is outside the cloud-covered
equatorial rain forest. Airborne radar was selected over other sensors because
of the distinct advantages to be gained in both time and quality of information
available for producing meaningful maps and interpreting data. Significantly,
Project RADAM proved to be cost effective; i.e., side~looking radar was less
expensive to obtain than aerial photography where considerable standby time
would be required to obtain complete-coverage photography (Lintz and Simonett,
p. 6, 1976).

Westinghouse terminated commercial operation in 1973, and at about the same
time the Grumman Aircraft Corp. entered the commercial radar imaging market for
a brief period. In late 1974 Motorola Aerial Remote Sensing Inc. (MARS) initi-
ated SLAR radar mapping service and they along with Aero Service/Goodyear pro-
vided radar for geologic mapping in parts of South America, Central America,
Southeast Asia, Africa, and of course the United States.

The ERIM-Canada SAR-580 facility has been flown in support of Canada's sur-
veillance requirements program and since July 1978 has collected in excess of
200,000 km2 of multichannel imagery (Inkster et al., 1979). Because this service
is just being established, its availability and cost are not yet well defined.

VI. NASA ACTIVE MICROWAVE PROGRAMS - 1970's

Despite an encouraging beginning in the mid-1960's, NASA largely ignored
the microwave remote sensing field after the approval of ERTS-A (Landsat) in
1967. Until the early 1970's, it was difficult to discern any unified approach
to either the design or use of either aircraft or spaceborne radar. The impact
of the Landsat success, of course, has been global. Most nations have received
selected frames of Landsat imagery and, because of relatively low cost and wide
availability, several countries have obtained complete coverage on a global
basis. The U.S. Government and the United Nations have both promoted the acqui-
sition and the use of Landsat as an economic tool among developing nations.

Finally in 1973, imaging radars began to attract renewed interest with the

conception of Seasat, and in 1974 the Johnson Space Center sponsored the Active
Microwave Workshop (Matthews, 1975), which served to launch an accelerated
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microwave applications research effort. Many of the recommendations from this

workshop were implemented into the NASA program plans at Headquarters level and
formed the basis for development of the Objectives of Microwave Earth Observa-

tions Remote Sensing Program.

These objectives were refined in a series of events including annual micro-
wave research program reviews at.NASA Headquarters. In a follow-up to the 1974
workshop, a Space Program Imaging Radar (SPIR) Study Group under the direction
of D.S. Simonett attempted to define space radar applications. The report
released by this group (Simonett, 1976) is a review of needs, applications, user
support, and empirical research and theoretical studies with imaging radars.

The 1976 Active Microwave Users Workshop (Matthews, 1978) was designed to
provide a sharp focus on microwave applications and specific guidelines for
developing and implementing a plan to establish the measurement potential of
active microwave imaging sensors. The Mineral and Energy Resources and Geologic
Applications Group of this workshop addressed the limited understanding of geo-
logic information from multiparameter imaging radars. In addition, this group
identified and prioritized the information needs, and designed a very detailed
research program which included test sites, ground based and aircraft sensor
needs, measurements desired, schedules, and approximate costs. The program plan
progressed from the present state of knowledge through the steps necessary to
obtain multiparameter space radars for geologic exploration. Also included in
the tasks addressed by this group was the design of potential land applications
of Seasat data and imaging radar data processing system options.

In 1977 the National Research Council's Committee on Remote Sensing Programs
for Earth Resource Surveys completed a review of a proposed Microwave Remote
Sensing Program Five Year Technical Plan which was under consideration by the
Office of Applications in NASA (Anderson, 1977). Among the Committee's conclu-
sions was that an adequate experimental data base was available to support a
single frequency, single polarization radar for geological exploration as a
shuttle experiment. The Committee did not feel that an adequate experimental
data base was available to support the initial development of a multifrequency,
multipolarization radar for soil moisture measurements and vegetation or crop
classification purposes. The message for geologists should have been clear.
Establish your own geologically dedicated microwave program!

In August of 1977 NASA approved SIR-A, the first phase of the Spaceborne
Imaging Radar Program for earth resource sensing (Elachi, 1977). It will consist
of reflying the Seasat-A L-band SAR (with minor modifications) aboard the second
Shuttle orbital flight test (OFT-2), now optimistically scheduled for launch in
late 1980. The prime objective of the SIR-A experiment is to evaluate the
potential and demonstrate the applicability of spaceborne imaging radars as
tools for geologic exploration in general, and mineral exploration, petroleum
exploration, and fault mapping in particular. Finally, someone has taken the
initiative to establish a geologically dedicated radar experiment from space.

At the third Microwave Remote Sensing Symposium/Workshop held in Houston,
Texas, December 6-9, 1977, 32 invited presentations gave a concise overview of
nearly all of the ongoing NASA-sponsored microwave remote sensing research pro-
jects (Rouse, 1977a). A two-day structured workshop followed the symposium to
recommend immediate goals and priorities for research in several discipline
areas: Water Resources, Vegetation Resources, Geologic Applications, and
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Oceanographic Applications and Technology. It was the general consensus of par-
ticipants that acquisition of orbital active microwave image data is a critical
step in developing an effective global remote sensing capability, and support
for the development of a multifrequency SIR-B system was acknowledged. The
Statement of Goal by the Geologic Applications Panel was, ''Develop an adequate
data base of aircraft and orbital radar imagery and technology to allow the

user community to select the optimum configuration for an operational earth
orbital rgdar system'" (Rouse, 1977b). :

The primary application area was the identification and mapping of surface
structural/tectonic features for energy and resource exploration, refinement of
earthquake hazard maps, structural mapping for potential nuclear power plant
sites and dam sites. The secondary application area was the identification and
mapping of surface materials for improved energy and resource exploration, and
for construction and engineering purposes.

In January 1978, the SPIR Study Group released a report on the second phase
of its effort. This study, "Active Microwave Applications Research and Develop-
ment Plan" (Simonett, 1978), also provided guidelines for research on multipa-
rameter radar systems for geologic applications. The 1978 report refined the
earlier work by the Study Group (Simonett, 1976), and further emphasized the
need for active microwave image measurements from orbital altitudes. During the
same time period, the Johnson Space Center and the Jet Propulsion Laboratory
jointly proposed a research and development program for a multiparameter active
microwave facility on the Shuttle. The facility received the title of Space-
borne Imaging Radar--Phase B and C, denoted SIR B/C. The most recent microwave
workshop was held in 1978 for the purpose of reviewing the JSC/JPL proposal
(Rouse, 1978). The panel members of the Shuttle Active Microwave Facility
Review recommended that:

(1) Active microwave imagery of economically significant areas of the
globe be obtained using the Shuttle.

(2) SIR-B include an X-band imager with incident angle capability of
at least 70°, spatial resolution of 30 m (comparable with Landsat
D), "five-look" spatial averaging, and a swath of approximately 50 km.

(3) Research programs using ground-based and aircraft sensor data be
P g

initiated to improve the understanding and the utility of multi-

parameter active microwave imaging data in geologic applications.

(4) A geology experiments program using Seasat imaging radar measure-
ments, and expanded SIR-A experiments, be initiated.

VII. RESEARCH IN RADAR GEOLOGY TODAY

Most of the proven benefits to date from radar remote sensing have arisen
from geologic interpretation for nonrenewable resources. Despite the apparent
success in practicality, radar geologists generally have been unsuccessful in
establishing a coordinated experimental program which would provide a scientific
basis for exploiting the sensitivity of radar reradiation to various aspects of
the geologic environment. Individually, radar geologists have managed to con-
vincingly support radar's practical application, but as a radar geology
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community we have failed to emphasize the fact that little research has been
devoted to the development of optimum specifications for the radar geology
sensor or for optimum strategies for geologic information extraction from radar
data. Not surprisingly, advances in applied radar geologic research, i.e.,
development of techniques that will aid in the mapping of structural/tectonic
features, have been spearheaded by the private sector. Examples include Wide
Dynamic Range Color Radar, Landsat/Radar Combinations (Graham, 1977), and ter-
rain enhancement techniques (Gelnett, 1977).

During the past five years, though NASA has resumed a lead role in active
microwave development by supporting microwave vegetation and soil moisture basic
research, experimental effort has been lacking in several specific areas for
radar geology. Obviously, ground-based measurements with varying frequency,
polarization, and, incidence angle in vegetation and soil moisture studies will
contribute to the understanding of microwave terrain interaction. However,
other basic research is needed - an experimental effort dedicated specifically
to recognition of area extensive features common to radar geology has been lack-
ing in a number of areas. Major questions remain unanswered.

1. What Spatial Resolution Should Be Provided for Optimum Data Extraction?
At present there is no general agreement oOr experimentation on the question of
required resolution vs a specific radar geology application.

2. What Spectral Regions Are Optimal for Radar Geology? Although certain
geologic applications may appear somewhat wavelength-dependent, good multifre-
quency imagery has been exceedingly scarce. Most fine resolution imaging radars
to date operated at approximately 0.8, 3, 25 cm for radar geology. Wavelengths
outside this range might be very useful for some terrain environments. In those
areas of the world where there are no mappable outcrops and no easily discern-
ible landforms, geomorphic evidence such as drainage, subtle slope change, or
vegetation is used in developing geologic models. Maximum sensitivity to vege-
tation, provided by the shortest wavelength practical, would be useful in such
places. Conversely, the loss of sensitivity to some terrain vegetation at
longer wavelengths might provide enhancement of topographically expressed large-
scale structural features. The development of geologic models for a multispec-
tral approach to geologic exploration to exploit the potential information con-
tent of radar backscatter for surface rock discrimination is now receiving atten-
tion (Daily et al., 1978).

3. What Can Polarization Diversity Provide the Radar Geologist? Because
depolarization of microwave energy is strongly associated with terrain geometry,
at a wavelength scale, polarization provides potential in the multispectral
approach to radar geology. Blanchard (1977) has recently -investigated volu-
metric effects in the depolarization of electromagnetic waves scattered from
rough surfaces,and has shown the existence of a subsurface (volume) depolariza-
tion mechanism. Definitive research to establish the best polarization for
radar geology is almost totally lacking.

4. What Calibration Accuracy Is Required for Radar Geology? Machine pro-
cessing with the potential for qualitative analysis of data and use of sophisti-
cated algorithms will require amplitude calibration of radar signal return. In
some geologic applications good relative amplitude calibration will suffice, but
in others absolute calibration will be of importance.
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5. What is the Potential Information Content of Radar Backscatter Data for
Rock Type Discrimination? The state of knowledge about use of radar backscatter
for geologic mapping, even from relatively flat terrain, is not well defined.
In the microwave portion of the spectrum, the chemical nature of the material
serves largely to establish the conductivity and the dielectric constant of the
substance; however, these parameters do not provide significant spectral response
because any fine structure in the reradiation variation is primarily a conse-
quence ofsthe geometric structure of the scatterer. Current research into radar
discrimination of surface materials through their diverse size-frequency distri-
bution and radar cross-section is encouraging (Schaber et al., 1976; Daily et
al., 1978); however, the regions examined have limited soil moisture and vege-
tation cover. Although lithologic mapping is not expected to be possible with
radar backscatter data by itself, the derived information could complement data
from other remote sensors. The key question to be answered in assessing the
role of a radar for multispectral geologic applications is whether the terrain
scattering properties which are wavelength-dependent are sufficiently systematic
and unique to yield reliable classification.

6. What Is the Role of Radar in Multiple Data Source Analysis? Where
nature is not so obliging as to provide the desired simplicity and uniformity of
"conditions" that would permit the ready application of empirical methods of
developing geologic models, interpreting the geologic significance of remote
sensor data will depend largely on the interpreter's ability to perform inter-—
active analysis. Machine-aided human analysis necessitates a merge of remote
sensor, surface, and geophysical information. This multiple data source
approach to geologic remote sensing is now being supported by NASA (Kahle and
Stewart, 1977). The role of radar in interactive analysis is yet to be defined.

7. What Is the Role of Radar Image Simulation in Geologic Modeling? There
is every reason to believe that geologists will use experimental spacecraft
radar imagery (for example, SIR-A) predominantly for structural/tectonic mapping
where the enhancement and detection of terrain geometry are of primary concern;
however, the ability to model the complex geometrical and scattering phenomena
which allow the characteristic terrain expression of geologic features to be
faithfully reproduced in an image has not been adequately addressed. Because of
the limited number of multiparameter radar systems available for geologically
dedicated research programs, definitive studies for optimizing complete radar
remote sensing systems and evolving optimum strategies for information extrac-
tion from radar data have not been conducted. Radar image simulation (Holtzman,
1978) allows superposition of a wide range of empirical and theoretical scatter-
ing cross-sections on digital images of terrain models. Complete parametric
(system and terrain) sensitivity analysis could be conducted for each model.
Analysis of geologic terrain models by image simulation may be a cost-effective
method which allows modeling of terrain and system variation, prediction of
results, and definition of optimum sensor parameters.

VIII. CONCLUSIONS

The evolution of radar geology has been most significant during the last
three decades. In the 1950's the use of imaging radars was mostly the privi-
lege of the military, but the 1960's were highlighted by the development and
declassification of SLAR systems. The introduction of the geologic community to
high~quality radar images in the mid-1960's led to the definition of capabili-
ties and limitations and the establishment of a framework for radar geology. The

32



1970's have been noteworthy because of the availability of commercial SLAR
imagers, renewed involvement of NASA in microwave earth resources applications,
and of course the approval of the SIR-A experiment.

Radar has an important role in geologic remote sensing from aircraft and
satellite. Much research is needed to define optimum specifications for the
radar sensor and optimum strategies for information extraction from radar data,
even though enough is known now to make a geologically dedicated satellite
immediately useful.

Space-derived radar images will become as commonly used in geologic investi-
gations as have Landsat images. However, timely development of this application
depends on the general availability of good quality radar images to a significant
number of scientists who can learn how best to employ these data, much as geolo-
gists learned to use Landsat images. It also depends on the development of the
scientific basis for exploiting the sensitivity of radar signals to various
aspects of geologic terrain. Currently available radars and radar research
programs can provide some insight into these matters, but probably will not suf-
fice to settle the key questions fully. A coordinated experimental program is
needed to supply fundamental data for geologically dedicated space systems.
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ADDENDUM
Although not optimum for terrestrial applications, the Apollo Lunar

Sounder Experiment (ALSE) flown on the Apollo 17 mission provided a good test
of advanced orbital planetary radar concepts (Matthews, 1975).
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ABSTRACT

This paper presents a brief overview of the state-of-the-art of
active microwave remote sensors (altimeters, scatterometers and
imagers) used in geologic applications, and summarizes the ongoing
radar geology activities within NASA, government agencies, industry,
universities and foreign organizations. Also outlined are NASA's
present plans for radar geology research and development and space
flight missions.

I. INTRODUCTION

In the preceding paper H. MacDonald has traced in detail the evolution of
the utilization of radars for geologic applications. It is evident that a certain
level of understanding has already been achieved, particularly in the application
of imaging radar data to the petroleum exploration problem. The first steps
have also been taken to extend radar techniques to space with the Seasat radar
altimeter, scatterometer and synthetic aperture imager, and the Shuttle Imaging
Radar, indicating that the field is maturing rapidly. It is timely, therefore,
to summarize the technology state-of-the-art, to review the ongoing activities,
and to present NASA's planned space flight projects.

II. TECHNOLOGY STATE-OF-THE-ART
A. Altimeters

As the name indicates, altimeters measure the distance between the vehicle
carrying the altimeter device and the ground directly below. Radar altimeters
transmit either pulsed or frequency-modulated RF signals and obtain distance by
measuring the elapsed time between pulse transmission and echo reception, or
the difference in frequency between transmitted and received echo signal. This
can be accomplished either from aircraft or from spacecraft, the technique need-
ing only minor modifications between the two types of vehicles to account for
the greater altitude of the spacecraft.

38



Two types of information of interest to geologists can be derived from
altimeters. The first is terrain profile, obtained as the vehicle carrying the
radar translates over the terrain. This yields gross geomorphology, and in the
case of spacecraft where very long traverses are easily obtained, it permits a
determination of the geoid with great precision. The second type of information
obtainable is surface radar reflectivity, which is a measure of the complex
physical (i.e., roughness) and electromagnetic (i.e., dielectric constant) pro-
perties of the reflecting surface as integrated over the footprint of the alti-
meter. So far, the exploitation of these types of terrain information by the
geologic community has been rather limited although research is underway at
several institutions as will be described later.

The Seasat spacecraft altimeter is representative of the present-day capa-
bility. This is a system that operates at a frequency of 13.9 GHz (about 2 cm
wavelength), has a parabolic antenna 80 cm in diameter, and achieves from a
790-km orbit a 7-cm altitude measurement precision over a 2-km-diameter footprint.

B. Scatterometers

Scatterometers are designed to obtain with high accuracy reflectivity data
as a function of angle of incidence. This is obtained by either scanning the
beam of what essentially is a calibrated altimeter, or by building a system with
a fan beam. In the former case, the angular dependency information is gathered
by stepping the beam sequentially; in the latter case, the echo from larger
angles arrives later in time than echos from smaller angles, thus permitting
separation.

Scatterometers can be built to be used on the ground, i.e., mounted on
"cherry-pickers," on aircraft, and on spacecraft, with only minor design
differences driver by the instrument-terrain distance. The information of
interest to geologists that can be obtained from scatterometer data is similar
to that derivable from altimeters, with two important differences: scatterometers
are optimized for accurately measuring surface reflectivity, and the angular
dependence of the reflectivity is obtained. These factors combine to make
scatterometers a good research tool with which fundamental radar wave-terrain
interaction studies are made.

A good example of present-day capability is the Seasat scatterometer, which
operates at 14.6 GHz (about 2 cm wavelength), has four stick-antennas, each 3 m
long by about 20 cm wide and is capable of obtaining data at two polarizations
on both sides of the spacecraft. Reflectivity data are gathered over a 25-to
55-degree range of angles of incidence from orbit. The absolute accuracy of the
data is 2 dB, averaged over a ground resolution element of about 50 km in size.

C. Imagers

Imaging radars provide a two-dimensional display of the radar reflectivity
of the terrain under the aircraft or spacecraft carrying the instrument. These
instruments carry antennas that generate fan beams which are narrow in the
azimuth direction (parallel to the flight path) and wide in the range direction
(perpendicular to the flight path). Resolution cells in the range direction are
obtained by time-slicing the echo; in the azimuth diréction, resolution is
obtained by either the actual width of the fan beam ("real aperture' radar) or by
the potentially much narrower width of a synthesized fan beam ("synthetic
aperture" radar or SAR). Imaging radars to date have all been airborne with

39



the exception of the Seasat SAR; building such a system for spacecraft operation
is a very complex task, and the sizes, weights, powers and funds required are
high.

The information of geologic interest in radar imagery is considerable, prin-
cipally as derived from the study of shapes and patternms. Such morphological
information has been used for nearly two decades, mainly for petroleum and
mineral eyploration in many areas of the world, and considerable work is underway
to improve this interpretation capability. Substantial research is also being
done to extend the information that can be extracted from radar imagery to
compositional and microstructure analysis.

The Seasat Synthetic Aperture Radar represents the present day state-of-the-
art. It operates at 1.275 GHz (about 24 cm wavelength), has an unfurlable
planar phased array antenna 10 x 2 m in size, and provides a 100-km-wide image
swath that has 25 x 25 m resolution elements.

III. ONGOING GEOLOGY-RELATED ACTIVITIES
A. NASA

Under the Supporting Research and Technology (SR&T) Programs, basic radar
signature research is being carried out utilizing cherry-picker scatterometers
(1 to 18 GHz) and aircraft SARs (L-, C-, and X-band) for data acquisition at the
Johnson Space Center (JSC) and the Jet Propulsion Laboratory (JPL). Seasat SAR
data reduction and analysis for geologic purposes is also ongoing at JPL,
and preparations are being made at JPL for the reduction and analysis
of the data from the Shuttle Imaging Radar-A (SIR-A), which is a SAR mission
entirely dedicated to geology.

B. Government Agencies

The U. S. Geologic Survey is participating in various aspects of aircraft
and Seasat SAR data reduction and analysis and is represented on the SIR-A
science team.

C. Industry

Extensive aircraft L- and X-band SAR data gathering, reduction and analysis
is under way at ERIM, Goodyear Aircraft, Aero Services, and a number of mineral
and petroleum exploration companies.

D. Universities

Cherry-picker scatterometer (1 to 18 GHz) data gathering, reduction and
analysis is underway at the University of Kansas and Texas A&M University
(TAMU); airborne scatterometer (9.3 GHz) data gathering, reduction and analysis
is being performed at the University of Kansas. Airborne SAR data gathering,
reduction and analysis is being done at the University of Kansas, the University
of Arkansas and the University of California at Santa Barbara. Seasat data
analysis is being carried out at several universities including University of
Alaska, UCSB, University of Massachussetts, TAMU, University of Arkansas and Uni-
versity of Kansas. The University of Arkansas and University of Kansas are also
participating in the SIR-A project.
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E. Foreign

Germany is in the process of implementing an X-band (3 cm) SAR system to be
flown on Spacelab-l in 1981. Although this is a limited capability system with
very narrow swath width, it will be the first X-band system in space since
the L-band Seasat SAR, and could easily be upgraded for later reflights. Scien-
tists from France and Bolivia are participating as Coinvestigators in the SIR-A
flight. Canada, France and the UK are participating in the reduction and analy-
sis of Seasat SAR data. Finally, France is in the early planning phases of the
SPOT-2 spacecraft which will carry a high-performance X-band SAR in the late 1980s.

IV. ©PROPOSED NASA ACTIVITIES

In the Research and Development area, NASA's plans are for steadily in-
creasing support for geology application development through cherry-picker
scatterometer and aircraft SAR data gathering, reduction and analysis. 1In
addition, substantial investment is planned in the development of SAR sensors
and digital processors. This latter item represents a major need for the
efficient production of timely and quantitative SAR data in the required volumes
at the present time and in the near future.

A number of space flight projects are also in the planning stages, as
follows:

SIR experiments in 1982-1985 (L-band and X-band).
Venus Orbiting Imaging Radar (VOIR) flight in 1985 (L-band).

Ice and Climate Experiment (ICEX) wide swath SAR, (X-band) altimeter
(13.5 GHz) and scatterometer (1l4.6 GHz) flight in 1985.

National Oceanic Statellite System (NOSS) altimeter (13.5 GHz) and
scatterometer (14.6 GHz) flight in 1985.

Earth Resources SAR (ERSAR) multifrequency imager flight in 1987.

V. CONCLUSION

The increasing awareness of the shortcomings of conventional geologic
research and exploration tools, coupled with the improving understanding of the
unique capabilities of radar have given impetus to the development and expansion
of the role of radar sensors for geologic applications. It is expected that
this expansion will continue and will substantially contribute to alleviating
the petroleum and mineral crisis in the world.
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SIMULATION OF ORBITAL RADAR IMAGES
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ABSTRACT

Many of the questions that arise concerning the operating para-
meters for spaceborne synthetic aperture imaging radar systems can
be addressed in a cost-effective manner by using simulation techniques.
This can include use of airborne images, Seasat images, and computer
simulation. The first computer simulation of spaceborne radar imagery
has been analyzed for system definition studies. Analysis of the
simulation indicates that incidence angles as small as 30° are useful
for general terrain geomorphologic analysis.

I. INTRODUCTION

The Seasat imaging experiment has demonstrated the feasibility of an orbit-
ing synthetic aperture imaging radar system. The land images contain a wide
variety of geologic features (Figure 1) and preliminary analyses indicate that
the Seasat images may be a useful geologic mapping tool in certain types of
terrain (Elachi, 1980; Ford, 1980; Stewart, 1980) where the relief is low to
moderate.

Previous studies have indicated that, for airborne systems, the optimum
incidence angle (Figure 2) depends on the terrain (MacDonald and Waite, 1971).
Similarly, with stereo, the pair of incidence angles that yields the strongest
visual stereo model may depend on the terrain. Opposite side stereo at 45°
incidence provides the largest vertical exaggeration, but may only be usable

1 Preceding page blank
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GROUND RANGE PROJECTION

Illustration of layover and shadow. For spaceborne geometry
note that there is little change in incidence angle across
the scene. The wave front strikes the surface and is
reflected back and its intensity recorded as a function of
time. Between time 1 and 2, normal image is obtained (a).
Between time 2 and 3, the plateau top and the area near

the cliff base are at the same range and thus overlap in

the image, a condition known as layover (b). No reflection
is recorded between time 4 and 5, resulting in radar

shadow (c).
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in areas of relatively flat terrain. Other pairs may be most useful in moun-
tainous regions.

Three current imaging radar experiments have faced the necessity of defining
operating parameters for a spaceborne SAR. These are the Seasat SAR experiment,
the Shuttle Imaging Radar (SIR-A) and the Venus Orbiting Imaging Radar (VOIR) SAR
Experiment.

3
The Seasat SAR was designed to image the ocean surface rather than the land,
and nc consideration was given to the problem of layover (Figure 2) in the land
images where the local slopes exceed the incidence angle. Nevertheless Seasat
images are useful for studies of land use and structural analysis in moderate
to low relief regions (Bryan, 1980; Sabins et al., 1980).

SIR-A was specifically designed to assess the utility of imaging radar as
an aid to geologic mapping. It has been generally assumed that the optimum
incidence angle for this purpose must be large, certainly large enough to avoid
layover, and preferably large enough to provide shadow. This perception
apparently arises from experience with airborne SAR images. The only such images
available were obtained by systems developed for the military. Although the
images taken with extreme (60° - 80°) incidence angle superficially resemble air
photos in their maplike appearance and shading, a primary consideration in the
design of these systems appears to be a desire to avoid flying close to the
enemy positions. Very little high quality radar imagery is available at low
incidence angles for comparative studies. The SIR-A team grappled with the
question of incidence angle and decided on about 50° as a good compromise for
the widest variety of geologic terranes.

The VOIR Science Working Group faced the same problems. In general such
problems as wavelength selection, resolution requirements and radiometeric
quality of the image, although by no means trivial, can be addressed with exist-
ing experience. The question of incidence angle for Venus could not be as easily
decided. At one extreme, it may be argued that Venus is dominated by modest
slopes as seen in the existing Earth-based radar images (Figure 3) and the
Pioneer Venus altimetry. The argument is that very low incidence angles provide
resolution of small slope changes because of the steepness of the backscatter
function in that region (Figure 4). At the other extreme is terrestrial exper-
ience suggesting that shadow may be essential to geomorphological analysis, and
that high (>60°) incidence angles are needed. Meanwhile, the radar system
analysis demonstrates that high incidence angles for orbital systems can only be
obtained with very large (and expensive) antennas and from a practical stand-
point the incidence angle cannot exceed 50° by a significant amount. For VOIR a
50° incidence angle was requested by the science investigators and remains the
baseline design. From the above, it is clear that uncertainties about the viewing
geometry that is best for imaging various terrains dominate the design concerns.
Since we have no practical way of obtaining orbital images with varying incidence
angles, other approaches have been devised to study this parameter. These involve
simulations using airborne and computer-generated images.

In general, airborne images have considerable variation in incidence angle
across the swath. To produce images with less variation, multiple close tracks
were flown over a region of northern Arizona so that a mosaic could be assembled
from small strips with 5° or less variation of incidence angle across them.
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Figure 3. Earth-based radar image of a portion of Venus approximately
1500 km across. The dark band is a region that cannot be
unambiguously imaged. This image shows that at incidence
angles of 4° to 6° a very small change in slope can be

detected. The circular craterlike feature in the lower

half has slopes of less than one degree. Image courtesy
Raymond Jurgens, JPL.
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Figure 4. Typical backscatter function for a dry
cinder surface of L-band, like-polarized.
Note that near zero incidence, the back-
scatter is most sensitive to small
changes in slope.
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The other approach is to use computer image simulation to study the effects
of varying the incidence angle. In this approach we used the "Point Scattering
Model" developed at the University of Kansas (Holtzman et al., 1978).

II. SIMULATION OF ORBITAL GEOMETRY USING AIRBORNE IMAGES

The JPL L-band airborne SAR system was used to simulate orbital geometry.
Conventional airborne SAR images typically have a range of incidence angle of
more than 10°. TFor the simulation, a region of northern Arizona that includes
part of the Grand Canyon and the San Francisco Mountains was chosen. The
flight paths for the image strips were chosen to provide closely overlapping
images from several directions. The system can operate in two modes, one that
images from nadir (0° incidence) out to 45° and a second that images the area
from 40° out to about 60°. An example of the imagery from nadir to 45° is
shown in Figure 5. These images were cut into strips having a narrow (< 5°)
band of incidence angle and mosaicked to produce images having incidence angles
near 45° and 55° (Figure 6).

III. COMPUTER SIMULATION

Techniques for computer simulation have been developed at the University of
Kansas (Holtzman et al., 1978). Applications to date have been in simulation
of airborne images. Here we present the first results of computer simulation
of spaceborne radar images.

Radar images have been successfully generated by digital computers for
geoscience and guidance applications using techniques called the Point Scattering
Model (PSM). The PSM provides the flexibility required to efficiently simulate,
by digital means, the radar image products of a wide variety of radar systems
for diverse target scenes.

The PSM is centered around a closed-system description of the microwave
imaging process. This description rigorously treats the closed-system consis-
ting of the radar transmitter and receiver, the ground dielectric properties,
the geometric orientation of target features, and the data recording medium.

The random nature of this system is also modeled. The process of simulating
radar images via the PSM includes acquiring input data about the ground scene,
radar system, and vehicular position. Also, an imaging process transfer function
must be implemented which implies recognition of resolution cell boundaries.
Succeeding algorithms must then relate the backscattered or reflected microwave
signals to the synthesized image.

Important in the simulation of radar imagery is establishment of an accurate
"ground model" which will be relevant for microwave remote sensors. By appeal
to the classical radar equation relating the average radar return power to the
transmitted power, and to the target cross section (0). Alternately, we may model
the ground by o° and elevation samples, from which slope information can be
derived. These data go into the making, but are not synonymous with the '"ground
truth data base" (hereafter referred to as data bases) upon which the implemen-
tation algorithms operate.

The data base can be in the form of a rectangular matrix (facilitating
digital implementation). It represents the sampled version of the ground scene
by storing (1) backscatter category (e.g., pasture) and (2) elevation. The
distinction between the ground model and the data base is seen to be the use of
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Figure 5.

JPL L-band image of nadir out to 45°. Many such strips were
used to produce the mosaics of Figure 7. The top of the
image is the nadir and is essentially a profile of land
surface beneath the aircraft ground track.
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category rather than ¢° in the data base. This is done because 0o° is a function
not only of the backscattered category, but also the radar incidence angle with
respect to the resolution cell, frequency, polarization, etc. Therefore, storing
0° in the data base would limit the data base utility to simulations with a fixed
radar look direction and incidence angle, etc.

Data bases have been constructed from two sets of source data: available
digital elevation tapes and geometrically rectified aerial photography. The
purpose of the imagery (which is not suggested to be limited to air photos;
infrared and radar imagery can be instrumental) is to allow a photo/radar-inter-
preter to delineate boundaries of distinct backscatter regions. The interpreter
produces an outline map for the target scene, separating different radar scatter-
ing (or reflecting) objects. This line drawing is digitized, and the digitized
"category" data are oriented properly into a rectangular matrix to be merged with
the elevation data matrix.

The next step is to calculate the return power from each of the resolution
cell areas. For medium resolution radar systems, these areas can be simulated
independently. The simplification allowed by ignoring the effect of adjacent
cells greatly reduces the computational complexity of the problem. The informa-
tion of adjacent cells is needed only to calculate the slopes of each cell and
to calculate the effects of radar "shadow," "layover," and "fore-shortening."

At each cell the local incidence angle is calculated from the radar incidence
angle and the local terrain slope at the cell. The category information stored
at each cell describes the backscatter target type represented by the area. By
use of a curve, fit to empirical or theoretical backscatter data for the category,
a 0° value for the specific angle of incidence is determined. This information
is used to calculate the return power from each resolution cell area by applica-
tion of the general radar simulation model.

The final step is to produce an output image. The array of return powers
calculated in the previous step is converted to relative greytones representing
density on photographic film. Each greytone value represents the return from
a specific resolution cell area on the ground. The final image product is dis-
played and then photographed.

This summary of the Point Scattering Model and associated techniques has
been presented in order to explain how radar image simulations (for distributed
targets) are generated. Simulation results have been compared against actual
radar imagery of the test terrain sites, with positive results. For example,
Figure 7 illustrated real radar and simulated radar imagery.

For the VOIR space simulation we used the topographic file produced by the
Defense Mapping Agency of the Flagstaff (NI 12-2) Quadrangle. The resolution of
the data set is 200 feet with 50 foot contour intervals (Figure 8). 1In the
simulation we have an east look direction from an altitude of 300 km. The
incidence angles chosen are 23°, 30°, 50°, and 70°. A single class of terrain
was used for the entire image: dry soil with a roughness of 2.0 cm RMS height
and moisture content of .03 g/cm’. The simulation has a resolution of 61 m along
track and 76 m across track at 50° (Figure 9).

The results of the simulation suggest that for this area, an incidence angle

of 30° provides full interpretability. Less than 30° introduces layover which
complicates the interpretation but greater than about 50° appears in this
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Figure 8. Shaded relief version of the DMA digital topographic
data base used in the computer simulations. Image
processing was done at the JPL Image Processing
Laboratory.
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Figure 9. Computer simulation of region north of Flagstaff, Arizona, between the

San Francisco Peaks and the Grand Canyon. The simulation illustrates
the effect of varying incidence angle. The resolution in each case is
200 feet (60 meters). 1In all views, south is at the top. (a) through
(d) are in slant range projection. Incidence angle is (a, top) 23°
(b, bottom) 30° (c, page 59) 50° (d, page 60) 70°. In 9 (e, page 61)
the 30° incidence simulation is presented in a ground range projection.
Figure 9 (f, page 62) shows the same region in a digitally processed
JPL Seasat image which was imaged from a different direction. The
digital simulations were done at the Remote Sensing Laboratory of the
University of Kansas Center for Research, Inc. Digital to film
processing, enhancement, and geometric transformations were done at
the JPL Image Processing Laboratory.
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Figure 9 (contd)
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Figure 9 (contd)
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Figure 9 (contd)
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simulation to actually degrade the interpretability. Further simulations in
other terrains must be performed to assess the significance of these observations.
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EXPRESSION OF SAN ANDREAS FAULT ON SEASAT RADAR IMAGE

F. F. Sabins
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Pasadena, Calif.

ABSTRACT

On a Seasat image (23.5-cm wavelength) of the Durmid Hills in
southern California, the San Andreas fault is expressed as a prominent
southeast-trending tonal lineament that is bright on the southwest
side and dark on the northeast side. Field investigation established
that the bright signature corresponds to outcrops of the Borrego
Formation, which weathers to a rough surface. The dark signature
corresponds to sand and silt deposits of Lake Coahuila which are
smooth at the wavelength of the Seasat radar. These signatures and
field characteristics agree with calculations of the smooth and
rough radar criteria. On Landsat and Skylab images of the Durmid
Hills, the Borrego and Lake Coahuila surfaces have similar bright
tones and the San Andreas fault is not detectable. On a side-looking
airborne radar image (0.86-cm wavelength), both the Borrego and Lake
Coahuila surfaces appear rough, which results in bright signatures on
both sides of the San Andreas fault. Because of this lack of rough-
ness contrast, the fault cannot be distinguished. The wavelength of
the Seasat radar system is well suited for mapping geologic features
in the Durmid Hills that are obscure on other remote sensing images.

I. BACKGROUND AND OBJECTIVES

On September 14, 1978, the Seasat satellite acquired a strip of L-Band radar
imagery (23.5-cm wavelength) that was processed at the Jet Propulsion Laboratory
and includes the eastern margin of the Salton Sea in southern California
(Figure 1). Examination of the image revealed a prominent tonal lineament in the
Durmid Hills and this portion of the image, indicated in Figure 1, was selected
for detailed study. The objectives of the study were to (1) determine the cause
of the contrasting signatures on opposite sides of the lineament, (2) evaluate
the geologic significance of the lineament, and (3) compare the Seasat image
with other remote sensing images.
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II. SEASAT IMAGE

The Seasat image of the Durmid Hills (Figure 2A) has been greatly enlarged
photographically, which accounts for the grainy, or speckled, appearance. The
image has not been enhanced by digital processing methods.

A. General Description
13

The bright signature of the Salton Sea in Figure 2A is caused by the steep
depression angle (67° to 73°) of the Seasat radar and the small ripples that pre-
vail on the sea. The bright signature of Bombay Marina at the southeast end of
the Durmid Hills (Figure 2B) is caused by the buildings and recreational trailers
at this resort community. The prominent bright signature of the unnamed inter-
mittent stream east of Bombay Marina is caused by the concentration of vegetation
(mesquite, creosote bush, ironwood, and salt cedar) and gravel and boulders in
the channel. The same explanation applies to the bright signature of Salt Creek
at the northwest end of the Durmid Hills. The very bright patch at the head of
Salt Creek (Figure 2B) is caused by a rough surface crust of salt that has evapo-
rated from saline springs and seeps. The surface roughness is accentuated by
a dense growth of rushes and other salt-tolerant vegetation. The medium-to-
bright signature along the northeast margin of the image is caused by the gravel
of alluvial fans at the foot of the Orocopia Mountains, which are east of the
area covered by Figure 2.

The arcuate bright streak in the northeast corner of the image correlates
with the west-facing escarpment that was cut by waves along the shore of Lake
Coahuila, which occupied the Salton trough during late Pleistocene time. The
look direction of the Seasat radar on this orbit was toward the northeast. The
Lake Coahuila escarpment faces the look direction which reflects radar energy
back to the antenna and produces the bright signature (Sabins, 1978, p. 178).

B. Radar Lineament

On the Seasat image (Figure 2A) a prominent tonal lineament trends southeast-
ward along the crest of the Durmid Hills for a distance of 18 km. The lineament
is defined on the image by the straight contact -between bright tones on the south-
west side and dark tones on the northeast. The lineament correlates with the
trace of the San Andreas fault shown on the geologic maps by Jennings (1967) and
by Babcock (1974). These maps also show that the bright radar signature on the
southwest side of the San Andreas fault corresponds to outcrops of the Borrego
Formation and the dark signature to the northeast corresponds to sand and silt
deposited in Lake Coahuila. Having established a correlation between the radar
lineament and the geologic features, the next step is to determine in the field
the properties that cause the different signatures on the Seasat image.

As a guide for the field investigation it is useful to calculate the smooth
and rough criteria of Peake and Oliver (1971) which were described by Schaber,
Berlin, and Brown (1976) and by Sabins (1978). These criteria are:

Smooth Criterion Rough Criterion
A A
_ D —
h< 35 sin? B> %4 siny
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where
h = the average height of surface irregularities, or surface roughness
A = the radar wavelength, which is 23.5 cm for Seasat

Y = the depression angle between the horizontal plane and the radar wave
incident upon the terrain. For Seasat the average depression angle is
70°,

For Seasat the smooth criterion is calculated as 1.0 cm, which means that
surfaces with a vertical relief of 1.0 cm or less will appear smooth and have
a dark signature. The rough criterion is 5.7 cm, which means that surfaces with
a vertical relief of 5.7 cm or more will appear rough and have a bright signa-
ture. Surfaces with vertical relief ranging from 1.0 to 5.7 cm will have inter—
mediate signatures., These roughness values are for comparative purposes,
because radar returns are influenced by many surface properties in addition to
vertical relief. The shape and horizontal spacing of surface features are
important but difficult to describe in a quantitative manner. Variations in
the complex dielectric constant, principally due to variations in moisture con-
tent, may also influence the strength of the radar return (MacDonald and Waite,
1973, p. 149).

C. Field Investigation

Topographic maps, stereo aerial photographs, and field observations show
that the Durmid Hills are a low, southeast-trending ridge with slopes of 2° or
less. The maximum elevation is 30 m and the minimum elevation is 70 m below
sea level at the shore of the Salton Sea. Vegetation is very scarce in this
arid climate.

The Borrego Formation (Pleistocene age) crops out on the southwest side of
the San Andreas fault (Figure 2B) and consists of poorly consolidated siltstone
with minor beds and concretions of hard, resistant sandstone. The infrequent
rains erode the soft siltstone and produce a surface that is littered with frag-
ments and concretions of sandstone that range from gravel to boulders in size
(Figure 3A). The local relief of this detritus is well in excess of the 5.7-cm
criterion for a rough surface on Seasat images, which agrees with the bright
signature of the Borrego outcrop in Figure 2A. The roughness of the Borrego
surface is increased by a myriad of closely spaced, steep-walled gullies. The
Borrego siltstone is impermeable, which causes rainfall to run off rather than
soak into the ground. The combination of high surface runoff and nonresistant
bedrock results in a highly dissected surface.

The surface northeast of the San Andreas fault is covered by unconsolidated
sand and silt deposited in Lake Coahuila (Figure 2B), which occupied the Salton
trough in Pleistocene time. As shown in the photograph of Figure 3B, relief of
this surface is less than the 1.0-cm value for the smooth criterion, which
accounts for the dark signature on the Seasat image. Gullies are scarce on the
Coahuila surface because the permeable sand and silt absorb most of the rainfall.
Creosote bush and other desert shrubs are scattered over the Coahuila surface
but are too sparse to influence the radar signature.
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A. Outcrop of Borrego Formation on Southwest Side of San Andreas
Fault. The Boulders and Cobbles Form a Rough Surface That Has
a Bright Signature on the Seasat Radar Image.

B. Sand and Silt Deposits of Lake Coahuila on Northeast Side of San
Andreas Fault. These Deposits Form a Relatively Smooth Surface
That Has a Dark Signature on the Seasat Radar Image.

Figure 3. Outcrop photographs in the Durmid Hills.
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The field observations and radar calculations explain the bright and dark
signatures on opposing sides of the Seasat lineament that corresponds to the San
Andreas fault. 1In the field the fault trace is relatively obscure and is marked
by the contact between Borrego outcrops and the Coahuila surface. In the Durmid
Hills the San Andreas fault is not marked by topographic features such as scarps,
sag ponds, and pressure ridges. If these features were formed by displacement
along the fault, they have later been removed by erosion of the nonresistant
rocks. Babcock (1974, Figure 5) mapped outcrops of Borrego Formation on the
northeast side of the San Andreas fault, but these are largely mantled by thin
deposits of Coahuila sand and silt, which produce a relatively smooth surface.

ITI. COMPARISON OF IMAGES

It is instructive to compare the Seasat image with images that were acquired
by other remote sensing systems. The Landsat and Skylab images (Figure 4) and
‘the aircraft radar image (Figure 5) are reproduced at the same scale as the

Seasat image.

A. Landsat. Image

The red image (band 5) of Landsat (Figure 4A) was selected because this band
has the maximum tonal contrast in the Durmid Hills area. The image was digi-
tally processed at the EROS Data Center to improve the contrast and spatial
detail. Water in the Salton Sea and Coachella Canal has a dark signature, as do
the water and vegetation in Salt Creek and the unnamed creek near Bombay Marina.
The dark trace parallel with the shoreline is formed by Highway 111 and the
Southern Pacific Railroad. On the Landsat image there is no tonal difference
between the Borrego and Coahuila surfaces, and the San Andreas fault cannot be
recognized. Infrared-color composite Landsat images of Durmid Hills (not
illustrated here) were also examined, but no evidence was found of the fault
or of the differences in surface materials.

B. Skylab Photograph

The Skylab earth terrain camera photograph (Figure 4B) was acquired in the
reflected infrared band and has a spatial resolution of approximately 15 m in
contrast to the 80-m resolution of Landsat images. Aside from the higher resolu-
tion of the Skylab photograph, there is little difference in appearance of the
two images. The Skylab photograph has no discernible tonal difference between
the Borrego and Coahuila surfaces, and the San Andreas fault is not recognizable.
There is an area of medium gray tone on the northeast flank of the Durmid Hills,
but this is an area of reduced reflectance within the Coahuila surface that is
not related to the fault contact.

C. Aircraft Radar Image

The side-looking airborne radar image (Figure 5) was acquired at a wavelength
of 0.86 cm and an average depression angle of 45°. TFor this image the smooth
criterion is calculated as 0.05 cm and the rough criterion as 0.28 cm. Most
natural surfaces, other than calm water, are rough for these criteria, and this
is seen in the overall bright appearance of the image (Figure 5). Even the
sands of the Coahuila surface are rough and produce a bright signature that is
indistinguishable from the Borrego surface. Because of this lack of tonal con-
trast, the San Andreas fault cannot be recognized on the short-wavelength radar
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A. Landsat 2066—17384, Band 5 (red). Acquired March 29, 1975
and Digitally Processed at Eros Data Center.

B. Skylab—3 Infrared Black—and—White Photograph Acquired
September 10, 1973 With Earth Terrain Camera (S—190B).

Figure 4. Landsat and Skylab images of Durmid Hills.
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image. In the northeastern portion of the image are some patches of fine-grained
sediment within the Coahuila deposits that produce dark signatures.

The airborne radar image was acquired at a short wavelength and relatively
low flight -altitude (approximately 6000 m) which results in a relatively high
spatial resolution of approximately 10 m. The high resolution and optimum
depression angle enable individual gullies to be recognized on the southwest
flank of the Durmid Hills. These gullies are not discernible on any of the
other images.

IV. SUMMARY AND CONCLUSIONS

The wavelength of the Seasat radar (23.5 cm) is optimum for producing con-
trasting image signatures of surface materials juxtaposed along the San Andreas
fault in the Durmid Hills. Erosion of the Borrego Formation on the southwest
side of the fault produces a surface that appears rough at the Seasat wavelength
and has a bright signature on the image. Sand and silt deposits of Lake Coahuila
on the northeast side of the fault are relatively smooth and produce a dark
signature. The San Andreas fault is clearly expressed on the Seasat image as a
southeast-trending tonal lineament that is bright on the southwest side and dark
on the northeast. The San Andreas fault is not distinguishable on Landsat and
Skylab images of the Durmid Hills because the Borrego Formation and the Coahuila
deposits have a relatively high albedo and do not produce contrasting signatures
at these visible and photographic infrared wavelengths. An airborne radar image
was acquired at a very short wavelength; therefore, both the Borrego Formation
and the Coahuila deposits appear rough. As a result, on the airborne radar image
the signatures are bright on both sides of the fault and there is no tonal con-
trast. :

The geologic cause for the juxtaposition of the Borrego Formation and Lake
Coahuila deposits along the San Andreas fault has not been determined. The two
most probably hypotheses are: (1) in Coahuila time the fault formed a topo-
graphic scarp that restricted deposition of Coahuila sediments to the north-
east side of the fault, or, (2) in post-Coahuila time, uplift of the southwest
side of the fault resulted in erosion of Coahuila deposits and exposure of
Borrego outcrops on that side of the fault.

In summary, although the Seasat radar system was designed for oceanographic
applications, it does have a capability for geologic mapping in suitable terrain.
These Seasat observations suggest that geologically useful information will be
obtained from future orbital radar missions, such as the Space-Imaging Radar
(SIR-A) Mission of Space Shuttle.
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ANALYSIS OF SEASAT ORBITAL RAbAR IMAGERY FOR GEOLOGIC MAPPING IN THE
APPALACHIAN VALLEY AND RIDGE PROVINCE, TENNESSEE-KENTUCKY-VIRGINIA

J. P. Ford
Jet Propulsion Laboratory
California Institute of Technology
Pasadena, California

ABSTRACT

Seasat orbital imaging radar shows a high sensitivity to ter-
rain-surface features in the Appalachian Valley and Ridge province.
In an area of very little rock exposure, with extensive forest
cover and leaf canopy, topographic mapping from the SAR imagery
provides an effective basis for small-scale lithologic and struc-
tural interpretation. Extensive geomorphic lineaments that corre-
late with mapped faults from published sources, and numerous un-
correleated lineaments less than 10 km long are widespread on the
imagery. The extensive lineaments are perceived and mapped about
equally from Landsat MSS imagery, but larger numbers of the short
lineaments are mapped from the SAR and their preferred orientations
are more clearly revealed. The close coincidence of some of the
uncorrelated lineaments with geophysical trends in the basement,
the alignments with know structural features, and the orthogonal
relationship of certain lineaments suggest areas for further
geological investigation.

The high image-contrast that facilitates lineament percep-
tion and highlights topography on the SAR images reflects the high
sensitivity of the Seasat radar to change in terrain slope in the
Appalachian Valley and Ridge area. Both the Seasat SAR and the
Landsat MSS sensors suppress lineaments that are oriented at or
near the illumination direction of the respective imaging systems.
Lineament suppression by the SAR is partly compensated by the dual-
look capability of the Seasat system. The advantages of the SAR
in highlighting topography and detecting geomorphic lineaments from
orbital altitudes are offset to some extent by the layover and
geometric distortion introduced in the Seasat imaging geometry.

The present study shows that future geologic application of orbital
imaging radar for mapping and geologic interpretation demands an
imaging geometry that reduces the effects of layover encountered on
the Seasat SAR images but retains the topographic enhancement
capability of imaging radar systems.
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I. INTRODUCTION

The synthetic-aperture radar (SAR) experiment aboard Seasat was designed
primarily for imaging ocean-surface conditions and determining the distribution
and movement of sea-ice in polar latitudes. The radar was operated at L-band
(23.5 cm wavelength) in order to ensure the capability of cloud penetration.

It was flown on a satellite in circular near-polar orbit at about 800 km above
the Earth.s A detailed description of the Seasat SAR experiment with its objec-
tives and rationale is given by Teleki and Ramseier (1978). The purpose of

the present study is to analyze Seasat SAR imagery of a land area and determine
the potential of this microwave imaging system for geologic mapping.

SAR imagery was selected from portions of three orbits that cover the
southern Appalachian Basin in Tennessee, Kentucky and Virginia. The study area
occupies approximately 12,000 km? in the Valley and Ridge geomorphic province,
and in adjacent margins of the Cumberland Plateau (northward) and Smoky Mountains
(southward). The images were optically correlated. The ground tracks of imagery
of the three orbits that were used in this study are shown superimposed on a
generalized geologic map of the area in Figure 1. As the Seasat SAR is a single
right-side-looking system orbiting in a plane inclined to the Earth's axis of
rotation, the imagery was acquired from two different look directions. The
orientation of the look direction for any given image is determined from the
bearing of the spacecraft at the time of image acquisition. Special attention is
given here to the area of the Valley and Ridge province from 35° 40' to 36° 55' N
latiitude and from 83° 00' to 84° 20' W longitude. This area is covered by
imagery acquired looking N67.5° E (Figure 2; ascending pass) and looking N67.5° W
(Figure 3: descending pass). No Seasat imagery exists looking N67.5° W (Figure
3; descending pass). No Seasat imagery exists looking N67.5° W for the area in
Figure 2 that is not covered in Figure 3.

Previous applications of radar remote-sensing for structural interpretation
in the southern Appalachians have been reported by Elder et al. (1974) and
Johnston et al. (1975). Their imagery was acquired by aircraft using the AN/
APQ-97 system. This is real-aperture radar that operates at much shorter wave-
length (0.8 cm, at K-band) and has superior resolution to the L-band SAR system
aboard Seasat. Studies by the above-mentioned authors show that fault and joint
systems identified by lineaments and linear patterns in the K-band radar imagery
were verified by surface observations and that two examples of prominent linea-
ments proved to be previously unrecognized faults. They also cautioned that not
all lineaments seen on the imagery are structural in origin and that laboratory
interpretations should be field-checked.

The use and application of Seasat SAR images for geologic mapping purposes
are described in this study, and compared with Landsat multispectral scanner
(MSS) imagery and with aerial photography. The SAR imagery is originally at a
scale of 1:500,000. Photographic enlargement by a factor of 2 provides the best
image-size for visual analysis. Valleys, ridges and mountains appear strongly
contrasted on the SAR images because of changes in radar energy returned from
their respective surfaces. Fine details of drainage networks are selectively
revealed and the varied topography of the area produces distinctive textures and
tones on the images. ‘
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Figure 1. Ground tracks of Seasat SAR imagery looking N 67.5° E (A), and

N 67.5° W (D) superimposed on generalized geologic map (from
Harris and Milici, 1977). Area of the present study is con-
fined within latitudes 35°40' N to 36°55' N and longitudes
83°00' W to 84°20" W. Numerals against the ground tracks
are to identify specific satellite revolutions.
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IT. LITHOLOGIC MAPPING

Bedrock in the southern Appalachians is deeply weathered and covered by a
nearly continuous regolith of variable thickness up to about 30m. Depth to bed-
rock varies with slope and type of underlying lithology (Harris and Kellberg,
1972). Transported regolith commonly integrates with residual mantle, expecially
at and near the base of ridges (Hadley and Goldsmith, 1963; King, 1964). Outcrops
are limited to stream sections, highway cuts and quarries, steep slopes, and small
local bedrock pinnacles that project to the surface. The surface area of rock
outcrop as seen by the Seasat imaging radar is therefore virtually negligible.

The Seasat SAR imagery was acquired in summer 1978. Except for cities and
other cultural features the southern Appalachians are entirely vegetation-covered
at that season of the year. Major valleys are cultivated or grass-covered.
Ridges and mountains, which are blanketed with mixed deciduous and coniferous
forest, are covered by a thick leaf-canopy. The valleys have level to gently
undulating surfaces, with slopes that are generally less than 7°. The ridges and
mountains have steep slopes, commonly from 20° - 30° up to maximum of about 40°.
The shape of the leaf-canopy surface over the steep slopes appears to reflect the
general shape of the underlying terrain surface. Lithology cannot be seen or
directly identified from the SAR images (Figures 2, 3). The potential for litho-
logic mapping from the images is therefore limited to interpretation from the
patterns of topography or vegetation.

Five distinctive image textures are discriminated from the SAR images
(Figures 2, 3) and mapped in Figure 4. Each mapped image texture is character-
ized by a representative image area equivalent to about 7 km square. At this
scale each textural unit mapped is relatively independent of the local bright-
ness variations in the two images that result from differences in the radar look-
direction. The textures on the images are discriminated on the basis of image
granularity, definition, and contrast. Granularity refers to the clustering of
gray levels, and ranges from coarse to fine. Definition is the degree to which
gray levels can be discriminated on the images. It ranges from high to low.
Contrast refers to the range of gray levels present. It extends from few widely
spaced levels of gray that give high contrast to numerous closely spaced levels
of gray that result in low contrast. On a scale of high, medium, and low, none
of the mapped image textures have a low contrast. Table 1 shows that each mapped
image texture displays a unique combination of the above characteristics.

The features of each image texture listed in Table 1 provide a measure of
the Seasat SAR backscatter from the vegetation cover on the level-to-sloping
terrain in the study area. The SAR images (Figures 2, 3) and the image texture
map (Figure 4) were compared with U. S. Geological Survey topographic maps, with
Landsat MSS images, and with aerial photography. A mosaic was made from over-
lapping aerial photographs at a scale of 1:120,000. About 40 photographs were
necessary to cover the SAR image-area common to Figures 2 and 3. Vegetation and
topography were field checked. A strong correlation between topography and the
SAR image textures mapped in Figure 4 was observed. ’

In many areas of the Valley and Ridge province both reconnaissance and de-
tailed geologic mapping are facilitated by studying topography (Swingle, 1973).
In order to compare the close correlation between SAR image texture and topo-
graphy with the underlying lithology, detailed comparisons of the data were made
using existing state geologic maps (Tennessee: Halden, et al., 1966. Virginia:
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Calver and Hobbs, 1963), numerous Geologic Quadrangle maps and Miscellaneous
Investigations maps in the Tennessee-Kentucky-Virginia tri-state area published
by the U.S. Geological Survey or by the Tennessee Division of Geology respective-
ly, and relevant published literature (e.g., Harris and Milici, 1977; Milici,
1973).

Details of the topography, vegetation cover, underlying lithology, and
stratigraplty relevant to each mapped image texture (Figure 4) are summarized in
Table 2. Maturely dissected mountains with high relief (texture 1) are held
up by thick clastic sequences that include coal-bearing rocks in the Cumberland
Plateau, and by quartizite, shale and conglomerate in the marginal portion of the
Smoky Mountains. Maturely dissected rolling hills in the Cumberland Plateau
(texture 4) have lower relief than the adjacent mountains. They are underlain
by the same clastic sequences, from which the upper section has been stripped by
erosion. Level to gently undulating valleys (texture 2) are extensively formed
on clay-shale and on limestone. Elogated mountain slopes and ridge slopes,
prominent cliffs and hogbacks (texture 3) tend to be steep and scalloped in pro-
file. They are formed mostly on associations of shale with siltstone, sandstone,
or calcareous sandstone. Rolling undulating knobby hills in the elogated ridges
(texture 5) are mostly underlain by dolomite or cherty dolomite.

In comparing the image texture map (Figure 4) with the geologic maps refer-
enced above it is evident that the varied topography which is expressed by the
five image textures serves to discriminate five underlying bedrock associations.
Each broad class of topography reflects the differential resistance to erosion
of the underlying bedrock. By contrast there is very little correlation between
image texture and vegetation cover, and no correlation with lithologic or strati-
graphic units. Mixed deciduous and conifereous leaf-canopy blankets the area
covered by four of the five different image textures. None of the image textures
corresponds with a specific lithologic or stratigraphic unit.

Comparison with Landsat MSS imagery and aerial photography of the same area
shows potential for discriminating resistant and weak lithologic associations
from the latter forms of imagery by interpreting image textures as described
above. Figure 5 is an example of a contrast-enhanced Landsat MSS image (band 6)
of the study area. Topography is less strongly contrasted on the MSS image than
on the SAR images. Topography on aerial mapping photography appears in very

Table 1. Summary of granularity, definition, and contrast for each of five
image-texture units mapped in Figure 4

Texture Granularity Definition Contrast

1 Coarse High High
2 Fine Low High
3 Fine High; closely spaced, sub-parallel,

linear orientations; or finely granular Medium
4 Fine High Medium
5 Medium Medium; linear to curvilinear orienta-

tions High
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great detail, as likewise do vegetation, patterns of land utilization, and other
cultural features. This wealth of detail tends nevertheless to obscure the
regional topographic patterns seen on small scale imagery acquired from orbital
altitudes.

III. DRAINAGE MAPPING

Draimage of the Valley and Ridge province is structurally controlled and
forms a characteristic regional trellis pattern. Major streams meander in the
strike valleys, and in many places pass through a ridge gap to the next adjacent
major valley. Geomorphic lineaments are emphasized by the alignment of drainage
courses and low gaps in the intervening ridges. Ridge slopes are extensively
dissected by small tributary streams whose respective orientations lie at various
angles across the ridge-trends (Figure 6). Major streams that are wider than an
image resolution element (about 50 m) act as specular reflectors and appear black
on the imagery. Positions of smaller streams and tributaries are revealed more
by multiple reflections from their respective banks and associated vegetation
than from water that is present in them.

The Cumberland Plateau is maturely dissected and shows a dendritic drainage
pattern. Extended linear and curvilinear elements of the regional pattern are
highlighted on the SAR imagery by the layover of steep slopes in the area.

The large reservoirs of the Tennessee Valley Authority appear mostly in
black on the imagery. Gradational changes in shades of gray obscure the water-
land interface in places, and the position of the lakeshore is not everywhere
clear around the margins of Cherokee and Douglas Lakes. Field checks show that
an abrupt transition exists from water to land. Therefore, it is not clear
whether the gradational changes in shades of gray represent turbulent water,
marsh, or other conditions that relate to characteristics of the radar imaging
system. The Seasat SAR system is insensitive to small linear drainage features
of low relief that are oriented at, or are near-parallel to the radar look-
direction.

IV. STRUCTURAL MAPPING

Structurally the Valley and Ridge province is dominated by thrust
faults that flatten at depth to form low-angle bedding-plane thrusts, and by
folds unconnected with the basement. Figure 7 is a simplified structural sketch
map and cross-section that shows the major folds and faults in the area. The
Cumberland Plateau is underlain by relatively undeformed gently dipping strata.
The Pine Mountain thrust has carried a thin plate of rocks northwestward over
the Cumberland Plateau for a distance estimated at about 6.4 km (Harris and
Milici, 1977). The basement surface dips evenly southeastward. Estimates of
depth to basement in the study area range from about 3 km at the north end of the
Jacksboro fault to over 5 km southeast of Douglas Lake. Basement structures
and lithology have been inferred from magnetic and gravitational data (Watkins,
1962, 1964). The topographic trend in the Valley and Ridge province is parallel
to the structural strike. The terrain in the study area is divided by major
thrust faults into 7 northeast-trending thrust slices, with strata folded and
faulted in a more or less regular fashion. West of a line between Morristown,
Tn., and Middlesboro, Ky., the structural strike is about N 50° E. East of that
line the strike trands N 60° E.
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Figure 6.

Valley and Ridge topography, looking north from Chilhowee
Mountain, Tennessee, showing pronounced symmetrical repe-
tition of small tributary valleys (marked by dashed

lines) forming wind gaps in Tellico Sandstone.
Photo date: May 1979.
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fault zone, m = Middlesboro Basin.

Figure 7.
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Structural mapping in the southern Appalachians from Seasat SAR imagery is
feasible where the structures can be inferred from the geomorphology. Major
faults appear on the SAR imagery (Figures 2, 3) as extensive lineaments. The
Jacksboro, Pine Mountain and Rocky Face faults are among the more notable exam-
ples. Curvilinear changes in image texture (Figure 4) denote the Middlesboro
Basin faults. Repetition of the distinctive topography in the successive par-
allel to sub-parallel ridges or valleys denotes repetition of the underlying
lithologies by faulting. Corresponding repetition of distinctive image texture
on the SAR images enables the position of most mapped thrust faults to be locat-
ed approximately (cf. Figures 4, 7). Offset ridges and abruptly terminated
ridges typically indicate some type of faulting even though the fault may not be
exposed. The offsets or abrupt terminations mapped from the SAR imagery appear
in the form of abrupt linear changes in image tone or texture.

A '"nose" to some of the parallel ridges and valleys on the imagery suggests
some plunging fold structures. Uncertainty concerning the dip-direction of the
folded strata generally precludes identification of the fold-type from the
imagery. An exception can be seen on the original of Figure 3. A faint band-
ing is evident along the southeast-facing scarp slope of Cumberland Mountain,
and along the northwest-facing scarp slope of Pine Mountain, in the area 5-10 km
east of Rocky Face. The banding is suggestive of ledge-forming strata that
produce slope-change on the respective scarps. The slope-change is discriminated
by the SAR. The respective scarp slopes are sub-parallel and face away from
each other. The dip slopes face toward each other. The synclinal structure of
the Middlesboro Syncline is thus evident from the SAR imagery (see cross-section,
Figure 7).

Structural mapping can be performed from Landsat MSS imagery (Figure 5),
though as already noted topography appears less pronounced than on the Seasat SAR
images. Detailed structural mapping can be more easily performed from aerial
photography. Stereoscopic coverage, which is available on most mapping photo-
graphy, enables measurements of dip, strike, and relief to be made that are gen-
erally not possible with existing Seasat SAR or Landsat MSS images. However, the
scale of stereo pairs is very much larger than that which either of the orbital
systems can provide, whereas stereo photography at a regional scale is not available.

V. LINEAMENT MAPPING

Lineament maps (Figures 8, 9) were made from the SAR imagery (Figures 2, 3)
and compared with a lineament map (Figure 10) that was made from a selected
Landsat MSS image (Figure 5). Landsat RBV imagery of the area was examined but
available images provide insufficient cover for comparison. An aerial photo-
mosaic was used to verify the geomorphic nature of the lineaments that were
mapped. Artifacts and linear features of cultural origin are omitted from the
lineament maps. Differences observed between the maps relate significantly to
imaging-system characteristics of the Seasat SAR and the Landsat MSS respective-

1y.

The Seasat SAR is an active microwave sensor with a fixed beam that is in-
clined at a low angle off nadir. The Landsat MSS is a sun-synchronous passive
sensor that measures reflections of sunlight in four spectral bands (Nos. 4-7)
in the visible and near-infrared range of the electromagnetic spectrum. Detec-
tion of geomorphic lineaments by the Seasat SAR in the study area is governed
by the sensitivity of the radar to slope-change. The effect of slope-change on
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radar backscatter is outlined in Appendix A. Detection of lineaments by the
Landsat MSS is governed by shadowing, which in part is determined by the eleva-
tion angle and illumination direction of the sun. For topography of low relief
the maximum shadowing occurs where the sun elevation is below 30° and features
are oriented near-normal to the sun illumination.

In latitudes of the study area Landsat MSS images with suitably low sun-
elevation apngles are acquired only between November and January. Images that
have been processed to produce high contrast are best for maximum preception of
lineaments. 1Inspection of several images shows that the best available MSS scene
for mapping geomorphic lineaments (No. 1858-15203, Sevierville, Tennessee) is one
that was acquired on November 28, 1974, at a sun elevation of 26°. The direction
of illumination of this scene is N 30° W. The highest image contrast of this
scene occurs in the infrared spectral bands 6 and 7. The image in Figure 5 was
processed from spectral band 6. A suitable high frequency non-directional filter
was used to enhance the contrast. Additional cosmetics procedures that were used
include the addback of 20% of the original scene to the filtered image so as to
reduce harshness, and contrast stretching. The MSS image was enlarged to the
same scale as the SAR images.

Lineaments in the study area consist of a few extensive features that are
tens of kilometers in length, and many short features that are generally less
than 10 km long. The extensive lineaments are formed by long ridges and valleys
that parallel the structural strike, and by elongated mountains with local relief
up to 400 m. Most of the extensive lineaments correlate with mapped faults.

The correlated lineaments on the SAR and MSS images are shown by thick bold
lines on the lineament maps (Figures 8, 9, 10). Lineaments less than 10 km long
are formed by linear segments of rivers, small valleys and ridge crests, and
small drainage channels. Local relief in these short linear features is mostly
less than 60 m, but the relief from one end of the lineament to the other varies
with the feature. Linear segments of some rivers and valley floors that are a
few kilometers in length have an end-to-end relief of 10-20 meters. Some linear
drainage channels about 1 km in length are steeply inclined and have an end-to-
end relief of about 200 m. The short lineaments are widespread and oriented in
a variety of directions throughout the area. They occur in closely spaced near-
parallel swarms, and in alignments that extend over distances up to 100 km. The
great majority of the short lineaments are uncorrelated geologically though in
some instances they probably reflect faulting, jointing or fracturing. The un-
correlated lineaments are shown by thin lines on the lineament maps (Figures 8,
9, 10).

Comparison of the lineament maps (Figures 8, 9, 10) shows that most corre-
lated lineaments mapped from the SAR images (Figures 2, 3) were also mapped from
the corresponding MSS image (Figure 5). However, the number of short uncorrelat-
ed lineaments mapped from either of the SAR images is greater than the number
mapped from the corresponding MSS image by a factor of about 2. The number and
average length of uncorrelated lineaments mapped in the area common to the SAR
images (Figures 2, 3) and the MSS image (Figure 5) are listed in Table 3.

The orientation of the uncorrelated lineaments is plotted in 5° increments
east and west of north in the form of histograms (Figure 11 A-C). Measurements
are at the center point of each 5° cell. The number of lineaments in each cell
is plotted on the vertical axis of the histograms. Measurement accuracy is
within +-2.5°.
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Table 3. Number and average length of short, uncorrelated lineaments
mapped from the area common to Seasat SAR and Landsat MSS images
of Figures 2, 3 and 5, listing respective histograms In Figure 11

Image Area Mapped Number of Average Histogram
lineaments length (Figure 11)
SAR Lookitg N 67.5° E common to SAR 1323 1.19 km A

looking N, 67.5° W (Figure 2 area
common to Figure 3)

SAR looking N 67.5° W (Figure 3) 1156 1.03 km B

Landsat common to SAR looking N 67.5° W 654 1.34 km C
(Figure 5 area common to Figure 3)

To account for the differences in lineament detection the SAR lineament
maps (Figures 8, 9) were each registered to the MSS lineament map (Figure 10).
Each lineament map contains a number of short lineaments that are missing on the
coregistered map. Figure 12 shows lineaments on the MSS map (Figure 10) that do
not appear on the SAR map looking N 67.5° E (Figure 8). Figure 13 shows line-
aments on the MSS map that do not appear on the SAR map looking N 67.5° W
(Figure 9). The lineaments on both Figures 12 and 13 are mostly oriented within
+15° of the respective radar look-direction. Comparison of Figures 11 A-C shows
that a larger number of lineaments were mapped from the MSS imagery than from
the SAR imagery for lineament orientations close or parallel to the radar look-
direction. In registering the SAR lineament maps to each other (Figures 8, 9)
it is also evident that lineaments mapped from either one of the SAR images
whose orientation is close or parallel to the radar look-direction of the
complementary SAR image are suppressed on that image. Thus it appears that the
Seasat SAR tends to suppress certain lineaments depending upon their orienta-
tion. The overall effect of the lineament suppression is diminished where the
dual-look coverage of the system is available.

Figure 14 shows lineaments on the SAR map looking N 67.5° E (Figure 8) that
do not appear on the MSS map (Figure 10). The majority of these lineaments are
oriented within #15° of the sun illumination-direction (N 30° W) in the Landsat
scene. Figures 11 A-C show that significantly larger numbers of lineaments were
mapped from the SAR imagery in both the radar look-directions than from the MSS
imagery for lineament orientations close to the direction of the sun's illumina-
tion. Comparing Figure 14 with the SAR image looking N 67.5° E (Figure 2) shows
that the lineaments not mapped from the MSS imagery include élosely spaced swarms
that are individually less than 2 km in length. Evidently in this case the
Landsat MSS suppresses short lineaments whose orientation is close or parallel
to the illumination direction of the sun.

From the foregoing observations it appears that under certain conditions
geomorphic lineaments are suppressed on both the Seasat SAR and the Landsat MSS
images. Both types of sensor show a low sensitivity to topography that is
oriented at or near-parallel to the direction of the scene illumination. Figure
15 depicts the relationship between the direction of scene illumination and the
zone of lineament suppression for each of the SAR images (Figures 2, 3) and the
MSS image (Figure 5). In Figure 15A the SAR sensor is looking N 67.5° W
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map looking N 67.5° E (Figure 8). Most lineaments are with-
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Figure 13. Lineaments on MSS map (Figure 10) that do not appear on SAR
map looking N 67.5° W (Figure 9). Most lineaments are
within #15° of SAR look-direction shown above.
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(descending). In Figure 15B the SAR sensor is looking N 67.5° E (ascending).

In Figure 15C the MSS scene is illuminated in a direction N 30° W. For each of
the three directions of scene illumination lineaments are detected by the respec-
tive sensors for all orientations outside the zones marked by indented arcs.

Each indented arc represents a 30° zone in which lineament suppression occurs.
The arc of lineament suppression for a given scene illumination (as in Figure
15A) falls within the zone of lineament detection for the other two scene
illuminations (as in Figures 15B, C).

Lineaments suppressed by the SAR looking N 67.5° W are detected by the SAR
looking N 67.5° E. Lineaments suppressed by the MSS are detected in both SAR
look-directions. Lineaments suppressed in either of the SAR look-directions are
detected by the MSS. These observations reveal-a complementary relationship
between Seasat SAR imagery and Landsat MSS imagery for mapping linear topographic
features.

The photograph in Figure 16 was taken looking down the axis of a small
linear valley that is typical of the uncorrelated lineaments. The valley slopes
are mostly forest-covered, with abrupt changes of slope occurring at the base
and top. Evidently the SAR is more sensitive to such features than the MSS. The
strong local image contrast that highlights geomorphic lineaments on the SAR
images represents abrupt change in radar backscatter. At the low inclination of
the Seasat SAR beam off nadir the radar backscatter is strongly affected by change
of slope (see Appendix A for details). Strong slope changes across linear topo-
graphy are common in the study area.

VI. LINEAMENT ANALYSIS

The short uncorrelated lineaments mapped from the SAR images (Figures 8, 9)
and the MSS image (Figure 10) were examined for frequency of orientation and for
aerial distribution, and were compared with the orientation and aerial distribu-
tion of the major lineaments that are geologically correlated with mapped faults.
The approximate orientation of the major correlated lineaments is N-S (Rocky
Face fault), N 30° W (Jacksboro fault), and N 50° E - N 60° E (Pine Mountain
fault and other thrust faults parallel to regional strike).

The histograms of the uncorrelated lineaments in the area common to both SAR
look-directions (Figures 11A,B) show a number of peaks on the vertical axis that
‘are flanked by substantial reductions on both sides. This suggests the presence
of several maxima in the orientation of the lineaments. A well-defined maximum
is at N 17.5° W for the SAR looking N 67.5° E, and N 22.5° W for the SAR looking
N 67.5° W. This probably represents a single maximum, based on the observations
that follow. This maximum is clearly not evident on the corresponding MSS histo-
gram (Figure 11C).

The lineament orientations mapped from the SAR imagery that have maximum
frequency range from N 15° W - N 25° W on the histograms (Figures 11A,B). The
lineaments appear mostly to represent features less than 2 km long that occur
in closely spaced swarms. The SAR images show that they are distributed along
the flanks of ridges and mountains from the Pine Mountain thrust southward to
and beyond Lake Douglas (see Figure 7 for the above locations). Aerial photo-
graphs show that these lineaments mostly represent drainage gullies down the
flanks of ridges and elongated mountains, or wind gaps and some water gaps across
ridges.
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Figure 16.

Hamilton Gap, looking down axial trace of Booker Hollow,
Tennessee, seen from Raccoon Valley, south of Norris
Lake. Hollow forms small segment of N-S alignment of

lineaments. Slopes are forest-covered, with abrupt
slope-change at base and top. Photo date:
May 1979.
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Comparison of Figures 11A and 11B shows that the maximum frequency measure-
ment for each SAR -look-direction is nearer to that direction relative to the
maximum frequency measurement in the other SAR look-direction. At the low in-
clination of the Seasat SAR beam off nadir, slopes that are greater than about
20° are displaced toward the look-direction due to radar layover. Lineaments
that are highlighted due to layover may therefore be geometrically distorted
toward the,radar look-direction. This suggests that the difference in the
orientation of the maxima of the two SAR look-directions may be due to distortion
introduced in the imaging system. 1In contrast to this the lineaments in the
sector from N 15° W - N 25° W are almost all suppressed on the MSS imagery.

This is probably because the features are oriented within 15° of the sun-illum-

ination direction in the MSS scene, which results in insufficient shadowing for
their perception.

Subordinate frequency maxima of lineaments in the area common to both SAR
look-directions that coincide on both histograms (Figures 11A, B) occur in
decreasing order of abundance at N 2.5° W, N 32.5° W, N 52.5° W, N 37.5° E,

N 57.5° E and N 87.5° E. These frequency maxima are not strongly supported by
the histogram from the MSS lineament map (Figure 11C). The much lower amplitude
variation between adjacent 5° cells on the MSS histogram inhibits clear recogni-
tion of the frequency maxima seen on the SAR histograms. Further analysis of
the frequency maxima interpreted from the SAR histograms is therefore made in

conjunction with the aerial distribution of the lineaments represented in each
maximum.

Lineaments at and near-parallel to the frequency maximum at N 2.5° W are
concentrated in the central and eastern part of the study area. Short aligned
and en echelon valley segments up to 3 km long parallel the Rocky Face fault
and extend far north and south of its surface trace. A linear magnetic grad-
ient in the basement underlies the Rocky Face fault and extends southward across
the Powell Valley anticline (Watkins, 1964). A northerly trend of magnetic and
gravitational anomalies in the basement extending through eastern Kentucky
southward toward the latitude of Knoxville, Tennessee, was observed, and inter-
preted by Watkins (1962, 1963, 1964) as reflecting a pre-Appalachian structural
grain in the basement. The close coincidence of surficial lineaments mapped
from the Seasat SAR images may reflect the sub-surface structural grain. How-
ever, the structural characteristics of the rocks associated with the lineaments
at the surface are not known. Examination of the MSS image (Figure 5) and line-
aments map (Figure 10) shows the presence also of some of the lineaments mapped
from the SAR images that are parallel to, or aligned south of Rocky Face fault.

The frequency maximum oriented at N 32.5° W corresponds closely with the
orientation of the Jacksboro fault. The lineaments consist of segments up to 3
km long that are aligned in the area adjacent to and south of the Jacksboro
fault. They include such notable geomorphic features as linear segments of
major rivers southeast and southwest of Knoxville, Tennessee, aligned water gaps
across successive ridges, and the abrupt linear truncation of Beaver Ridge.
Parallel structural alignment exists at the surface where the Great Smoky fault
is inflected to the southeast, and in the Dorton Branch fault zone (see Figure
7 for locations).

The Jacksboro fault is a tear fault that has associated gravity and magne-

tic discontinuities in the basement. On these grounds Watkins (1964) suggested
that a basement fault underlies the surface trace of the Jacksboro fault and
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appears to extend further to the southeast. Some lineaments mapped from the

SAR and the MSS images coincide with this postulated extension of the basement
fault. The orientation of the lineaments is near-normal to the regional strike.
They may represent fracture traces associated with the compressive stresses

that gave rise to the Jacksboro fault. However the mapped lineaments are geo-
morphic features whose structural control is mostly not known.

The lineaments with a frequency maximum at N 52.5° W occur in the north
central and northeast part of the area, from the Pine Mountain thrust southward
to Cherokee Lake. Most of the lineaments were mapped from the SAR image looking
N 67.5° E. The lineaments are clear on the MSS imagery, but they are suppressed
on the SAR image looking N 67.5° W. The orientation of the features relative
to the radar look-direction produces insufficient change in radar backscatter
for their detection. The lineaments consist notably of segments of tributary
valleys to the Powell River in the region of the Powell Valley anticline., The
only mapped faults that are similarly oriented are in Kentucky, in the White
Mountain fault zone, especially where the faults terminate against the Pine
Mountain thrust fault (Figure 7).

Only small numbers of lineaments are mapped from the SAR and MSS images in
the three other frequency maxima shown on the histograms (Figures 11A,B), but
their distribution and orientation are notable. Lineaments oriented about
N 37.5° E occur in the same general area of the Pine Mountain thrust sheet and
the Powell Valley anticline as those that are oriented about N 52.5° W. The
two sets are normal to each other. Lineaments oriented about N 87.5° E occur
in the vicinity of Rocky Face fault, and southward in the Powell Valley anticline
in association with lineaments that are oriented about N 2.5° W. The two sets
are also normal to each other. Lineaments oriented about 57.5° E represent
small valleys south and east Douglas Lake that occur in the Tellico Sandstone.
These lineaments parallel the regional strike, which as noted above is normal
or near-normal to the lineaments that parallel the Jacksboro fault. Lineaments
that parallel the regional strike tend to be suppressed on the SAR imagery look-
ing N 67.5° E.

The frequency maxima of lineament orientations noted from the histograms
of the SAR lineament maps are summarized below in Table 4, and compared with
previously reported orientations of joints from Knox County, Tennessee (Harris,
1972). Knox County is situated in the southwest portion of the imaged area
entirely within the Valley and Ridge province. The data reported by Harris
consist of joint measurements by Dale (1924) combined with measurements of all
major stream patterns in Knox County. The observations reported here do not
conflict with Harris (1972) though neither data set is considered to be
exhaustive. No other published studies of joint orientations or fracture traces
in the area are available for comparison with the date from the SAR lineament
maps.

The orientation of significant numbers of short uncorrelated lineaments
and their distribution relative to known structural features in the Valley and
Ridge province has been determined from Seasat SAR imagery. Larger number of
short lineaments are mapped from the SAR than are perceptible from Landsat MSS
imagery, and preferred orientations are more clearly revealed. However, the
orientation of short lineaments that have significant topographic relief from
one end of the lineament to the other is substantially distorted due to layover,
and geometry of the Seasat SAR beam. The most notable geometric distortion
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Table 4. Frequency maxima of lineament orientations from Seasat
SAR imagery compared with orientation of joint sets
previously reported from Knox County, Tennessee

Frequency Structural relationship of uncorrelated Orientation
maximum‘from lineaments observed in this study of joint sets
Figures 11A, B. in Knox
County, TN.,
from Harris,
1972.
N 17.5° W - Small erosional features not parallel N 19° W -
N 22.5° W or normal to any known structure N 38° W
N 2.5° W Parallel to Rocky Face fault; coincide N 7° E -
with geophysical trend in basement N 11° W
N 87.5° E Normal to above trend N 78° E -
N 90° E
N 32.5° W Parallel to Jacksboro fault; coincide N 19° W -
with geophysical trend in basement N 38° W
N 57.5° E Normal to above trend; generally N 50° E -
parallel to regional strike N 65° E
N 52.5° W Features with no clear structural N 50° W -
relationship N 63° W
N 37.5° E Normal to above trend N 23° E -
N 35° E

occurs in the orientation of linear drainage features that flank the major
ridges, as seen by comparing the SAR images in the two different look-directions
(Figure 2,3). The orientation of lineament alignments is more reliable and
potentially of greater geologic significance than the orientation of single
short lineaments.

The geologic significance of the lineament orientations revealed by the SAR
demands further study and explanation. While no structural information is
evident from the clusters of short lineaments, extended alignments of lineaments
require investigation. The close coincidence of some uncorrelated lineaments
with geophysical trends in the basement, the alignment with known structural
features, and the orthogonal relationship of certain lineaments shown by this
small-scale reconnaissance mapping from Seasat SAR imagery indicate a need for
futher field work. Futher studies may show that certain lineaments are related
to zones of fracture porosity. Recognition of this would aid in exploration
for oil and gas in the area. The potential for favorable fracture-porosity traps
in the Pine Mountain thrust sheet has previously been reported by Harris (1976).
It is known that production from existing gas wells in the area is substantially
greater where the wells coincide with the intersection of major lineaments.
Other applications of the SAR imagery exist in localizing areas for further de-
tailed study of the Appalachian structural pattern.
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VII. CONCLUSION

Geologic mapping using orbital Seasat SAR imagery is feasible in the
Appalachian Valley and Ridge province, where the radar system is highly sensitive
to the terrain-surface features. In an area of very little rock exposure, with
extensive forest cover and leaf canopy, topographic mapping from the SAR imagery
provides an effective basis for litholcgic and structural interpretation. Linear
segments of erosional topography are strongly highlighted on the SAR imagery.
Most of the extensive lineaments correlate with previously mapped faults. Short
uncorrelated lineaments are widespread. Some are aligned in close coincidence
with mapped faults or with subsurface geophysical trends. Others appear to
represent erosional features that show no structural relationship. Analysis
of the Seasat SAR images provides a basis for planning more detailed field
investigations of geologic structure.

The wide image ground-track of the orbital SAR is admirably suited to
regional geologic reconnaissance mapping at a relatively small scale. The high
image contrast on the SAR images that results from variations in terrain slope
is directly attributable to the low incidence-angle of the radar beam at sloping
surfaces which face the radar and the high sensitivity of the radar to any change
in that incidence angle in the range from 0° - 30°., This highlights the topo-
graphic texture and the short segments of linear topography in the study area
more than is possible on the enhanced Landsat MSS image chosen for comparison.
The low incidence-angle of the Seasat SAR beam also produces strong geometric
distortion and loss of geologic information due to layover. The MSS image
presents no distortion to*compare with the destructive effect of layover on the
Seasat SAR images. A remedy for this defect of the Seasat SAR with respect to
imaging land surfaces is an orbital imaging radar system with a much higher
incidence-angle. Linear geomorphic features would be enchanced by radar shadow-
ing, rather than by radar sensitivity to change of slope, and layover would be
reduced or eliminated. However, a variable depression-angle at the SAR antenna
is necessary if a high incidence-angle is desired for terrain with a wide range
of slope.

Both the Seasat SAR and the Landsat MSS sensors tend to suppress lineaments
that are oriented at or near the illumination direction of each of the respec-
tive imaging systems. The SAR system is probably more prone to this than the
MSS system. The effect of lineament suppression by the Seasat SAR is partly
compensated by the dual-look capability of the system.

The L-band wavelength used on the Seasat SAR penetrates clouds and, in
common with all imaging radars, it can be successfully operated both day or
night at any time of the year. The MSS on Landsat cannot penetrate cloud or
be operated at night. It is operated in a sun-synchronous mode. It is depen-
dent on the sun elevation and the terrain orientation to highlight features of
low relief by the shadowing effect of the sun's illumination. This restricts
effective mapping of landforms to a portion of the year when low sun elevation
prevails. At mid-latitudes such a condition coincides with a season of much
cloud and/or snow-cover, which could delay the acquisition of usable imagery.
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APPENDIX A

RELATIONS BETWEEN SEASAT SAR IMAGING GEOMETRY, TERRAIN SURFACE
CHARACTERISTICS, AND RADAR BACKSCATTER

The strong local image-contrast that highlights topography on the Seasat
SAR images ‘represents abrupt change in the radar backscatter. The abrupt change
results from interaction of the radar-system properties with the terrain proper-
ties. At any given wavelength and polarization the most important radar vari-
ables that affect the backscatter are the radar look-direction, the look angle
off nadir (complement of the depression angle), and the incidence angle. Equally
important terrain variables are the orientation and slope of the surface and its
roughness and dielectric constant. In general, the interrelation of these two
sets of variables governs the amount of transmitted energy that is returned to
a SAR antenna as backscatter.

At the time that SAR images used in this study were acquired, the rough-
ness and the dielectric constant of the widespread leaf canopy over the sloping
terrain surface were relatively uniform, but the steepness and orientation of
the slopes vary widely. Thus in assessing backscatter variations on the SAR
images in the area covered by this report it is necessary to identify the rela-
tionship between the radar imaging geometry and the terrain orientation and
slope and to determine the backscatter from leaf canopy as a function of that
imaging geometry.

Figure 17 is a perspective diagram that shows the relationship between
radar imaging geometry and terrain orientation and slope. For an Earth-orbiting
SAR, as on Seasat, it is convenient to measure the inclination of the radar beam
from a line that joins the satellite to the Earth's center. This line is in a
vertical plane relative to the Earth's surface, and the angle of inclination is
the look angle off nadir (y in Figure 17). If the inclination of an imaging
radar beam is measured from the horizontal plane relative to the Earth's surface,
as is commonly the case with airborne imaging-radar platforms, it is termed the
depression angle (not shown on Figure 17). The look angle off nadir and the

depression angle are complementary terms. The incidence angle (6 in Figure 17)
is the angle between the incident radar beam and the plane that contains the
normal to the true slope at the ground surface. The term "incidence angle'" is
sometimes used to designate the off-nadir look angle defined above. This results
in confusion and misunderstanding. The look angle is generally fixed, or it may
be controlled at the radar antenna. The incidence angle varies in accordance
with the local terrain slope. The look angle and the incidence angle are equal
only in the special case where the terrain surface is level, and the SAR imagery
is not noticeably affected by the Earth's curvature. In the case of Seasat the
SAR incidence angle to level terrain surfaces ranges from about 20° - 27° out-
ward across the image ground-track. It is not equal to the look angle at the
antenna, which is centered at 20.5°.

The slope orientation-angle (¢ in Figure 17) is measured in the horizontal
plane relative to the radar look-direction; ¢=0° when the slope is oriented
parallel to the radar look-direction. The apparent slope angle of a surface
seen by the radar is less than the true slope (agp,ar in Figure 17) for all
orientations of ¢$<90°.
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Where the incidence angle 6 is 0° or less at sloping surfaces which face
toward the imaging radar, referred to as foreslopes, layover occurs on the
imagery. Where the incidence angle is 90° or greater at sloping surfaces which
face away from the radar, referred to as backslopes, shadowing occurs on the
imagery. The result in both cases is loss of surface information on the radar
image. In the Valley and Ridge area of this report, layover occurs for slopes
of 20° or more in the near range and 27° or more in the far range. However,
many foretlopes that are steeper than 20° - 27° are not laid over on the imagery
because they are sufficiently oblique to the plane of the radar look-direction
that the incidence angle is less than the layover threshhold value. Shadowing
occurs where a backslope is steeper than the depression angle; effectively about
63° - 70° for Seasat SAR. As almost no slope in the study area even approaches
60°, none of the backslopes in either of the look directions is in radar shadow.
Thus an important property of the Seasat imaging system relative to the Valley
and Ridge terrain is the low incidence angle of the radar beam to the foreslopes
and the high incidence angle to the backslopes.

Ament, et al. (1959) and Bush, et al. (1976) have measured the radar back-
scatter as a function of incidence angle for mixed deciduous and coniferous
forest in New Jersey and for deciduous hardwood forest in Kansas, respectively.
They used horizontal parallel-polarized L-band radar at a frequency close to the
Seasat SAR frequency. Their results are reproduced in Figure 18. From their
experiments it appears that for sloping leaf-canopy a small change of incidence
angle in the range of 0° - 30° results in a large change in power reflectivity,
up to 0.5 dB per degree. If these results are applied to the present study it
is apparent that the ability of the Seasat SAR images to highlight topography is
largely a function of the radar sensitivity to local change of incidence angle.
In turn this results from local change in steepness and/or orientation of the
terrain slope. The relationship between the incidence angle 6 and the look
angle Y, the true slope @, and the slope orientation ¢ relative to the radar
look direction Figure 17 is given by:

cos B = cos y cos ¥ + sin Yy sin a_ sin ¢

t
Using this formula and a Seasat look-angle value of y = 20°, incidence angle was
ploted against slope orientation for a series of true-slope values of *+10°,
+20°, £30°, #40°, that correspond to the range of most slopes in the study area.
The curves are plotted in Figure 19, where o represents true slope; positive
signifying foreslope and negative signifying backslope.

Following are the important observations revealed by the curves:
@D) The change of incidence angle A 6 decreases for any given change of
foreslope A ot at a slope orientation less than normal (90°) to the

radar look-direction.

(2) _.The incidence angle 6 increases as the orientation of any foreslope at
approaches the look direction (0°).

3) The incidence to backslopes is relatively high. The angle increases

as the backslope orientation approaches the normal to the look
direction.
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(4) Slopes that are steeper than the radar look-angle are not laid over
at oblique orientations to the look direction.

The significance of these observations relative to the radar backscatter
can be determined by inspection of Figure 18. 1In the range of incidence from
0° - 30° a reduced change of incidence angle A 6 'will substantially reduce the
resultant change in backscatter A 0,, shown as radar cross-section in Figure 18.
This is tantamount to reducing the specific imaging-system feature which has
been shown to be mostly responsible for highlighting topography on the SAR
imagery.

The radar backscatter o, from leaf canopy decreases as the incidence angle
6 increases. For incidence values greater than 30° a change of incidence angle
produces little change of backscatter. Figure 19 shows that high incidence
angles occur for all steep backslopes and for steep foreslopes that are oriented
close to the look direction. Under such conditions a significant slope change
and equivalent change in incidence angle has little effect on the backscatter
and probably will not be noticeable on the SAR imagery. Thus the orientation
of slopes relative to the radar look-direction strongly influences the extent
to which a change of incidence angle is capable of significantly changing the
radar backscatter.
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ABSTRACT

A number of volcanic fields and sand dune fields in the western
part of North America have been studied using aircraft and Seasat SAR
images and Landsat images. The objective of the study was to assess
the capability of radars with different characteristics (i.e., fre-
quency, polarization and look-angles) to identify and map different
volcanic features, lava flows and sand dune types. It was concluded
that (1) volcanic features which have a relatively large topographic
expression (i.e., cinder cones, collapse craters, calderas, etc.) are
easily identified; (2) lava flows of different ages can be identified,
particularly on the L-band images; and (3) sand dunes are clearly
observed and their extent and large-scale geometric characteristics
determined, provided the proper imaging geometry exists.

I. INTRODUCTION

Airborne imaging radars have been used, over the last decade, as a major
source of information for geologic mapping in regions of the world where heavy
vegetation and extensive cloud cover limit the usefulness of visible and IR
sensors. Radar has, in fact, provided the only practical geological recon-
naissance exploration technique in those regions of the world that are almost
perpetually cloud covered. Many countries in the equatorial regions, such as
Brazil, Nigeria, Togo and Indonesia, have conducted large-scale radar mapping
programs and obtained accurate maps of vast areas that were formerly almost
unknown and largely unmapped (e.g., MacDonald, 1969). Imaging radars have also
been used over cloud-free regions to obtain complementary information to optical
imaging sensors by providing surface reflectivity data in a different region of
the electromagnetic spectrum (Schaber et al., 1976; Daily et al., 1978a,b,c).

The launch and successful operation of the L-band SAR on Seasat was a major
step in demonstrating the capability of synoptic and large areal mapping using
spaceborne SARs. Preliminary analysis of the Seasat-A SAR image indicates the
potential for this to be a major remote sensing tool which would complement
Landsat for the monitoring and assessment of Earth resources.
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The cloud penetration capability of the SAR makes this sensor the only tool
that can be used to map the surface of Venus. NASA is presently planning a VOIR
(Venus Orbiting Imaging Radar) mission to provide global mapping of the Venusian
surface with a resolution of a few hundred meters, with limited targetable map-
ping capability at a higher resolution (~50 meters).

In order to be able to define the desirable characteristics of the VOIR
radar, such as frequency, polarization and viewing geometry, research is ongoing
to understand the radar signature of a number of geologic terrains which might
be encountered on Venus.

In this paper, we report on some aspects of our activities as related to the
study of volcanic fields and sand fields using airborne and Seasat SAR data. The
different remote sensing systems used in this study are described in Table 1. The
locations of the sites under study are indicated in Figure 1. In Section II we
give a brief overview of radar backscatter theories which are directly relevant
to this work. 1In Section III we discuss the radar, photographic and ground ob-
servations of the different volcanic fields under study and provide an explanation
of the radar signature observed. Section IV will address the different sand dune
fields studied. Section V summarizes our results and provides recommendations for
future research.

ITI. OVERVIEW OF RADAR SCATTERING THEORIES AS APPLIED TO GEOLOGIC SURFACES

In order to interpret radar images, the geologist used two different types
of information: (a) geometric patterns such as lineaments, texture, contacts,
shapes, etc., in a way similar to what is done in the interpretation of visible
and IR photography, and (b) the radar backscatter (or image tone) of specific
features to derive information on the macrorelief (such as slope) and subresolu-
tion microrelief (roughness) structure of the surface.

The radar backscatter from geologic surfaces (scattering from vegetated
surfaces is not discussed here) is dependent on the following surface parameters:
(a) surface slope, (b) surface roughness at the scale of the wavelength, (c)
dielectric constant of surface material, and (d) subsurface inhomogeneities,
particularly in very dry regions.

For surfaces where there are plane smooth facets which are many radar wave-
lengths in dimension (such as slip faces of dunes or blocky lava), quasispecular
backscatter is usually dominant. In this case, most of the backscattered radar
energy comes from facets which are oriented perpendicular to the incident wave
vector. This type of backscatter is usually relatively strong becuase all of the
energy is conserved in the reflected and transmitted directions (very little
scattered in other directions). This type of scattering is usually encountered
while imaging at small incidence angles (of up to about 30 degrees from the
vertical). However in the case of block lava flows, specular return can occur
at even higher incidence angles because lava block facets can be encountered at
nearly all angles. Another important factor is that single and double specular
backscattering does not depolarize electromagnetic waves. Thus, this %ype of
scattering is important in the interpretation of like-polarized images. Also, it
should be pointed out that specular scattering is not dependent upon the radar
frequency as long as the surface is smooth relative to the observing radar
wavelength.
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In the case of slightly rough surfaces, the like-polarized backscatter
cross-section o, is proportional to the surface spectral roughness density W(k)
at the spatial wavelength Ab, which satisfies the Bragg condition (Beckmann and
Spizzichino, 1963); i.e.,

Ab (M/2 sin 8)
and '
where = 2n/A_, X is the radar wavelength, and 6 is the incidence angle. This

type of scattering is dominated by the presence of roughness at the scale of the
Bragg resonant wavelength. Thus, the brightness in the like-polarized radar
image is a direct indication of the surface roughness at the scale close to the
radar wavelength. For instance, in a radar image taken at 25-cm wavelength lava
flows will look much brighter than alluvium or desert pavement, because they are
much rougher on the scale of 25 cm. However, the brightness difference will be
less in the case of X-band radar images because most geologic surfaces are rough
at the scale of a few centimeters, to which X-band radar backscatter is most
sensitive.

The cross- polarized backscatter cross-section o, is related to the integral
of W(k). Thus, it is sensitive to the overall roughness of the surface with a
well-defined weighting function (Valenzuela, 1967). This is a result of the fact
that cross-polarization is due to multiple scattering. Thus, a relatively
recent aa lava flow is expected to have large o, at L-band because it is very
rough at all scales, from a few millimeters to many tens of centimeters; its o
will also be large. However, a pahoehoe flow or an eroded aa flow will still
have a large o,, but appreciably smaller ¢ because most of the roughness is in
the range of a few tens of centimeters.

The above discussion is based on theoretical modeling, which is mathematically
correct only in the case of slightly rough surfaces (i.e., where rms (root mean
square) height is less than 1/8 sin 6 (see Schaber et al., 1976). For very rough
surfaces, no accurate models exist. Scattering is most likely affected by the
resonant Bragg scattering discussed above as well as by the presence of cavities
and sharp slope discontinuities. However, we have found that in the case of the
lava flows under study, the general behavior of the radar backscatter is almost
always consistent with the discussions in the previous paragraphs.

Cross—-polarization is also high in the case of volume scattering (Janza,
1975). 1In the case of dry, unvegetated regions, the electromagnetic signal will
penetrate a few wavelengths below the surface and will scatter from volume in-
homogeneities. However, this mechanism is not well understood and experimental
field verification is very difficult.

Finally, radar backscatter is dependent on the dielectric constant of the
surface material. In arid regions, this effect is usually small, relative to the
effects of the roughness or slope. Most surface materials have dielectric con-
stants ranging from about 3 (in the case of sand) to about 9 (for most rocks).
This variation leads to a variation in the power reflection coefficient of about
2 (i.e., 3 dB). In comparison, backscatter variations of more than 10 dB are
commonly encountered due to roughness or slope variations.
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Another type of scattering which sometimes plays an important role is the
Rayleigh scattering from bodies of finite shape such as pebbles and rocks
(Ruck et al., 1970). The backscatterer cross-section increases as

o - (9

for d <<)X, where d is the size of the rock. For d >>A, the backscatter cross
section tends to be equal to the geometric cross-section of the body.

I1II. VOLCANIC FIELDS

Almost all volcanic features which are larger than a few resolution
elements, such as cinder cones, flow shapes, squeeze ups, flow contacts, collapse
craters, calderas, etc., can be easily recognized on the radar images. These
features are identifiable because they are usually reflected in a change of the
local slope (topography) or change in the surface roughness (microrelief at the
scale of the radar wavelength), and they have characteristic geomorphic expres-
sions.

The radar backscatter from lava flows is dominated by the surface roughness.
Thus, we would expect that

(1) L-band (25-cm wavelength) radar images would show more brightness
variation than X-band (3-cm wavelength) and shorter wavelength
radar images, thus allowing better recognition of lava flows.
Obviously, the reflectivity variation by itself does not identify
a lava flow. Usually, a combination of reflectivity variation and
geometric shape allows the identification of a lava flow.

(2) Recent lava flows would have a higher reflectivity than older flows
because they are less eroded (i.e., rougher).

(3) Cross-polarized radar images would be more helpful in discrimination
of different types of flows.

-(4) Volcanic features such as cinder cones and collapse craters, where
the slope effect (i.e., topography) is important, should be equally
recognizable independent of the frequency of the imaging radar.

(5) At small incidence angles (less than 30 degrees from vertical), the
quasispecular return is usually dominant relative to the diffuse
return from surface roughness. This will still allow delineation
of rough lava flows. However, it will be harder to discriminate
between flows where there is limited variation in roughness due to
erosion. Larger incidence angles provide better sensitivity to
change in surface roughness. .

Qualitative analysis of images from the volcanic fields which were studied

has supported the above expectations. Following is a discussion of the specific
sites studied. The results of the studies on SP lava flow (Arizona) and Askja
Caldera flow in Iceland have been reported elsewhere (Schaber et al., 1979;
Malin et al., 1978; Evans, 1978).
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IV. OBSERVATIONS

A. Pisgah Crater and Lava Field

Pisgah Crater and lava field are located about 60 km east of Barstow in the
Mojave Desert of California (Figure 1). The lava field is about 23 km long,
more than 6 km wide, and has an area of 80 km? Pisgah Crater is a cinder cone
nearly 100 h high and 488 m in diameter at the base. Lavic lake, a playa about
3.5 km in diameter, lies at the southeast end of the lava field.

Pisgah lava field formed in three eruptive phases which were distinguished
on the basis of phenocryst textures (Wise, 1966). Each phase resulted in the
formation of a cinder cone. The first two cones are nearly eroded away and the
most recent is presently being mined for cinders. The first-and second-phase
flows were more voluminous than the third. The first flow is pahoehoe, now
broken up. The second flow is predominantly aa and the third is pahoehoe with
numerous pressure ridges, lava tubes, and tumuli. Wind-blown material has
accumulated in pockets on the pahoehoe surfaces. Figure 2a is a geologic map
of Pisgah lava field from Wise (1966).

Pisgah lava field was imaged by all the sensors listed in Table 1 (Figures
2, 3, and 4). The dominantly pahoehoe units (first and third eruptive units) and
the aa lava of the second phase of eruption are distinguishable on LHV (L-band,
horizontal transmit, vertical receive) and KHV radar images. The aa-pahoehoe
contact can barely be discerned in the LHH image and cannot be seen in the XHH
and KHV images. The first and third flow units cannot be separated on any of the
images. In LHV, the second unit is brighter than its surroundings. This effect
was suggested by Sabins (1978, p. 399), and is similar to the effect noted for
SP lava flow by Schaber et al. (1979). In the KHV image, the aa flows are darker
than the surrounding pahoehoe, while in the KHH image, the lava field has a uni-
form reflectivity. Dellwig and Moore (1966) and Mc Cauley (1972) explained
high KHH returns from blocky surfaces by single reflection from properly oriented
block facets. Thus, the aa of the second phase appears to be blocky at K-band
(0.86-cm wavelength) and rough at L-band (25-cm wavelength). The second unit
can also be separated from the first and third units in the Landsat image (Figure
4a). The second unit is darker at visible and near infrared wavelengths partly
‘because of shadowing in the rough aa lavas. '

Discrimination between aa and pahoehoe lavas is also possible in the Sea-
sat-A (LHH) image (Figure 4b). The aa areas to the east and southeast of Pisgah
Crater are slightly brighter than the surrounding pahoehoe, as in the LHH image
acquired by aircraft (Figure 3c). An area of hummocky pahoehoe west of Pisgah
Crater is also bright in the Seasat-A image. This is probably caused by the low
slope angles of the hummocks furnishing normal specular reflection at the small
incidence angle of Seasat-A (20°) and not at the larger incidence angles
characteristic of the aircraft images.

The sand-covered western tongue of pahoehoe is difficult to separate from
its surroundings in K-band images, but X- and L-band clearly show the flow
boundaries. This implies either that only the smallest scale (<1 cm) surface
roughness has been masked by the wind-blown sediment or that longer wavelengths
are able to penetrate the sediments. Aeolian material visibly masks portions of
the flow in the Landsat image (Figure 4a).
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The cinder cone of Pisgah Crater is clearly delineated on the K- and X-
band images because of their small depression angles and the resulting shadows,
and on the Seasat-A image because, at the small incidence angle, surface slope
change leads to a large tonal change in the image. It is barely discernible on
the aircraft L-band image.

B. Amboy Crater and Lava Field
13

Amboy Crater and lava field are located 130 km east of Barstow in the Mojave
Desert of California (Figure 1). The lava field is nearly circular, about 10 km
in diameter, and has an area of about 70 kmZ. Amboy Crater is an undissected,
composite cinder cone 75 m in height and about 460 m in diameter at its base.
The lava field is mostly composed of undifferentiated flows of degassed pahoehoe
that form a hummocky terrain. Surface relief ranges from 2 to 5 m. The oldest
flows are platform units that contain collapse depressions up to 10 m in diameter
and several meters deep. Younger platform units are isolated areas of uniform,
relatively flat basalt that were probably not disturbed while cooling. Vent
lavas are exposed at the presumed location of a main vent for the lava field.
They form plateaus of relatively dense pahoehoe about 10 m high. The vent
plateaus have some collapse depressions and are generally ringed by fractures
(Figures 5a, b), indicating subsidence either by draining back into the vents
or through production of secondary flows. In addition to the collapsed features,
there are several piles of boulders 1 to 4 m high that have been interpreted to
" be explosive features (Parker, 1963; Greeley and Iversen, 1978). Most low lying
areas and hollows in the lava field are filled with aeolian deposits as much as
1 m thick. A few prominent sediment-free streaks trail downwind from such
topographic features as the cinder cone and vent plateaus.

XHH, LHH, LHV and Seasat-A radar data were available for Amboy Crater and
lava field (Table 1, Figures 4b and 6). The X-band image has sufficient
resolution for recognition of many geomorphic types within the flow. The vent
lavas and some of the remnant platform units that have relatively smooth desert
pavement surfaces are prominent. The undifferentiated flows are very irregular,
as the many shadows and bright radar returns indicate. Amboy Crater can be
seen in the images because the large incidence angle of the X-band system
accentuates topographic features.

The large subsidence fractures around the peripheries of the vent areas are
visible in the X-band image as dark lines, because aeolian material has filled
the fractures leaving smooth floor. The collapse depressions stand out as cir-
cular areas with dark centers for the same reason. The chaotic piles of bould-
ers on the main vent plateau are visible as bright point returns.

Although the L-band images have a lower resolution than the X-band image,
the vent lavas and remnant platform units are visible. Subsidence features and
the chaotic piles of boulders are not visible on the L-band images because of
their lower resolution. The morphology of Amboy Crater is reasonably well
delineated, though shadowing is decreased because of the lower incidence angle
of the L-band systems. Image layover is particularly noticeable in the Seasat-A
images and Landsat image. The oldest platform unit on the east side of the flow,
however, is not obvious on any of the images and appears to be buried by the
alluvial material of Bristol Lake.
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Figure 5.
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Amboy lava field. a) Aerial view south of vent plateau near
center of lava field. Lava knobs and subsidence features
visible on the plateau. The irregular surface of the rest of
Amboy lava field is also visible. Photo by J. Iversen from
Greeley and Iversen from Greeley and Iversen (1978). b)
Aerial view northeast of vent plateau in a). Aeolian mate-
rial partly fills subsidence features. Photo by R. Greeley.
c) Ground photo of remnant platform unit on northeast gide of
Amboy Crater. Area has smooth desert pavement surface.
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The aeolian material masking portions of Amboy lava field is clearly shown
in the Landsat image by the lighter tone of the lava field as compared to Pisgah
lava field (Figure 4a). The sediment-free wind shadows are also easily identi-
fied as dark streaks trailing southeastward from topographic obstacles. These
areas are visible on the radar images as slightly brighter returns because the
surface roughness is less attenuated.

C. Kel-Baker Volcanic Field

The Kel-Baker Volcanic Field is an area of some two dozen cinder cones and
associated basaltic lava flows about 145 km east of Barstow, between Kelso and
Baker in the Mojave Desert of California (Figure 1). The flows are as much as
15 m thick and cover an area of more than 75 km2. Most of the flows rest upon a
pediment formed on the Cretaceous Teutonia quartz monzonite. Elsewhere the flows
overlie alluvium or Precambrian gneiss. The flows and cinder cones range in age
from Pliocene to Recent, some possibly as young as a few thousand years. The
older flows are weathered, eroded, and partially vegetated. The most recent
flows and cinder cones preserve a rough hummocky aa lava surface. No soil or
vegetation has been established on these flows (Figure 7) (Barca, 1965).

The flows are much more easily separated on the L-band images than on the
X-band image (Figure 8). Reflectivity contrasts between the flows and their
surrounding alluvium are larger at L-band and nonexistent at X-band. There is
an increase in LHH brightness with decreasing age of the flows.

The only way the flows can be distinguished in the X-band image is by spec-
ular reflection and shadowing at their flow fronts. This effect is also seen in
the L-band images as most of the field was imaged at a large incidence angle.
Similarly, the cinder conmes of the field show up well in both LHH and XHH image.

The youngest flow in the southern part of the field (Figure 7b) is the
brightest in the L-band images. It is much brighter than the alluvium and the
older flows in LHV, whereas it is only slightly brighter than the other lava
flows in LHH. The high cross-polarized return is probably caused by multiple
scattering from the very rough surface of the young flow. The older flows are
weathered and eroded (Figure 7d), providing a relatively low cross-polarized
return. Alluvium and desert pavement areas are very smooth and therefore dark
on both polarizations. :

D. Medicine Lake Highland

Medicine Lake Highland is about 55 km east of Mount Shasta and south of Lava
Beds National Monument in northern California (Figure 1.) The highland begins
at an elevation of about 1500 m and rises to an elevation of almost 2400 m. It
has an area of about 50 kmZ and a basal diameter of 35 km. It is surrounded by
an elliptical rampart of cinder cones and domes, the highest of which is Mount
Hoffman, at 2418 m. The highland is forested, except on the most recent lava
flows. Medicine Lake Highland is the remnant of a shield volcano on the east
boundary of the Cascade Range. The central portion collapsed to form a caldera,
and ring fractures around the periphery of the caldera became the sites of erup-
tions of viscous andesitic lavas, which built the rampart of cones that enclose
the caldera. In most recent times, dacites, rhyodacites, and rhyolites erupted
on the rampart and on the floor of the caldera. At about the same time, basalt
flows erupted on the flanks of the volcano. The flows of Lava Beds National
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Figure 8. Kel-Baker volcanic field. a) JPL LHH mosaic obtained 30 Aug.

1977. 1Illumination from top. b) Goodyear XHH image acquired
before 1970. Illumination from upper left. «¢) JPL LHV
mosaic obtained 30 Aug. 1977. Illumination from top.
d) Optically correlated Seasat-A SAR image acquired

14 Sept. 1978 (Rev. 1140). Illumination from left.
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Monument to the north and Burnt Lava Flow to the south are examples of these
parasitic flows. Numerous cinder cones also formed at this time (Anderson, 1941).

Three of the Recent flows were studied in detail: Glass Mountain Flow,
Medicine Lake Flow, and Burnt Lava Flow (Figure 9d). Glass Mountain Flow is a
composite flow including an early phase of explosive cone building followed by
extrusion of stony dacite and rhyolite obsidian. The western extension of the
flow partially covered the earlier Hoffman dacite. Most of the composite flow
is rhyolite obsidian with a pumiceous surface and glassy interior. A second,
much smaller rhyolite obsidian flow erupted later and formed high flow fronts
distinct from the earlier composite flow. The surface of this flow is also
pumiceous to scoriaceous. The final stage of activity was marked by the rise
of a dome of rhyolitic glass, the surface of which is partly pumiceous and
covered with glassy spines (Anderson, 1941).

Medicine Lake Flow is a small dacite flow (about 2.5 km2 in area) north of
Medicine Lake. The flow has high (15 to 45 m) lobate flow fronts and an ir-
regular, blocky surface (Figure 10b,c) with enough ash-filled pockets to support
a sparse tree growth.

Burnt Lava Flow is composed of at least three units: (1) oxidized aa, (2)
pahoehoe, and (3) aa and fragmented pahoehoe (Finch, 1933). Aa lavas are the
most prevalent. Two main sources have been found for Burnt Lava Flow: the
cinder cone called High Hole Crater (Figure 9d) and a linear fissure on the north
end of the flow (Anderson, 1941). Several older cinder cones have been surrounded
by Burnt Lava Flow. These cinder cones are more eroded and forested than
High Hole Crater. The surface of Burnt Lava Flow is practically devoid of
vegetation (Figure 10a).

Burnt Lava Flow shows up as a light tone in all the radar images because
of its rough, unvegetated aa surface. The contrast between the flow and the
surrounding coniferous forest is greater at L-band than at X-band. A probable
explanation for this contrast difference is that the top of the forest canopy is
rougher to X-band and scatters nearly as much energy as the lava flow. Forest
clear cuts, visible on the L-band images as dark areas, indicate that the forest
has a reasonably high return at L-band, but not as high as the return from the
aa flow. The clear cuts are not visible on the X-band image; however, it is not
known whether they existed at the time the X-band data were obtained.

Glass Mountain Flow is distinguished on the basis of high radar reflectivity
and flow morphology on the L-band images and topographic expression in the X-band
image. The flow fronts related to the several flows at Glass Mountain can be
discriminated by the large incidence angle used by the X-band system. The rhyolite
obsidian, the composite rhyolite-dacite, and the Hoffman dacite all have high
(~30 m) flow fronts. In addition, the Hoffman dacite has a concentric flow-ridge
structure visible on the X-band image. The rhyolite obsidian flow front is also
visible on the L-band images. No reflectivity differences are apparent between
the flows in the X-band image. The Hoffman dacite, however, is distinguishable
from the glass flow in both L-band images because of the different tone: ash and
forest cover on this flow appear to affect L-band more than X-band.

The high flow fronts of Medicine Lake Flow are visible in both X- and L-band
images. The flow is at a larger incidence angle than Glass Mountain on the L-band
images, and topographic effects are therefore much greater. Reflectivity of the
flow at X-band is only slightly greater than the surrounding forest. The flow is
clearly delineated by the shadow of the flow front in the far range. In the LHH

1
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Medicine Lake Highland. a) JPL LHH image acquired 6 Sept.
1977. Dark checkerboard south of and dark area northeast
of Burnt Lava Flow are clear cuts. Illumination from
right. b) JPL LHV image acquired 6 Sept. 1972. - Illu+
mination from right. c¢) Goodyear XHH image acquired
before 1979. Illumination from upper right, d) Loca-
tion map showing major lava flows and cinder cones.

e) Digitally correlated Seasat-A SAR image acquired

3 Oct. 1978. (Ref. 1406). Area shown is larger than a,
b,c, and d. Bright areas at top are flows in Lava Beds
National Monument. Modoc Crater Lava Tube is indicated.

ORIGINAL PAGE & s
OF POOR QUALITY



*punoadyoeq 3J97 UT ST 9YBT 9UIDIPIW *IY3Ta uo ureld paisaao0d yse
‘yjoows 13327 UO ST MOT] 93BT SUIOIPIW JO Juoaj mold *(q Jo uor3l
—-BOOT WoxJ yinos Matp (o *£A33ead 210w ATIY3T[S ST MO[] UTBRIUNOJ
sse18 Jo @oeBJaNns 9] "SSOIOB W 7 SB 93IB] SB SYO0[q poIade]
930N "MOTJ @B SUTIDIPIW JO 20BJANS (q *2anixal parqunl ¢L33ead
930N °*MOT,4 BABT juang jo 2ovJING (B °*PUBTYSTIH 9B 2UTIDTIPON

e

aste AN 4y i tt.,.r.. PP

‘0T 2an3t

d

132



image, the entire flow is very bright, whereas it is dark in the LHV image. This
effect could be explained by the large, extremely angular facted blocks that make
up this surface (Figure 10b). These blocks give specular reflections that do not
depolarize the radar signal, as discussed earlier. The area west of the flow edge,
that is dark on the L-band images, consists of a relatively smooth, treeless, ash-

covered plain (Figure 10c). The area is only slightly darker than the flow on
the X-band image.

Other geomorphic features of interest in the Medicine Lake Highland include
cinder cones and lava tubes. Cinder cones are easily visible on the X-band image.
Its high resolution and small depression angle emphasize topographic features.
Some details are hidden in shadow, but the morphology of cones and summit craters
is usually well presented. High Hole Crater on Burnt Lava Flow is a good example.
Cinder cones can be seen in the aircraft L-band images, but their morphology is
more difficult to interpret because lower resolution and small incidence angles
produce few shadows. However, in the extreme case of the Seasat-A radar, the
cinder cones are clearly visible because of near specular return from the cones'
surface inclined toward the radar. A few cinder cones appear in the far range
of the L-band images and sections of several lava tubes have been identified.

The lava tubes appear as bright curvilinear features, probably caused by collapsed
sections of roof. Modoc Crater Tube (Hatheway, 1971) is indicated in Figure Je.

E. Eastern Snake River Plain

Volcanic rocks of the eastern Snake River Plain lie in a northeast-trending
structural depression in southeastern Idaho (Figure 1). Most of the approximately
30,000 km2 of the eastern plain is covered by Quaternary basalt and lesser amounts
of alluvial sand and gravel. Russell (1902) described the eastern plain as con-
structed by vast floods of extremely fluid basalt that poured in all directions
from many local vents, thus building a broad, nearly level plain, still relatively
little dissected. Igneous rock types in the area are dominantly olivine tholeiites
with a few plugs of more silicic rock.

Only dual polarization L-band (LHH and LHV) and Seasat-A images were avail-
able for the Snake River Plain. Radar returns from its volcanic units can be
broadly classified as weak from Pleistocene lavas (Qb,, Qb., and Qb, in Figure 11d)
and strong but more variable from Recent flows (Qb ). Volcanic units older than
Qb, return very little radar energy because of thelr smooth surfaces. The
Pleistocene volcanic units (Qb _4) are covered by loess and, in some places, by
soil derived from weathering of the basalt in situ. Vegetation consists of only
sparse growth of sage and grass. This thin cover of plants appears to be the
only reflector of radar energy on the otherwise featureless older units. This
effect is demonstrated at F (Figure 1lc), where a cleared field has a distinctly
lower radar brightness than its surroundings. Note that the vegetation effect
is most pronounced on the LHV image. The northern portion of the eastern Snake
River Plain contains many young pahoehoe and aa lava flows. They are typically
unweathered and free of mantling loess. The oldest Pleistocene flows have
surface deposits of loess and cinders from subsequent eruptions. The sstrongest
radar scatters are outcrops of fresh aa whose locations are shown in Figure 11d.
The aa units are exceptionally bright on the cross-polarized image, a consequence '
of multiple reflections from the craggy, jumbled surface.

Figure 11b is a Seasat-A radar image of the western part of the eastern
Snake River Plain. The brightnesses of the various units are generally similiar
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Figure 11.

d

Eastern Snake River Plain. a) JPL LHH mosaic acquired 25 Aug.
1977 and 6 Sept. 1977. 1Illumination from upper left and lower
right. b) Digitally correlated Seasat-A SAR image of north-
west part of eastern Snake River Plain. Note brightness dif-
ferences for BCNW and AAl flows in a). c¢) JPL LHV mosaic
acquired 25 Aug. 1977 and 6 Sept. 1977. Illumination from
upper left and lower right. d) Geologic map simplified from
La Point, 1977.
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on the aircraft and satellite images except for the Big Crater North West (BCNW)
pahoehoe flow for which the effect of incidence angle variation is particularly
noticeable. The LHH aircraft image taken at 0 = 45° displays considerable
mottling on the BCNW flow and distinct contrast with a nearby brighter aa flow
(AA1l). On the Seasat image taken at 0 = 20°, the mottling is not present and the
BCNW flow actually appears brighter than AAl. Figure 12 provides, in sketch form,
an explanation for this effect. The backscatter cross section ¢ as a function of
incidence angle is much flatter for the very rough aa than for the pahoehoe of
the BCNW flow. This is similar to the effect noted earlier for the hummocky
pahoehoe of Pisgah lava field.

Other geomorphic features seen in the radar images include buttes, lava
lakes, and lava tubes. Most of the buttes and lava lakes have a bright peripher-
al contour caused by collapse of their walls. Several can be seen on the west
side of Figure 1lla and c. Lava tubes appear as bright, curvilinear features as
in Medicine Lake Highland. Part of Bear Trap Lava Tube may be seen outside the
eastern corner of the cleared field at F in Figures 1lla and c.

F. Newberry Volcanic Field

Newberry volcano is located about 40 km south of Bend, Oregon. The volcanic
activity that built the prehistoric shield volcano probably began during the
Pliocene (Peterson et al., 1965). The early flows from the volcano were basalt
followed by thick sheets of rhyolite and basaltic ash. After the volcano
reached its maximum size, successive eruptions of basaltic lavas resulted in the
collapse of the summit. Postcaldera explosive eruptions alternated with quiet
outflow to form a variety of landforms. Parasitic cinder cones, which are mostly
confined to the north and south slopes of the shield, are well-preserved. All
of the cones are composed of scoriaceous bombs, lapilli and basaltic cinders.
Most of the area around the caldera is forest covered. The summit caldera and
cinder cones are clearly visible on the Seasat SAR image (Figure 13), for the
most part because of their topography. The bright region around the caldera is
mostly due to the forest cover. The flows within the caldera are not distinguish-
able.

A zone of faults and fissures, called the Northwest Rift, runs about N 30°
W from the caldera wall. Eight separate basaltic aa flows have been erupted from
this rift zone. All of the flows have radiocarbon ages between 5800 *100 and
6380 *130 years (Chitwood, 1977). On the Seasat images, these flows are clearly
visible as bright units to the upper left of Figure 13.

A large basaltic pahoehoe lava flow of questionable Holocene age has been
mapped east of China Hat (Peterson et al., 1976). The flow is thickly covered
with pumice from Holocene explosive eruptions from within Newberry Volcano. The
pumice cover on the flow supports a pine forest; however, ropy surfaces, tumuli
and primary flow surfaces are preserved at the northern terminus. China Hat
is visible on the Seasat image because of its topographic expression; however,
the different flow units are not clearly visible because of the vegetagion cover.

The Devil's Garden is located near the center of the High Lava Plains
approximately 80 km southeast of Bend. The plains form a hummocky, undulating
upland region that is underlain by a thick section of Cenozoic volcanic rocks. Most
of the surface shows little or no erosion (Peterson et al.,'l965). The oldest
rocks exposed are Pliocene andesites, dacites, and glassy rhyolites. However,
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Figure 12. Schematic backscatter curves for three different surfaces show-
ing backscatter cross section, 0p, as a function of incidence
angle 0. Note that 0Og (AA1)<00 (BCNW) for 6 = 20 whereas
0g(AAl)> OO(BCNW) for 6 = 45°.
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Figure 13. Seasat-A SAR image and a simplified geologic map of the
Newberry volcanic field region, Oregon.
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basaltic eruptions predominated at the close of the Pliocene and continued through
the Pleistocene. The Devil's Garden Lava Field is made of thin pahoehoe flows
from numerous vents in the prehistoric Holocene. The lava originated from
fissure vents in the north and northeast part of the Devil's Garden and spread

to the south, surrounding several rounded hills of older rocks. The pahoehoe
surfaces are pockmarked by depressions of various sizes and shapes caused by
collapsing lava tubes. Where resistance to spreading of the lavas was too great,
the crust dwelled upward into low, rounded, cracked-open domes or tumuli which
resulted in jumbled slabs and sheets of lava (Peterson et al., 1965). This flow
shows as a very bright region on the Seasat SAR image. Some ashy soil and pumice
fragments overlying the Devil's Garden indicate that is is older than the Mt.
Mazama eruption (6600 years). The lava surface north of Devil's Garden has been
blanketed by pumice fromeruptions of Mt. Mazama and Newberry Volcano. Because of
its smooth surface, it shows relatively dark on the Seasat image.

G. Bandera Lava Field

The Bandera Lava Field is located on the Continental Divide in Valencia
County, southwest of Grants, New Mexico. The field is composed of olivine basalts
and several cinder cones from Pleistocene in age to as young as a few hundred
years covering an area of about- 640 km?. The rim of the largest cinder comne,
Bandera Crater, is at an elevation of about 2700 m. Many of the flows originate
from cinder cones which form the northeast extension of a large Tertiary volcanic
field located to the southwest of Bandera Lava Field. The surfaces of the lava
flows are mostly pahoehoe except for some aa and block lava units. Aa lava
generally results from localized fissure eruptions and spatter cones related to
faulting. Several well-developed lava tubes are found in the pahoehoe units.
Some structural control is indicated by alignment of cinder cones and lineaments
observed on air photos at an orientation of N 40° E. Eleven basalt units were
mapped in the northwestern part of the field on the basis of stratigraphic
position, freshness, relative relief, albedo, vegetative cover and soil develop-
ment (Hatheway, 1971). Figure 14 shows a generalized geologic map of Bandera
Lava Field. The eleven Pleistocene units have been grouped together as one unit.

The Seasat SAR image in Figure 14 shows the southwestern part of Bandera
Lava Field and the adjacent Tertiary lava field. The morphology of the smallest
cinder cones is easily distinguished (e.g., El Calderon: 500 m in diameter at its
base). In addition, all late Tertiary lava flows can be distinguished from
Pleistocene and younger flows, possibly because of soil and vegetation develop-
ment on the older flows. The Pleistocene units of Bandera Lava Field cannot be
mapped in the Seasat SAR image.

V. SAND DUNE FIELDS

For each of the sand dune fields which were studied, the areal extent,
general pattern and geometric organization of the fields was easily recognized
on the radar images. This includes (1) the differentiation between sand sheets
or stringers and sand dunes, (2) areal extent and boundaries of the sand fields,
and (3) the large-scale dune types which compose each dune field. Dune features
which are smaller than a few resolution elements cannot be readily discerned.
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Figure 14. Seasat-A SAR image and a simplified geologic map of the Bandera
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The radar backscatter from sand dunes is dominated by the specular return
from the dunes' slip faces, which have slopes of less than 34°. Thus, sand
dunes should show better on images with small incidence angles (less than 34°
from vertical) versus intermediate incidence angles (34° to 56°). This was
pointed out by Brown and Saunders (1978) in their analysis of airborne radar images
of the Algodones Dunes (see Figure 15). Preliminary analysis of the radar images
of some sand fields in the U.S. and Mexico is presented in this section.

3
A. Algodones Dunes, California

The Algodones Dunes are in southeastern California near the Arizona and
Mexican borders. These dunes are among the largest active dunes in the United
States. A large volume of literature is available on the dunes and surrounding
areas (McKee and Breed, 1976; Smith, 1978). Cutts and Smith (1973) and Breed
(1977) discuss the resemblance of the Algodones Dunes to the Hellespontus Dunes
on Mars.

Large-scale aeolian features in the main dune field include giant crescent
dunes at the southern end, parallel dunes on the west side and complex coalesced
domical dunes in the center of the field. To the west of the dunes proper, are
extensive sand sheets and stringers.

Figure 16 shows a sketch map of the prominent features, a Seasat SAR image

and a Landsat image of the Algodones sand field. Figure 17 is a blowup of the
Seasat image of the northern part of the field (digitially processed). A compari-
son of the Seasat and Landsat images shows that all the various aeolian features
visible on the Landsat image are recognizable on the radar image. The giant
crescent dunes are characterized by a high density of bright points, which
correspond to specular radar returns from numerous dune faces. Interdune flats
are gravel deposits which are quite smooth. The parallel dunes on the west side
are visible because their slip faces are parallel to the path of the satellite;
thus they are favorably oriented for specularly reflecting the radar signal.
The long, dark area (Figures 15 and 16) east of the main axis of the dunes in the
northern half corresponds to a ridge of dunes which has a steep slope facing away
from the radar look direction. Thus, the return is very low because the effective
incidence angle is large, eliminating the possiblity of specular return.

B. Sonora Dunes, Mexico

The Sonara Dunes are in northern Mexico southeast of the Algodones Dunes.
They exhibit a considerable variety of aeolian features. McKee and Breed (1976)
and McKee et al. (1977) have studied the Skylab and Landsat images of these dunes
and present data on the wind regime.

Landsat and Seasat images of the Sonora Dunes are shown in Figure 18. Major
features which are visible on both images include chains of star dunes in the
northwest, giant crescent dunes in the east and a region of parallel wavy dunes,
sand sheets and stringers on the west and south. The Pinacate volcanic field
starts on the right edge of the Seasat image.

The sand dunes' features are observed on the radar image due to the varia-
tion in the density of bright specular returns. Each specular return most
likely corresponds to a favorably oriented face of a small dune which is
part of the giant dune. The chain of star dunes and the intradune flats are

140



*so78ue 198ael 3e Jjoind OInb B pue ¢ ¢¢ punoie ssau

-3y8taq ur oseaidur dieys B ¢ ¢¢ uBY] SS9 S9[3UB IDUIPTOUT IB SuiInjal
*PI9TIJ 2unp 9yl SSOIDB U B] SeM 23eWT 7

—vey

aeTnoads Jo @ouasaad ayjl 230N
19MOT 9YJ, "PI1J 2unp ayl jo sIxe 3uol @yl 3uole IY3T[J © Juranp uae]

sem 98eut aaddn ay] *saung sauopuo3Ty @2yl Jo a3ewl Jepeld HH PUBq-TT 2UIOQATY °GT 2an3T4

’
.

’

;)
'

N

Ta

G
oF Vo

Ny
-

141




dew yo39ys ® ST IYSTa 9yl uQ “PIATJ Soung SA2UOPUOSTY dYl JO sdFeWT JBSPuURT] pu® Yys V-ILSELIS *QT 2an81y

dVW HOL3INS
o,
SLV14
SINNAYILNI
HLIM S3NNQ N
\ 1N3DS3HD

ANVIO

WCWOZ.I._.w anNvs

=L ..mh.w.urMMww
..oz<mw

*soanjea] Jjuautwoad Jsow 8yl JO dWOS JO

(Q3ONVHN3) LVSANV

(dO) LVYSV3S

142



0k,
Seasat SAR (DP)

Figure 17, Blowup of the Seasat-A SAR image of
the northern section of the
Algondones field. This image
has been digitally processed
with a 25 m resolution.
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clearly visible. However, it is difficult to recognize from the radar image that
these are star dunes. The addition of an image with a different illumination
direction would give sufficient information to infer the dune type.

‘C. Santa Maria Sand Dunes

The deserts of northern Mexico contain numerous small dune fields. Figure
19 shows a Seasat SAR image of a dune field near Santa Maria and Samalayuca just
south of El Paso (Texas). This image is interesting because of the very high
density of specular returns relative to the other Seasat images of sand dunes.
This is most likely an indication of a large number of small dunes of the parallel
wavy type with slip faces favorably oriented. Note also the presence of rela-
tively high dune ridges with the corresponding dark area away from the direction
of illumination. This is the same effect observed in the Algodones region.

VI. CONCLUSIONS AND RECOMMENDATIONS

Based on the limited number of sites which have been studied we can make some
preliminary conclusions. In the case of volcanic fields:

(1) Volcanic features which have a relatively large topographic
expression and characteristic geomorphology (cinder cones, calderas,
collapse craters, etc.) are easily recognized on radar images
independently of the frequency or polarization of the radar sensor.
The look-angle is also not critical, except that small look-angles
would lead to distortions and, in the extreme case, fold over.

2) The identification of lava flows and differentiation between flows
of different ages is best done with an L-band system (vs X~ or K-
band). This is simply a result of the fact that in the case of
X- and K-band systems the wavelength is so small that almost all
flows, as well as most surrounding terrains, look very rough to the
radar.

(3). In the L-band case, it seems that the cross-polarized channel (LHV)
is more sensitive than the direct polarized channel (LHH) of
different lava flows.

(&) In the L-band case, younger flows are always brighter than older
flows.
(5) The use of multiple frequency and multiple polarization will help

in the possibility of determining the type of flow, such as aa vs
pahoehoe vs blocky.

(6) For small look-angles (i.e., 20°), the interpretation of the image
is harder than for large look-angles. This is due to the fact that
at around 20° both quasispecular and diffuse scattering play major
roles and their relative contributions cannot be determined. At
large incidence angles, the diffuse component is dominant, which
allows delineation of flows based on their roughness, which seems
to be a very effective identifying parameter.

In the case of sand dune fields:
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(1) Most of the features of sand dune fields (such as areal cover and
geometric organization) can be determined.

(2) Differentiation between straight parallel dunes, wavy parallel
dunes and sand sheets or stringers is possible. However, identifi-
cation of distributed dune features such as barchans or star dunes
requires that they subtend several resolution elements (~10) to be
identifiable.

(3) It seems that small look-angles (less than 34°) might be necessary
to clearly observe sand dune fields.

(4) The effect of polarization was not studied. However, the cross-
polarized return should be practically nonexistent because of the
specular nature of the scattering.

Based on these observations, the following preliminary recommendations can
be made for VOIR:

(L L-band is a preferred frequency. This choice is also required to
avoid excessive atmospheric absorption.

(2) Direct polarization is preferred. The addition of a cross-polarized
channel is useful, particularly for identifying the types of lava
flows.

(3) A variable look-angle is highly desirable. The range should extend

from about 20° .to as large as possible, preferably more than 56°.

The above conclusions and recommendations were based on a limited set of
data. Appreciably more work is still needed to further our capability of iden-
tifying and mapping lava flows and sand dune types. These recommendations based
on terrestrial studies should be complemented by the results of investigations into
the erosional mechanisms and weathering patterns which might be expected on Venus.
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ROCK TYPE DISCRIMINATION AND STRUCTURAL ANALYSIS
WITH LANDSAT AND SEASAT DATA:
SAN RAFAEL SWELL, UTAH

H. E. Stewart, R. Blom, M. Abrams, and M. Daily
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Pasadena, California

ABSTRACT

The San Rafael Swell, (located in southeastern Utah), is a
breached asymmetric anticline composed of a variety of sedimentary
rock types. Landsat multispectral and Seasat radar imagery are being
investigated to determine the structural and lithologic information
they contain. Various image enhancement techniques including princi-
pal components, color ratio compositing and low pass filtering of the
Landsat image have been used to enhance lithologic and structural
features. The Seasat digitally correlated image has been median
value filtered to remove image speckle and experiments with color
density slicing show improved lithologic discrimination through the
color display.

The enhanced Landsat images, with information available in four
spectral bands, allow good discrimination of the rock units. The
Seasat image, with only one wavelength (25 cm) and polarization a-
vailable, allows differentiation of fine grained rock units from
coarse grained units. The Seasat resolution of about 35m improves
the discrimination capability of this sensor. Because of the com-
plementary nature of the radar image, which is sensitive to surface
roughness, and the Landsat image, which indicates surface composition,
the images from these two sensors are being registered and the contri-
bution of each can then be evaluated for rock discrimination.

Structural interpretations of images from the two sensors also
show complementary effects. Comparison shows that the Seasat images'
superior resolution and sensitivity to slopes and surface roughness

allows recognition of features not seen on the Landsat image. .

I. INTRODUCTION

The purpose of this study is to evaluate satellite synthetic aperture radar
(SAR)images for geologic purposes. The benchmark to which the SAR images are

.-
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compared is Landsat, used both for structural and lithologic interpretations.
Control for the geologic analysis is provided by Hawley (1968), Johnson (1957),
and by our own field work. .

IT. GEOLOGY

The San Rafael Swell is a large asymmetric anticline located in Emery
County, Utgh. Rocks ranging in age from Pennsylvanian to Cretaceous outcrop in
the area. The Swell is a breached structural feature. The central region
(Figure 1) is underlain by Permian and Triassic age rocks; the outer region is
underlain by Triassic and Jurassic age rocks; younger strata of Jurassic and
Cretaceous age ring the structure.

The oldest rocks, of Pennsylvanian and Permian age, are exposed in deep
canyons and consist of the Elephant Canyon formation and the Hermosa formation.
Younger strata in the central zone are more widely exposed and consist of the
Coconino Sandstone and Kaibab Limestone of Permian age and the Moenkopi and
Chinle formations of Triassic age. In the outer zone the units exposed are the
Wingate Sandstone, Kayenta formation, and Navajo formation of Triassic and
Jurassic age. Ringing the swell are exposures of the Carmel formation, the
Entrada Sandstone, the Curtis formation, the Summerville formation, and the
Morrison formation of Jurassic age, the Cedar Mountain formation, the Dakota
Sandstone, and the Mancos Shale of Cretaceous age.

The rocks of the swell were folded in early Tertiary time into a large
asymmetric doubly plunging anticline (Hawley et al., 1968). The major axis of
the fold trends north-northeast to east-northeast. Dips of 2°-5° are prevalent
on the west flank of the anticline. To the east, the dip gradually increases
before abruptly steepening to vertical in a monoclinal fold, with moderately to
steeply dipping beds.

The sedimentary rocks are cut by numerous high angle faults, with both
normal and reverse displacements. Faulting probably started about the time of
folding but continued later into the Tertiary (Hawley, ibid).

ITI. COMPUTER PROCESSING OF LANDSAT DATA

A Landsat-1 scene of the San Rafael Swell was obtained on computer-compatible
tapes (Scene No. 1068-17364, September 29, 1972). JPL's Image Processing Labora-
tory produced color ratio composite, principal component, and subtractive low
pass filter images for analysis and interpretation.

The ratio composite (Figure 2) was produced from three images. Each was
made by ratioing two bands, pixel by pixel, and then applying a linear contrast
stretch to each of the three ratio pictures. A color composite was created by
standard three-color reconstruction; ratios 4/5, 5/6, and 6/7 are displayed as
blue, green and red, respectively. The ratioing process exaggerates subtle color
differences between units and, to the first order, removes the effects of bright-
ness differences due to topography (Rowan et al., 1975).

The principal components image (Figure 3) was created by applying the
Karhuenen-Loeve transformation to the data. This process transforms the data to
new variables which are linear combinations of the original variables (bands 4,
5,6,7). The new variables are orthogonal, hence, uncorrelated. Three of the four
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new variables were contrast stretched, and components 1, 2, and 3 are displayed
as blue, green, and red, respectively. The main advantages of this type of
processing are removal of interband correlation and compression of four channels
of data to three, the fourth principal component containing mostly noise. The
scene variance tends to be concentrated into fewer new variables that still con-
tain all of the original variability of the bands (Blodget et al., 1978).

The filtered image (Figure 4) was produced by applying the following trans-
formation to band 7:

OUT = 1.2 IN - (25 x 25)% IN # 100

where OUT is the output picture, IN is the input picture, (25 x 25)2 is a low-
pass convolution box filter of 25 by 25 element size, applied twice sequentially
to the input, and 100 is an additive constant to rescale the data. The size of
the filter was chosen after producing images using several different size boxes
ranging from 25 by 25 to 101 by 101. This type of filter is equivalent to a
high-pass filter. The filter was applied twice to reduce the artifacts intro-
duced by convolution box filtering (Gillespie, in press).

IV. DIGITAL CORRELATION

The Seasat image of the San Rafael Swell was digitally correlated at the
Jet Propulsion Laboratory. Digital correlation performs the signal processing
of an optical correlator mathematically, with the advantage of eliminating the
artifacts contributed by optical hardware and film processing. Digital correla-
tion also preserves more of the dynamic range of the imaging system. The Seasat
imaging radar system has a dynamic range for distributéd targets of about 20 dB
which, upon correlation, has a potential dynamic range of about 60 dB for point
targets. Digital correlation allows about 40 dB to be .recorded on the computer
output tape. Since film has a dynamic range of about 20 dB, not all the data
can be displayed at once as an image. Image processing techniques can display
on film the desired portions of the dynamic range from the digitally correlated
tape. This same procedure can be done optically through recorrelation of the
data on the optical correlator. The major disadvantage to digital correlation
is that it requires substantial computer time. The digital correlation of a
100 x 100 km area on the JPL system requires 9-1/2 hours, as compared to a few
minutes for the equivalent area optically processed. However, the problem of
absolute calibration of radar backscatter remains because the analog spacecraft-
to-ground data link is uncalibrated, there are STC (sensitivity time control)
positioning errors, and there are residual attitude control errors. The shift
of the STC also causes some degradation by improper positioning of the analog-to-
digital quantization window.

The digital processing scheme consists of recording each returned radar
pulse on digital tape with 5-bit quantization. These data are transferred to
computer-compatible tapes by truncating to 4-bit accuracy. Experiments have
shown that this truncation does not seriously affect image quality. The data
are processed in sections which are read off the tape by a general-purpose com-
puter and stored on disk for processing. The processing is accomplished in the
frequency domain using a special-purpose fast Fourier transform peripheral device.
A discussion of the mathematics of digital correlation can be found in Kirk
(1975). The individually correlated segments of the image are processing or con-
version to film. The final image represents a 100 x 100 km area with pixels
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representing 18 m in range and 16 m in azimuth on the ground. The image is pro-
cessed to 4 looks and the effective resolution is about 35 meters.

V. IMAGE PROCESSING

The digitally correlated San Rafael Swell Seasat image is undergoing exten-
sive processing at the Image Processing Laboratory at JPL. The goals of this
processing effort are to extract and display as much structural and lithologic
information as possible. Use of the digitally correlated Seasat imagery allows

access to nearly the full dynamic range of the imaging system, hence, far greater
sensitivity.

To produce images of the entire San Rafael Swell, two 100 x 100 km areas were
digitally correlated and then registered. Because of the unwieldly size of the
resultant data set (8000 by 6000 pixels), it was elected to resample the picture
with a 3 x 3 average value filter. This reduced the number of pixels by a factor
of 9, smoothed the inherent speckle, and greatly increased computational speed of
later processing. Although this reduced the resolution, the tradeoff was con-
sidered worthwhile. Selected areas of interest can also be processed at full
resolution for detailed analysis.

Although resampling the picture with a 3 x 3 average value filter smoothed
the speckle somewhat, it was determined that the remaining speckle was detrimental
to further image processing. Our experiments have shown that applying a median
value filter can be highly effective in removing speckle while causing minimal
image degradation (Blom, in prep.). Median value filtering is a nonlinear ad hoc
procedure which is effective in removing discrete noise while maintaining boundaries
and causing minimal influence on the surrounding areas (Pratt, 1978). The filter
operates by determining the median DN value of the pixels in the specified window
size and replacing the center pixel DN value with compared median value. The
variance contributed by speckle is thus largely removed. The San Rafael Swell
image was processed with a median value filter with a 5 x 5 box size. The result-
ing image is both pleasing to the eye and amenable to further processing techniques
such as pattern recognition and automatic classification. In. order to increase
visual discriminability of geologic units and features, a technique of color en-
coding DN values is being evaluated with the radar data. Briefly, the technique
consists of operating in hue, saturation, and intensity space and then setting
intensity and saturation to a constant value while letting color be a function of
the DN value. Since the human eye is more sensitive to subtle color changes than
subtle gray level changes, the procedure makes interpretation easier if the color
ranges for various DN's are judiciously chosen. Also, a greater portion of the
dynamic range inherent in the digital radar data can be visually interpreted in
color. Our experiments to date indicate that visual separation of sandstone and
shales is greatly improved and that some structural features are enhanced. Other
color encoding schemes and display techniques are being explored, directed by
determination of the ranges of DN values occupied by various geologic units of
interest.

In order to exploit the complementary effects of radar and Landsat imagery,
the digital Seasat image and a Landsat image of the San Rafael Swell are being
registered. The procedure consists of rotating and sizing the images to one another
and finding common tie points. The relative value of the radar data and of each of
the various Landsat channels can then be evaluated for rock discrimination by
principal components analysis by determining the contribution of each channel to
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each principal component. Linear discriminant analysis, a supervised classifica-
tion procedure, will also be used to assess the relative value of the radar data
and each of the Landsat channels for rock discrimination. Images generated by

these two procedures will be compared and analyzed for rock discrimination purposes.

VI. INTERPRETATION

A. Lithokogy

A ratio composite (Figure 2), consisting of 4/5, 5/6, 6/7 displayed as blue,
green, and red, respectively, allowed effective differentiation of the sandstone
from the shale units. This variability, observable on the Landsat ratio compos-
ite, is strongly controlled by variations in the amount and oxidation state of
iron in the surface and by vegetation cover. Looking specifically at the
Beckwith Plateau area, the Mancos shale is easily separable from the Ferron sand-
stone which forms its base. Both units are sparsely vegetated and the sandstone
has a greater radiance in the four Landsat bands. The topographic expression of
the sandstone is more rugged than the shales.

The principal component image (Figure 3) enhances the boundaries between
some of the more subtly different sandy shale and shale units. As with Landsat,
the variables controlling sensor response are fixed such that the lithologic units
can be traced almost completely around the uplift.

The Seasat image with lithologic overlay (Figure 5) allows additional litho-
logic units to be differentiated. With a radar cell size of about 35 meters, the
image has twice the resolution of Landsat. and this added detail in surface

"texture is of great help in differentiating some subtly different units. In the

Beckwith Plateau area. this texture is mostly defined by differences in drainage
density and vegetation cover.

It should be noticed that there is a marked decrease in dynamic range and
resultant number of gray levels as we go further out in range. This is in part
due to natural falloff in S/N but is aggravated by the STC error and the
analog-to-digital conversion step. For this reason the interpretation was most
successful in near swath.

The brightness of the individual resolution cells is related to backscatter
energy return from the surface. The parameters primarily responsible for this
return are slope, surface roughness, incidence angle, polarization, frequency
and complex dielectric constant (MacDonald et al., 1967).

The Seasat SAR system's dynamic range is low, corresponding at best to 6
gray levels. This best-case situation for determining small variations in sur-
face texture is in topographically flat areas in the near range. For this rea-
son, the more subtle variations in lithologic units are not seen. Due to the
overwhelming effects of slope, very little information pertaining to surface
texture or dielectric properties is detectable. In dealing with an SAR image
with a look angle of 20.5°, any surfaces with a larger slope angle are going to
be geometrically distorted due to layover. Since the angle of repose for loose
materials is greater than 20.5°, one would expect to see considerable distortion
in mountainous terrain. This is seen in the northeast part of the study area.
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Figure 5. Digitally correlated Seasat image with
lithologic interpretation.
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Although the incidence angle of the Seasat-A SAR is not optimal for scatter-
ing from geological surfaces, we may still use theoretical studies as a guide to
predict radar response of different surface types. Qualitatively, radar back-
scatter (HH) from a surface shows an increasing dependence on electrical proper-—
ties and a decreasing dependence on surface roughness as incidence angle steep-
ens. In geological materials, variations in electrical properties are dominated
by moisture content. Within the L-band, the relative dielectric constant (E)
varies from approximately 3 to 9. Since the backscatter cross-section 0 varies
as ‘

2 3-1 2 9-1 2

o , _ 9-1 " _
, then 0O varies as Ere .07 to 9+1 .25,

E-1
E+1

. . o
a range of less than 6 dB. This is small compared to the 30-dB variation in O
for roughness variations.

Mathematical descriptions of scattering by rough surfaces are exceedingly
~difficult. Nevertheless, an approximate description of the scattering properties
of a surface can be obtained by use of Rayleigh and Bragg scattering equations
convolved with functions representing the statistical properties of surface
features. The simplest such function is a lognormal size distribution common to
many sediments. For such simple models, the size range 3-7 cm (mean) yields

the steepest change in 0% at L-band frequency (Figure 6).

B. Structure

In both the Landsat band 7 filter image and the Seasat image, the overall
structure of the swell is obvious. Many of the linears mapped on the Landsat and
Seasat correspond to mapped faults. The Landsat linears are mappable due essen-
tially to shadowing denoting a low area along the feature. The Seasat linears
are bright features corresponding to scarps showing higher energy return due to
slope. A few linears on the Seasat such as feature A on Figure 7 show a differ-
ence in material made visible by different radar signal returns on either side of
the feature. Though it would be expected that scarps orthogonal to the look
direction would be selectively enhanced in the radar, the observation is that
linears corresponding to mapped faults are visible even though many approach
angular relationships parallel to look direction.

By using a digital color sliced image (Figure 8), it is possible to extend
linear feature A-A” beyond that possible in either the Landsat or Seasat black
and white images. '

VII. FUTURE DIRECTIONS ‘ *

Future SAR sensors may differ from Seasat in one or more of three para-
meters: incidence angle, frequency, and polarization.

Incidence angles will probably be less steep, thereby increasing the in-
fluence of surface roughness upon backscatter. Comparison of two images ac-—
quired at different incidence angles gives two points on the 0% vs 6 (incidence
angle) curves. Figure 9 shows schematic curves for two volcanic units (AAl and
BCNW) whose relative backscatter cross-sections reverse in going from Seasat
(~ 20°) to aircraft (45°) imaging geometries.
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Figure 8. Color sliced Seasat data inserted into black-and-white.
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Figure 9. Backscatter cross section vs
incidence angle for two )
volcanic units and a smooth
surface.

Frequencies should include C- and X-band, bands for which large variations
in backscatter occur at smaller surface roughness scales than for L-band. Multi-
frequency radar data can, for many surfaces, provide information on the size
variation of surface materials.

Polarization effects are very difficult to model, but multipolarization is
easier to implement from a hardware point of view, requiring only a second an-
tenna rather than an entire second radar system for dual-frequency capability.
For some geological environments (e.g., Death Valley), the addition of a second
polarization provides more information than does a second frequency (Daily
et al., 1978).
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TERRAIN-ANALYSIS PROCEDURES FOR
MODELING RADAR BACKSCATTER

Gerald G. Schaber and Graydon L. Berlin

U.S. Geological Survey
Flagstaff, Arizona

Richard J. Pike
U.S. Geological Survey
Menlo Park, California

ABSTRACT

The collection and analysis of detailed information on the sur-
face of natural terrain are important aspects of radar-backscattering
modeling. Radar is especially sensitive to surface-relief changes in
the millimeter-to-decimeter scale for conventional K-band (~l-cm wave-
length) to L-band (~25-cm wavelength) radar systems. Surface rough-
ness statistics that characterize these changes in detail have been
generated by a comprehensive set of seven programmed calculations for
radar-backscatter modeling from sets of field measurements. The seven
programs are (1) formatting of data in readable form for subsequent
topographic analysis program, (2) relief analysis, (3) power spectral
analysis, (4) power spectrum plots, (5) slope angle between slope re-
versals, (6) slope angle against slope interval plots, and (7) base
length slope angle and curvature. This complete Fortran IV software
package, "Terrain Analysis," is here described for the first time and
is available through the senior author. The software package was
originally developed a decade ago for investigations of lunar morphol-
ogy and surface trafficability for the Apollo Lunar Roving Vehicle.

INTRODUCTION

Radar backscatter has been shown to be especially sensitive to changes in

geometry that are responsible for the transition from primarily diffuse back-

scatter (bright radar image tone) to Rayleigh scattering (dark image tone).

example, McDonald and Waite (1973) showed that at K-band (0.86-cm wavelength)
this transition takes place between 0.1- and 0.3-cm mean relief at 10° to 80°

For

incidence angles; it is applicable only to very smooth playa and alluvial fans
in desert regions. Schaber, Berlin, and Brown (1976), describing the L-band
(25-cm wavelength) radar behavior in Death Valley, California, showed that this
same transition between radar-bright (diffuse backscatter) and radar-dark
(Rayleigh scattering) image tone takes place at a mean relief between 4 cm and

7 cm for moderate incidence angles 35°-45°.
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have variations in mircorelief that bridge this roughness range; thus such ter-
rains can be easily discriminated from adjacent smoother or rougher surfaces by
L-band (and longer wavelength) radar systems (see Sabins, 1978).

Proper collection and analysis of detailed data on surface geometry are
essential to any research on radar backscatter modeling. The procedures for
accomplishing these tasks have not been well defined in the open literature, nor
have the data requirements for specific radar frequencies and terrain types been
identified. In this paper we describe procedures developed to obtain both raw
measured and surface-roughness statistics for radar backscatter modeling. Ve
also describe for the first time a comprehensive and highly flexible sof tware
package for terrain analysis. This set of computer programs originally was
developed in trafficability studies for the Apollo Lunar Roving Vehicle and
investigations of lunar suface geometry (Rozema, 1969; Pike, 1978; U.S. Geological
Survey, 1970).

II. GENERATION OF MICRORELIEF PROFILES

A, Surface Profiles from a Templet

Field measurement of terrain microrelief can be accomplished inexpensively
and with satisfactory results using a templet that accurately reflects the tono-
graphic variations of a surface over the length of the device (Figure 1). The
templet fabricated for evaluation during radar backscatter research in Death Valley
(Schaber, Berlin, and Brown, 1976) was made of solid aluminum stock and consisted
of 65 moveable rectangular rods capable of measuring maximum relief of approxi-
mately one meter over a horizontal distance of one-half meter. The device was
moved horizontally to acquire longer profile base-lengths for later statistical
analysis. Applicability of such a templet depends on the level of resolution
required for calculations of specific roughness statistics; for example, this
device cannot record potentially important millimeter-scale relief (high-frequency
component) of the topography.

The experimental templet has two distinct advantages: (1) many terrain pro-
files can be measured cheaply, and (2) fairly high resolution (1.0-cm horizontal
by 0.5-cm vertical) can be maintained. Disadvantages include (1) difficulty in
transporting the heavy device long distances on foot across adverse terrains,
and (2) inability to obtain millimeter-scale relief statistics. Comparison of
profiles derived from the templet and from conventional stereophotogrammetric
techniques will be made at the end of the next section.

B. Surface Profiles from Stereo Photographs

High-resolution (*+ l-mm horizontal and vertical) surface profiles can be
obtained by photogrammetric reduction of high-quality large format (e.g., 70-mm
metric camera) photographs taken in overlap and convergent stereo from several
meters above the ground surface (Figure 2). A conventional 60-mm focal-length
lens results in profiles approximately one meter long. Calibration of the lens
at the measurement distance is required for high precision and ultimage resolu-
tion (< lmm). Longer profile lengths can be obtained simply by increasing the
camera-to-ground distance, but photogrammetric resolution will be reduced. Photo-
grammetric reduction of the stereo image data reguires an analytical sterecplotter
that can accommodate different viewing geometries. A baseline level is established
in the model by placing two "leveled" meter sticks orthogonally in the field of
view. Horizontal scale is determined from the meter sticks, and vertical scale
and exaggeration are computed in the stereoplotter from camera parameters and
viewing geometry.

169



Aluminum templet used to record surface relief, shown in
moderately rough saltpan in Death Valley, California.
Templet approximately 1.2 m high by 0.5 m wide. A level
is built into top crossbar for proper orientation; handles
were included for ease in carrying; weight about 65 pounds.
Profile shown on templet is left half of those shown in
Figure 3.
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20cm

20cm

Figure 2. Example of topographic profile obtained by photogrammetric
reduction of metric-camera (70 mm) stereopair photographs.
Profile was digitized at 3-mm equivalent ground interval
and used as input for the Terrain Analysis program, the
output of which is in Appendix A.
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A continuous high-resolution (*1 mm) topographic profile is recorded in
othogonal directions across the stereo model. A contour map of the entire
model could also be produced at a contour interval of 1 to 2 mm; however, a con-
tour map from many stereo models would be prohibitively expensive. If a 1-m2
area of terrain within a stereo model has homogeneous roughness in all directions,
as is true of most microterrain surfaces, then orthogonal topographic profiles
are sufficient for representative statistics on roughness.

3

In Figure 3 we directly compare topographic profiles derived from the temp-
let described above and the analytical stereoplotter technique. ©Note the close
similarity between the two profiles but the evident loss of high-frequency
(millimeter-scale) relief in the templet results.

ITI. TERRAIN ANALYSIS

Parametric description of natural topography, for practical applications
(e.g., radar-backscatter modeling) as well as more academic objectives (Pike,
1963; Pike and Rozema, 1975), is a bewilderingly complex subject. Research in
this area, which commonly is referred to (not always correctly) as "terrain
analysis,' embraces aspects as diverse as theoretical topology, numerical tax-
onomy, and tactical military operations. The resulting literature is vast and it
is difficult to keep up with current developments. For a glimpse of the general
problem and some recent keys to the literature, see Speight (1974), Pike and
Rozema (1975), Speight (1977), and Pike (1978). Many studies in terrain analysis
are parochial and often are undertaken to develop a classification scheme for a
highly specific set of circumstances. We emphasize that none of these systems
have universal applicability in terrain analysis, despite occasional authors'
claims to this impossible achievement. Accordingly, the descriptive statistics
that we have applied to microterrain for modeling radar backscatter likewise
constitute only one way to address the general problem: abstracting the geo-
metry of natural landscapes. The application to radar tends to restrict descrip-
tive variables to those expressing surface roughness rather than other, more
exotic characteristics of the terrain (Pike, 1978; Pike and Rozema, 1975). More-
over, the statistical description of topography at one-millimeter resolution re-
presents application of terrain analysis to one extreme of the scale with which
there is little experience on the part of earth scientists. And finally, the
statistics are computed from a linear profile, not from an areal sample design
(e.g., Grender, 1967; Day, 1979). Some of our subroutines have been converted
to accept areal data (elevations at grid intersections), but we have not applied
the results to radar work. Thus we were pleasantly surprised to find that our
specialized requirements for computation were met so handily by an off-the-shelf
package of software nearly a decade old. Although the package described here
does not fulfill every need of our radar work, its present usefulness testifies
to the flexibility built into the system of description. Undoubtedly this soft-
ware will meet the requirements of other terrain analysts as well.

IV. COMPUTATION OF ROUGHNESS STATISTICS

The topographic profile shown in Figure 2 was digitized at a 3-mm equivalent
ground interval, and the resulting elevations were used to calculate parameters
of surface roughness. Roughness statistics were generated by the Terrain Analysis
program developed by the U.S. Geological Survey under NASA funding for traffic-
ability analysis for the Apollo Lunar Roving Vehicle and in incidental studies of
lunar morphology (Pike and Rozema, 1975; Pike, 1978; U.S. Geological Survey, 1979).
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Figure 3. Topographic profiles obtained by templet device and

by photogrammetric reduction of stereo photomodels. Pro-
files include that shown in Figure 1 and an additional
A0.5 m to the right.
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This software package, only recently published (Schaber, Pike and Berlin, 1979),
was conceived by R. J. Pike, who coordinated the overall effort. The individuals
who did the actual programming and were responsible for the seemingly endless
refinements demanded by the two senior authors are S. E. Wilson, R. H. Godson,
D. K. McMacken, G. I. Selner, J. E. Crawforth, Eric Eliason, J. J. Stapleton, and
Loretta Barcus of the U.S. Geological Survey and W. J. Rozema of Northern Arizona
University (Flagstaff, Arizona).
13

The Terrain Analysis software, written in Fortran IV language, consists of
seven integrated data analysis and plotting routines. The program furnished
nearly 100 individual pieces of graphical and tabular data that describe four
major aspects of topographic geometry: (1) relative relief, hypsometry, topo-
graphic grain; (2) power (variance) spectral density of relief; (3) slope angle
between slope reversals; and (4) baselength slope angle and curvature. A sample
output from the Terrain Analysis program, including the plotting subroutine pro-
ducts, is given in Appendix A. TInput data were elevation values derived from
the profile in Figure 2.

The Terrain Analysis program is well documented, and because so many statis-
tical parameters are calculated, only those topographic descriptions that may be
unfamiliar to the general reader will be described below. Those seeking more
information on the software or its statistical computations should contact the
authors or refer to Schaber, Pike and Berlin (1979).

Duplicate computer tapes (9 track-800 bpi) are available in either ASCII or
EBCDIC at no cost by sending a new blank tape and the sender's return address to
the senior author at:

U.S. Geological Survey

Branch of Astrogeologic Studies
2255 North Gemini Drive
Flagstaff, Arizona 86001

Program 1. This initial program of the Terrain Analysis software simply formats
the input data in readable form for subsequent analysis. Input consists of topo-
graphic elevations, measured at a constant horizontal increment ('delta-L') along
a continuous profile. '

Program 2 - Relief Analysis. This part of the Terrain Analysis program provides
comprehensive data on the statistical variation of topographic elevations along

a profile. The output includes relief, mean elevation, variance, standard devia-
tion, and other -standard statistical parameters of elevation such as skewness,
kurtosis, elevation-relief ratio (E.R.), hypsometric integral (H) (Pike and
Wilson, 1971), and topographic grain (Wood and Snell, 1960). This portion of the
program also tabulates the frequency and cumulative percent frequency of eleva-
tions within class intervals, so that histograms may be constructed., Ten of

- these parameters are recalculated from decreasing sample sizes (N), at lengthening
sampling intervals (I). This practice reveals the minimum sample size from which
stable statistics can be calculated from each data set. In the example given in
Appendix A, no fewer than 23 elevations should be used for the calculations.

Hypsometric analysis is valuable in radar backscatter analysis because it
gives a quantitative assessment for the proportion of surface area within a unit
volume that can readily contribute to radar backscatter and the proportion that
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Figure 4. Diagrammetric representation of slope curvature

along a profile. Dots show ground surface.
Circles are sample elevations measured at a
constant horizontal increment (delta-L).
Positive curvature shown by a; negative
curvature shown by B.
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would behave quasispecularly to the radar. Hypsometry is the distribution of
ground surface area, or horizontal cross-sectional area of a ground surface, with
respect to relief or elevation (Strahler, 1952). Wood and Snell (1960) and Pike
(1963) have shown that topographic samples may resemble one another with respect
to local relief, average slope, or other geometric aspects, and yet may vary
appreciably in appearance as demonstrated by different values of elevation-relief
ratio (E.R.Z:

= E.R, = Mean elevation — minimum elevation
T maximum relief

which was shown by Pike and Wilson (1971) to be equivalent to the hypsometric
integral (H), or the proportionate area below the hypsometric function curve.

The derivation of the hypsometric function is beyond the scope of this paper but
has been well documented by Strahler (1952) and Pike and Wilson (1971). Simply
defined, the hypsometric function is the proportion of the total surface area

of a unit terrain surface containing elevations greater than a measured elevation.
A surface that has exactly equal proportions of its area above and below the mean
height value would have a hypsometric integral equal to 0.5.

Topographic grain needs to be determined before computing statistics on
roughness or any other aspect of terrain geometry. If the profile obtained by
either the templet or photogrammetric technique is of insufficient length to con-
tain most of the relief elements, or is unnecessarily long, then statistical
errors will enter the calculations for modeling radar backscatter. Topographic
grain of a terrain is essentially the minimum area or linear sample distance on
a surface that contains most of the important relief structure (Wood and Snell,
1960). If the size of a progressively larger, nested interval along the horizon-
tal axis of a profile is plotted against the maximum relief within the intervals,
relief increases rapidly to a point and then levels off. The sampling interval
size corresponding to the point at which relief inflects is the "topographic
grain." Most of the topographic characteristics of the sample region will thus
be contained within an interval of this size (See Appendix A).

Program 3 - Power Spectral Analysis. The analysis of relief variance is of signi-
ficant importance for radar backscatter modeling, as shown by Peake (1959),
Valenzuela (1967), and Barrick (1972), who made use of the covariance spectrum of
relief in various perturbations of the Bragg-Rice scattering models. W. E. Brown,
Jr., and G. G. Schaber (work in progress) have found that covariance spectra ob-
tained by the photogrammetric and statistical analysis technique described above
can be used with a Bragg-Rice scattering model to correctly predict radar cross-
section values for saltpan and gravels within Death Valley.

This power spectral density (PSD) subprogram computes the various frequency
components of the relief (Rozema, 1969). Power spectral or time series analysis
examines the frequency content of topographic or surface-roughness profiles. For
natural terrain surfaces, most profiles are statistically random functions that
can only be represented by the continuous variance spectrum. FElevation amplitudes
that contribute to variability of a random isotopic surface above its mean height
value thus are associated with a continuum of wavelengths. Separating a random
profile into wavelength bands yields the spectral density of the relief variance,
which is given as the square of the amplitude per unit bandwidth of the contri-
buting wavelength bands (Pike and Rozema, 1975). This value is the power spectral
density (PSD).
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The variance spectral density program used in this study derives the auto-
covariance function and the Fourier transform of the autocovariance function that
is the spectral density function of the variance and vice versa (Pike and Rozema,
1975). Autocorrelation of relief data enhances any periodicities that may be
present in the topographic profile.

The "variance" or power spectral density graphs are sloping lines represent-
ing continuous functions of topographic (spatial) wavelengths (see Appendix A).
Because the greatest relief within a surface profile (natural terrain) is general-
ly associated with the lomger wavelengths, the spectral density decreases rapidly
with decreasing terrain wavelengths. The slopes of the PSD curves describe a
relation between the relief content of the long and short features (Bryson and
Dutton, 1967). An overall slope of -3 is thought to indicate a "uniformity" of
topographic slope for all relief features in the sample area, regardless of their
size (Bekker, 1969). A slope less steep than -3 indicates that small topographic
features (high frequency) are rougher than large (low frequency) features. Like-
wise, a spectrum slope steeper than -3 suggests more rough, coarse-grained features
and less smooth, fine-grained relief forms.

Digital bandpass filtering of the very low frequency data in the surface
profiles is performed prior to calculation of the PSD functions. This operation
is included because a long-term trend in the profiles affects the PSD function in
two ways: (1) it may result in a nonstationary profile, that is, a profile whose
statistical properties are affected by a change in origin; and (2) because the
amplitude of the profile associated with the low frequency of a long trend would
likely be relatively large, enough power would be contributed by the low frequency
to obscure that contributed by higher frequencies (Rozema, 1969).

Program 4 - Power Spectrum Plots. This subroutine plots the elevation variance
of relief as frequency (cycles per mm) vs power spectral density (mm2 per cycle
per mm). Conversion of the PSD values to m‘ per cycle per m involved multiplying
each frequency value by 103. Pike and Rozema (1975) have shown that PSD values
are interchangeable with variance [amplitude®, per wave number (units?)], in the
same fashion: frequency (in cycles per unit) is interchangeable with wave number
(units_l). Immediately following the PSD plot, in Appendix A, a least squares
regression line fit equation is given for the PSD data in addition to the total
variance of the integrated spectrum.

Program 5 - Slope Angle Between Slope Reversals. There are innumerable ways to
characterize topographic slope. One of them is to identify terrain segments that
occur between reversals in slope direction along a profile. Both the length and
steepness of the slope are variables. Radar backscatter power is strongly depen-
dent on the number of reflecting facets on the target area at moderate to high
angles of incidence. This program can furnish quantitative data on such facets,
which are the areas between two adjacent slope reversals. Every reversal of slope
from the input topographic profile is listed, as are the slope angle and slope
length between these reverals. Also given are the three steepest and the three
longest slopes, and the number of slope reversals per meter. A regression line is
computed for slope length and slope angle.

Program 6 - Slope Angle Against Slope Interval Plots. This subroutine plots each
slope length against its slope angle on semilog scale. The computer-printed graph
is an approximation and may differ slightly from the actual values. Where more
than nine values occupy the same position, a letter symbol code is printed
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indicating the number of points at that location. The steepest slope angle printed
out is 20 degrees. This value is too low a cutoff for microterrain applications,
where the slopes are very steep. This graph is only of minor value in its present
format.

Program 7 - Base Length Slope Angle and Curvature. This subprogram is excep-
tionally cgmprehensive and flexible, and yields a large amount of information on
surface roughness. Two parameters, slope angle and the angle of slope curvature,
are computed for different values of the unit cell, or base length (delta-L).
Slope angle at the smallest delta-L, the input sampling .interval, is simply the
slope of the line connecting any two adjacent sample elevations. Curvature is
the angle subtended by three adjacent elevations along the traverse (Figure 4).
Calculations start with a horizontal sampling interval (delta-L) of X-mm (3.0 mm
in the example shown in Appendix A). The subroutine then calculates algebraic
and absolute values of statistics for both slope angle and the angle of curva-
ture, including minimum, maximum, mean, variance, standard deviation, skewness,
kurtosis and median. Absolute values are unsigned. Algebraic values are posi-
tive (slopes facing the end of the profile and convex curvature, Figure 4), and
negative (slopes facing the opposite direction and concave curvatures, Figure 4).
Algebraic frequency distributions are symmetric about the zero values and often
approach the Gaussian ideal. Absolute distributions approach the "half-normal”
model (Elandt, 1961) and are skewed strongly to the right. Slopes and curvatures
calculated by both conventions are necessary and complement one another.

The dispersion coefficient (algebraic standard deviation divided by absolute
mean) is analogous to the usual coefficient of variation (Croxton et al., 1967,
p. 198), and is an excellent measure of relative dispersion. The "Elandt coeffi-
cient” (informal name by Pike, 1978), defined as absolute mean divided by abso-
lute standard deviation (Elandt, 1961), can be used as a rapid initial test for
the "half-normality" of an absolute slope frequency distribution (see Pike,

1978, pp. 14-15).

Following a listing of the number of negative and positive values of slope
and curvature (and their ratios) are tabulations of algebraic and absolute fre-
quency-distribution statistics. These are intended for histograms and other
graphic output. The percent (10 to 90) dispersion of the algebraic values is
also listed, in addition to the results of a chi-square test for the normality of
the algebraic frequency distribution of both slope and curvature. Regression
line-fits are calculated relating cumulative percent frequency and slope angle
and cumulative percent frequency and percent mean slope. Similar regression
equations are given for the curvature statistics. These equations enable the
histograms to be roughly expressed by only two parameters, slope and coefficient
of the fit.

The delta-L value (sampling interval) is then doubled (for example, from
3.0 mm to 6.0 mm) and all calculations are rerun. This stepping of the delta-L
value continues until the desired upper limit of sampling interval is reached or
until too few cases remain to calculate good statistics. The final calculations
in the program are linear regression fits relating delta-L to mean absolute slope
and curvature for all iterations. This valuable equation can be used to assess
the relation of slope and curvature angles for a specific terrain at various
fractions (or multiples) of radar wavelength scales (where delta-L is equated to
roughness sampling-interval of the radar).
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V. POSSIBLE PROGRAM IMPROVEMENTS

The Terrain Analysis software has been found to be almost ideal for radar
backscatter modeling studies of fine-scale relief, and can be used with topo-
graphic information derived from either in situ templets or photogrammetric
reduction of stereo photographs. Experience with this software, however, has
indicated the need for at least four additional computations and plotting subrou-
tines of significance to radar backscatter modeling: (1) height correlation
coefficient autocorrelation, or statistical association between various pairs of
elevations along a profile; (2) probability density function for surface eleva-
tion; (3) probability density function for surface slopes (Pike and Rozema,

1975; Barrick, (1970); and (4) root mean square (rms) slopes and curvatures for
all base lengths. These additional programs and subroutines could simply be added
to the existing Terrain Analysis software with minimal effort and expense. Auto-
correlation of surface heights already is performed as part of the PSD computa-
tions (Program 3) and merely needs to be printed out. The information on relief
and slope necessary for calculating their probability density functions is
available in Programs 2 and 7. Only the rms calculations will require writing an
entire new subprogram.
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APPENDIX A

Included in this Appendix is a sample output from the Terrain Analysis
software package described in the text. The profile shown in Figure 1 was
digitized at a 3 mm-equivalent ground spacing and these data used as input to
the Terrain Analysis program. All linear values are in millimeters and all
angles in degrees. Brief descriptions of the tabular and graphical output data
are included in the text. *Delta-L is the sampling interval of the profile in
millimeters. **Maximum, minimum and mean values listed under relief analysis
(first page of output) are arbitrary elevation values (in millimeters) used in
establishing the coordinate system for the stereo model. For brevity, results
for only the first two of seven iterations of the base length subroutine are

shown.
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THE SCALE ON THE FOLLOWING GRAPHS 16 AS FOLLOUWS

THE ABSICCA 1S IN DEGREES
THE ORDINATE 1S IN MMS
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PROGRAM 6

1
0.0

PROFILE

1.0 2.0 3.0

1000 .4 ~==w-ccmmcrme e ce e — e -

4,0 5.0 4.0 7.0 8.0 9.0 10.0 11.0 12,0 13.0 14.0 13,0 14.0 17.0 18.0 19.0 20.0

++ +

e

reee

+ + + 4+

* <+

++

++

+ +

++

++

+ +

+ +

++

++

+et vt
PN X AR
PR 2 b g
YR 2 5
+ett T
ettt
ettt
++TE+S
++tH s
**vf'P*
+*r#++
+et Tt
Pt b B 4
st T+
+ 4t +++
+ret
+ e+t
e+ 44
+4r e+

*Hr v+

e

*+ 4

*++

+* -+

+ + <+

-+ +

+++

+ 4+ +

+ ++

+++

+++

+++

+ + +

+++

++ +

++ +

r+ s

+++

PR TR X I
.

[-d
(-]
-

+e

+ <+

++

+ 4+

+ +

++

+ +

+ +

+ +

++

++

++

+ +

++

++

“+ +

++

++

++

++

+ +

b+ rd

+++

>+

+ 4+ 4+

++++

+4+ 4+t

++++

+4+++

++ 4+

+++ 4

++ 4+

+4+ -+

+4+++

+4+++

+4+++

++++

++++

++++

+r

++r 4+t

4+t

191

++r+

+++

4+ +

++ <+

+++

++ +

++ +

++ 4+

++ +

++ 4+

+ 4+ 4

+++

+++

+ 4+ +

+++

+++

+++

+ 4+

+4+

+4+ 4+

+ +

PR R
-4

+++
-4
+++

++ +

+++
-+ +

+ 4+ +

10.+

-.
++

+++++

-+

+++

+

-+

+ 4

+ T+ r+re s

+++

++

-+t

+++

+++

3

+4++

+++

+++

-t

+++

n++

+ +

+ +

++

+ +

++

+ <+

++

++

+ +

++

+ +

++

+ +

++

+ +

+ +

++

+ <+

+ +

++

+ +

++

+ +

+ +

++

++

+ +

++

++

+ +

+ +

++

++

+ +

++

++

+ +

+ 4+

+ ¢+

++

+ <+

++

++

+ +

+ +

+ +

+ +

++

++

++

++

+ +

++

++

++

++

++

+ <+

+
+

+

1.4

4,0 3.0 4.0 7.0 8.0 9.0 10.0 11.0 12.0 13,0 14.0 15,0 14.0 17.0 18.0 19.0 20.0

1,0 2.0 3.0

0.0

PROFILE CONTAINS SLOPE ANGLES AND/OR SLOPE DISTANCES TOO LARGE FOR THE PRINTER PLOT.
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REALISTIC EARTH/LAND RADAR MODELS

Andrew J. Blanchard

Remote Sensing Center
Texas A&M University
College Station, Texas

ABSTRACT

The future applications of radar remote sensing will trend to-
ward the use of more quantitative results. Presently, the quantita-
tive use of radar remote sensing has had some encouraging results in
monitoring of soil moisture properties. However, the bulk of radar
application in the past has been oriented toward qualitative use in
agricultural and geologic areas. The ability to use more quantita-
tive approaches with radar data will require the development of
mathematical models which describe target/energy interaction pro-
cesses. In addition, better understanding derived from developing
more accurate interaction models will improve the accuracy of the
qualitative interpretation of imaging radar data.

In the past, models which provided understanding of the rough
surface/EM energy interaction processes dominated research and
published literature. This direction was motivated in part by a
preoccupation with scatter from rough sea surface. 1In this situa-
tion, rough surface scattering process may be the dominant mecha-
nism. Surface scatter theories have application in earth/land radar
processes; however, the more complex and more varied physical geo-
metries of earth/land targets limit their applicability.

Vegetation, inhomogeneous subsurface properties, low loss elec-
trical properties, etc., all contribute to make the problem more
complex than a simple rough surface problem. Recently, attempts have
been made to characterize the radar backscatter from inhomogeneous
volumes. These theories are more appropriate for some earth/land
targets. Surface and subsurface theories by themselves cannot
characterize the physical situations which exist in the variety of
earth/land targets; however, a combination of the two approaches
may shed some light on the problems.

H .
" The paper presents a series of models which attempt to describe
more accurately the physical geometry of earth/land targets. Theo-
retical calculations are included to illustrate model behavior.
Variations with respect to various systems and target parameters are
included.
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I. STATEMENT OF THE PROBLEM

The quantitative use of radar data in a number of application areas is
rapidly approaching. An effort has been made in recent years to quantitatively
assess agricultural moisture parameters. The development of new and more
reliable airborne and spaceborne systems and the availability of less expensive
radar coverage made possible by the use of more efficient processing and data
collection alone will generate an increased use and need for such data.

The scientific community has not arrived at the point where it can use the
quantitative data in an effective manner, however. How are areas of expertise
developed which will make efficient use of inexpensive, temporal quantitative
radar data? Specifically, what should the radar geology scientist do to opti-
mize his use of radar data?

First, the areas of geologic science which can be aided by the use of
radar data in both point and image form must be identified. Second, once these
areas have been identified we must be able to specify distinctive radar system
parameters which will maximize the amount of geologic data which can be ex-
tracted from any one system configuration. Third, we must be able to interpret
these radar data both qualitatively and quantitatively in order to make an
accurate assessment of geologic parameters or conditioms.

As might be expected, although these three items are distinct, they are
interrelated. A thread which ties them all together is the understanding of
what physical parameters a radar measures and how these physical parameters can
be related to geologic parameters. We need to understand the interaction of
active microwaves with earth/land targets.

Earth/land targets are geometrically and electrically very complex struc-
tures. We have to deal with surfaces that are rough and smooth, those which
have varying permittivity, surfaces with vegetation and those without. The
situations are varied and the use of a rough surface model for all cases is
inappropriate.

We require a series of models which attempt to predict radar backscatter for
several general configurations of -earth/land targets. These targets might be
classed into several general areas: (1) bare surfaces, (2) surfaces with dense,
tall vegetation, (3) surfaces with light vegetation where scatter from both
vegetation and the soil/air interface could be expected. These three general
classes of models are the ones proposed as realistic earth/land radar models.

The balance of this paper will be structured into several basic parts to
include (1) a discussion of previously developed interaction theories which have
application in the proposed physical models, (2) a mathematical description of
the proposed model types, and (3) the behavior of these models as a function of
various target and system parameters. The paper concludes with a recommendation
for future approaches. ,

II. BACKGROUND OF RADAR BACKSCATTER ' i

A. Rough Surface Models

The modeling of backscatter from rough interfaces is difficult. The inter-
action mechanism is a complex phenomenon dependent upon a variety of physical
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(target) and sensor parameters. These parameters include incident wavelength,
incident angle, polarization of the incident energy, surface roughness and the
electrical and structural properties of the media.

The innate complexity of the physical phenomenon requires several assump-
tions in order to make analytical models tractable to a usable solution. Most
solutions involve assumptions of time harmonic variations and plane incident
waves. Model assumptions about the target surface characteristics usually vary
with the specific mathematical approach being employed. These assumptions may
include surface variation; both large and small compared to a wavelength;
statistically rough surfaces; infinitely conducting surface; surfaces with finite
permittivity and conductivity; and both homogeneous and nonhomogeneous subsur-
faces. In general, these assumptions are a consequence of the mathematical
approach and may or may not represent the actual physical situation.

The following section presents the major surface scattering theories used
to model radar backscatter from rough sufaces. The small perturbation, Kirchoff
and composite surface theories are outlined in general. Each discussion
describes the approximation used by each theory and includes a final statement
regarding the results and conclusions of each approach.

B. Rayleigh-Rice Method (Technique of Small Perturbation)

Rayleigh (1) used the method of small perturbation to describe the scatter-
ing of acoustic waves from rough surfaces. The theoretical approach used a
scalar technique, hence could not account for the polarization properties of EM
scattering. Rice (2) extended this theory to handle the case of electromagnetic
backscatter from infinitely and finitely conductive homogeneous surfaces. In
addition, Rice developed the backscatter relationships from surfaces with random
roughness statistics.

Rice was concerned with the scatter of electromagnetic radiation from a
surface which is almost, but not quite, flat. The random deviations of the
surface are described by a roughness spectrum or roughness distribution function.
The function which describes the rough surface is expressed in terms of an
infinite Fourier series. The random nature of the surface is introduced by
allowing the coefficients of the series to be independent random variables.

Using this model for the surface description, the electric field in the
space above the surface can also be expressed in terms of a Fourier series.

The coefficients in the Fourier expressions for the scattered fields are
determined by application of the divergence relation for the electric field and
the tangential boundary condition for the fields at this surface.

Rice presented the solution for finitely conducting surfaces. The results
are mathematically complex and require a great deal of computer evaluation to
come to an answer. In terms of depolarization effects, Rice's results are con-
clusive. The theory predicts no depolarization for a solution correct to first
order. The extension of the small perturbation theory to second order solution
was handled later by Valenzuela (3).

Valenzuela derived the second order field quantities for a slightly rough
finitely conducting surface in a manner similar to the approach taken by Rice.
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These results are used in the final development of both polarized and depolarized
backscatter cross sections. From these results Valenzuela concludes the depolar-
jzation phenomena to be a second order effect in the plane of incidence.

Figure 1 presents the behavior of the depolarized cross-section as calcu-
lated from Valenzuela's theory. The behavior as a function of surface impedance
is most important in the application of the theory to backscatter measurements
from relatively low conductivity targets. This model predicts scattering cross-
sections which increase with the magnitude of the complex dielectric constant.
For earth/land measurements, the permittivity of the earth may vary (depending
on frequency) from € = 4 for dry soils to € = 10-3j5 for soils with 25% mois-
ture (by weight). ¢ ¢

C. Kirchoff Approach (Physical Optics Theory)

Bechmann and Spizzichino (4) took the approach of using the Kirchoff-Huygens
principle to calculate the field backscattered from a rough surface. This
technique described the backscattered field from a surface rough in one dimension
and was later extended to two dimensionally rough surfaces with random surface
characteristics. The scalar nature of the solution did not allow polarization
effects to be incorporated.

A vector Kirchoff approach was developed by Fung (5) using the Stratton-Chu
equation. This equation is the vector counterpart of the scalar Kirchoff-Huygens
integral used by Beckmann. The scattered fields are calculated by finding field
values on the surface of concern and substituting into the Stratton-Chu integral.
These surface fields are calculated using the tangent plane approximations. The
approximation uses boundary conditions that would be valid if the point under
consideration were lying in an infinite plane, tangent to the rough surface at
that point. The use of vector fields makes the problems complicated when the
surface is not smooth.

Fung introduced a coordinate transformation which allowed the incident field
vector to be decomposed into components which could be incorporated in the tan-
gent plane calculation. Fung considered the case of both vertical and horizontal
incident polarization. Polarized and depolarized backscattered field were in-
cluded in the solution. Calculations using Fung's final solution were not re-
ported.

However, Leader (6) in 1972 considered the problem of scatter within the
plane of incidence. The approach used a technique similar to that introduced
by Fung; however, Leader used an expansion technique which allows easy evaluation
of the integral for the backscattered field. It is from Leader's results that
we can draw some conclusions regarding the Kirchoff approximations. The theory
generally predicts like polarized scatter with reasonable accuracy except at
high grazing angles. At the far angles the assumptions of the approach are vio-
lated (shadowing, etc.). Regarding the depolarized components, Leader showed
that the lowest order depolarized terms vanished. Even higher order jterms may
not be zero but their contribution will be negligible.

D. Composite Surface Theories

The scattering theories reviewed in the previous section all consider
scatter by a rough surface whose roughness is ‘given by a single statistical
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distribution and a single correlation functionm. Researchers began in 1968 (7).,
(8), (9) to investigate scatter from surfaces with two kinds of surface statistics.

Effectively the total surface elevation
Y(x,y) = Z(x,y) + S(x,y)

is representative of the sum of two independent random processes. The first
terms, Z(x,y), represent the large scale undulations and must satisfy the condi-
tion that the radius of curvature is everywhere larger than a wavelength. The
scatter may be computed by use of the tanget plane approximation and Kirchoff
theory as previous discussed. '

The second process, S(x,y), represents the small scale structure and must
satisfy the conditions which make the solution approachable by use of small
perturbation techniques. It has been shown that the total scattered power from
such a surface can be expanded as the sum of two independent terms, at least for
first order calculations. One contribution is from large scale undulation alone.
The second is the scattering from S(x,y), referenced to some local tangent plane
and averaged over the distribution of surface normals specified by the large
scale roughness.

In more complex composite theories the scatters from the two types of sur-
face roughness are not assumed to be independent processes. These solutions
tend to be extremely complex. '

In general, some difficulties exist in explaining experimentally measured
backscatter with either the small perturbation or Kirchoff approaches. Both
theories have specific regions of validity relative to the degree of surface
roughness.

The Kirchoff theory is applicable when large (relative to a wavelength)
scale roughness is of concern, while the small perturbation approach is appli-
cable to small scale roughness situations. Fung et al. (10) performed an analysis
to determine the areas where these approaches are valid. The results of the
investigation are summarized below.

For the Kirchoff approach the condition for small and large values of
o/\ are:

Kx < 2.92 c0536 o/x < 0.1

KA < 0.31 cosb o/x > 1.0
where A is the incident wavelength; K is the curvature of the surface; 6 is the
incident angle; and o the surface height. For small perturbation theory the o/A
ratio must be less than or equal to .053. These results show that the Kirchoff

theory has more applicable roughness range for natural earth/land targ?ts.

E. Subsurface Modeling

Whereas the desire to understand the interaction of EM energy with rough
sea surface directed the development of surface scattering therories, the inter-
action of laser light with suspended particulate matter influenced the development
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of volume scattering theories. Several of these theories were developed for
direct application to this problem. Their application area is broader and some
results may be applied to many earth/land interaction problems.

This section will include a series of models referred to as Lead & Dalton
(11), Wilhelmi et al. (12), Blanchard (13), and Rouse (14). The general
approaches and assumptions of these models will be discussed in addition to limi-
tation in wpplication.

The physical interaction mechanism which the aforementioned approaches are
attempting to model might be best illustrated by Figure 2. The physical
phenomenon can be separated into two parts for purposes of discussion. The first
contribution of energy backscattered toward the system consists of the energy
which interacts with the rough interfaces, E. . The additional portion of the
energy E_ which enters the volume through thé%surface must also be considered.

If there exists some mechanism by which energy is backscattered toward the sur-
face E__, then conceivably this component must be included in the total back-
scattered power. The following approaches attempt to model this physical
phenomenon.

1. Leader and Dalton Approach. Leader and Dalton attempted to describe the
volumetric scattering phenomenon. They chose to handle the volume and surface
backscatter as independent processes. To this end, Leader made some assumptions
about the general effects of the volume scattering mechanism. Leader did not
specify the exact mechanisms involved in the volume scatter process but assumed
that it was a "black box" which transformed the incident energy in a consistent
manner.

Leader made an assumption that the amount of subsurface scatter was inde-
pendent of scatter angle and the incident polarization. Another assumption
allowed the transmission properties of the rough interface to be described by
those of an average surface. Using these assumptions, calculations of polarized
and depolarized backscatter coefficients were presented. Leader obtained the
total backscatter cross section from the superposition of the surface and volume
components. The volume scatter cross sections were found to be independent of
the surface roughness statistics. This result is a direct consequence of the
initial defining assumptions. The influence of the surface in the volume scatter
was still not defined.

2. Wilhelmi et al. Approach. This work, performed after the introduction
of Leader & Dalton results, attempted to mathematically account for the transfer
of energy across the rough boundary into the subsurface.

The physical-optics approach used to describe scattering from a single
scattering rough surface consists of determining the scatter of field at some
point about the surface which results from currents induced on the surface by the
incident electromagnetic wave. The scattered electric-field intensity at this
point can be obtained using the Stratton-Chu equation as modified by Silver (15).

Wilhelmi et al. (12) used the Stratton Chu equation to determine the
scattered field at some observation point above the surface and some scattering
point within the inhomogeneous volume. It was assumed that the field at the sub-
surface point will experience multiple scattering due to the volume inhomogenei-
ties and will be reflected back to the surface. This is the volume portion of
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the field measured at the observation point. Therefore, the field measured at the
observation point is due to the surface and subsurface components, which are
independent because the subsurface-volume-scattering mechanism destroys the
coherence of the internal and surface fields.

It is significant to note that the volumetric backscatter cross section
obtained by this procedure is independent of surface roughness. There are limi-
tations on the applicability of the Wilhelmi et al. theory to microwave measure-
ments. The subsurface field is calculated by use of the Stratton-Chu equation,
which has an inherent far field approximation. This approach effectively limits
the scatterers to be much farther apart than the wavelength of interest.

To handle this problem Blanchard (13) developed a theory based on an
approach Rouse (14) introduced in 1972.

3. Blanchard Approach. The theoretical model is developed by use of a
physical optics method in a procedure similar to that used by Rouse. That 1is,
the subsurface contribution is calculated by determining the surface dependent
transmission coefficients of the rough surface interface in order to compute
the energy entering and leaving the subsurface volume. However, the results
shown here differ significantly from Rouse's results and confirm the trends of
the Renau et al. (16), Leader and Dalton (11), and Wilhelmi et al. (12) mea-
surements which show that the depolarized backscatter is independent of surface
roughness.

The physical optics approach used to describe electromagnetic scattering
from a single-scattering rough surface consists of determining the scattered
field at the point P above the surface. These fields result from currents in-
duced orn the surface by the incident electromagnetic wave. The scattered elec-
tric field intensity at point P can be written (Silver (15)):

ES(P) = KHZ X ffs [n x E -n ;é x (n x H)]

- (1)
+ exp(jkr - nz) ds

where n is the local normal to the surface, T is the position vector from the
origin of the reference coordinate system to the surface element ds, n, is the
vector from the origin of reference coordinate system to the observation point
P, k -is the wave number, and n is the intrinsic impedance of the subsurface
media (see Figure 3).

The procedure used to calculate the total external field is to determine
the values of n x E and n x H at each point on the surface. This is done in two
separate operations: one involving only surface terms and one involving only
subsurface terms. The rationale for this approach is built on the assumption
that the volume scattering mechanism destroys the coherence between the surface
and subsurface fields. .

The backscattered field due exclusively to surface scatter has been re-
ported by Leader (6) for both horizontal and vertical incident polarization.

The expression for the scattered field is given below:

E, (P) = ZKE”O JI  (a+ ayzy) eXp(-jzil « r)dxdy (2)
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and

E ., (P) = ZKE) ffs (b + byzy) exp (—JZkl « r)dxdy (3)
where
a = Rl cos B
de
ay = -R, sin 6 ~ cos © ———~’
1 dzy s =0
b = R2 cos ©
dR2
by = -R, sin 6 - cos 6 — l
2 dzy § = 0

and R1 and R, are the reflection coefficients for horizontal and vertical polari-
zation, respectively, Z 1is the surface slope in the y direction, 6 is the angle
of incidence k, is the propagation vector, and § = 0 indicates evaluation at

Z = 0. Leader also showed that the depolarized cross section due to single-
strface scattering is negligibly small. In the following development of the
field at P due to subsurface volumetric scattering, it is shown that the depo-
larized component in the backscattered field is not zero for either horizontal

or vertical incident polarizations.

The subsurface dependent component of the backscattered field can be cal-
culated from Equation (1) in a manner similar to the surface dependent component.
The wave which penetrates the surface is assumed to experience volumetric scatter.
It is assumed that a backscattered wave will exist, which is some function of the
field which entered the volume._ This backscattered wave will induce surface
currents of the form n x E and n x H, which can then be used to calculate the
field at point P due to the subsurface scatter. For horizontal polarization
of the incident wave, the subsurface field that arrives at point P above the sur-
face due to_scattering within the volume has both a polarized (E ) and a de-
polarized (E ) component. ssh

— _° . .
Essh(P) i KEO(a cot 6 ay)A (4)
and
= . . v *
Essv(P) (j cos 8 + sin 0) KEO(b cot 6 by)A (5)
where
'——
a Tll le Y, cos )
JT dT
a'=a'tan 6 - Y, cos 6 (Tll 3 212 ’ + le 3 le ‘ ',
y y l6=0 y '§=0
L
b' = Tll T22 Y, cos 6
d T22 d T11
b'=>b"'"tan 8 + Yy, cos 0 (T,, — ' + T ‘ s
y 2 naz g o 224z Ig_ g
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and A is the surface area illuminated by the incident beam, Y is the volume
reflection coefficient and Tij are the electric field transmission coefficients.

By use of Leader's (6) technique for computing the backscattering cross
section from the field expressions, the like polarized cross section for a per-
pendicularly incident wave is found to contain both surface and subsurface

contributions:
3

2
QN
_A 2 z
ohh = 2/(a + tan 9 a ) [N4 o N2]3/2
z y (6)
é L ,2
+ 2(a cot O aa)
where
- ' 2,-2
Q = (KC'(1,)0, )
N = -2 sin 6§
y
N = 2 cos B8
z

C'(t,) is the derivative of the surface autocorrelation function evaluated at
T., and Oz is the standard deviations of surface heights. The depolarizated
backscattéring cross section contains only contributions from the subsurface:
A 2
g, =%| b'" - cot B8b |
2 y

hv (7

- It is significant to note that both the polarized and depolarized subsur-
face terms obtained by this procedure are independent of the surface statistics.
This trend is in agreement with the results of the optical experiments of Renau
et al. (16), Leader and Dalton (11), and Wilhelmi et al. (12).

Other researchers have attempted to identify the nature of the volume re-
flection coefficient § (Tsang and Kong (17) Stogryn (18), Parashar et al. (19))
in terms of the geometric and electrical properties of the subsurface. However,
our use of the general term § was intended to allow identification of general
model trends and behavior. 1Its use in the early studies of interaction of EM
energy with earth/land targets is appropriate. We need to identify general
classes of process before we attempt to accurately predict radar return.

III. PROPOSED REALISTIC EARTH/LAND RADAR MODELS

One approach by which all theoretical backscatter models are judged is their
fit to experimental data sets. In earth/land targets the model may be in-
appropriately compared to a measured data set. Why compare a rough surface model
and data from a physical situation which may contain parameters the model was
never intended to handle? In fact, while the models which we presently have at
out disposal may be valid, our application of them may be inappropriate.

The intent of this section is to propose three general classes of physical
models which have some use in earth/land target description. Once proposed, an
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appropriate mathematical formulation (not necessarily the only formulation) is
then specified to describe the energy/target relation. The next section will
present some trends in the model behavior for these classes.

Class 1: Rough Surfaces/Homogeneous Subsurface

This general class of physical targets is illustrated schematically in
Figure 4. This surface model is a rather ideal case. The basis for develop-
ment was for application in radar backscatter from rough seastate. It is
assumed in this situation that only the surface presents itself for interac-
tion. In only a very few earth/land situations is this the case, for example,
where frequencies and permittivity values are high enough to eliminate any
"penetration and very little vegetation exists on the surface. Very few situ-
ations such as this will exist, although the Death Valley area does qualify.
In most situations there are subsurface gradients and discontinuities which
must be considered.

Class 2: Inhomogeneous Volumes

Very little is known about the contribution of subsurface effects
to the overall measured scatter. However, recent evidence suggests that
these effects may be significant, especially so in the case of depolar-
ization. These volume theories are especially applicable to scatter
from vegetation. When vegetation stands are tall and dense the theories
presented in the previous section are particularly applicable. Some are
more appropriate than others, but all have some application area. There-
fore a model for this situation is proposed and is shown schematically in
Figure 5. This model represents an inhomogeneous half space in general
bounded by a rough surface. 1In its most general case this approach would
model a low loss earth material such as rock or soil. The discontinuous
nature of the subsurface could be attributed to the occurrence of natural
voids such as are present in some volcanic tuffs or man-made voids that
occur when farm lands are tilled or plowed. As previously mentioned,
this concept could also be used to model scatter from vegetation. Problems
will arise, however, when vegetation cover is not deep or dense enough to
prevent radiation from entering and striking the soil surface.

Class 3: Layered Volumes

This measurement situation is identified as general Class 3 model.
The physical model is shown schematically in Figure 6. This model con-
sists of a vegetation layer or scattering layer superimposed on a rough
and, in the general case, inhomogeneous subsurface. The layer has an
average height D, and both the layer and subsurface have_some_volume
scattering reflectance associated with each, denoted by 6V & GS, respec-
tively.

The next section will propose some analytical theories for the energy
interaction for each of these different systems and physical parameters.

IV. MODEL DESCRIPTION AND BEHAVIOR
Mathematically several options exist to model the physical situation illu-

strated by the Class 1 model. As mentioned in the previous section., Kirchoff,
small perturbation and composite surface theories all attempt to handle back-
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Figure 4. Surface scatter (class 1 target).
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Figure 5. Volumetric scatter (class 2 target).
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scatter from some form of rough surface. For purposes of comparison and ease of
computation, as well as general applicability, the Kirchoff theory will be used
to describe the scatter from rough surfaces.

Leader (6), following the work of Fung (5), showed that the like polarized
backscatter cross section of a randomly rough surface could be expressed as (for
horizontal transmit polarization):

_AS 2
O h = 3 |]a + tan © ayI
where
n = -2 sin 6
y
nz = 2 cos 6
a =2 Rl cos 0O
de
a =atan 8 - 2 cos G-EE—
Y y '§ =0
A = illuminated area
§ =

0 denotes evaluation @ Zy =0

(for vertical transmit polarization)

o = AS |b + tan 0 b |2
\AY 2 y
where
b =2 R2 cos B
dR2
b =Db tan 6 + 2 cos 6 az
y y '6 =0
Rl = horizontal reflection
coefficient
R2 = vertical reflection
coefficient
Qn
s = z
4 2.3/2 1
(nz Q ny )
Oy = % = Y
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As has been previously mentioned, the Kirchoff theory predicts no appreci-
able depolarization due to a surface/energy interaction. The factor S in the
two previous equations represents a surface roughness term related to surface
statistics.

For a Class 2 series of physical models, both scatter from the surface and
scatter from the volume must be taken into account.
[ ]

For discussion purposes the theory proposed by Blanchard will be used to
describe the interaction process.

The initial assumption of independence of the surface and subsurface back-
scattered fields allows simplification of the calculation for the total back-
scatter contribution from both the surface and subsurface interactions. The
total cross section from the surface and the subsurface can be written as

o, =0_+o0

t S ss
where
Os = cross section due to surface effects
Oss = cross section due to subsurface effects

The results for the surface effects have been previously discussed for
model Class 1. Blanchard (13) has calculated the subsurface cross section as
follows (for Horizontal transmit polarization)

= A, 12
Ocshh = 2 |a cot O ay|
= A 12
Osty = 3 |b cot 6 by|
(for Vertical transmit polarization)
o =2 [b'" - cot 6 b"|2
ssvv 2 y
=é_ [ v )2
Ocevh = 2 |a cot © ay |

These cross sections are due to volume interaction effects. The volume cross
section, however, not o