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ABSTRACT

Experimental and theoretical ion and electron temperatures in the top-
side ionosphere are investigated. Experimental results come from an analysis
5 v ¢ .ncoherent-scatter data taken at Arecibo, Puerto Rico. Consideration of
the cnergy balance equations gives the theoretical ion and electron tempera-
P tures.
Two ions, 0" and H*, are assumed to be the only ions present in the

topside jonosphere. Experimental evidence shows that a third ion, He' is

relatively unimportant compared to 0" and H'. Photoionization of neutral
particles, charge transfer, and diffusion of these charged particles are
the important physical processes which are used to calculate their number
density profiles. 0* and H' number densities are shown to affect the 0*,
H*, and electron temperatures.

Analysis of theoretical autocorrelation functions of the incoherent-

scatter power spectra shows that number densities and temperatures of 0*,

H*, and electrons can be deduced from experimental autocorrelation functions.
Experimental temperature results indicate that the maximum difference between

H® and 0° temperatures occurs at 550 km. This agrees with temperatures

R BRI A

calculated from the energy balance equations. The experimental and theoretical
H* and 0* temperatures agree fairly closely from 200 to 1200 km while the

electron temperatures agree from 400 to 1200 km,

i
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1. INTRODUCTION

1.1 The Neutral Atmosphere

The goal of aeronomy is the knowledge of all physical parameters of the
upper atmosphere. This implies the formation of models to describe the neu-
tral atmosphere since most physical phenomena deal with the upper atmosphere's
neutral constituents. Two important physical parameters which are necessary
in any reliable atmospheric model are the number density and temperature of
the neutral species. A number of different neutral atmospheric models exist
depending on different conditions in the upper atmosphere. The most commonly
used models are the ones which specify a thermopause temperature (temperature
at the upper boundary of the earth's atmosphere). These models are based on
observations from a number of different experiments. CIRA [1972] gives a re-
view of the atmospheric models in the region from 110 to 2000 km which is the
region being studied in this work. CIRA [1972] atmospheric models are used in
this work and are the models that are commonly used today. CIRA [1972] models
are reproduced in Appendix A,

In the remaining sections in this chapter the ionospheric regions of the
atmosphere of the earth will be discussed, Also, collision processes, trans-
port of charged particles, and thermal processes of the upper atmosphere will
be discussed. After incoherent-scatter radar is introduced, the statement of
the problem will be given in section 1.9.

1.2 JIonospheric Regione

The atmosphere of the earth can be divided into several different regions.
When studying charged particles in the earth's atmosphere, the D, E, and F
regions are discussed. These regions are identified by layers or ledges in
the electron concentration profiles.

The D region contains charged particles formed by radiation whose
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absorption cross section is smaller than 10'19 cmz. The D region is between

40 and 90 km. Radiation which produces ionization in the D region includes
solar X-rays having wavelengths less than 10 R and ultraviolet radiation of
wavelengths greater than 1750 A. Also important is the absorption of Lyman-a
radiation, The gases 02 and N2 are ionized by solar X-rays while NO is ion-
ized by Lyman-a,

The F region contains charged particles formed by radiation whose ab-
sorption cross section is less than 5 X 10'18 cmz. The E region is between
90 and 160 km, Solar radiation in the range 100-31 R and that greater than
800 A are important while solar Lyman B line at 1025 & and the C(II]) line at
977 R are important since they ionize 02. Tonization of O is produced by
Lyman continuum at wavelengths less than 910 A.

The F region has charged particles produced by radiation whose absorption
cross section is greater than 10'17 cmz. The F region is above 160 km. Ra-
diation whose wavelength is in the range 100 to 800 A ionizes NZ' 0, and 0.
The F region has two layers, the F1 and Fz layers. The Fl layer is a layer
controlled by ion interchange processes. The Fz layer contains atomic mole-
cules and charged particles; diffusion is important in determining the ion

profiles. The F, layer is below the F, layer.

1
1.3 Ionisation in the Fy Regton
1n the Fl region the major ions are NO*. 0‘, 0,‘ and Nz*. No' is the

dominant ion at altitudes between 140 and 170 km. Above 170 km O' becomes the
dominant ion due to the much lower loss rate for 0'. To calculate equilibrium
number densities for No' and 0% one must consider all the important reactions

that bring about formation or loss of No* and 0°. Therefore, ion chemistry

rate coefficients are important in determining which reactions must be used
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and which reactions can be neglected. For NO* the important sources of ioni-
zation include charge transfer of NO with 04(48), Nz‘ and 02’. The most im-
portant sink of No* is dissociative recombination. For O' the important
source of ionization is photoionization while charge transfer with N, and 02
act as the important sinks of ionization, In Figures 1.1 and 1.2 are shown
some theoretical and experimental profiles of NO* and 0" number densities.
Both Figures 1.1 and 1.2 show that No* and 0% densities depend on the solar
zenith angle. Therefore, a model of Fl ionization must take into account
variations that depend on the time of day.

1.4 Iontization in the F, Region

The discussion of the last section concerned the solution to the ion
continuity equation where chemistry is the important process. The present
section gives an introduction to the current theory of the Fz region.

The ionospheric F, region is formed through the competition between ion
transport and chemical process up past the electron density peak which is the
beginning of the topside ionosphere. The Fz region begins at about 225 km
and the principal ion is 0°(?S). At high altitudes, around 1000 km, H' be-
comes the principal ion. The predominant neutral gas is O, although N2 and
are important in 0* loss processes. The oxygen ion density in the F

0 region

2 2
is determined both by plasma transport and chemical reactions. In the steady
state and in the absence of diffusion or convection the ion density would be
expected to increase with increasing altitude since the effective ion recom-
bination coefficient decreases rapidly with increasing altitude. But at suf-
ficiently high altitudes ion recombination is balanced by ion transport and

a peak in the ion density is reached. So, ion transport is responsible for

for a decreasing density distribution with increasing altitude in the topside

ionosphere.




T W

m 1 1 ] L A LR I' } §
‘l
\
‘\
190} \
]
\
)
= 180 \ -
1}
= \
o \
S 170 A h 4
= |0 7 0o 0
| \ :
< \ .
160 \ \ -
, \
[ ]
150 - \ ‘. =
' |
\ .
L ‘-
‘w ' 'y 4 1. 41 44 I8 Il _f ’l
ld’ IO‘ 2:‘0’
CONCENTRATION(cm*3)

Figure 1.1 Theoretical profiles of NO*. 0 *, and 0°
[after Banks and Kockarts, 197&]




O TRORG T A e

20
o L
.‘E‘ - -
& 200 —
W L ]
Q
> } )
=
5 | ]
“ 1%} -
- ]
|2°'-'1 n l 4 _t L1 F l I P R
0 0w @ o

CONCENTRATION(em™)

240

g

ALTITUDE(xm)

0

) 260 =
1 S .
-y 8 i 7
=1 o ~
h : - -
1 - 1 1
‘20 L= ' Y ' i l i 1.3

— ¥ v 0w 0 o
CONCENTRAT ION(cm™)

CONCENTRATION(cm™ ")

Figure 1.2 Experimental profiles of NO+, 0%, and 0' for
daytime, sunset, and nighttime Conditions
[after Rwmks and Kockarts, 1973].




Atomic oxygen ions produced in the upper Fé region diffuse downward
with typical velocities in the range 10-20 m sac'l [Bowhill, 1962]. A series
of electron density profiles at Arecibo, Puerto Rico are shown in Figure 1.3,

The production of hydrogen ions in the Fé region is brought abovt bsth
through photoionization and through accidentally resonant charge exchange
[Hanson and Ortenburger, 1961]

0*'¢lsy +ui) S0P 2 1 4 ax (1.1)
The energy defects of (1.3) are small relative to thermospheric energies
(kT ~ .1 eV) so the reaction proceeds rapidly in both directions. Using
rates of photoionization and charge exchange given by Banks and Kockarts
[1973], one finds that photoionization is important only when the oxygen ion

3 cn—s

density is less than 102 - 10 which is far less than Fé-region oxygen
ion densities. Calculations of hydrogen ion densities for chemical equili-
brium (rate of increase in ions per unit volume per unit time = zero) show
that the hydrogen-to-oxygen ion density ratio increases rapidly with altitude
because atomic oxygen decreases more rapidly with altitude than atomic hydro-
gen does [Banke and Kockarts, 1973]. Thus, hydrogen ions eventually become
the dominant ion species in the topside ionosphere.

1.5 Collision Processes in the Topeide Ionosphere

The study of collisions is important in the study of electron and ion ther-

mal balance. Ions, neutral particles, and electrons exchange energy through
elastic, inelastic, and Coulomb collisions. In this section, collision pro-
cesses of binary mixtures in thermal disequilibrium will be considered,

A gas of particles of type 7 is assumed to have a Maxwellian velocity

distribution given by

F0) = nymys2ma )2 expempw 22k (1.2)

T #s,ea%ssjs =
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where ) is the velocity of the 7-th species,
ny is the number density,
m; is the mass,
Ti is the temperature, and
k is Boltzmann's constant.

f(vi) is nommalized so that

fv,)dv, = n, (1.3)

One of the most important concepts of kinetic theory used in aeronomy
is the concept of the average collision frequency between particle type 1

and particle type 2 giv.n by

Vi ® ;1,-1- g 9(@)f () f(v;)db o, (1.4)

where g is the relative speed between particles of type 1 and 2

-

->
g= v =Y (1.5)

o(g) is the velocity dependent collision cross section which depends on the
nature of particle interaction, i.e. Coulomb fcrce, incuced dipole attraction,
rotational and vibrational excitation, etc.

For example, the collisior. frequency of a particle with atomic oxygen
with the hard sphere approximation of % " S x 10'ls cnz, m= 2,8x 10"23 gm,
and 7 = 300K is:

-10 1

U.O =1.1x10 n(0) sec” (1.6)

Other types of collision processes will be discussed in more detail later.

T T T




1.6 Transport of Charged Particles

The ion composition is an important parameter in the study of ion con-
duction in the topside ionosphere. The ion composition is controlled by
diffusion in the topside ionosphere. This diffusion is not ambipolar diffu-
sion because in the topside ionosphere several ion species are involved and
the scattering cross section for ambipolar diftusion is veiy small compared
to the Coulomb scattering cross section of thermal protons with oxyge. ions;
[Hanson and Ortendburger, 1961].

The ion composition and ion number density profiles vary from night to
day. Typical profiles of ion composition are shown in Figures 1.3 and 1.4 for
nighttime and daytime data. The daytime data shows the case of outward plas-
ma flow while the nighttime data shows the case of inward plasma flow. The
maintenance of the large nighttime number density pecak is due to thic inward
plasma flow. The transport of charged particles will be discussed in more
detail] later.

1.7 Thermal Procesecs

The transfer of heat between charged particles and neutral particles and
other charged particles is important in the study of the topside ionospkere.
While all particies have the same temperature in the D and £ regions, in the
F region ions, electrons, and neutrals ecach have separate¢ temperatures. The
neutral temperature increases rapidly with altitude above 120 due to the
absorption of solar ultraviolet radiation by the necutral atmosphere. The
increase of temperature gradually becomes small at altitudes above 500 km duc
to the decrease in absorption of solar ultraviolct radiation with altitude
and a large neutral thermal conductivity. The ions and elcctrens have olmost
the same temperatures as the neutrals at altitudes below 200 km due to large

thermal-electron heating rates by photoclectrons and large heat troasfer
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rates between ions and neutrals, and electrons and neutrals, through elastic
and nonelastic collisions. The electron temperature increases rapidly above
the neutral temperatures with altitude above 200 km since heat transfer to
neutrals and ions decreases wi .t altitude. The ion temperature increases
above the neutral temperature above 200 km but it is lower than the electron
temperature due to larger ion-neutral heat transfer rates than electron-neutral
heat transfer rates, At high altitudes the electron and ion temperatures are
controlled by thermal conduction. Since the thermal conduction is different
for electrons, positive oxygen ions, and positive hydrogen ions, these parti-
cles can all have separate temperatures. This will be discussed in more de-
tail later.
1.8 Incoherent-scatter Radar

Incoherent scatter (Thomson scatter) is a process where incident electro-
magnetic radiation is reradiated by charged particles wifh random phase. When
the exploring wavelength is large compared to the Dehye length given in equa-
tion (1.7), the scattering of radiation can be thought as arising from density
fluctuations caused by plasma waves. The principal component of the returned
signal are scattered waves introduced by the presence of ion-acoustic waves
and electron-induced waves at the gyrofrequency (wH = eB/bme) and the plasma

/2) (c is the speed of light; €y is the permittivity

“requency (p = (neez/meco)1
of free space, B is the earth's magnetic field, e, m, n, are the electronic
charge, electronic mass, and electron number density, respectively).

Although it was first thought [Gordon, 1958) that the spectrum of re-
flected incoherent-scatter signals would he Gaussian in shape with a center
to half power width of .71 times the Doppler shift of an electron approaching
the radar at the mean thermal speed, later ohservations [Bowlee, 1961] proved

that the bhandwidth was considerably less than the Doppler shift of the elec-

tron. Subsequent theoretical work [Fejer, 1960; Dougherty and Farley, 1960;

IR Te




12

Salpeter, 1960a; and Hagfore, 1961] has shown that the influence of ions can
effectively narrow the spectrum width when the exploring wavelength is much
larger than the Debye length. The Debye length or Debye shielding distance
is given by

/2 meters (1.7)

L% 2 (eokT/neez)1
where k is Boltzmann's constant, Te is the electron temperature. Dé is of
the order of 1 cm or less below altitude 1000 km and rises to about 6 cm at
altitude 2000 km. Arecibo Ionospheric Observatory (see section 1.9) operates
the radar at wavelength of 69.8 cm. This is the radar facility which will be
used in this work.

Information about the temperature and number density of electrons, O+,
and H' can be deduced from incoherent-scatter returns. This is done by fit-
ting theoretical generated spectra with experimental spectra. This will be
discussed in more detail later.

1.9 Statement of the Problem

In this work both experimental observations and theoretical analysis of
the thermal'struéture of the topside ionosphere will be studied. The experi-
mental observations are in the form of incoherent-scatter returns from
Arecibo, Puerto Rico which is located at a magnetic latitude of 30°N. The
magnetic &ip angle, I, is 50° at Arecibo. The antenna at Arecibo is a spheri-
cal disc with a radius of curvature of 245 meters and a diameter (viewed
from above) of 305 meters. Details of the system have been described by
Gordoﬁ [1964]. Parameters such as temperature, density, and composition of
‘the charged particles can be deduced from incoherent-scatter returns by use

of incoherent-scatter theory. Discussion of the theory and the analysis of

the experimental data will be given later.
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Theoretical analysis of the thermal structure of the topside ionosphere
involves solving the appropriztc energy balance’equations for the charged
particles in the topside ionosphere. In this work the major ions are assumed
to be the positive charged oxygen ion, O+, and the positive charged hydrogen
ion, H'. Together the number densities of 0" and H* add up to be the elec-

tron number density or

n, = n(0+) + n(H+)

where n, is the electron number density, and n(0+) and n(H+) are the number
densities of 0 and H'.

The electron, 0" and H' energy balance equations are coupled nonlinear
differential equations. Analytic solutions are impossible to obtain, so nu-
merical methods are used to solve these equations. By using different atmos-
pheric models theoretical profiles for the electron, 0" and H* temperatures
can be obtained and compared with those of corresponding atmospheric condi-
tions.

Experimental analysis of incoherent-scatter radar returns can be per-
formed to obtain 0+, H+, and electron number densities and temperatures.

This involves numerical methods of fitting experimental autocorrelation func-
tions to theoretical autocorrelation functions.

The objective of this work is the investigate of thermal processes of
electrons, 0% and H* ions in the topside ionosphere. Through theoretical and
experimental deduction of temperature profiles the importance of various
heat transfer processes can be verified. Thus, comparison between experi-
mental and theoretical results will indicate further refinements in the
thecory of héat transfer between charged particles and other charged particles

or neutral particles.
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2, IONS IN THE TOPSIDE IONOSPHERE

2.1 Introduction

Parameters which can easily be measured by existing experimental tech-
niques are usually used in describing vhysical processes in the ionosphere.
The observed values of these parameters are compared with the values calcu-
lated from theoretical models. These parameters include values of electron
temperatures, ion temperatures, ion densities, electron density, and neutral
densities, and velocities of neutrals and charged particles.

One of the most important parameters is the ion density distribution.
F region ion densities have been measured or deduced from a number of experi-
mental instruments, including incoherent scatter radars, ion mass spectro-
meters, Langmuir probes and retarding potential analyzers aboard rocketé and
satellites, and radio wave sounders or ionosondes. Recent experiments using
these experimental techniques [Hoffman, 1967; Hoffman et al., 1974; Mooreroft,
1964; Knudsen and Sharp, 1966; Hagen and Hsw, 1974] have indicated that o*
and H' are major constituents in the topside ionosphere. In Figure 2.1
[Hagen and Hsu, 1974], one notices that o' is the major ion at Fz maximum and
H' is the major ion at altitudes above 1000 km. This is the case in all typ-
ical profiles of ion composition in the topside ionosphere. He' is usually a
minor ion near the altitude where the transition between 0% and H* as major
ions takes place and is less than 10% the total ion concentration at all
other altitudes.

In the topside ionosphere the neutral particle density becomes small so
ion-neutral collisions lose their importance in the ion momentum equations
at increasing altitudes above the F2 maximum., Therefore, the ions move along

the magnetic field lines when there are no perpendicular electric fields

R
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present, The action of the charge separation electric field inhibits the

movement of the ions even though ion-neutral collisions are no longer impor-

tant. Ion-ion collisions are important since they also help in keeping the %

ions from moving quii 'y out of the earth's atmosphere.
2.2 Hydrogen Ions

Oxygen and hydrogen atoms have almost the same ionization potential. The
oxygen ionization potential is slightly greater than the hydrogen ionization
potential. This implies that charge transfer between oxygen atoms (0) and

hydrogen ions (H‘) can proceed almost as rapidly as charge transfer between

hydrogen atoms (H) and oxygen ions (0*). This reaction can be expressed as

H' '+ 030" +H+ AR (2.1)
where AF is small compared to thermospheric energies in the F region. In
Table 2.1 are given some time constants for o' - H charge exchange, This
table gives data for several atmospheric models. The time constant given in
Table 2.1 is the time constant for changes in n(H') when production is zero

and when flux of H' is zero [Banks and Kockarts, 1973].

(') = G Ty n(0) (BhT,/m m()H ! 2.2)

where QE = (1.5 + 0.5) x 10725 cn? is the charge-exchange cross section for
(0‘,H) collisions, n(0) is atomic oxygen density, Ti is the ion temperature
and m(H) is the mass of hydrogen.

The continuity equation geverning the H* number Jensity is

") /9t + ve(nHTH") = pHY) - L) (2.3)

where & is transport velocity

p(H") = T(In(H) + Ty n(HIn(O") (BRT, /rm(H)) 2.4)
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TABLE 2,1

t 2 Time constants® for 0'-H charge exchange (after Banks and Kocknite, 1573).

Atmospheric model thermospheric temperatures

| Altitude
{ (km) 750 K 1000 K 1250 K 1500 K 1750 K 2000 K
o 200 2.3(-1)  2.3(=1)  1.9(=1) 1.6(~1)  L1(=1) 8.2(=2)
o 250 8.0(<1)  6.2(=1)  4.4(=1)  3.5(=1)  2.4(2)  1.6(=1)
: % 300 2.6(0)  1.5(0)  9.4(=1)  6.6(-1)  4.3(=1)  2.8(-1)
| | 350 9.1(0)  3.6(0)  1.8(0)  1.2(0) 7.3(-1)  4.5(-1)
i 400 2.5(1)  8.3(0)  3.7(0)  2.2(0) 1.2(0)  7.1(=1)
| 450 7.6(1)  1.9(1)  7.3(0)  3.8(0) 1.9(0)  1.1(0)
500 2.2(2)  4.3(1)  1.4(1)  6.5(0) 31000 1.7(0)

| a Values are in sec.

b 2.3(<1) = 2.3 x 10"}, ?

P
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is the production of u
L(H") = § T nOInH") Bk (i) mm ()" (2.5)

is the loss of H'. I(H)n(H) is production from photoionization of H. T, is
the neutral gas temperature. T(H*) is the hydrogen ion temperature. The
e - H' recombination rate is negligible comparsd to the charge transfer rate.
When the conditions for chemical equilibrium (S(H') = 0 and am(H')/3t = 0)

are used, the H' density can be derived from the continuit)y equation.

)
T

CIW .10 W ) PO 1) (2.6)

nohy 5O | oty a7 (0) (8T, /()"

Using I(H) = (8.8 ¢ 3.3) x 10°8 sec:'1 and T, = 1000 K one finds that photo-

3 3. Since n(0+)

ionization is not important when n(O*) is greater than 10° cm”
is typically greater than 104 cm'3 in the topside ionosphere (2.6) can be
reduced to
n) . g.:—g{- (Tn/r(n‘))” (2.7)
n(0)
This implies the hydrogen to oxygen ion density ratio increases rapidly with
altitude since atomic oxygen decreases more rapidly with altitude than atomic
hydrogen does. In Table 2.2 are given some n(H*)/n(O‘) for several atmos-
pheric models. Equatiqn (2.7) shows that the hydrogen ion density for chem-
ical equilibrium does not depend on the charge exchange rate even though

charge exchange is the dominant source of protons in the topside ionosphere,

n (0) and n(H) are the important parameters for determining n(H*).

.4
v
!
v
r
y

Tables 2.1 and 2.2 show that T(H*) and n(H‘)/n(O’) increase with altitude.
Eventually r(H*) and n(H‘)/n(O*) become large enough so that ionic diffusion

becomes important and controls the distribution of number density. The
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TABLE 2.2

Hydrogen to oxygen ion density ratios:
chemical equilibrium (after Banka and Koekarts, 1973).

Thermospheric temperatures

Altitude
(km) 750 K 1000 K 1250 K 1500 K 1750 Kk 2000 K
200 4.6(<4)  6.9(~5)  3.3(=5)  2.8(-8)  2.8(-8)  2.9(=5)
250 1.4(=3)  1.4(=4)  4.5(-5)  3.1(=5)  2.8(-5)  2.8(-5)
300 1.2(=3)  3.0(=)  7.0(=8)  3.8(-F)  3.0(-8)  2.8(=5)
350 20=3) 6.7(4)  1.2(4)  5.1(=5)  3.4(=5)  2.9(-5)
400 2.5(=2) 1.4(=3)  2.1(<4)  7.3(=8)  4.1(-5)  3.2(-5)
450 8.8(=2)  3.1(=3)  3.7(=4)  1.1(~4)  5.3(8)  3.7(-5)
500 2.7(-1)  6.8(=3)  6.8(4)  1.7(~)  7.2(-5)  4.4(~5)

2 4.6(—) = 4.6 x 107°
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transition from chemical to diffusive equilibrium does not greatly affect
the H' distribution because usually this occurs when n(O‘) » n(H’). When
n(o’) > n(H*) the chemical and diffusive equilibrium solutions for the hydro-
gen ion density are nearly the same.
2.3 Helium Ions

The source of helium ions in the topside ionosphei® is the photoioniza-
tion of atomic heliun'fy solar radiation with wavelength, A, less than 504 1},

This reaction is expressed as

I(He): He(}s) + hv(r < 504 R) » He (%) + ¢ (2.8)
The important loss reactions involve charge transfer and dissociative

charge transfer with O2 and N2 given by

(V0 He' + 0, > He + 0 + 0' + 5.85 eV (2.9)
(Yyo"): He' + 0, = He + 0," +12.25 ev (2.10)
(vg) ! He' + Ny + He + N + N* + 0.28 ev (2.11)
(Yg"): Hef + Ny + He + N, (2.12)

See Appendix B for rate coefficients given above.

Thus the continuity of He' number density is
m(He') /9t = Vetn(He )C(He')) =
I(He)n(He) = n(He ) [(v)g ¢ ¥;0*)n(0)) + (vg *+ Y In(N)]  (2.13)

If the conditions for chemical equilibrium are applied one gets

I(He)n(He)
(Y10 * Y107 )7(05) ¢ (vg + vg*In(Ny)

n(He') = (2.14)

This equation implies that n(He*) increases with altitude since n(Nz) and
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n(02) decrease much more rapidly with altitude than n(He) does. At high al-
titudes diffusion cannot be ignored and so therefore the n(He‘) distribution
will decrease with altitude.

He* never becomes the predominate species in the topside ionosphere,
Its maximum density is 5 x 103 em™3 [Hoffman, 1967). Hanson et al. [1969]
showed that even at 1068 km that only 0.14% He' existed in the topside iono-
sphere,
2.4 Oxygen Ions

Oxygen ion, 0‘, is the principal ion of the Fz region and the predominate
neutral gas is 0. The FZ region is formed through the competition between
ion transport and chemical process. Oxygen is ionized through solar ultra-
violet radiation (A < 910 R). 0* is lost through slow ion-molecule reactions

with Nz or 02 to form NO*, N2+

, OT 02*.

The altitude profile of the 0* ion density is controlled both by ion
transport and ionic reactions. Ion transport is important at higher altitudes
because in the absence of ion transport the steady state 0* ion density would
continue to rise with altitude due to the decreasing ion recombination coef-
ficient, However, at high altitudes chemical processes cannot compete with
ion transport. Thus, a peak in the 0* ion density is reached.

Short wavelength solar ultraviolet radiation (A < 910 R) jonizes atomic

oxygen at the rate

q(0%) = I(0)n(0)

-1

where 7(0) = (3.2 + 1.3) x 10'7 sec = and n(0) is the density of atomic oxy-

gen. The importance of the final state of 0* is in this case significant due

to the rapid reaction of O‘(ZD) with N, in comparison with 0*(48) with N

2 2°
00(4P) and O*(ZP) can be neglected due to relatively small cross sections.
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Thus, only 0’(‘8) reactions and transport are important.

The important ionic reactions which 0* is lost are
* +
Yt O +N,+NO" N
+ +
Yt 0 «+ 02 + o2 +0

12 1 1

where vy, = (1.1 ¢ 0.3) x 10712 ¢n3 sec! and Y, = (2£0.2) x 10°10 cn’ sec”

The 0* ion density is extremely variable in its maximum density and peak
altitude. Changes in the neutral atmosphere such as temperature and density
changes and neutral winds can affect t.e magnitude and height of the Fb peak.
The neutral winds raise or lower the peuk altitude of the F, layer if the
drift is upward or downward. Also north to south winds tend to move ioniza-
tion up magnetic field lines., For ircreasing exospheric temperatures the
peak density increases and the peak altitude shifts upward [Fishbeth and
Barron, 1960].

Outward and inward flows of O  also affect the density profile. Shortly
after dawn outward flow of O' from the FZ region to high altitude magnetic
field tubes replace ionization which was lost during the night as a resuilt
of recombination. In the evening and during the night inwaxd flow of o
(created through H to 0* charge exchange) maintains large densities in the
Pz region,

Another factor which affects the Fz peak is the magnetic dip angle I.
The vertical component of ion diffusion is reduced for smaller values of I.

The effects of electric fields on Fz region electron densities has been
used to explain diurnai variations [Stubbe and Chandra, 1970]. But the
magnitude of these fields (5 =V M'l) appear to be much larger than experimen-
tal vaiues [Cauffman and Gurmett, 19711. Thus, the role of electric fields

in the F_ region is generally neglected.

2
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2.5 Ion Diffusive States

The discussion in the previous sections dealt with chemical equili-
brium states for H' and He® which exist at low altitudes in the F region.
Above 500-700 km this is not the ciase. Diffusion and convection become the
b dominant processes. Mechanical forces such as gravity. electric and magnetic

fields, pressure gradients and centrifugal forces also become important. The
: F2 region can act as either a source or sink of ionization for the topside
i plasma since diffusion strongly couples the Fz region to the topside iono-
; sphere.

Magnetic fields are important since charged particles can move only along
field lines if there are no electric fields, Therefore, when discussing mo-
tions of charged particles in the topside ionosphere one speaks of motions
along the magnetic field lines.

In the topside ionospherc there are three diffusive states which are
important in determining the ion density distributions. These states are
diffusive equilibrium, inward plasma flow, and outward plasma flow (see Fig.
2.2). The first state, diffusive equilibrium, corresponds to a state where
there is no net transport of ions along the magnetic field tubes. This state
rarely occurs in the earth's atmosphere at mid and high latitudes. Only at
low latitudes does the topside ionosphere have a chance to reach a state of
diffusive equilibrium, Still, this state serves as an important basis for
the understanding of inward and outward plasma flow.

Inward diffusive flow results when there is an excessive plasma pressure
at high altitudes in the magnetic field tube. H* and He® diffuse downward to

. : +
regions where jon-neutral reactions convert these into 0* and N, therehy

~nhancing the ion density distribution in the F, region. Calculations of

-

L]
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(a) DIFFUSIVE

a EQUILIBRILM
’/—iNWARD PLASMA FLOW

(b) EXCESS PLASMA

PRESSURE

\mwmo PLASMA FLOW
/OUTWARD PLASMA FLOW

(c) LOW PLASMA

PRESSURE

LS

R

OUTWARD PLASMA FLOW

Figure 2.2 The three different diffusive stutes.




T TR T T

V2L wﬂ' B ey s

25

inward diffusive flow shown in Fig., 2.3 indicate that the ion density distri-
bution are unchanged from diffusive equilibrium at low altitudes (below 500
km.) This is discussed in detail later. Outward diffusive flow of light
ions results from low plasma pressure at high altitudes in the magnetic field
tube. If there are no magnetospheric electric fields then the upward flow
plasma replenishes the field tube and eventually diffusive equilibrium comes
about. During magnetic storms magnetospheric convection and the plasmapausp,

a sharp latitudinal decrease in plasma density which normally occurs near 65°

magnetic latitude, can move to magnetic shells as low as L ~ 2.5 [Ryoroft
and Burmell, 1970]. Following the storm the field tube is essentially empty
because field tube convection moves to higher I shells [Banks et al., 1971)
and plasma flow must eventually fill the field tube.
2,6 Comtinutity and Momentum Equations

The basic equations for determining the ion density distribution are the
continuity and momentum equations. The ion momentumn equation for flow par-

allel to the magnetic field line is

™~

. . api -

2 1 1
* U + + -
ot “ % Y| nm, 38

-
o

El' = i vik(ui - uk) (2.15)

3

T
where U, is the ion bulk transport velocity, up is the ion bulk transport
velocities of other ions, gll is the acceleration of gravity (positive in-
wards) parallel to B (the magnetic field), & is a coordinate along B, A is
the area of the field tube at point &, Zie is the atomic charge of the ion,
n, is the ion density and m. is the ion mass, Elg is the electric field par-
allel to B and Vik is the momentum transfer ion diffusion collision frequen-

¢y, p; and p are the ion and electron gas pressures (p. = n.kT.), the sum-

mation is over all neutral and other charged particles.




tq

Bl S i

26

Al A T"Vl'_l'l‘ A ] L I‘Tl!‘l v L) LA AL S

Quttiow Intlow
mL "-’ 2 3 w’ J ‘E
FLUX  «2.4%10 cm™gec +23x10 +7.4x) 0 -59x¥ |

ALT ITUDEKm!
g
1

‘m L e J S U B ll
10 0 0 0

ION CONCENTRAT 1ON{ecm™)

Figure 2.3 Profiles of n(H*) and n(0*) for a 1000 K model
thermosphere and different escape fluxes. The
n(0*) profile applies to the largest outflow.
Also, n(0*)|400 km = 2 * 105 cm=3, Telaoo m =

2500 K, and the heat flux at 400 km 1
5 x 109 eV cm™= s-1 [after Banks and Xockarts,
1973].




27

The continuity equation for ions in general is
Y

where ng is the number density of the ion, P; is the production rate of ions,
Li is the loss rate of ions.
The ion continuity equation parallel to the magnetic field is

1 a(niui A)

where 8 is length along the field line and 4 is tke area of the field tube
at point s,
Since the ion mass is much greater than the electron mass, the electron

momentum equation can be expressed simply as

1 ape
o T I (2.18)

Using (2.18), (2.17) can be expressed as

U, MU, ., Z, p
1 1 1 1 1 e
— U, gt + 2 T v, (u. - u,)
3t t % || am; T8 nm. F& g tkiT K
(2.19)
where charge neutrality requires that
n, = g Zini (2.20)

Equations (2.17) and (2.19) are nonlinear differential equations and are
difficult to solve analytically without making some initial approximations.
Fortunately, the flow conditions of diffusive equilibrium and low speed flow
permit explicit analytic results. At low latitudes these two conditions are
enough to describe typical conditions in the topside ionosphere [Nagy et al.,

1968].

ot e . . ; _ o _ L ‘I ) "‘Irk,' . N o
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i e

2.7 Diffustve Equilibrium

The complex problem of solving for ion density distributions is simpli-

fied in the case of diffusive equilibrium. When considering an ionosphere

made up of several different ion species the assumption, u; = 0, for all ion

species makes explicit results possible. Ignoring centrifugal force and

letting u; = 0 equation (2.19) for steady state conditions can be expressed

P.;

; e + migl' - Zieﬁ'“ = 0 (2'21)

The electron momentum equation becomes

o

Pe

a 08

3lw

+ eE!l a 0 (2.22)

Charge separation electric fields in the electron momentum equation are large
enough so that inertial, gravitational and frictional effects can be ignored.
The effect of gravitation in equations (2.21) and (2.22) is that the
light ions are displaced to regions of the weakest gravity. Parallel elec-
tric fields are also important in keeping the ions in layers at higher alti-
tudes. The gradients of density with respect to & can be removed from equa-

tions (2,21)-(2.22) to give the parallel electric field.

T
9|l§(zj"jm3/”e) + kTi(a/aa ln(Ti/Te))
eEIl = (2.23)

2
i "q'e)

1
7T+ I(2
+'"a i
For an example take the case where n(0+) >> n(H‘) and n(o*) >> n(He*)

a0 m(0") + KT, (3/38 In(T,/T,))
EE!' = 727?;7+ ) (2.24)
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Equation (2.24) shows the parallel electric field decreases the effect of
gravity on ion distribution because if eE" is substituted into (2.16) the
coefficient of the gravity term is less than one.

Now, since eE" is known the ion density distributions can be calculated

from the equations below. i

A

, g, 9| g(zjnjmj/ne) + kKT,(3/% In(T,/T) 3 1InT,

a— - - J )

n_ 98 X T

e i,

KT, + KT, g(zj niing) (2.25)
i

1 ani m.g” Te g” ;(ZJMJJHJ/?!G) + kTi(a,’aS ln(Ti/Te)) 5 1In Ti
T . -

i
" 2
kTi + kTe ;(uj "j/"e)
(2.26)
For an example take the case where j is a minor species in a plasma dominated
by a singly charged ion (ll+ in 0° plasma). Also take ari/as = 8Te/as =0

then

+
1 m@h | "0g) L _m(o") /mH*) 2.27)
+ 98 — KI. T+ 7T.JT (2.
n(H) 1 1 7e
This equation shows that n(H+) can decrease or increase with altitude depend-

ing on the sign of the term in the brackets. In the topside ionosphere T{/Ta

will be between 0.25 and 1.00; so n(H*) will increase with altitude.

8 m(H+)g + +
n(H+) = n(H*)a exp J "_I?Tll' [ ?Lg—%ﬁ§§g—l - 1] de (2.28)

1
a

E
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15 m*) o
= n(i"), exp r —,a.::—g-“-dc (2.29)

a

Equations (2.25) and (2.26) can be simplified with the use of the mean ionic

mass.

+
m = ”a’"j/"e (2.30)

Also, the principal ions of the topside ionosphere are singly charged; so the
expressions for the electron and ion density are
+
l_‘ane - mg i 9 ln(Té + Ti) 2.31)
"y %8 + 7. 08 :

e (2

an. ] ln(T + T )
r;_.....,{._,T_LI. k’(FUT'_T r S (2.32)

If equations (2.31) and (2.32) are integrated along the magnetic field

tube from a to s the coupled equations for the electron and ion density

distributions become

T, +7; a r8 gy m
= exp| - ds’ (2.33)
[T T j
ea + ) Te + Ti
*
(T, +7T,) '8 gy M. 8T m gy ds'
n, =n, € __1' a exp | - J de'! « __Q.V.__LL,'-.,.
J Jd Je + 11: T, T’o (Te + ;..’
Ja a - .

(2.34)

Equations (2.33) and 2.34) must be solved numerically to obtain electron and
ion density distributions for arbitrary electron and ion temperature varia-

tions. An example of these calculations is shown in Figures 2.4-2.7. These
profiles were obtained from (2.34) by numerically integrating upward from 500

km using different boundary conditions at 500 km. Equation (2.7) was used
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as a boundary condition for n(H*) in one case. In all cases n(o’) was as-

S S at 500 km. Also, different temperature models were

sumed to be 1 x 10° cm”
used for ion and electron temperature profiles. They are shown along with
n(H*) and n(O‘) on each figure. The boundary condition for H in Figures

2.4 and 2.5 were applied at 200 km using equation (2.7). This was due to the
large H* number densities which resulted from using equation (2.7) at 500 km.
The H® number densities were too large to satisfy the assumptions used in
equations (2.31) and (2.32). The 0 boundary condition was still applied

at 500 km. Below 500 km an experimental profile for the 0* number density
was used in all the cases.

Figures 2.4-2,7 show that H* dominates the ion distribution at high al-
titudes. The level where the composition transition between H* and 0 takes
place is at slightly higher altitudes for atmospheres having larger thermo-
pause temperatures.

In Figure 2.6 H* and 0' number density profiles are shown for the cases

3 3

where H' at 500 km is 1 x 10° cm™> and that found from equation (2.7). The

o' profile decreases more rapidly in the first case. The calculations for

5 3 at 500 km are not shown in Figures 2,5 and

the case of n(H') = 1 x 10° em”
2.8 because the profiles are almost exactly the same and the temperature pro-
files are all about the same from 500 to 1200 km,

In Figure 2.8 the dependence of ion composition on electron temperature
is shown. The composition transition level moves to higher altitudes as the
heat flux and Te + Ti increase., This is due mainly to a slower decrease in
0" densities as T, + Ti increases,

2.8 Low Speed rlasma Flow

Besides diffusive equilihrium the atmosphere of the low and mid latitudes

can exist in a state of low speed plasma flow. Indeed, low speed plasma flow
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Figure 2.5 Profiles of n(0%) and n(H*), and i for a 700 K
model thermosphere.
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Figure 2.6 Profiles of n(0*), n(H*), and T; for a 700 K
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Figure 2.7 Profiles of n(0*), n(H*), and T; for a 1500 K
model thermosphere.
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is important because the coupling between the magnetosphere and the P2 regicn
results in almost continual ion transport,

The problem of ion flow in the topside ionosphere should not be confused
with the ambipolar diffusion of 0* in the F, region. In the topside iono-
sphere several ion species are involved in transport. Also, the scattering
cross section for ambipolar diffusion is very small compared to the Coulomb
scattering cross section of thermal protons with oxygen ions [Hanson and
Ortenburger, 1961].

The low speed flow momentum follows from (2.19)

ug I L .
WO tE W CEm Wt paletw B

where the inertial term is dropped since this case applies to low speed flow.
(2.30) is valid as long as u << (M‘ilr’vi)"2 i.e. subsonic flow.

Due to the nonlinear coupling between the ion equarions of motion,
analytic solutions for the ion densities have not been obtained. But in the
regions below 1000 km H* and He' are usually minor constituents. Thus, the
electron pressure gradient term (in c¢quation (2.35)) becomes linear (in n(o*).)
Using the assumptions: 1) a minor ion species, f, diffuses through a sta-
tionary background ion gas of density ne with "j << n; 2) steady state is
used in the equation of motion for electrons and major ions; 3) the tempera-
tures of the two ion species are the same, one can derive analytic e¢xpressions
for the ion density and ion flux [Banke and Kockarts, 1973),

The equations of motion for electrons and ions are

p
1 e .
;1._ -a?— +* eE' I | 0 (2..‘6)
e
— e,
- - N R
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p. eE
1 i l]
mon % T cmo " Vi ¥ (2.37)
j | ' ., ek
; ml. ﬁl.+g'| --;H-I:I-- @Vaee U (2.38)
e J
E
1 Hhere u, = 0 and vji is defined such that n.m.v = njmjv...
Eliminating eE|| from {2.38) with (2.36) one finds that
RPN R W B O i I W T 2
7 it ns % T, n, o8 s a8
(2.39)

where D'i = (kTi/m')/vji’
) ane
’ In (2. 39) T is unknown, but in most real cases the distribution of
e
of electron is assumed to be equal to the o* density distribution. Also if
it is assumed that the momentum transferred to 0* from the minor constituents

does not affect 0 distributions, i.e. m,v..u. = 0, then (2.36) + (2.37) gives

Jtid
r 1 3(P1: +p)
= -q: 2.40)
M 38 9i| (2.40)
f which gives
i
| 1 ", - . il _ 1 3T, + T;) (2.41)
n, ¥ T, + T, '(T_e + _TT?: — de
Substituting this into (2.39) and using the definitions
and Hj = kTi/mjgll (2.43)
m, T /T, (T +T.)
_ 1 ~ 7.1 e’ "1 1 e 1
one gets uj = - Dji a3 YHTCH ol e 58 (2.44)
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Equation (2.44) in conjunction with the jth species continuity equation

- d(n My 4)

I _-%-\Z— (2.45)

can be used to find a second-order differential equation in "j which is

dz * an
_;1. + X(8) 2-17- + Y(a)nj = 2(8) (2.46)

where p; is the ion production rate, "i is the loss rate, X(s8), Y(s), and

45 G Y st 1 S i

Z(s) are functions derived from quantities in equations (2.45) and (2.44).

To solve (2.46) numerical methods are required but analytic solutions

can be found when the production, loss, thermal gradients and gravity varia-

tions are ignored. The two linear independent solutions are given as

T /T,
Ry = N exXp [ et . 1.] (e-a) (2.47)

Ja Hp

R oXP [ - (s—a)/Hp] (2.48)

where a represents the lower reference point.

The first solution (2.47) is the solution for the condition u 3 = 0, non-
diffusing minor constituents. This solution gives a minor ion density which
increases with altitude if Hj < Hp Ti/Te' At high altitudes the condition
ns < n, is violated by this solution.

The second solution (2.48) gives a minor constituent which decreases in

density with altitude. The diffusion velocity associated with this solution

can be derived from (2.44) as

1+7 /T.
uJ. -——-“—-——- n- (2.49)

The case of H' flowing through 0* has a limiting flux of

0; = niu = 1.1 x 104 (1) /n(0) ] Tn“ 7 (2.50)

1

F D



TABLE 2.3

K limiting fluxes.
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T (K) n©) (™) n@(en™)  Flux(T, = 7)) (7, = 2000 K)
750 4.3x 100 7.7 x 10° 4.1 x 10° 1.1 x 1010
1000 a.4x10° 1.2 x10° 9.6 x 10° 1.9 x 10’
1250 1.7 x 100 3.3 x 10° 9.5 x 10° 1.5 x 10°
1500 3.6 x 100 1.4 x 10% 2.5 x 10° 3.3 x 10°
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Getsler [1967] has found an analytic expression for the limiting flux
of 0 moving through 0" for thermal equilibrium, Using a different approach
his results predict H limiting fluxes which are approximately the same as
those presented in Table 2.3.

Typical limiting fluxes for different thermospheric models are shown in
Table 2.3. Values in Table 2.3 are based on thermal equilibrium between
electrons and ions and thus the limiting fluxes are underestimated. Numerical
solutions give somewhat larger fluxes.

The previous discussion dealt with approximate solutions to the ion
momentum and ion continuity equations. H' and He' are not minor constituents
at high altitudes and therefore the solutions for the density distributions
of H' and He' are not generally analytic. Equations (2.39) and (2.45) must

be solved by numerical methods.
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3. THERMAL PROCESSES IN THE TOPSIDE IONOSPHERE
3.1 Introduction

In this chapter all the various heat transfer processes in the topside
ionosphere will be discussed. This includes heat transfer through electron-
neutral elastic and nonelastic collisions, electron-ion Coulomb collisions,
ion-ion Coulomb collisions, and ion-neutral elastic and nonelastic colli-
sions. Also discussed is heat transfer through thermal diffusion, convection,
and thermal conduction. Particular attention will be paid to the role of
thermal conduction in determining electron and ion temperatures.

Electrons created in the photoionization of neutral gas particles was
recognized as a source of electron gas heating in 1946 [Drukarev, 1946].

When a solar photon ionized a neutral gas particle the excess energy, the
energy difference between the incident photon and final ion is given to the
photoelectron. In fact, most of the energy goes to the photoelectron because
the mass of the ion is much greater than the electron mass. This photoelec-
tron loses its energy as it travels through the atmosphere. At energies near
15 eV the photoelectron exchanges its energy with neutral gases through non-
elastic excitation collisions. At energies near 1.5 eV the photoelectron
transfers its energy t> the ambient electron gas,

The important sources of energy for the atmospheric gases all originate
from ultraviolet radiation from the sun (see Figure 3.1). The ambient elec-
tron gas receives most of its energy through Coulomb collisions with the
hotter photoelectrons. The thermal electrons, on the other hand, are an
important source of heating of the ion gases. The neutral gas receives its
energy through superelastic collisions with excited neutrals produced when

ultraviolet radiation from the sun is absorbed,
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Figure 3.1 Sources of energy for particles in the F region,
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The importance of heating of the ambient electron gas by photoelectrons
was first discovered by Hanson [1963] who found that the electron tempera-
ture is substantially greater than the neutral temperature in the F region.
This is due to the heating of ambient electrons by photoelectrons., Experi-
mental data from a Langmuir probe on a Javelin rocket shows that the electron
temperature is greater than the neutral temperature (see Figure 3.2)

[Hanson et al., 1969]. Incoherent scatter radar measurements [Evans, 1962;
Hagen and Hsu, 1974], other rocket measurements ([Spencer et al., 1965, Nagy
et aql., 1963], and satellite measurements [Smith, 1968, MeClure et al., 1973]
show conclusively that the electrons are heated to higher temperatures than
neutrals which is due to photoelectron heating.

The importance of electron heat conduction was also deduced by Haneon
[1963] who found that heat conduction is responsible in keeping the electron
temperature constant even at high altitudes, Photoelectrons produced at
lower altitudes were found to contribute to non-local heating at higher al-
titudes [Getsler and Bawhill, 1965), which in turn is conducted back down to
lower altitudes along the lines of magnetic force,

Photoelectrons which transfer most of their heat to the ambient electron
gas do not heat the ion gases because of the mass of ions is much greater
than the mass of electrons. The thermal electrons are sources of energy for
the ion gases. Below 300 km neutral gases rapidly cool the ion gases and so
Ti = Tn [Hanson, 1963]. At high altitudes the energy given to ions by elec-
trons cannot be dissipated by the ions to the neutrals, 1In fact, the ion
temperature approaches the electron temperature at high altitudes [Bankse,
1967al,

Thermal conduction for the ion gases is important in keeping the ion

temperature substantially below the electron temperature [Banks, 1967b].
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Figure 3.2 An electron temperature profile from a Javelin
rocket experiment [after Hameon et al., 1969].
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Also important is the effect of heat transfer between individual ion species.
This heat transfer is weak enough to permit significant temperature differ-
ences between 0" and H' at altitudes near 400 km [Banks, 1967a}.

In the following sections the important heat transfer processes of the
ionosphere will be discussed in more detail,
3.2 Energy Balance Equations

The energy balance equation for a plasma composed of electrons, several

ion species, and neutral gases can be derived from Boltzmann's equation as
->
n,DE /Dt = 3p J3t + VK, = M + nF, i, (3.1)

where n, is the gas number density, Py ® "rkrr is the gas partial pressure,
T} the gas temperature, u, the rth species transport velocity, K} the rth
species heat flux vector, Fr the external forces. M; is the kinetic energy

moment of the collision term

M= I m 3,05, (f,/3t) , dv,, (3.2)

Ep = ;krr * émiyrz (3.3)
-

DE,/Dt = 3,[3t + 1,°VE, (3.4)

The term (af}/at)e is the change in the velocity distribution function
per unit time for a collision, Mr is the mass of the »th particle, and k is
Boltzmann's constant, The term M; represents the formation of energy per
unit volume minus the energy loss rates per unit volume due to interactions
with other gases. M; includes both transfer energy due to unequal mean flow
velocities and unequal species temperatures. This is expressed in the gen-

eral form M; = ; M;p, where
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2y, = 3
Mgy = [2mn/(n, + m) 2105 [,wp - 2)f (/%)

. ;(mrzr . mp’dp) (i:p-i:r)g(v/a)] (3.5)

for elastic collisions, with ;;p

v = [, - Zpl. @ = 2k(T,/m, + T/m), and f(v/a) and g(v/a) are functions

the momentum transfer collision frequency,

determined by the velocity dependence of the interaction cross section p is
an index indicating a neutral or charged particle.

The effect of an external magnetic field is present in the flow vector
f;, which becomes increasingly anisotropic as the ratio of the collision
frequency to gyrofrequency becomes small, Then most of the heat flows par-
allel to the magnetic field. Another effect of the external magnetic field
is the confinement of charged particle flow along the magnetic field lines.

The term M; can be reduced to specific forms depending on the type of

interactions used. For example, if one considers the hard sphere interaction

then [Banke and Kockarts, 1973}

Y 2
fw/a) = 3= G+ 5 erf @) + 3 exp(p) (3.6)
a

I 3
gw/a) = - e 5 - Ly erf
v

3 02 _v2
+ g(1 + =) exp( =) (3.7)
2v o
where 3;8 = -g-n8 (%EQ% (Tr/mr + Ts/ma)ls - (3.8)

erf is the error function, and o is the collision cross section. For Coulomb

interaction, one has [Banke and Kockarts, 1973)

f(w/a) = exp(-vzluz) (3.9)
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Ll 2
gw/a) = 3= &% ere® - 3% exp(<p) (3.10)
a
2,2 4
Y n2°2 “%"1In A
- 167 8r @
where Veg " T - um | (3.11)

u is the reduced mass given by
wemm/(m, +m)
Zr, z8 are the atomic charge of the rth and sth particle, and In A is the fac-

tor which depends on the minimum scattering angle (it will be discussed later).

For inverse velocity dependent cross section
f(v/a) = g(v/a) =1 (3.12)

In this case the energy transfer term is
2 -— 3 1 -+ -+ -+ -+
Mrs [(Zm}mb/(mr * mb) ]nrvra[i'k(ra B Ts) * i{maua * mr“rJ'(ue B ur)]
(3.13)

Using this result equation (3.1) can be reduced to

32 2 2mrm8 _
nr(DEr/Dt) - apr/at =nFou, - VX + L nYVos
8 (mr + ma)

[% K(T, - T) ¢ ;(m,z:a emB )G - %)) (3.10)

Equation (3.14) can be further reduced if one uses the fact that the

r
( heat flow vector is essentially along the magnetic field line. A cylindrical
r
v coordinate system whose axis is parallel to % and where changes in the inten-
r
’ sity of B are taken into account gives
o7
K 13 L
L v'yr "-Z3 % % (3.15)

where 8 is a coordinate parallel to §, A is the area of magnetic field tube
1

- L
at point g, A =D ", and Kr is the rth species thermal conductivity.
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3.3 Electron Energy

The source of energy for electrons is the energy from photoelectrons. ;

Since photoelectrons are created from photoionization of the neutral atmos-
phere, one must know the ultraviolet flux spectrum, the composition of the

neutral atmosphere, and relevant absorption and ionization cross sections in

order to determine the photoelectron energy spectrum. Photoelectrons are

transported and can deposit their energy elsewhere in the atmosphere. Thus,
the photoelectron flux is needed in order to solve the problem of photoelec-
tron heating of the ambient electron gas. The solution of the photoelectron

transport is a difficult problem and will be discussed later,

Usually when dealing with electrons one divides the energy distribution
into two components. The first component deals with the ambient electron
energy distribution. This component is assumed to have a Maxwellian distri-
bution with a characteristic temperature Tye This component also covers the
low energy portion of the energy distribution (0.01 - 0.3 eV). The second
component of the energy distribution is the so-called "tail" of the electron
energy distribution. This tail contains photoelectrons with energies greater
than 1.5 eV,

The ambient electrons gain energy from electron-electron Coulomb collisions

with a rate given by [Setunk and Haye, 1971]

é‘% «-2Tnn, e“/(mea)” In €, (3.16)
% «-7.7x10° ne/z" In C, (3.17)
me ves m 34
where €, = =3— (classical) kT, << F < 2—;i?--- (3.18)
y ew

P
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M’ 1"2 M‘ ‘4
Cl = —n; (quantum) E > —2?— (3.19)

with In v = 0.5771 = Euler's constant, 2 = Planck's constant and wb = plasma
frequency.

The photoele:tron energy loss per unit length is

137

‘3’5'5-- -13x107B e (3.20)

Equation (3.20) can be used to calculate local photoelectron heating rates.

The electron energy balance equation must include photoelectron heating
and cooling through elastic and inelastic collisions with aeutral particles.
Inelastic collisions are especially important because cooling through elastic
collisions is generally slow. This will be discussed in detail later. The
electron energy balance equation is

DE p
e e s .
e TE T3 " e i; Uy = ¥ R; + R

- -+ 2
- + -
Le S me"evea (ua ue)

(3.21)
where Qe is heat production due to photoelectrons and Le is heat loss due to
inelastic and elastic collisions with neutral particles, and Coulomb colli-

(-§

sions with ions, 5 mn v ug = 3;)2 is the rate of energy production due

e'es
to elastic thermal electron collision with ions and neutrals, i.e. Joule
dissipation.
3.4 Production of Photoelectrons and Local Heating
The production of photoelectrons is a very complex problem due to varia-
tion of the incident flux of solar photons. There have been a number of
measurements of the solar EUV flux by rocket and satellite-borne instruments

with varying degrees of resolution and accuracy [Hall et al., 1963, 1965,

1969; Hinteregger, 1965; Hall and Hinteregger, 1970; Hinteregger, 1970].
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, When considering the ionizing effect of solar ultraviolet photons of
flux I at the outer boundary of the earth's atmosphere, one has

T

ay = ny(dh 1) & (3.22)

where nj is the j-th neutral particle number density, qj is the production
rate of ionization, d% is the ionization cross section and t is the optical

depth given by
T = I: njcgde (3.23)

where ci is the absorption cross section, and the integration is over tho
optical ray path.

Equation (3.22) gives the ionization rate for a particular neutral spe-
cies. To find the total ionization rate one must sum over all the neutral

particles., Thus
. -
qs ; IR n(d} I,)e

The concept of the "heating efficiency' [Hansonm and Cohen, 1968] can be
be used to calculate the rate of heat input given locally to the thermal elec-
tron gas. Heating efficiency is defined as the energy input to the thermal
electron gas per electron-ion pair produced by photoionization. The photo-

electron-thermal electron heating rate is given by

P,(3) = c(3) q = €(s) § nj(ag Iye” (3.29)

where e¢(2) is the heating efficiency.
As an cxample of equation (3.24) take the case of an isothermal lydro-

static neutral atmosphere of temperature Tn' and total density given by

In, = n(a) exp(-(z-a)/H) (3.25)
"




!
}
|
b
|

52

where H = kTh/mg is the scale height, n(a) is density at altitude a, and z

is the altitude. If 9, is constant then the rate P;(a) is
Pl(z) = £(2) n(a)vi I,
exp(-(2-a)/H - n(a)Ho, exp(-(z-a)/H)) (3.26)

This shows that the rate of heat input decreases exponentially with altitude
if e(2) is constant. The heating efficiency, e€(3), plays an important role
in the solution of the electron temperature. The altitude dependence of €(z)
should show the effectiveness of neutral particles in taking energy from the
photoelectrons by inelastic collisions. At altitudes above 250-300 km at
moderate to high magnetic latitudes the heating efficiency loses its physical
significance because photoelectrons are transported and deposit their energy
non-locally, Above the altitude (escape altitude) where transport is assumed
to be non-negligible, the non-local contribution is added to the heating rate
[Geisler and Bowhill, 1965; Nagy et al., 1969; Swartz and Nisbet, 1972].

The theory of non-local heating of the topside ionosphere by photoelec-
trons as developed by Geisler and Bowhill [1965] is based on a number of
assumptions, At altitudes above about 300 km collisions between photoelec-
trons and neutral constituents are ignored due to low neutral densities, The
photoelectron pitch angle a is assumed to remain constant as the photoelectron
is slowed to thermal energy and the photoelectron flux from the conjugate
ionosphere is ignored. The rate of non-local heating is given by the product
of the photoelectron flux and the absolute value of dE/de, where dE/de is the
rate of energy loss per unit lengths along the magnetic field [see Eq. 3.20
IncC, = 15}

gg-m -Kn/E, (3.27)

where K = 1,95 x 10'12 eV2 cmz, E is the energy of the photoelectron, n is

e B RO Tt A




53

% the ambient electron density. !
g This method of calculating the non-local photoelectron heating rate i
serves as a basis for further calculations by Mamtas [1973]. In his method
the electron gas heating rate is also calculated from the product of dE/de

’1 : and the photoelectron flux as

P (2) = J (dE/ds) ¢ (B,8)dE (3.28)

where @T(E,a) is the photoelectron flux. But the quantity (dE/de) depends on
the energy of the photoelectrons in a more complex way than that given in
(3.27) since collisions of photoelectrons with neutrals are not ignored. Also
@T(E,a) depends on the photoelectron energy.

de 1 dE 1 = 2

where vkj is the single collision frequency, v, is the photoelectron velo-

city, and W? is the mean energy lost per collision of the j type.

Vg "M 9 %% (9) (3.30)

where e is the density of the k-th particle, g is the relative velocity of
of the colliding particles, g = '31 - 32', and oi(g) is the velocity depend-

ent cross section for the event J.

The photoelectron flux energy spectrum has been calculated by Mantas

[1973]. In his calculations pitch angle distributions and the effect of the

photoelectron flux from the conjugate ionosphere are taken into account.

The lower limit of the heat input integral (3.28) is taken to be leV since
electron temperatures at altitudes below 300 km have energies less than this
value. In Figure 3.3 profiles of the electron heating rate are shown for

solar zenith angle x = 0° and 90°.

A
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Figure 3.3 Thermal electron heating rates [after Mantas, 1973].
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3.5 Other Energy Sources for Eleotrons

. %3 Although photoelectron heating is the major source of heating for the

\ % ambient thermal electrons, one cannot ignore other possible sources of heat
for electrons. Electrons can gain heat through interactions with electric

} - fields or Joule heating. Electrons can also be heated by hot neutrals.

Charge particles drift through the neutral gas when there is an electric

Ffield and a magnetic field applied to a region in the atmosphere. This
drifting causes collisions between neutrals and charged particles which act
to limit the final transport velocity of the charged particles. Now since
the final transport velocity is lowered due to the neutral and charged parti-

cle collisions, motion is converted into random thermal energy. This energy

transfer for electrons is small compared with that for ions. The electrons

are not heated significantly by the electric fields because the mass factor

:
I
P
|
|
)
} : is important in the auroral atmosphere [Walker, 1971]. The rate of energy
|
|
|

is much greater for ions. This heating is only important in the auroral
y ionosphere because the field-aligned currents are a result of auroral electron
precipitation. The heating can be ignored at lower latitudes where electron
precipitation is not significant.
Joule heating can also be caused by collisions due to differing transport
velocities of electrons and ions. Thus, electric currents flow and the elec-
tron heating rate follows from the M} equation (3.5) and the Coulomb interac-

tion equation (3.10). The Joule heating rate is given by

Joem, S, G - 5% go/a) (3.31)

e 2 3 2 2,2
where g(@/a) = 3n°/4(a/v)" erf(v/a) - 3/2(a/v)” exp(-v°/a®) (3.32)
v = !Zé -ul, o® = 2KT /m, (3.33)

) E E
RS -
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and 5; is mean electron-ion collision frequency.
Electron heating by hot neutrals is possible because of the presence of

significant numbers of hot neutrals. Energetic oxygen atoms with character-

istic temperatures as high as 5400 K have been found to have a significant
number density above 1000 km under quiet solar activity condition and above ‘
1600 km under active conditions [Rohrbaugh and Nisbet, 1973]. Thermal elec- §
trons can be heated by these hot neutrals through elastic collisions. Cal- E
culations shown below indicate that this source of heat for electrons is much

smaller than heating by photoelectrons.

4 -3

If, n(0) = 10 cm (3.34)

<E>, = 0,7 eV = 5400 K (3.35)

0
where n(0) is the concentration of the energetic oxygen atoms and <E>o is the
average energy of these O atoms. In equation (3.35), a Maxwellian velocity
distribution is assumed to exist, since the mean free path is very long and
these energetic oxygen atoms have a collision frequency which allows a random
distribution around the average squared velocity. The energy transfer rate

for elastic collisions between electrons and O atoms is given by [Banks,

1966a] .
I =-3.74%X10 8 n n() T *(T -7 (3.36)
eo * e e Ve y
Withn_ = 1 x 10* en3, 7_ = 3000 K, and T = 5400 K, one has
I =4.9x107 evemndsl, (3.37)

eo
Now, for the photoelectron heating rate at 1000 km one has [Mantas, 1973]

1 3 _-1

x=0° @=7x10" evem s

y=90° Q= 1.5evem> s} (3.38)
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x is solar zenith angle, @ is photoelectron heating rate. Comparison of Leo
with Q indicate that heating through energy transfer between electrons and

energetic oxygen atoms can be neglected during the day.
Another source of electron heating is energy gained through de-excitation
of the vibrational levels of nitrogen which have characteristic temperatures

|
of about 3100 K [Walker, 1968]. This nitrogen vibrational energy is pro-

duced by the collisions with photoelectrons due to the large cross sections

for vibrational excitation of molecular nitrogen by electrons. This source

of electron heating is principally effective in the F region (100-140 km).

It will be neglected in F-region electron heating.

3.6 Energy Lossss of Electrons for Elastie Collistons

Elastic collisional energy transfer between mixed gases having separate

Maxwellian velocity distributions is one of the physical processes by which

electrons lose energy. A deeper physical insight into this process can be

achieved by considering a simple model of energy transfer.
First, the average energy loss per collision of a single particle of

mass m, and kinetic energy € traveling through a gas composed of particles

of mass m, and average energy E} is [Huxiey and Crompton, 1962]

2 -_—
b, = -[2mymy/ (my + m))7] (€) - €,) (3.39)
The rate at which the single particle loses energy per unit time is given

by the single particle cullision frequency
Vi2 = "9 4qp (3.40)

where n, is the ambient gas number density, g is the relative velocity given

previously, ap is the velocity dependent momentum transfer cross section,

= (3.41

qp = 2n I 0(g,9) (1 - cosO) sinod do

v,,vw“-‘"W?W!m’mwwl:wu-‘nmm.w 1 it | o e
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and o(g,0) is the differential scattering cross section.
The average rate of energy transfer of a single particle follows from
(3.39) and (3.40) as
g- ‘('-;?T—%T (e, = €V, (3.42)
Now, the total average energy transfer exchange rate follows from com-
bining the average rate of energy transfer of a single particle of Maxwellian

gas mixed with the original gas as

dll1 2m,m, - - -
- " n, (e, - €,)v (3.43)
T oy 1t
1™
W B
hrmmh = MS (3.44)

where Ei is now the average energy of particles with mass m,, and Giz is the
average collision frequency which takes into account the many different rela-
tive velocities between the various gas particles.

The result (3.43) shows that the energy exchange rate can be decomposed
into three factors: mass ratio, a difference in average particle energy, and
an energy transfer collision frequency. The first two quantities are inde-
pendent of the mode of interaction between the two gas species. The colli-
sion frequency contains the factors which depend on interparticle forces.

The exact result for the total average energy exchange rate is given by

[Desloge, 1962)

7/2
ot W (mymg) "~ (T - T))
dt 172 (my m2)2(21rk)3/ z(mzrl + mT,)

573 Egsq,)(g) exp(-Kg°)dg

(3.45)

g e




1 2
where ll1 = I!-mlul fl d3 2

K = (2kTy/m, + 2kr"2/m2)'l

qD(g) -

T -
k -
g -
2(9) -
v -
S -
0 -
o(g,0)-
f -

If one lets
=K

and 3}2 = %

where

|

2«[ a(g,0) (1 - cosd) sin® do

gas total kinetic energy

particle nuﬁ:ber density

particle maszs

Maxwellian temperature

Boltzmann's constant

relative velocity between particles
velocity dependent momentum transfer cross section
particle velocity in laboratory system
velocity space volume element

center of mass scattering angle
differential scattering cross section

velocity distribution function

f g° ap(g) exp(-Xg*)dg

ny 9 €

flle':;l - 32|d3v1d3v2

or if fl and f‘z are Maxwellian velocity distributions

g= (8k/ﬂ)li (Tllm1 + Tzlmz)%
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(3.46)

(3.47)

(3.48)

(3.49)

(3.50)

(3.51)

(3.52)

T R T T
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and T, " Sk and T, = > kT
1 7T™ 2 72772
then
dvl mm, _
" " Snl m k(Tl - Tz)vlz (3.53)
1 2

There is an arbitrary numerical factor of 4/3 which has been noted by Nicolet
[1953] in an analysis of electron collision frequencies based upon an analysis
of collision integrals and diffusion coefficients derived by the velocity dis-

tribution method. Since m, << m,, for electrons QD becomes
Mg 3 5 2
e = (zkyzﬂ J: v” qp(v) exp(-my /ZkTe)dve (3.54)

To apply this equation to electron-neutral collisions one must have
analytical expressions for the momentum transfer cross sections. But unfor-
tunately these results don't exist and one must use laboratory results. A
description of the current methods used to measure elastic electron-neutral
momentum transfer cross sections can be found in McDaniel [1964], and Hasted
[1964]. Empirical expressions are found for ap for the atmospheric gases and
are presented in the following sections.

3.6.1 Molecular nitrogen. Pack and Phelps [1961] have measured the
drift velocity of electrons under the influence of a constant electric field,
Their data for the electron momentum transfer cross section for electron

energies between 0.02e¢V and 0.leV can be represented by the equation
qp = 1.88 x 1071° £ cn? (3.55)

where E is the electron energy measured in eV. For energies above 0.leV
there is a correction which has been found by Emglehardt et al. [1964] who

calculated ap from measurements of electron mobilities and diffusion coeffi-

cients. The data gives
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ap = (1.83 = .73ENET x 10715 cn? (3.56)

Substituting this equation into the J, equation gives

T(,) = (2.82 - 9.44 x 103 r‘*)r‘* x 10717 cn? (3.57)

which is valid over the range 100 K < T < 4500 K.

3.6.2 Moleocular oxygen. The Boltzmann equation can be used to evalu-
ate the drift velocity, the diffusion coefficient, and the electron mobility
in molecular oxygen if the cross sections are known. Measurements of elec-
tron mobility and diffusion coefficients can be compared with predicted
values, Therefore, the momentum transfer cross sections can be adjusted so
the predicted and measured values of electron mobility and diffusion coeffi-
cients agree within 20 percent. Hake and Phelpe [1967] have done this analy-
sis and their results are shown in Figure 3.4. As a first order approxima-

tion to this data one has
qp = (2.2 + 5.18%) x 10716 cp? (3.58)

which applies over the range 0.02 < E < 1.0 eV,

Substituting g, into the Eb equation gives

ap(0,) = (2.2 + 7.86 x 10-2 Te*) x 10716 cn? (3.59)

which applies over the range 150 K < T < 5000 K.

3.6.3 Atomic oxygen. The experimental results for atomic oxygen give
only total scattering cross sections due to the chemical activity of oxygen
in any closed container. The momentum transfer scattering cross section can

be calculated theoretically from quantum theory partial wave phase shifts as

4 2
ap = ;17 lgo (2 + 1) sin n, (3.60)
1

A
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where k1 . (Zwm‘v’/h) is wave number, i is Planck's constant, £ is the angu-
lar momentum quantum number, and n, is the partial wave phase shift due to
the action of the scattering potential. The phase shifts can be calculated
from measurements of photodetachment cross sections [Cooper and Martin, 1962].
If one accepts that the values for the scattering phase shifts are good for
for determining the momentum transfer cross section for atomic oxygen then
[Banks, 1966a)

16 cm2

qp = (3.4 £1.0) x 10 (3.61)

2

or T, (0) = (3.4 £1.0) x 10716 ¢ (3.62)

independent of the electron temperature for Te < 4000 K.

3.6.4 Atoumic hydrogen. Like atomic oxygen, there are no experimental
measurements for the electron-hydrogen momentum transfer cross section.
Theoretical calculations of scattering phase shifts for electrons in hydrogen
[Smith et al., 1962] can be used to calculate both total cross sections and
momentum transfer cross sections via equation (3.60). These predicted total
cross sections agree with measurements of total cross sections vy Brachman
et al, [1958) and so errors in the calculation of the momentum transfer
cross sections should not be too large. Using equation (3.60) and the results
of Smith et al. [1962] and fitting a suitable analytic expression for the
energy dependence gives

ap = (54.7 - 28.7 E) x 1071 cn’ (3.63)

and () = (54.7 = 7.42 x 10'3Te) x 10716 cp? (3.64)

over the temperature range 150 K < T, < 5000 K,

3.6,5 Heliwm, The experimental data for electron-helium momentum

transfer cross sections give a constant cross section of 5.6 x 1(')'16 cmz
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[Pack and Phelps, 1961] over the energy range 0.0 to 0.4 eV. Thus,

Ty(He) = 5.6 x 1071 cn’ (3.65)

which is independent of the electron temperature over the range 0 5_T¢ <
6000 X, The error is within 10% because of the good agreement between ex-
perimental data.

The values of Eb for the different atmospheric gases are shown in Figu-e
3.5 vhich are calculated from the analytic formulas given previously. The
errors involved in using these expressions can be estimated by considering
how close they agree with experimental data and by the accuracy of the ex-
perimental data. For molecular nitrogen and molecular oxygen the uncertainty
in Eb is approximately 20 percent or less [Englehardt et al., 1964; Hake and
Phelips, 1967]. Eb(ﬂe) is accurate to within 10 percent, but for atomic hy-
drogen and atomic oxygen Zb should be less than 25 percent and 30 percent,
respectively based on quantum calculations.

3.6.6 Charged particles. The momentum transfer cross section for
charged particles can be calculated from equation (3.48) and the Rutherford
differential scattering cross section

212
B 8,e 4
0(%,9) = — cosec (6/2) (3.66)

2ug
wvhere u is the two particle reduced mass, 2, , are the respective atomic
’
charges, e is the electron charge and 6 is the center of mass scattering

angle. Integrating o(6,g) over 8, one gets

272
(@) = 8n z-lele In (p—aee) (3.67

where 8 is minimum scattering angle determined from the parameters of the

charged particles. The relation between the impact parameter, b, the
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scattering angle, 6, and the relative velocity, g, is given by
2
(1 - cos 8) = ——— (3.68) :

where bo = zlzzezlugz, other quantities defined previously. The minimum

scattering angle 8, can be calculated from this equation when b is a maximum,

bl' Calculation of the maximum impact parameter, bl’ follows from consider- §
ing the shielding of charge due to electrostatic polari-ation effects [Cohen

et al., 1950], The Debye length, De’ which represents the maximum distance

over which microscopic density fluctuations are correlated by random electric

fields, can also be used as the effective range of the Coulomb interaction
and so can be used in equation (3.68) as the maximum impact parameter. Since

De >> bo

212 2
2,2, . g De
n

2
2ug 2,3,€

= 16w (3.69)

9p

which is the momentum transfer cross section between two arbitrary charged %
particles.
The argument of the logarithm in equation (3.69) can be expressed in

terms of the cuznter of mass energy of the colliding particles, E, as

ugzDe ZEDe
A= 5 = — (3.70)
2,2, 2,2,

Calculations of In A for various particle energies and Debye lengths are
shown in Table 3.1 where 2, =2, =1. For the earth's atmosphere particles
energies and Debye lengths are such that the approximation In A = 15 can be
used with an uncertainty of less than 10%.

Using (3.70), (3.69) and (3.49) for two gases with different Maxwellian
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temperatures one gets %
2 E
2.8.¢
= _T12 In A
=7 7 (.71

(Tl/m1 + Tzlmzj
which applied to charged particles of arbitrary mass and charge.

3.6.7 Electron colligion frequencies and energu transfer rates. The
momentun transfer cross section for electron-neutral elastic collisions
derived in the previous sections can be used to calculate electron energy
transfer collision frequencies and energy transfer rates via equations (3.50)
and (3.53). The final results are given in Tables 3.2 and 3.3.

For charged particle the electron energy transfer collision frequency

and energy transfer rate has been calculated by Banks [1966a]. With

In A = 15, the collision frequency is

- 3/2 __ -1
v, = (54 £ 5) "i/Te sec (3.72)

and the energy transfer rate is

av (7. -T.

e -6 e 1 -3 -1
== (7.7 +0.8) x10 mn. eV cm “sec (3.73)
at et Ai Te372

where 4. is the io4 atomic mass in amu,

Note in egquation (3.73) that for a fixed Ti there occurs a maximum
energy transfer rate at Te = 3Ti' If the temperature dependence of the term
1n A where included in (3.73) one has instead Te = S'STi' Equation (3.73)
is important since it expresses energy transfer between charged particles in
a single equation.

3.7 Energy Lossesg of Electrons Through Inelastic Collig-ions

Besides elastic collisions, inelastic collisions are also important for

electron cooling., Flectronc can excite neutral particles and thereby trans-

fer some of their energy to the neutral particles. Rotational, vibration,
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TABLE 3.2

Electron energy transfer collision frequencies for elastic
collisions with atmospheric neutral particles.

Collision frequency

Neutral _ 1 1

sgecies ven/(4/3 ne(sk/") (Té/me) )
; | N, (2.82 - 9.44 x 1073 7 51 % x 10717
» _ e e
r | 0, (2.2 + 7.86 x 1072 Tek) x 10716
; 0 (3.4 + 1.0) x 10~16
| H (54.7 - 7.42 x 107° 1) x 10718 ;
; ;

H 5.6 x 10716 i

] ¢ "
| ;

= \W-h,_’\
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TABLE 3.3

Electron energy transfer rates for elastic collisions
with atmospheric neutral particles.

Neutral Energy transfer e -1 =3
Species rate -z (Vs " em )
-19 -3 .k
NZ n(N2)ne(Te - Tn) 1.77 x 10 (1 -3.35x10 Te )Te
-18 -2 LV
02 n(Oz)ne(Te - Tn) 1.21 x 10 (1 +3.57x10 Te )Te
0 n(O)n (T. -T) 3.74 x 10718 7 %
e e n’ = e
-16 -4 1
H n(H)ne(Te - Tn) 9.63 x 10 (. -1.35 x10 Te)Te
H n(H)n (T - T) 2.46 x 10~17 7 %
e e’'eve n’ - e
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electronic, and fine-structure excitations by thermal electrons are possible
for the atmospheric neutral particles Nz, 02. 0, H, and He.

Electronic excitation of N, is not a significant energy loss process
for electrons in the ionosphere due to the relatively large excitation poten-
tial of the first excited state (6.2 eV). The electronic excitation poten-
tials of H and He are larger than for N2 so energy loss through electronic
excitations of N2’ H, and He can be neglected in the ionosphere. For O the
first excited state, O(ID) lies 1.97 eV above the ground state 0(3P). Thus,
for electron temperatures greater than about 23000 K electron impact excita-
tion of the 1D state can be important. Since electron temperatures in the
F region are much less than 23000 K, electronic excitation of 0 is also not
important.

The excitation of the second excited state of atomic oxygen O(IS) is
not a significant energy loss process for electrons since the excitation
potential of 4.2 eV is too large for ionospheric electrons.

The electronic excitation potential for Oz(alAg) lies only 0.96 eV above
the ground state. But due to very small excitation cross section leading to
Oz(alAg) [Schulz and Dowell, 1962] this is not a significant sink of electron
thermal energy.

Electron energy loss rates from electron-impact-induced transitions of
the fine-structure levels of atomic oxygen are important because the 3P and

0

3P1 levels are 0.028 and 0.020 eV above the ground state 3P2 level and must

be included in the electron energy balance equation. This cooling is brought

about by the collision process
3 3
e + 0 Pr) + e + 0 PJ,) (3.74)

The distribution of levels J follows from assuming that the reaction
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(3.74) proceeds rapidly. The distribution is given by [Dalgarmo and Degges,
1968)

n(2s + 1) exp(-E,/KT,)
ny = — (3.75)

sEg (7 + 1) exp(-E,/kT,)

where n is the number density of atomic oxygen, Eb is the energy of the state
with total angular momentum J and T, is the neutral particle gas temperature.
The time rate of change of the electron energy E through excitation and de-

excitation of the fine structure levels of atomic oxygen is given by

dE 2 L ,
F =V J£0 nr TS (EJ - J') e, J', E) (3.76)

where v is the electron velocity, and Q(J, J', E) is cross section for col-
lision (3.74). The cross section Q(J, J', E) can be calculated from theoreti-
cally derived collision strengths. Breig and Lin [1966] were the first to
derive these collision strengths. More recently Tambe and Henry [1976] and
LeDourneuf and Nesbet [1976] have recalculated these collision strengths.
Cross sections calculated from these more recent data are shown in Table 3.4.
The mean rate of change of E can be calculated from [Dalgarno and Degges,
1968]

2

dF -3/2 2 T
J20

7 ° 2n (ﬂkTe) n

1/
(2/m,) ;

X IO E exp(-E/KT) J'iJ E, - E,\) QU, J', E) dE (3.77)

where the electrons were assumed to have a Maxwellian velocity distribution
with characteristic temperature Te‘ The mean cooling rates are shown in Fig-
ure 3.6. To a first approximation the cooling rates of Figure 3.6 can be

represented by
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TABLE 3.4

Total cross sections for de-excitation of the
spin-multiplet levels of OI by electron impact .

Electron Cross (ra 2)
Transition (J+J') Energy (X) Section 0

12 20000 0.5435
10000 0.5193

5000 0.4988

2000 0.4577

1000 0.3999

500 0.2841

0-+2 20000 0.4230
10000 0.4609

5000 0.4672

2000 0.4262

1000 0.3472

500 0.1894

01 20000 0.5469
10000 0.4183

5000 0.3536

2000 0.3078

1000 0.2841

500 0.2525

Q(JIw)

=

m

5 QI ,)/ (2] + 1)
k') ©
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Figure 3.6 Mean cooling rates for electron impact induced fine-
structure transitions in atomic oxygen.
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dv, -11 -1
-7 " -3.4 x 10 nen(O) [5+3 exp(-Ezlan) + exp(-ES/an)]

x T 120081 + 8.6 x 1075 1) E,[exp(-E,/kT,) - exp(-E,/KT,)]
+ (.32 + 8.7 x 1070 7,) By[exp(-Ey/kT,) = exp(-Eq/XT,)]

¢ (.32 + 8.9 x 107 1) E,[exp(-E,/kT,) = exp(-E,/kT,)])

(3.78)

5

where F = 0.01965 eV, £, = 0.02798 eV, and k = 8.62 x 10~

1 2 3
eV K'l. The integrals in equation (3.77) are approximately equal to coefficients

= 0.00833 eV, E

of the terms [exp(-E/kTe) - exp(-E/an)] in equation (3.78). The cooling rate is
proportional to (Te - Tn) as Te approaches Tn.

Election cooling by vibrational excitation of 02 has been calculated by
Lane and Dalgarno [1969]. Their results are shown in Figure 3.7. Although
the results show that the heat loss by vibrational excitation of 02 is not a
dominant heat loss process, it may contribute up to 20% of the total hea‘ loss
in the F region. So, it must be included in any accurate quantitative study
of the thermal balance in the F region. The electron ccoling rate by vibra-

tional excitation of 0, can be represented by

du
e _ -16 ” 1/2 ,, -3 -1 v
5= - 8 x 10 n(Oz) ne(‘e - Tn) Te eV cm " s (3.79)

The vibrational excitation of N, is a more efficient electron cooling process
than rotational excitation of N, for electron temperatures above 1500 K
[Dalgarmo and Henry, 1965]. In Table 3.5 cooling rates due to vibrational
excitation of N, from Rees et al. [1967) are presented.

Electron cooling through rotational excitation of 02 has been calculated

by Dalgarno et al. [1968]. They used the expression
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TABLE 3.5

Cooling rates through vibrational excitation
’ i of N2 (after Dalgamo et al. 1967).

| v,

i %" e n(Nz) R

E T;:(k) R Te {3) ~ R

} 200 3x 1019 2500 1x 1071

l 300 7 x 10717 3000 s x 10”1
500 7 x 10738 3500 1x 10710

' 1000 2 x 10713 4000 3 x 10710
1500 8 x 10713 4500 2 x 1070
2000 2 x 10712 5000 7 x 107°

T"*w %




3

14 T =Ty

1

% = nn(0,) 7 x 10 eV cm - sec” (3.80)

where n(oz) is the number density of 02 and the other quantities have been
given previously.

Rotational excitation of N2 has been studied by Dalgarmo and Moffett
[1963]. The computed cross sections are in satisfactory agreement with the
analysis of the experimental swarm experiments of Engelhardt et al. [1964].
They can be represented by the cooling rate

5= (i) 2 x 107 (7 . rn)/r‘l/ 2 evem s (3.81)

with a possible uncertainty of a factor of 2.
3.8 Thermal Conduction

Particle collisions determine the thermal conductivity. In ionized
gases charge separation electric fields have the effect of limiting the flow
of electrons. Thus, electric fields tend to reduce the effective thermal
conductivity.

Owing to the dependence of the thermal conductivity of a gas of charged
upon the inverse square root of the mass of the particle, the thermal con-
duct‘vity of the electron gas is much iarger than that for the ion gas
[Chapman and Cowling, 1970; Spitzer, 1962]. Nevertheless, the ion thermal
conductivity cannot be ignored comp” :tely since at high altitudes the rate
of energy transfer from electrons to ions is slow. Thus, ion conduction will
be important in determining ion temperature profiles.

3.8.1 Electron thermal conduction. The inportance of the electron

thermal conductivity in the electron energy balance equation was studied by

Geisler and Bowhill [1965]. In their work three situations that probably
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could be found withia the ionosphere were investigated. The first case is
that of an overheated electron gas at all altitudes. In this case the effect
of thermal conduction is to conduct downward the excess heat through a strong
electron temperature gradient to the heat sink in the lower thermosphere.

The second case is that there is heat sink at high altitudes where heating of
electrons is slow. In this case even a small temperature gradient will re-
sult in a heat flux that is sufficient to exceed the capacity of the heat
sink and so the electron gas is not cooled by the heat sink. The third case
{s t..at the electron gas is only overheated in the region between 200 and

250 km. T@is case leads to a temperature maximum around 200 km and the tem-
perature is controlled by neutral cooling rather than by thermal conduction
at the maximum,

The calculation of the electron thermal conductivity is carried out by
considering the mean free path within a weakly ionized gas. This permits the
separation of the collision effects of neutral and charged particles colli-
sions. The effective thermal conductivity can then be found from the indi-
vidual conductivities of neutrals and electrons. This has been executed by

Banks [1966¢c] who arrived at

7.7 x 10° 7,3/ 41
K, = vl eV cm © sec K (3.82)
”
4 “e =

, 1+3,22x10 n—tanD

e
1
y where Ke is the effective electron thermal conductivity, the summation is
g
4

over all neutr.i gas spccies present, ab is the average momentum trans€er
| cross section. For low neutral particle number densities this expression
(3.82) reduces to

5 /2 1 -1

eV cm" sec K (3.83)

X =7,7x10
e

g
re
€
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which is the equation derived by Spitaer [1962) for a fully ionized gas.

The effect of the neutral atmosphere on the electron thermal conductivity
for several values of T; is shoﬁn in Figure 3.8. The transition between the
fully ionized case and the partially ionized case of (3.82) occurs when the
curves depart from the horizontal.

The effect of the earth's magnetic field on the thermal conductivity is
important since the thermal conductivity is anisotropic with different values
parallel and perpendicular to the field lines [Chapman and Cowling, 1970].

The value of the thermal conductivity is unaffected when temperature gradients
are parallel to the magnetic field. The pefpendicular component is reduced |
by the factor v /(v 2 + 8.%) [Chapnan and Couling, 1970] where v, is the mean
collision frequency and_ne is the electron cyclotron frequency or gyrofrequency.

2

In the earth's atmosphere ve/(ve + Qez) << 1 since Vg = 1079 n sec”! and

Qe = 106 sec. Thus, only electron temperature gradients parallel to the field
lines will be effective in transporting energy through the electron gas.

At high altitudes the electron temperature profile can be determined
from thermal conduction alone. The heating and cooling terms in equation
(3.14) can be neglected. If steady state is assumed and the effect of exter-
nal forces is ignored, then the electron temperature can be calculated from

2, oT, o

3z e 93

Integrating one gets

aTe 3Te
K =52 =% 37 |a
T - ar
5/2 "e _|mal5/2 e
or 7 == [Te | = |, (3.84)

where the subscript a refers to some reference altitude. Integrating again

gives
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ar
T‘ - [(Tea)”z . ;_[T‘a]S/z 'T:" . (‘4)]2/7

? 3 In T.

a
or Te*Te Wt rya—

showing that the electron tempersature must continually rise with altitude.

. (s=a))2/7 (3.85)

The presence of the heat flux can be inserted into (3.85) giving
- ay7/2 |7 ,a 277
r, [(T‘ MRS K] (8-a)] (3.86)

where er is the heat flux at some reference altitude.

3.8.2 Jon themmal conduction. Although ion thermal conductivity is not -

important at lower altitudes it can be effective in keeping the ion tempera-

ture significantly below the electron temperature at high altitudes [Banks,

1967b]. Thermal energy flows along the lines of magnetic field when there is
a gradient in the ion temperature. Generally, heat flux for a single ion is
given by

Q = - K, VT, (3.87)

but diffusion and thermal diffusion can alter this expression when the ion
temperature is small and when ion densities are large. The importance of
diffusion heating or cooling due to ion transport can be calculated by com-

paring the term

3 Ty 2 au
CRROICE ol i SR ) (3.88)
aQi

with =

where u is the ion diffusion velocity, s is the vertical coordinate, and n,
is the electron concentration. In Table 3.6 are shown some calculations of
diffusive heating and thermal flux from conduction where the ionization fluxes

have been taken from Table 2.3.
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The calculation of the ion thermsl conductivity X, for a single ion gas
of atomic mass 4, has been performed by Chapman and Cowling [1970] and is
1/2

1 -1

k; = 4.6 x 107,571 oV cn”! sec”! k (3.89)
where the second approximation correction has been used, Below 500 km the
ion conductivity is damped because of ion-neutral collisions, and is divided
by [1 + 3.22 x 1080, %/m) & n .

When there is a mixture of ions in the ionosphere arnd a single ion tem-
perature is assumed, then the thermal conductivity must be adjusted to take
into account the different values of the thermal conductivity for each indi-
vidual ion. The exact expression is difficult to obtain but a denéity
weighted thermal conductivity can b= used as [Banke, 1967a]

K; = 1.2 x 10°[n(0") + 2n(H") + an(e®))/m, (3.50)
which is accurate to within several percent in binary mixtures. (n(O*) is the
number density of o' ions, n(H*) is the number density of H* ions, and n(He*)
is the number density of He* ions). When there is a mixture of jons and sepa-
rate ion temperatures are calculated, then equation (3.89) is used for thermal
conduction of each individual ion. The solution for the separate ion tempera-
tures is discussed later in Chapter 6. The effects of ion-neutral .ollisions
which is included in the electron thermal conductivity can be neglected abov.
300 km.

3.9 Energu Sources for Ions

The major source of heating of ions is energy transfer through Coulomb
collisions with thermal electrons. The energy transfer rate has been calcu-
lated previously and is given in equation (3.73).

In addition to heating by the electron gas, ions can be heated through

dissipation of wave energy, or through electric fields, chemical reactions,

or inelastic collisions. But experimental observations indicate that the

e
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electron gas is the primary source of ion heating altitudes above 300 kam.
Incoherent scatter measurements of Fuans [1969] and Hagen and Heu [1974] show
that the ion temperatures are always equal to or less than the electron lem-
perature. This implies that the electron gas is the major ion heat source.

Different ion species can have separate temperatures. H' lons are heated
to higher temperatures than 0" ions due to the larger collision frequency of
electron with H' ions. Thus, H® ions can transfer energy to the cooler o'
ions through Coulomb collisions, and H' ions are then an energy source for o'
ions,

Below 300 km, the effects of neutral winds, electric fields, and elec-
tric currents can cause ion heating through conversion of bulk transport into
random thermal motions. This is ion Joule heating., Also, since heat produc-
tion «nd energy loss are governed by the same collisional processes, the ion
temperature. can be found from (3.14) when steady-state conditions apply as

T, T em (i, - u)2/3k (3.91)
Generally, electric fields and neutral winds are not large enough to have a
significant effect in raising the ion temperature above the neutral tempera-
ture,

3.10 Energy Losses for Ions

There exist for ions three methods of energy loss: ion-neutral elastic
collisions, ion-ion Coulomb collisions, and ion-neutral resonant charge ex-
change. The process of ion-neutral resonant charge exchange is fundamentally
elastic in nature but it cannot be described by the equation of collisional
energy transfer. This is discussed later in Section 3.10.2. The analysis
of laboratory and theoretical cross section data are used to obtain the res-

onance ion-neutral energy transfer rates, In the following subsections the
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collision frequency and energy transfer oquati;ns are discussed for olaiiic
ion-neutral and 1on-1dn collisions, ; )
3.10.1 JIon-nsutmal collisions. The energy transfer rate for two gaso;
with Maxwellian velocity distributions characterized by the temperatures Tl
. and T, and particle masses m, and m, is given by equation (3.53). Accurate
expressions for both energy transfer rates and collision frequencies can
easily be derived from equation (3.53) once the velocity dependent momentum
transfer cross soction is known. At low temperatures the induced dipole
attraction with a-potential of Q = -~ ezlzrz is' the most important ion-
neutral interaction (a is the neutral atom polarizability, and » is the ra-
dial separation). Using this relation it is found that the average momentum

-1/2 and that

transfer collision cross section is proportional to (T1 + Tz)
the collision frequency is independent of the temperature.

The induced dipole force of attraction is countered by a short-range
quantum mechanical repulsion at temperatures greater than 300 K. The nature
of this repulsive force is linked directly to the details of the ion and neu-
tral orbital electron structures. This creates a problem since there are
almost no data available for either the .ross sections or collision frequen-
cies for ion-neutral collisions at high temperatures. Thus, ion-neutral
energy transfer rates are somewhat uncertain. The rates are estimated by
using the low temperature polarization interaction with a suitable truncated
repulsive potential to account for short range quantum effects,

Dalgarmo et al. [1968] has evaluated the ion-neutral interaction po-
tential by assuming the polarization potentials at distances greater than a

small atomic radius and an elastic sphere repulsive potential at distances

less than this atomic radius to simulate quantum repulsive effects. The

%,
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ion-neutral collision frequency for singly charged ions is given by

1/2

Vg ® 246 X 10°° n (8, /uy0) sec”} (3.92)

24 cns. and

where a, is the neutral gas atomic polarizability in units of 10~
¥n is the ion-neutral reduced mass in amu. The ion-neutral elastic energy
transfer rate is calculated from equation (3.53) as

av

i -4 n - -3 -1
" - 2,6 x 10 m v’il\ (Ti - Tn) eV cm ~ sec
n
(3.93)

where 4 is the atomic mass of the indicated particle. In Table 3.7 are

shown the ion energy loss rates to the atmospheric gases where the polariza-
bilities are from Banks and Kockarts [1973]. The differences in the rates
are due mainly to changes in the mass factors rather than changes in the ato-
mic polarizability.

3.10.2 Ion-ion collisioms. In studies of ionospheric thermodynamics a
single ion temperature is often used throughout the ionosphere. However,
Banks [1967a] has shown that a temperature diffbrence exists between H' and
0* ions and between He' and 0" ions. This difference is largest for H* and
0* ions and has a maximum of 200 K in the region between 250 and 650 km.

The important factor limiting the size of the temperature difference is the
rapid ion-ion energy exchange rate. The Coulomb interaction determines the
ion-ion energy transfer frequency which follows from equation (3.71). The
ion-ion energy transfer rate is calculated from equation (3.53) using equa-
tion (3.71) as
dﬂi i 3.3 x 1074 mny @y = Ty
R T NIRRT NTRY

oV cn”> sec”! (3.94)

)




TABLE 3.7

Ion energy loss rates for elastic collisions with
atmospheric gases (after Banks, 1967b),

Neutral

Species Ion Energy loss rates (10"} 4ev cn™3 sec”))
N, o* 6.5 n(0 (N (T, - 7))
0, o* 5.8 n(0")n(0,)(7; - T,)
Hy o' 2.8 N(O" I (T; - T,)
N, H* 3.1 nMNIn@) (T, - 7))
0, W 2.8 n(0,)n(H) (T, - T,)
H, H* 5.5 n(H (M) (T, - T,)
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where the subscripts apply to the two ion species and A is the ion mass in
amu,

The H® ions lose energy to 0* ions and the 0° ions in turn gain energy
through 0* - H® Coulomb collisions. This is because H® ions are heated 16
times faster by electrons as shown in equation (3.73).

3.10.3 Resonant ion-neutral collisioms. The importance of charge ex-
change in the ion energy balance equation has been investigated by Bamks
[1966b]. In process of exchanging charge both of the original particles tend
to retain its original kinetic energy. Thus, the reaction is fundamentally
elastic in perserving the total kinetic energy even though the identity of
the ion has changed. Thus, ctarge exchange provides energetic ions a rapid
way in which to transfer energy to neutral particles. For many atmospheric
ion-neutral pairs the probability of charge exchange collisions is much larg-
er than that for normal elastic collisions.

The energy loss rate of an ion gas is derived from considering energy
balance in ion production and loss. For Maxwellian velocity distributions
with characteristic temperatures, T, and Tn the ion-neutral energy loss rate
is [Banks, 1966b]

-7t- % - 2- nik \’E(Ti - Tn) (3'95)

where Vé is the ion-neutral charge exchange collision frequency. In Table
3,8 are given energy loss rates for ions of the topside ionosphere.

Besides resonant ion-neutral charge exchange collisions between atmos-
pheric gases of the same species, there exists an accidentally resonant charge
exchange between H® and 0. This has been discussed previously in Sec.ion 2.2
with regard to hydrogen-ion production and loss. The energy loss rates for

oxygen and hydrozen ions due to charge exchange are [Banks, 1967a]




TABLE 3.8

Resonance charge exchange energy loss rates,

1 1 1 av;
Sectes TR g p R W Ty E
o*, 0 2.1
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i

(3.97)

The resonant charge exchange energy loss rates are based un experimental

results reported in (Banke, 1966b]. While the maximum error in He® - He

-

charge exchange cross sections is less 15 percent, the maximum errors associated

——

with 0*-0, 0*-H, H*-O, and H*-H charge exchange cross sections are less than

11, 10, 10, and 1 percent respectively,
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4. INCOHERENT SCATTER THEORY
4.1 Introduction

Information about the teuperatures of the ions and the electrons and
about the mixture of ions can be obtained from observations of the scattering
of electromagnetic waves from density fluctuations in the medium. Zordon
[1958] was the first to predict that the width of the frequency spectrum would
be determined by a Doppler spread caused by the thermal velocities of the
electrons. Later observations oy Bowles [1962] and Pineo et al., [1960]
showed the frequency spectrum to be much narrower than anticipated because the
Doppler spread is determined by the thermal velocity of the ions. The theory
of this phenomenon has been developed by a number of workers [Fefer, 1960,
1961; Dougherty and Farlay, 1960; Renau, 1960; and Salpeter, 1960a, b] and
all arrived at identical conclusions,

Fejer [1961] has developed a theory of scattering of radio waves bv an
ionized gas in thermal equiiibrium in the presence of a uniform magnetic field.
This is a generalized treatment in that the results would be used for ¢ ‘veral
types of ions present and for unequal values of the individual ion tempera-
tures and electron temperature,

Mooreroft [1964] has studied the effects of ionic composition on the
nonmagnetic spectrum. From his work Hagen and Heu [1974] have deduced the
structure of the protonosphere above Arecibo.

In this chapter attention will be paid to the effects of unequal ion tem-
peratures on the spectrum where a magnetic field is not present which is rele-
vant for all directions of propagation except those nearly perpendicular to
the magnetic field lines, The ions, 0’ and H‘, will be treated and considered

in detail. The ion, He‘, is not considered in this treatment because of its
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of its relative unimportance with respect to H* and 0'. Experimental obser-
vation of He' indicate that its number density is less than ten percent of the
H' number density [Rees et al., 1971; Gleeson and Azford, 1967].

The effects of ionic composition, electron temperature, and Debye length
on the nonmagnetic spectrum will also be considered. The H" number density
plus the 0" number density is assumed to equal the electron number density.
Electron temperatures are assumed to be greater than or equal to the ion tem-
peratu?es.. This has been shown to exist by a number of experimental observa-
tions of the topside ionosphere [Hagen and Hsu, 1974]. Theoretical expres-
sions for scattering from the thermal den;ity fluctuations in an ionized gas
have been taken from a paper by Fejer [1961]. Computations in this work were
programmed on the H-P 9830, the CDC Cyber 1700, and the IBM 360 at the Univer-
sity of Illinois.

4.2 TIncoherent Seatter from a Thermal Urmagnetized Plasma

The influence of ions on the scattering characteristics has been shown

to be important when the exploring wavelength is very much larger than the

Debye length [Dougherty and Farley, 1960; Salpeter, 1960a; Hagfors, 1961]}.

- The Debye length or shielding distance De is

o 2,1/2
De = (eokTe/nee : meters (4.1)

where €, is the permittivity of free space, k is Boltzmann's constant, Te is

0
the electron temperature, n, is the electron Qensity, and e is the charge on
thc electron. The scattering can be thought of as arising from density fluc-
tuations brought about by longitudinal oscillations in the plasma. Ion-
acoustic waves and electron-induced waves at the plasma frequency and the

electron gyrofrequency comprise a major part of these oscillations. In the

ahsence of collisions the frequency spectrum of the scattered power from
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randomly distributed electrons is

3 2

L SR i
f c 2 3
. 1 jgz “'1/2 Qj‘l "j g, exp(-mzlﬂjz)
)
I (4.2)
. 172
where nj kw(Zk?jlmj) (4.3)
Qj » Dj'z kw'z [-1 + R(wlgj) exp(-mlejz)
/% 2 1/2 2,, 2
| X [: expydy +tnw (m/nj) exp (-w /nj )} (4.4)
, 2,172
Pj - (eoij/nje ) (4.5)
and kw = 4n/) (4.6)

, where ) is the transmitted wavelength

Subscript 1 refers to electrons, 2 refers to O*. and 3 refers to H‘. The

Thomson scattering coefficient of an electron is

2 he J
o, " (uoa siny/dwml) (4.7)

where ¥ is the permeability of free space, vy is the angle between the elec-

tric field vector of the incident wave and direction of scattering, and the

D B " N

other quentities have been defined previously,

In equation (4.2) the first term is called the electronic term and 21
second term is called the ionic term. For large values of the parameter
a = 4wﬂé}k the spectrum function is very broad and most of the scattered

power is in the electronic part of the spectrum [Fejer, 1961]. This spectrum
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has a Gaussian shape. For small values of a the spectrum becomes narrow and
the ionic part of the spectrum contains most of the scattered power. It is
this feature which allows radar investigation of the ionosphere using appa-
ratus of lower sensitivity. In the topside ionosphere a is generally quite
small. At larger values of a the scattered power can be calculated by use of
approximations.

The only term in equation (4.2) which is not analytic is the integral

/9
r I exp y2dy - (4.8)
(]

This can be expressed as the power series

© 2 k-1
w 2,.2 (k-1)! -w
q oW/ oLy T 7 4.9)

(see Appendix B), or as an asymptotic expansion

gﬁ exp(w?/9%)

2 3 4

2 2 2 2
x (1 + —25 + 3 —27 + 15 -25- + 105 -27 + ..)
2w 2w 2w 2w

Both the power series and the asymptotic expansion used in the calculation
of the power spectrum depends on the magnitude of the quantity, uz/nz. When
wzlnz is small, the power series is very useful since it converges rapidly.
When wz/n2 becomes large and the power series fails to converge, the asymp-
totic expansion is used with very little error entering into power spectrum
calculations.

Buneman [1962] has shown that the total cross section attributable to

the ionic component when T, =T, is given by

=0 /(14 a2) (2 + o) (4.10)
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which approaches 03/2 as a + 0, In the topside ionosphere, Te is often not
equal to T.. Generally T‘/Ti is in the range 1 to 4. When this is true the

effect of varying Te/TQ on the total echo power can be expressed as

o= a,/(1+ad)(1 T /T, + a?) (4.11)

The exact variation of the total cross section a as a function of T;/Ti
has been calculated by Mooreroft [1963] and is shown in Figure 4.1 for the
case a + 0,
4.3 Characteristice of Theoretical Spectra

4.3.1 Speotra for one type of tom. In order to better understand the
more conplicated case of two ions, spectra for one type of ion will be re-
viewed and examined first. Power spectra are shown in Figure 4.2
for scatter from ionized gases where the ion present is either oxygen or hy-
drogen for electron-ion temperature ratios Te/Ti of 1.0, 2.0, and 3.0. Only
half of the spectrum is shown since the spectrum is symmetric about the
transmitter frequency. The scale for the power scattered per unit incident
power densit; (power spectral density) is normalized by the power spectral
density at zero Doppler shift. The frequency scale is normalized by the fac-
tor x(melskTe)l/z. This indicates that the position of the peak in the spec-
trum depends on Tellz, since the peak position doesn't change significantly
when the frequency scale is normalized by this factor. Figure 4.2 also shows
that the width of the spectrum is nearly proportional to the square root of

172 as is

the ion mass. Thus, if the frequency scale is normalized by me
shown in Figure 4.3, then the peak of the spectrum appears at almost the same
Doppler frequency shift for both 0* and H*.

The width of the spectrum also depends on the ion temperature. This

is shown in Figure 4.4 for 0" where Te/Ti is assumed to be equal to 1. The
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that the shapes arc almost identical in all cases.
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width of the spectrum increases as T, increases. This characteristic can
be used to calculate Ti from experimental data.

When only one type of ion is present and T; - Ti the calculation of
Tys T, and n, is straightforward, n, can be found from the power scattered
per unit volume o, T& can be calculated from the width of the spectrum (Af).
T; is equal to Ti‘ Generally in the topside ionosphere the ions are hotter
than the electrons. The quantities ¢ and Af are then functions of the tem-
perature ratio T;/Ti. However, the height of the peak of the spectrum rela-
tive to the spectrum value at zero Doppler shift, R = max{S(w)}/S(0), is a
function only of the temperature ratio. So, if R is measured then T;/Té can
be found which in turn can be used in the calculation of T& and N;. Figure
4.5 shows the dependence of R on T/T; for 0 and 7(0") = 1000 K,

4.3.2 Spectra for a mizture of H* and 0" with a single ion temperature.
The interpretation of the scattering from an ionized gas is considerably
more complicated when two types of ions are present than when only one kind
is present, The discussion in this section is related to a mixture of T
and 0°. This is appropriate for the topside atmosphere since densities of
other ions are very small compared to the combined densities of H* and 0°.

Moorcroft [1964] has calculated the spectrum for the case where the mass
of one ion is four times the mass of the other ion. This could apply to mix-
tures of 0° and He® ions or mixtures of H' and He' ions. Although this anal-
ysis may be useful where the He® density reaches its maximum value, generclly
the He' density is much too small to have any appreciable effect on the
incoherent-scatter spectrum. The effect of He' will therefore be ignored
and the mixture of H* and 0° ions will be studied in detail.

While the shapes of spectra for two different jons are similar for a

given temperature ratio, the shape of spectra for a mixture of the two ions
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is quite different from those of either ion alone. This is evident in Fig-
ure 4.6 where spectra are shown for various mixtures of 0* and H® for a tem-
perature ratio of 2.0, This figure also indicates that *he peak-to-center
ratio R is now a function of n(O‘)/n‘ as well as of T;/T% which complicates
the calculation of T;/T%. The R dependencies must be roproseniod by a whole
family of curves rather than a single line as in Figure 4.5. Figure 4.7
shows ? as a function of n(o')/n‘ and r‘/Tk for mixtures of 0% and H’.

The appearance of a double hump feature in Figure 4.6 is the result of
the Doppler frequency separation of the o* peak and the w peak. The peak
of the H' part of the spectrum doesn't show clearly as a peak until n(o‘)/n‘
is 0.4 or less. Likewise, the o* peak doesn't become a peak until n(O‘)/n‘
is 0.6 or greater. Thus, when n(O')/n. is greater than 0.4 and less than
0.6 there is no peak in the spectrum and the maximum value of the spectrum
occurs at zero Doppler shift. This makes the determination of T;/Tk or
n(O’)/ne from measurements of R impossible since Te/Ti and n(o‘)/n. can t-'e
on many values for a single value of R. Thus, an extra parameter is needed
in order to determine Te/Ti and n(O’)/n‘ when n(o‘)/ne is in the range be-
tween 0.4 and 0.6. When n(o*]/nc is between 0.6 and 1.0 and between 0.0 and
0.2, R changes rapidly as n(O*)/ne changes.

In contrast to R, f% (see Figure 4.8) the width of the spectrum at half
maximum, changes much more rapidly when n(o‘)/n‘ is between 0.2 and 0.6 than
when n(o’)/ne is between 0.0 and 0.2 and between 0.6 and 1.0. When n(O’)/ne
is between 0.8 and 1.0, fg is almost constant and changes only slightly from
one value of Te/Ti to another. This makes the determination of n(o')/ne and
Tg/Ti from fg measurements difficult when n(o’)/ne is between 0.8 and 1.0.,

with the result that the error in n(o*)ne and Te/Ti would be much larger.

o i s
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One quantity which changes only slightly as the composition is varied
is o/ne where ¢ is powef scattered per unit volume [Mooreroft, 1964]. o is
a function of Tg/Ti which is shown in Figure 4.9. -The change in 0/"3 is
sufficiently small as the composition varies that it can be either ignored

or obtained by a simple interpolation between the curves of Figure 4.9.

Siﬁce very little error is introduced by ignoring the dependence of a on

composition, o is assumed hereafter, to be a function only of n, and Té/Ti.

Generally, the determination of the temperatures and densities of the
electrons and ions requires at least the measurement of four parameters of
the spectrum. So, it is clear that measurement of f%, R, and o alone is in-
sufficient to determine any of the temperatures or densities. However, prior
knowledge of any one of Té, Ti’ Te/Ti’ n(0+)/ne or n, is sufficient to deter-
mine all the rest.

Sometimes, for example, an independent measurement of the electron den-
sity is available. Then the ratio o/he via Figure 4.9 will give Te/Ti which
combines with R via Figure 4.7 to give n(0+)/he. Finally, since f% depends
on Ti%’ Te/Ti and n(0+)/ne combine via Figure 4.8 to give Ti'

An assumption about either»Te/Ti or n(0+)/ne will likewise enable all
the other quantities to be determined. When Ti is known it is necessary to
make an initial assumption above either n(0+)/ne or Te/Ti to get the other
quantity from either Figure 4.7 or 4.8. If the value of n(O*)/ne is assumed
initially and Figure 4.8 is used to reduce Te/Ti’ then this value of Te/Ti
can be used in Figure 4.7 to dctermine n(O*)/he. This iterative procedure
is continued until n(0+)/ne and Te/Ti converge.

One point which has been ignored in the above discussion is the fact
that two values of n(0+)/ne are possible for a single value of R and Te/Ti

as shown in Figure 4.7. However, this ambiguity can be removed by additioral
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information concermning the structure of the upper atmosphere. At lower alti-
tudes it is known that the amount of H' is very small. As the investigation
is extended upward from the Fi layer only one of the two possible sets of
values for n(o*)/n‘ gives a continuous variation of n(o*)/n. with height.

If information about Lo T;/Ti, T; or Ti is not available and if one
is to deduce information about temperatures and composition from scattering
measurements alone, then another independent measurement on the spectrum is
necessary. A survey of the shape of spectra in Figure 4.6 shows that the
tail of the spectrum bicomes more extended as n(o*)/né decreases., It appears
that the measurement of the slope of the tail of the spectrum will yield in-
formation on n(O')/ne and Ta/ri‘ The choice for this new parameter is the
slope of the spectrum at the point where the power spectral density falls to
one-half its central value and it will be called S%. In order to keep it in-
dependent of the scales of power density and Doppler shift, S& can be meas-
ured on a semilogarithmic plot of the spectrum in which the central value of
the power spectral density is normalized to zero. Because of this normaliza-
tion, S% is then expressed as the number of docibels of change over a fre-
quency interval corresponding to the Doppler shift to a point - 3 dB from
the central value of the spectrum, 35 is independent of the electron and ion
temperatures and is a function only of Ts/Ti and ﬂ(O*)/ﬂﬂ.

4.3,3 Spectra for a mxture of n* ad 0° with different ion tempera-
turea. The influence of differing ion temperatures on the spectrum has been
ignored in the previous discussion, The jon temperature also has been as-
sumed to be the same for all the ions present. This assumption is valid at
lower heights where the ions, electrons, and ncutrals all have the same tem-

perature. When Té/Ti is found to be c¢fqual to one using the analysis of the
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previous secticn one can safely assume that the ions have a single tempera-
ture. But as T;/Ti increases above one then the possibility that the ions
have separate temperatures must be investigated because H and 0" ions are
heated at different rates by the thermal electrons. In this section the
effect of separate ion temperatures on spectra for a mixture of H and 0
are investigated in detail.

In general the parameters, R, fg, g, and S& are functions of each ion
temperature. In any of these parameters are functions of Ti then it is a
function of both the hydrogen ion temperature (T(H*)) and the oxygen ion
temperature (T(0+)). The only parameter which was a function of Ti was f%'
Therefore, one expects fg to be a function of both T(o*) and T(H*). The
other parameters may also be functions of T(H*) even though they were not
functions of Ti' This will be discussed later in this section. ‘

Instead of dealing with both T(0%) and T(H') the ratio T(')/T(0") and
T(O‘) will be used. This simplifies some of the numerical calculations which
will be carried out later on. In Figure 4.10 the spectra for values of
n(o*)/n8 equal to 0.0 to 1.0 are shown for different values of the ratio
7(H')/7(0"). In this figure the ratio T /T, is taken as 2.0. Notice in this
figure that a point near the peak due to H' ions the curves converge to a sin-
gle value, For all values of n(o*)/ne the power at zero Doppler frequency
is greater for larger values of T(H+)/T(0+). Also the power decreases less
rapidly after the H+ peak for larger values of T(H*)/T(O‘). The shape of
the spectrum is different for each value of n(O*)/ne and T(H*)/T(O*). There
are points where the spectra intersect which provide a way of calculating
n(O’)/ne. The ratio T(H‘)/T(O‘) can be calculated from places where the
spectra differ. Unfortunately most of these parameters also depend on other

quantities such as 7(0"), T,/T(0"), and n(o‘)/ne. It is very difficult to
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find parameters of the power spectra which only depend on one quantity such
as n(0%)/n,. This makes the determination of 7(0%), T,/T(0"), 7(#')/7(0"),
and n(0+)/ne very complicated. Sometimes the solution is ambiguous due to
two or more w. ys of matching theoretical results with experimental data.

The parameter f%, which was a function of Ti’ is a function of both T(O+)
and T(H*)/T(O+). As can be seen from Figure 4.10, fg increases as T(H‘)/T(o*)
increases. Another parameter which increases with T(H*)/T(O+) is . For
larger values of T(H*)/T(0+) amplitude of the spectrum at frequencies near
zero Doppler shift is also larger. Earlier it was found that as Te/T(O*) in-
creases, 0 decreases, $O T(H*)/T(O+) has the opposite effect on o as does
7/7(0").

The effect of T(H’)/T(0+) on R is not readily apparent from Figure 4.10.
Both the spectrum maximum and the spectrum at zero Doppler shift changes as
T(H*)/T(O‘) changes. If one compares the values of R for n(O*)/ne = -/8
at different values of T(H*)/T(O*) one can get the relation for the dependence

of R on T(H')/T(0*) at T(H')/T(©") =1, R, . = $,/S, and at r*y/T(0*) = 1.5,

1.0
Ry g = (S + 85)/(5, + 85) so

51 - 5

MsPo®t - S5

Thus, as T(H+)/T(O*) increases from 1.0 to 1.5, R decreases slightly,
4.4 (haracteristics of Theoretical Autocorrelation Functions

Although the analysis of various par.incters of the incoherent-scatter
power spectrum is very useful in determining temperatures and densities of
electrons and ions, this analysis cannot be directiy applied to experimental
data. Instead, the autocorrelation function (ACF) or the Fourier transform

of the power spectrum is available. To get tli¢ experimental power spectrum,
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the inverse Fourier transform of the experimental ACF has to be calculated.

This leads to larger errors in the determination of temperatures and densi-

ties of electrons and ions. Fortunately, analysis of theoretical ACF's can

be performed to determine temperatures and densities of electrons and ions. |
The method of this analysis is discussed in the following subsections.

The ACF like the power spectrum depends on T(O*), Te/T(O*). T(H‘)/T(0+)
n(o*)/ne. By identifying certain characteristics of the ACF one can under-
stand how the ACF can be used to deduce 7(0"), T,/7(0"), T(H")/T(0") and
n(0+)/ne. Some of these quantities affect the ACF significantly, Others
have a slight effect on the ACF, Parameters which are derived from the ACF
are discussed in the following subsections, These parameters can be used
to determine the temperatures and densities of electrons and ions, In
Chapter 5 analysis of the theoretical ACF will be applied to experimental
ACF's to calculate the temperatures and densities of electron and ions.

4.4.1 ACF for a single ton. The analysis of the ACF when a single ion
is present will serve as a basis for the more complicated case of a mixture
of ions which will be discussed later. The calculation of the ACF has been
performed numerically using Simpson's rule for integration, The time delay
step size has been chosen to be at least as short as time delay of experi-
mental ACF's, The general features of the ACF are illustrated in Figure 4.11,
which shows ACF's for scatter from ionized gases where the ion present is
oxygen or hydrogen and for electron-ion temperature ratios of 1.0, 1.4, and
2.4, All the ACF's have been normalized to one at zero time delay. The posi-
tion of the first minimum of the ACF, Ty is smaller for H' than for 0*, and
is nearly inversely proportional to the square root of the ion mass. Since
the shape of the ACF is of particular interest, the abscissa can be divided

by the square root of the ion atomic mass shown in Figure 4.12. It is clear
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from this figure that the shape of the ACF is only slightly dependent on the
mass of the ion present in the gas, If there were no contribution to the
spectrum due to electrons in equation (4.2) then the shape of the spectrum
and the ACF could be independent of the ion mass.

Figure 4,11 also shows that the depth of the first minimum of the ACF,
AMIN, is strongly dependent of the electron-to-ion temperature ratio. This
characteristic of the ACF is due to the dependence of peak-to-center ratio R
of the spectrum on T;/Ti. As R increases for increasing T}/Tk so does the
depth of the first minimum of the ACF, To confirm the relationship between
R and AMIN one would except that they do not depend on the ion temperature.
Analysis of Figure 4.13, which shows ACF's for different values of Tes indi-
cates that the AMIN does not depend on Tk even though the position of AMIN
does., Thus, if only one type of ion is present in the gas the electron-to-
ion temperature ratio could be determined from AMIN,

Another feature of the ACF which is shown in Figure 4.13 is the depend-
ence of the first zero crossing of the ACF (to) on the ion temperature. As
the ion temperature increases, 1, decreases. This is opposite to the depend-
ence of f% on T, which was discussed in Section 4.2. It was found that fg
depends on Tik. Here, the dependence of Ty On Ti is " Ti'k. The first
zero crossing doesn't depend on Ti alone, as can be seen from Figure 4,11
which shows ACFs for different values of Te/Ti' It is evident from this fig-
ure that T, also depends heavily on Te/Tt. As Te/Ti increases, T, decreases.
So, the functional dependence of L is complicated since it both depends on
T, and Te/Ti'

When only one type of ion is present one can use the dependencies of

% Tg» and AMIN on Tt’ Te/Ti’ and n, to deduce these quantities. These
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various dependencies are illustrated in Figures 4.14 and 4.15 for the ions

0* and H'. In Figure 4.14 the ACF at its first minimum, AMIN, is shown as =
function of T;/Ti for temperature ratios from 1.0 to 2.4, the appropriate
range of T‘/Ii for the upper atmosphere. Since the ion mass has a slight
effect on the shape of the ACF (see Figure 4.12) AMIN depends just slightly on
the ion mass, The effect of Ti on AMIN is slight and can be ignored compared
to the dependence of AMIN on Teka‘ It is even less significant than the
cffect of chaiuges in the ion mass. Thus, the functional form of AMIN can be
expressed in terms of Te/Ti alone,

Both t, and o depend on Te/Ti but T;/Ti can be determined from AMIN,
Thus, one can find Ti from o and ng from o by using T‘/Ti from AMIN, Al-
though o is only slightly dependent on the ion mass, T is strongly affected
by the ion mass. Therefore, no further complications are introduced by the

i1on mass when using o to find n But, T cannot be used alone to find Ti'

e
Either some information about the ion present in the gas must be available or
1, must he normelized with 1espect to some other parameter. Sometimes the
ion present :n the gas is known. For example, at altitudes near the Fz peak
in the electron density it is known that the ionic composition is almost ex-
clusively 0%. At other altitudes the knowledge of the ion present is less
certain. In fact, at most altitudes ther: is a mixture of ions with no one

jon more than 90 percent of the total ion demsity.

Suppose therv is only one ion present and it is not known. t, must th:n

be normalized with respect to some other parameter. A suitable parameter to

use is ioz vhich is a value of 1, at a fixed ion temperature of 1000 K. This
ion temperature is chosen because the ion temperatures in the topside iono-
t

sphere are near 1000 K. In Figure 4.15 the normalized o is shown as a func-

]
tion of Te/Ti for o' and H‘. Although T, depends slightly on the irn mass
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Figure 4.14 The first minimum of the ACF is called AMN. It is
shown for 0* as a function of To/T;(0*) and T;(0*).
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one can determine Ti fairly accurately if T./Ti is known from analysis of o.
If only one type of ion is present and if AMIN, r;. and ¢ can be mea-
sured then it is possible to determine T;, Ti and n, using the curves of Fig-
ures 4,14, 4,15 and 4.9. However if not all these scattering quantities can
be measured, it may be necessary to make some assumptions about the tempera-
tures, or perhaps measure n_ in another way. In Figure 4,16 the various com-
binations of measurements and assumptions are shown by a schematic diagram.

The case where not all of o, AMIN, and 16 can be measured can be con-

sidered with the aid of Figure 4.16. Of the three quantities, the most dif-
ficult to measure is AMIN, Examination of Figure 4.16 shows that the measure-
ment of ré and ¢ must be supplemented by a measurement or an assumed value

of one of the other quantities before anything can be deduced. Any of Ti’

Te’ Te/Ti’ or n will suffice. At certain times, the temperature ratio in

the topside ionosphere can be accurately estimated. For example, T;/Ti =]

at night; also, the ion temperature could be obtained from rocket measure-
ments if an isothermal atmosphere is assumed, Either of these assumptions
would be sufficient to deduce both temperatures and the electron density

'

from measurements of ¢ and i For example, values of the electron density

from topside sounders could oe combined with o to give Te/Ti' This value of

1]
?e/Ti along with analysis of o would give T, and T,.

Two quantities which are necessary for the determination of temperatures
and the electron density are T; and 0. Without them it is not possible to
determine temperatures and the electron density. Early measurement of Bowles S
[1962] only contained measurements of o. In that case, assumptions about
Tg/Ti will give n, from o; or an independent measurament of n, will give

'
Te/Ti’ When only L is measured, one of Ti‘ T.s or Tg/T{ must be obtained
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by independent measurement or assumption and then the others can be obtained
from T;.

4.4,2 ACF for a mizture of two ione at a eingle ion temperature. The
interpretation of the scattering from an ionized gas is considerably more
complicated when two types of ions are present than when only one kind is
present. The discussion in this section is related to a mixture of H* and
0+, the ions present in the topside ionosphere.

While the shape of the ACF for two different ions are similar for a
given temperature ratio, the shape of the ACF for a mixture of the two ions
is quite different from those of either ion alone. This is evident in Figure
4.17 which shows ACFs for various mixtures of 0% and H' for a temperature
ratio of 1.4 and an oxygen ion temperature of 1000 K, This figure also in-
dicates that the depth of first minimum of the ACF, AMIN, is now a function
of n(O‘)/ne as well as of Te/Ti' This complicates the calculation of Te/Ti
and n(o*)/ne. The functional form of AMIN can be represented by a whole
family of curves rather than a single line as in Figure 4.14. Figure 4.18
shows AMIN as a function of n(O‘)/ne and Te/Ti for mixtures of 0" and H'.

There are a number of characteristics in Figure 4.18 which either hinder
or aid the determination of Tc/Ti and n(O*)/ne. One characteristic which
aids the determination of TQ/Ti and n(O‘)/ne is the fact that at either small

or large values of n(o*)/n T;/Ti can be determined fairly accurately if

pe
n(o‘)/ne isbknown from other measurements. In opposite sense if Te/Ti is
known, Figure 4.17 will givé n(O*)/nc if it is small or large.

One characteristic which hinders the determination of Te/Ti and
n(o*)/ne is the fact the curve of one value of Te/Ti either crosses the other

curves of constant Te/Tt or becomes almost equal to the curves of constant

Te/Ti at a point in the range between n(o*)/ne equal to 50 and 70 percent,
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In fact the curve for T;/Ti = 1,0 crosses all the other curves twice between
n(o‘)/ne equal .4 and .7. This characteristic means that 2 values of T;/Ti
can be deduced from AMIN at these points of crossing. Also, AMIN cannot be
used to find n(0')/n, or T,/T, when n{0')/n, is between .4 and .7 since the
curves cross and reach a maximum. This implies, with the use of Fig. 4.18,
that when AMIN is greater than -.1 some other parameter must be used to find
n(0")/n , and T/T,.

Another characteristic in Figure 4.18 is the simllarity of values of
AMIN for n(O*)/ne near 0.0 or 1.0. This means two values of n(O‘)/ne can
be determined from a single AMIN using one value of Te/Ti‘ Usually this is
not a problem, since the dominate jon is often known in a particular alti-
tude region and n(O‘)/ne can be assumed to be smoothly varying with altitude.
Also, the ACF is quite different for n(0+)/ne near 0.0 and 1.0 (see Figure
4,17,

An important parameter of the ACF which depends on n(O*)/ne, T;/Ti, and
T; is the time delay at the point where the ACF is one half (THALF). Figure
4.19 shows the dependencies of THALF on n(0+)/ne, Te/Ti’ and T.. The depend-
ence of THALF on n(0+)ne is more pronounced with THALF much less for n(o*)ne
equal to 0 than 1.0, THALF depends on Ti more than it depends on Te/Ti'
Yet, the dependence of THALF on Te/Ti is significant and cannot be ignored.
Since THALF depends o; all the quantities that need to be deduced, one must
combine measurement of THALF with measurement of at least two other para-
meters such as AMIN, to find n(O*)ne, Te/Ti’ and Ty

Another important parameter of the ACF is the time delay at the first
zero of the ACF (TZERO). TZERO depends on T, T,/T;, and n©") In, as shown
in Figure 4,20. In this figure, TZERO has been normalized by THALF. Hence-

forth, the normalized TZERO will be referred to as TZERO.
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In Figure 4,20, the dependence of‘TZBRO on nco*)/n‘ is noticed as the
strongest dependence and the dependence of TZERO on Ti_,u_,tho next strongest.
The dependence of TZERO on 2;/T£ is very slight when n(o*)ln‘ is greater
than 0.60 and less than 0.20. When n(0')/n, is between 0.2 and 0.6 there
is some separation between the curves for different values of T;/T%. The
curves are discontinuous when n(O*)/n‘ is between 0.2 and 0.6, The reason

for this has to do with the disappearance of the minimum of the ACF due to

g
£
i
%
g.“
=4
H

H* ions as n(o’)/n‘ increases. The minimum becomes less in magnitude as
n(O*)/ne increases and increases above zero. Then the minimum due to H'
disappears altogether and the first minimum is due to 0'. The minimum changes
discontinuously when this occurs. The place where the curves become disconti-
nuous depends on the ratio T;/Té as well as on n(O‘)/ne. Since the respec-
tive step sizes for n(O‘)/ne and Té/Ti were 0.1 and 0.2 when these calcula-
tions were made, the resolution of the curves in the range of n(o‘)/ne be-
tween 0.2 and 0.6 is not very good. The resolution could be improved with
smaller step sizes for either n(O‘)/ne, or T;/T}, or both.

In Figure 4,21, TZERO is shown for n(0+)/ne in the range 0.2 to 0;6 with
step sizes of 0.04 for n(o*)/ne. This figure shows that the curves have bet-
ter resolution when the step size for n(O*)/ne is smaller. Although Figures
4,20 and 4.21 could theoretically determine n(0+)/ne very accurately when
TZERO has a discontinuity in its experimental measurement, this is dependent
on the accurate measurement of Te/Ti and Ti' Even though Ti and Te/Ti are
not accurate, Figure 4.20 still could be used to get a fairly accurate value
éf n(0+)/ne if TZERO is greater than 2. When TZERO {s less than 2 and a dis-
continuity has just occurred n(O*)/ne is between 0 and .54. If TZERO is less

than 2 and n(o‘)/ne is near 1 then TZERO can again be used to find n(o‘)ne
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If a single ion temperature is used for both ions and there is a mixture
of 0° and H* then the parameters TZERO, THALF, and ANMIN (Pigures 4.18-4.21)
can be used to find n(O‘)/n‘, T;» and T;/T%. and ¢ can be used to find n .

If o is not measured, n, cannot be found. If measurement of one of the other
parameters is not possible then the independent knowledge of one of Te/Ti, Tys
or n(o‘)/ne must be had in order to determine the rest of these quantities.

4.4.3 ACF for a mizture of 0° and H® with diffevent ion temperatures.
This section covers the special case of deducing all the possible quantities
of & mixture of 0° and H® from theoretical parameters of the ACF. That is,
n(0")/n,, 7(0%), T(H)/7(0%), 7,/T(H") and n_ can all be calculated with suit-
able parameters of the ACF. This is possible theoretically since the power
spectrvm and in turn the ACF depend on all these quantities. The dependence
of the ACF on 7(0%) if 7, = T(H") = 7(0%) has been shown previously in Figure
4.13. The dependence of the ACF on T /T, and n(0*)/n, has been shown in
Figures 4.11 and 4.17 respectively. The dependence of the ACF on T(H')/T(O‘)
is shown in Figure 4,22 for the cases n(o‘)/ne = 0.4 and 0.9 with Te/T(HQ)
equal to 1.4. These are only two of the many possible cases. Other cases
will be discussed and illustrated in this section.

The dependence of the ACF on T(H‘)/T(o‘] as shown in Figure 4,22 is weak
but still strong enough to permit determination of T(H‘)/T(O‘). The para-
meters THALF, AMIN and TZERO which depsnd on n(O‘)/ne, Te/Ti' and Ti may now
depend on 7(H')/7(0") also. From Figure 4.22 one notices that THALF depends
on T(H')/7(0%). Since THALF also depends on n(0')/n,, T /T,, and T, it is
hard to represent all the dependencies of THALF on a single graph. THALF is
shown in Figure 4.19 as a function of n(O‘)/ne, Te/Ti and Ti; in Figure 4,23

THALF is shown as a function of n(o*)/ne. TfH‘)/T(O’), and T(O*) with
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Figure 4.22 The dependence of the ACF on T(H‘)/T(O‘).
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2;/T(H+) = 1,0, Examination of Figure 4.23 shows that the dependence of
THALF on T(H+)/T(0+) weakens as T(O’) increases since the curves are closer
together for the case where r(o*) = 2000 K case than for the 1000 K case.
Even though the dependence of the ACF and THALF on T(H*)/T(O*) (Figures 4,22
and 4.23) indicates that it is theoretically possible to deduce ratios of
T(H')/T(0%) if the other quantities that the ACF and THALF depend on are
known.

The parameter TZERO which depends on n(O*)/ne and Ti does not depend
on T(H+)/T(0+) in any significant way when n(0+)/ne is greater than 0.6. The
only places where THALF depends on T(H+)/T(0*) are at the discontinuities.
Since THALF does ndt depend on T(H*)/T(o+) for most of the range of n(0+)/ne,
the dependence of THALF on T(H+)/T(0+} will be ignored, just as the dependence
of THALF on Te/Ti is ignored for most of the range of n(O*)/ne.

Another parameter which depends on T(H*)/T(O*) is AMIN. 1In Figure 4.24
AMIN is shown as a function of T(H')/T(0") and n(0")/n, for 7 /r(H") = 1.0
and T(0+) = 1000 XK. Fortunately, the dependence of AMIN on T(0+) is very
slight; so this figure can be used for all values of T(O*). The dependence
of AMIN on T(H+)/T(0*) is strongest for values of n(0+)/ne near 1.0. When
n(0+)/ne decreases below 0.5 there are values of AMIN which give 2 values
of T(H+)/T(0*). This is because the curves cross one another. Thus, other
parameters must be used to deduce T(H+)/T(0*) when n(0+)/ne is less than 0,5.
The dependence of AMIN on T(ﬁ+)/T(O+) is also somewhat similar to the depend-
ence of AMIN on Te/T(H+) as shown in Figure 4.18, This could cause a problem
with ambiguous solutions, i.e. two sets of values for Te/T(H+) and T(H+)/T(O+)
could give the same AMIN, This problem can be eliminated if another para-
meter can be found which depends on T_/T(H") and T(H')/T(0") in much different

ways than AMIN does.
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A parameter ﬁhich depends on T(H*)/T(O*) is ADHALF, which is the deriva-
tive of ACF at t = THALF, ADHALF also depends on some of the other quanti-
ties., In Figure 4.25 ADHALF is shown as a function of n(O*)/ne and T(H+)/
T(O*) with Te/T(H*) = 1.0 and T(O‘) = 1000 K. The dependence of ADHALF on
T(H+)/T(0+) is slight compared to the dependence on n(O*)/ne. Usually
n(0+)/ne is determined quite accurately from TZERO, so the dependence of
ADHALF on T(H+)/T(0*) can be used to determine T(H+)/T(O*). This is not very
easy because ADHALF also depends on Te/T(H+). Although the dependence of
ADHALF of Te/T(H+) is not similar to the dependence on T(H+)/T(0*), as in the
case of AMIN, it is close enough to cause some problems with ambiguous re-
sults. Usually this can be overcome with some assumptions based on physical
reasoning., For example the quantities Te/T(H+) and T(H*)/T(O*) are expected
to vary smoothly with altitude. Since many altitudes are observed, results
that are discontinuous will be rejected.

There are many other parameters of the ACF which depend on the quantities
T(0+), n(0+)/ne, Te/T(H+), and T(H*)/T(O+). Parameters such as the time de-
lay at the first minimum of the ACF (TMIN) and the derivative of the ACF at
the first zero (Ao) could be used to reduce these quantities. Like the
other parameters discussed previously, TMIN and AO have complicated de-
pendencies. They will not be discussed here but they may be used if another
parameter is not useful in reducing the ion and electron temperatures.

4,4.4 Swmary, There are five quantities to be determined from analysis
of the ACF - n_, n(")/n,, T, T e/'.r(u*), and 7(H')/7(0%). The only quan-
tity which is easy to determine is n(0+)/ne if it is greater than 0.5. It
can be determined quite accurately from TZERO. The quantity n, can be deter-
mined to within a factor of 2 from o. If Te/T(H*) is known, then n, can be

determined much more accurately. The T(O*), Te/T(H+), and T(H+)/T(0*) are
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nuch more difficult to determine because the ACF parameters depend on all
these quantities, If either Te/T(H+) or T(H+)/T(0*) is known then the task
of finding the other quantities is made easier because one depeadence is re-
moved. If all the quantities are unknown then the ACF parameters in conjunc-
tion Qith physical assumptions have to be used to reduce these quantities.
Sometimes even this doesn't work, in which case the data is rejected either
because of an experimental failure causing the problem or the occurrence of
other physical events which are not of interest in this study. It was found

that useful information can be reduced from almost all of the data.
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5. METHOD OF ANALYSIS AND EXPERIMENTAL RESULTS
5.1 Imtroduction

The preceding chapter dealt with different parameters that can be derived
from theoretical incoherent-scatter autocorrelation functions and spectra.

In this chupter the method of fitting these theoretical parameters to the
corresponding experimental parameters will be described. From this one can
deduce electron, 0" and H' ion temperatures; and the relative concentrations
of 0" and H' ions. The only ions present in the scattering medium are as-
sumed to be H' and 0*.

The radar signals from the Arecibo, Puerto Rico facility are in the
form of long (2000 us, 300 km) and short (300 us, 45 km) pﬁlses transmitted
alternately in order to obtain both adequate sensitivity at the highest alti-
tudes and sufficient height resolution for the lower altitudes in the F re-
gion., The short pulse provides 48 km resolution over the range 230 to 902 km
while the long pulse provides 108 resolution over the range 340 to 1850 km.
That is, the short pulse samples the ACF every 48 km and these ACF's are
averaged over 45 km. The long pulse samples the ACF every 108 km and these
ACF's are averaged over 300 km,

The basic design of the Arecibo facility has been described previously
by Gordon [1964]. The transmitter operates at 430 MHz with a peak power of
2.5 MW, For this work the beam was directed at the zenith. The received
430-MHz signal is prccessed by converting it to an IF of 30 MHz and passing
this through a 125 kHz wide filter and then converting to a second IF of
62.5 MHz which was finally sampled and applied to a digital autocorrelation
[Hagen and Heu, 1974). The hardware corrclator has been described by Hagen

and Farley [1973]. This hardware correlator forms the autocorrelation

functions in real time.
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The autocorrelation functions are sets of 24 points for each of the 1§
altitudes sampled. The time spacing between adjacent points is 8 us. This
data is stored on magnetic tape so that additional processing can be done at
a later time. The ACF's on tape are 12 minute averaged ACF's. That is,
every 12 minutes the integrated ACF's for both the short and long pulses are
written on magnetic tape.

5.2 Methode of analysis of the ACF

Two methods of analysis of the ACF are described in this section. The
first method is the method of fitting ACF parameters using Newton's method
of solving nonlinear equations. The second method is the method of fitting
the ACF's using nonlinear least squares analysis; in the second method the
entire ACF is used.

5.2.1 Fitting ACF parameters. Information about the temperature and
composition of the charge particles of the F region can be obtained by
matching'experimental ACF parameters with theoretically generated ACF para-
meters. The parameters THALF, TZERO, AMIN, and 3%%5- THALE ™ ADHALF are
first calculated from the experimental ACF. Then these values can be com-
pared with values calculated from theoretically generated ACF's which has
been discussed previously in Chapter 4. As discussed in Chapter 4, these
parameters are not simple functions of T(O*), T(H')/T(O’), Te/T(O+), and
n(o*)/ne. So in order to derive temperatures and composition from THALF,
TZERO, AMIN, and ADHALF one must first make a initial assumption about the
temperatures and composition. Then n(O‘)/ne is calculated from TZERO. This
value of "(0+)/ne is then used to calculate Te/T(0+) from AMIN., These values
of Te/T(0+) and "(0+)/"e are then used to calculate T(O*) from THALF, T(H+)/

T(O‘) is then calculated from ADHALF using the previously calculated values

of T(O‘), Te/T(O*) and n(0+)/ne. This procedure is repeated with these new
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values to solve for n(0")/n,, T /T(0"), T(0"), and T(H"1/7(0") until they
converge. This procedure is illustrated in Figure S5.1. This is the general

method for solving for n(o*)/ne, T;/r(o‘), T(O‘) and T(H*)/T(O*). Sometimes

this method has to be altered due to problems in the data.

The numerical method used in deducing the ion and electron temperatures
and number densities was Newton's methed for solving nonlinear equations.
The equation that was solved is

flx) =y, -y, () =0 (5.1)

where Y, is the experimental ACF parameter, Ye is the theoretical ACF para-
meter and x is the physical quantity one is trying to find. The solution
for x using Newton's method is found by generating successive approximations
fron the iteration

L f(xi)/f'(xi) = g(xi) (5.2)

T,
1+1

where f'(xi) is the derivative of thx).

The expected error in x is
Tpay - % 0" () @y - ) (s.3)

where % is between Ty and x.

One of the main problems is the obvious fact that when n(0+)/ne = 1.0
no information ahout the H' temperature can be deduced from the ACF. Even
though n(O*)/ne is not often 1.0 it is close enough to 1.0 at altitudes
around F, layer peak so that H temperatures are almost impossible to deduce
from the ACF alone. In this case the H' temperature can be derived from the
shape of the 0* and electron temperature profiles using results from therma®
processes analysis i.e. the 0% and electron temperature profiles can have
different shapes depending on whether the ' temperature is equal to or sepa-

rate from the 0° temperature, This will be discussed in more detail in
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1. Assume Initial Values

2. Calculate n(o‘)/ne from
TZERO

3. Calculate T /T(H+) from
AMIN €

4. Calculate T(0+) from
THALF

5. Calculate T(H)/7(0")
from ADHALF

6. Repeat 2-5 until all
values converge

Figure 5.1 Schematic djagram of the procedure for
finding T(0'), T(H"), T,, and n(o*)/ne.
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Section 5.4,

The deduction of n(O‘)/ne from TZERO is sometimes ambiguous due to the
discontinuity in the theoretical value of TZERO at different values of
n(O‘)/ne for different Te/T(0+). This was discussed in Chapter 4, Even
though the experimental data of TZERO has discontinuities also, it is diffi-
cult to match the theroetical TZERO with the experimental TZERO at the alti-
tudes where the discontinuity takes place. There are two possible solutions
to this problem: the first is to try to fit theoretical and experimental
values of TZERO but working from the other side of the discontinuity; the
second is to find another parameter from the ACF which depends on n(O‘)/ne in
a different way than TZERO does, This will be discussed in detail later in
Section 5.4,

The parameter used to calculate T(O‘) is THALF. THALF depends on T(o*)
in a simple way but THALF also depends on n(O*)/ne, T(H*)/T(O+), and TQ/T(O*).
This complicates matters a little but if n(0+)/ne is known T(O*) can be cal-
culated with reasonable accuracy (200 K or 20%) since the dependence of THALF
on 7(0%) is stronger than the dependence of THALF on Te/T(H*). The calcula-
tion of T(0") will be discussed in Section 5.,5.

Solving for TP/T(O+) is simplified if one first ignores the dependence
of AMIN or T(H')/T(0%). Then AMIN only depends on Te/T(o‘) and n(0")/n,; it
doesn't depend on T(O+). Now if n(0+)/ne is assumed to be known as it was
for finding T(O*) from THALF then Te/T(O+) can be found to within 20%. This
accuracy can be improved and this will be discussed in more detail in Section
5.5,

There are two more quantities which need to be found n, and T(H‘)/T(O‘).
The electrcn density n, can be found quite easily if the total scattered

power is known. Data from Arecibo gives the scattered power very accurately

R e
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and thus the electron density can be calculated quite accurately. The de-
termination of T(H’)/T(o') is not so precise. This is because the ACF de-
pends on T(H‘)/T(O’) only weakly. Yet there is a definite dependence in the
shape of the ACF. Some of the parameters of the ACF do depend on T(H*)/T(O*)
and these will give approximately values for T(H‘j/T(O‘). Extensive analysis
of the ACF which will be discussed in Section 5.5 give better accuracy for
7" /r0").

5.2,2 Fitting ACF's. Experimental ACF's can be matched with theoret-
ical ACF's using the usual least square criterion. The 24 experimental
points £ are each weighted by the reciprocal of its expected variance Pyt
The physical quantity x is found from locating the minimum of

24 2
fz) = "gl [, - 0,(=))/e,) (5.4)
where © is the theoretical ACF. The condition for the minimum is simply
3f/3ax = 0 (5.5)
Since the theoretical ACF's are not simple functions of 2, numerical tech-
niques are used to find the best fit. The solution for x using nonlinear
least squares analysis is found by first numerically differentiating f(x).

Then successive approximations are generated by using

R N P VA (5.6)
If x represents a set of physical quantities then the second term on the

right side of equation (5.6) is the solution to the matrix equation

A6z% = B (5.7)
where Aij = (afYaxi)(3f73xj)

Bi = (3f/3-7-'i)f
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Equation (5.6) then becomes

Ek'l - 3* + ;k (5.8)

The variance of the final fitted quantities is given by

1

variance (z;) = Aii- (5.9)

The matrix is inverted in the course of solving equation (5.7).

The physical quantities which can be used for T are T(O‘), Te/T(O'),
T(H‘)/T(O’). and n(O‘)/ne. So matrix A is a 4 x 4 matrix. Particular care
must be used in inverting this matrix because some of the elements of A are
very small comparcd to other elements, This gives a determinant of A which
is close to zero. If the determinant of A4 is in fact zero then the inverse
of A does not exist and matrix equation (5.7) has no unique solution. If the
determinant of A is close to zero then the solution of matrix equation (5.7
is very difficult using nonlinear least squares analysis. In this case,
Newton's method can be used to fit the theoretical ACF to the experimental
ACF.

By fitting the entire theoretical ACF to the experimental ACF better
accuracy can be achieved when deducing the ratio T(H‘)/T(O‘) and also when
deducing 7(0") and 7,/7(0"). The ratio n(0°)/n, is not deduced by this
method because it can be deduced accurately from TZERO.

The method of fitting the entire ACF is a more accurate method of de-
ducing the physical quantities than fitting paramcters of the ACF. The rea-
son is that much more information is available in the ACF than in the ACF
parameters discussed in Chapter 4. All the physical quantities could be de-
duced by this method but n(o‘)/ne and sometimes the other quantities are cal-
culated by fitting ACF parameters because fitting the entire ACF is computa-

tionally slower and requires much more computer resources. The ratio n(o’)/n
e




147

and some of the other quantities are deduced by fitting ACF parameters when-
ever the accuracy is good.
5.3 Ion and Electron Number Densities

The determination of n(O‘)/ne and n, will give the ion and electron
number densities since n(0%) + n(H*) = n, in the topside ionospherc. From
TZERO one can calculate n(o‘)/ne if T(0%) is known. Even if 7(0") is not
known, n(O’)/ne can be estimated from assuming a typical value for T(O‘).
For example, if one assumes that T(O’) is 1000 X throughout the topside
jonosphere, one gets what is shown in Figure 5.2 for n(O‘)/ne profiles. Also,
shown in Figure 5.2 is the n(O*)/ne proflic for T(O*) = 2000 K. Comparison
between the T(0') = 1000 k and 7(0*) = 2000 K profile for n(o’)/ne shows that
error is not too large in the measurement of n(O‘)/ne if T(O‘) is not known.
Thus, reasonable estimates of n(o‘)/ne can be made even if T(O’) is not known.

Profiles of n(o*)/ne can also be calculated using different assumptions
on Te/Ti' This is shown in Figure 5.3 with Te/Ti equal to 1.0 and 2.0. As
one can obviously see from this figure the effect of Te/Ti on n(o‘)n‘ is very
small except when n(O‘)/ne is around 0.5, When n(o‘)/ne is greater than 1.6
the dependence of n(O‘)/ne on Te/Ti can be ignored. The reason for disagree-
ment in n(O‘)/ne measurements around 0.5 is due to the discontinuity in theo-
retical values of TZERQO near n(O‘)/ne = 0,5.

Another parameter which has very little effect on n(o*)ne is T(H‘)/T(O’).
It is fortunate that Te/Ti and T(H‘)/T(O*) have very little influence on mea-
surements of "(°+)/"e because other parameters of the ACF depend on n(O‘)/ne
besides TC/T(O*), 7(0"), and T(H‘)/T(O‘). Thus if the dependence of n(o*)/ne

can be eliminated from the other parameters of the ACF then better measurements

of :re/;"(o‘), 7(0%), and T(H")/7(0%) can be made.
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Usually the ratio n(o*)/ne is found from TZERO which has been described
previously. If n(o*)/ne is less than .55 n(o*)/n‘ is found from the time dclay

at ACF = 1/2 (THALF). THALF is dependent on T /T(0%), T(H')/r(0"), and 7(0")

besides being dependent on n(O*)/ne, so the determination of n(O*)/nC is much
more complicated than previously. If r(o*), Te/T(O*), or T(H*)/T(o‘) are

not known then one must assume values for them. This leads to errors in the
calculation of n(0+)/ne. These errors can be reduced if T(O‘), Te/T(O*), or

T(H*)/T(O+) are calculated separately. For example, T(O‘) is calculated when

n(O*)/ne is greater then .55, If T(O‘) is assumed to be constant with in-
creasing altitude, then n(0+)/ne is found with better accuracy where also
7,/7(0%) = T(H")/T(0") = 1.

The determination of n, is a bit more difficult than finding n(0+)/ne.
This is because n, is found from measurements of o which depends on the elec-
tron to ion temperature ratio. The parameter ¢ also depends on the electron
Debye length to wavelength ratio,

o= 4wDe/A ' (5.10)

where De is the electron Debye length given in equations 4.1 and A is the
transmitted radio wavelength. The dependence of ¢ on Te/Ti and a can be ex-

pressed as [Mooreroft, 1963]
o=no/(+ad)(1+ T /T, +a) (5.11)
e e e’ "1 ‘

where o, is Thomson scattering cross section given in equation (4.7). Usually

in the F region a is very small so ¢ only depends on n_ and Te/Ti' In the

e
topside ionosphere the electron to ion temperature ratio is generally between
one and three; therefore the electron density can be found within a factor

of 2 since the measurements of ¢ are quite accurate.
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The measured power depends on many experimental factors besides depending
on n, and Te/Ti' If all these factors are known the electron number density
can easily be found, but usually ionosonde data are used to find the peak
electron number density. (An ionosonde is a radio wave vertical sounder
which sweeps in frequency from about 1 to 25 MHz.) This is then used to find
the electron number density at the altitude where the peak pcwer occurs. At
other altitudes the electron number density can be found by normalizing the
power by the peak power and multiplying this by the peak electron number den-
sity found by ionosonde data. In Figure 5.4 are shown some electron number
density profiles where a is assumed to be zero and Te/Ti is set equal to one.
These profiles give an indication of variation of the electron number density
during a winter day (Feb. 10, 1972), Notice that the peak electron number
density increases before dawn and reaches a maximum in the late afternoon.
After this the electron number density profiles decrease slowly during the
night., The proportion of the 0* and H' ions also varies during the day. This
is shown in Figure 5.5 where the temperature of electrons, the 0" and H* ions
is equal to 1000 K. In Figure 5.5 there are two set of profiles - one for
the daytime and one for the nighttime. The daytime profile indicates that o'
is the major ion at all altitudes in the altitude region observed. The
nighttime profile indicates that H' becomes the predominate ion around 750 km,
that is, at 750 km the transition between 0* and H'® as the major ion takes
place, Below 750 km at night 0* ions are formed through a rapid charge ex-

change with H' ions with the reaction

H + 030" + 1+ aF
The source of H' ions is the inward flow of H' ions from high altitudes,

During the night H' ions diffuse inward which results in the maintainance of

Y
e
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substantial ion densities in the F region. During the day inward diffusion
of H® is not important due to the large photoionization rate of 0. In fact,
dﬁring the day there is either a slight outward flow of 0’ ions or diffusive
equilibrium exists. This is the reason why 0" is the predominate ion from
230 to 1200 km during the day.

Also in Figure 5.5 the effect of the ion temperature is included in the
calculation of nighttime.and daytime profiles of n(O*)/ne. As mentioned previ-
ously, TZERO depends slightly on Ti' So Ti and n(0+)/ne are calculated from
THALF and TZERO respectively. THALF also depends on TQ/Ti which can be calcu-
lated from AMIN. The profiles of n(O*)/ne where the effect of Te is included
should be more accurate because the effect of all the physical quantities are
included. The profiles of Figure 5.5 are almost the same except that the
transition between H' and 0' occurs at a slightly higher altitude in the pro-
file where the effect of T(O+) is included. The difference in the profiles
of Figure 5.5 indicates that the errors in n(0+)/ne are less than S5 percent.

The effect of Te/Ti on electron number densities is shown in Figure 5.6
for daytime profiies of ngye Profile 1 is for the case where Te/Ti is assumed
to be one. The other profiles include the effect of Te/Ti where Te/Ti is
calculated from AMIN or from fitting the ACF. The difference between pro-
file 1 and profile 2 or 3 is greatest around the peak of the electron density
profile. This is because the ratio Ta/Ti is closer to two at altitudes near
the peak. At other altitudes the effect of Te/Ti is reduced either because
n, is much less than its value at the peak or T;/Ti is near 1.0. Also shown
in Figure 5.6 is a electron number density profile where Te/Ti has been cal-
culated from nonlinear regression analysis. This method is described in

Section 5.2,2 and is the method where the experimental ACF's are fitted to

[ — v
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theoretically generated ACFs., A library of theéoetical ACFs is creafed for
various values of T and Te/Ti and the experimental ACPs are fitted using
nonlinear least squares method. The values of T, and Telri corresponding
to the best fit to the theoretical ACF are found from this method. The
value of Te/Ti is then used in the calculation.of electron density profile 3
given in Figure 5.6. This electron density profile is very similar to pro-
file 2 which indicates that the errors of electron density measurements are
small, Although the profiles given Figures 5.6 agree fairly closely, above
806 km there is a problem because the measured total scattered power is much
smaller than it is around 400 km. Even though one expects the total scat-
tered power to be less because of smaller electron densities, the reduced
total scattered power causes larger uncertainities in the measurement of
Te/Ti' Thus, electron densities are less accurate. This can be overcome by
longer pulses which were used,

The electron density profile for long pulse signals is shown in Figure
5.7. There are three profiles shown which have been calculated using the
three methods used for Figure 5.6. Profile 1 is the case Te/Ti =1, In
profile 2 Te/Ti is calculated from AMIN, By fitting experimental and theore-
tical ACF's one gets Te/Ti used in profile 3. The largest difference between
the profiles occurs below 666 km where Te/T£ is close to 2. Above 666 km the
profiles are approximately equal. Profiles 2 and 3 are about equal from 342
to 1206 km, This indicates the accuracy in values of Te/Ti is good because
two different methods of finding Te/Ti give approximately the same results.

The expected error of the electron densities given in Figure 5.6 and
Figure 5.7 depends on the accuracy by which Te/Ti can be measured. The

error of Te/Ti will be discussed later in Section 5.4, The error of the
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electron density also dopends on the error in the measurement of the total
scattered power which depends on the number of correlated samples taken. As

more samples are taken the error in tuial scattered power decreases. Usually

enough samples are taken so that the error in the power is very small (less

than 10'4). Therefore, the error of the electron density only depends on

the error of Telri‘ Typical values for the error of Te/Ti are less than
25 percent. So the error of the electron density is less than 25 percent.

5.4 Ion and Electron Temperatures

While the determination of n(0+)/ne and n, are relatively quite simple,

the determination of the ion and electron temperatures is considerably more

complicated especially if separate ion temperatures for 0" and H® are cal-
culated, There are a number of parameters of the theoretical ACF which de-
pend on Te/T(O*), T(H‘)/T(O‘), and T(O*). Therefore, one tries to choose
parameters which depend on only one or just two of quantities Te/T(O*),
") /7(0%), and T(0V).

Fortunately, AMIN depends on TQ/T(O*) and T(H+)/T(0+) and does not de-
pend on T(O*). AMIN also depends on n(O*)/ne which can be calculated from
TZERO, When n(O‘)/ne is between 0.4 and 0,6 temperature ratios deduced from
AMIN are unreliable and another parameter of the ACF must be used to deduce
temperature ratios. Usually AMIN is very useful in deducing temperature
ratios for daytime because only at high altitudes does n(O‘)/ne drop below 0.6.
The ion and electron temperatures discussed in this section apply mostly to
daytime results. Daytime is concentrated on because the temperatures during
the day are much larger than at night. Also during the day the ion and elec-
tron temperatures vary more with altitude than at night.

At nighttime H* becomes a dominant ion at much lower altitudes; so

n(O*)/ne drops below 0.6 at lower altitudes than during the day. At night
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the ion and electron temperatures seem to be fairly constant with altitude.

In Figure 5.8 ion and electron temperatures are shown for nighttime on Feb.
10, 1972 where a single ion temperature is assumed. This night was charac-
terized by low magnetic activity. The temperatures were calculated from
comparing theoretical and experimental values of AMIN and THALF. The electron
and ion temperature profiles shown are almost identical at all altitudes,

They can be considered the same since experimental errors are greater than
the difference between the electron and ion temperatur.s.

In Figure 5.9 ion and electron temperature prufiles are shown for Feb.
10, 1972 from 9:07 to 9:19. These profiles were calculated from AMIN and
THALF using the method described in Section 5.2.1 where a single ion tempera-
ture was used, Notice that the electron temperature profile is significantly
greater than the ion temperature profile, The ion temperature seems to stay
relatively constant up to about 500 km., Then the ion temperature increases
steeply up to about 700 km. Above 700 km the ion temperature increases more
slowly but there is a definite temperature gradient. The electron temperature
increases rapidly from 230 to about 400 km. Above 400 km the gradient of the
electron temperature gradually decreases until the gradient of the electron
temperature is about 1 K/km at 1000 km,

The ion and electron temperatures can also be calculated by fitting the
experimental ACF to a theroetical ACF., A library of theoretical ACF's used in
this analysis is given in Appendix D along with the computer program which
created the library. In this analysis the ratio n(o‘)/ne is first calculated
by matchiny theoretical and experimental values of TZERO. Then the experi-
mental ACF is fitted to a theoretical ACF by minimizing the square of the
difference of the two ACF's, The results of this analysis are shown in Figure

s.10, 5.11, 5,12, 5.13, and 5.14,

AR s, s e
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In Figure 5.10 profiles of T(O’) and T, are shown for Feh. 10, 1972 from
9:07 to 9:29 AM. This figure is for two consecutive 12-minute time periods.
The circles represent data for the first time period. The data for the se- :

cond time period are given by X's. Data from both long and short pulses are

given. The data above 900 km are not very accurate (2200 K) due to the lack of
an extensive library of ACF's for ion temperatures greater than 2000 K. The
accuracy of the profiles below 900 km is approximately 350 K. The accuracy
of the profiles below 900 km is much better because of the extensive library
of theoretical ACF's from T(O’) = 800 to 2000 K. Also, one can see that the

accuracy below 900 km is good because of the close agreement of data of the

two time periods.

Comparison of the results of the methods of fitting ACF parameters (Fig-
ure 5.9) and fitting the entire ACF (Figure 5.10) indicates a close agreement
of tk: profiles of T(O‘) and Te‘ Therefore, the results for T(O‘) and Te are
very reliable.

When n(o*)/ne is approximately 1.0, T(H*) is very difficult to deduce
from experimental data. T(H') can be found from analysis of the profile: of
T(o‘) and Te. Profiles of T(O‘) depend on T(H‘) hecause T(O‘) has a different
shape for different circumstances. For exarple if a single ion temperature
is used then T(O’) becomes equal to the neutral temperature at a higher alti-
tude than that when each ion has different temperatures. Inspection of Figure
5.10 indicates that T(0") approaches a neutral temperature of 1000 K at about
500 km. If 7(0") were equal to T(H"), 7(0%) would approach 1000 K at about
600 km or higher, So one can conclude T(H*) must be sigrificantly larger than

T(O’) in altitude region from 500 to 600 km because a larger T(H*) increases

T (0%).
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In Figure 5.11 the ratio T(H')/7(0%) is shown for Feb. 10, 1972 from
9:07 to 9:27 AM. The circles are for the first time period, X's are for the
second. Both long pulse and short pulse data are shown in this figyre. The
lower altitudes don't have data points for the first time period because
"(0+)/"e was nearly 1,0 at these altitudes during this time. During the next
time period n(0+)/ne was si1ightly below 1.0 which allowed the calculation of
7(H*)/7(0*). Figure 5.11 shows that T(H')/T(0') has a maximum near 550 km of
about 1.45 and drops off to 1.0 at low and high altitudes. T(H*)/T(O+) is
very large from 300 to 700 km. The fact that T(H*)/T(O*) has these large
values indicates that much more heat is being transferred to H' from the elec-
tron than to 0'. The theory of thermal processes with regard to ion and elec-
tron temperatures is discussed in Chapter 6.

In Figure 5.12 the profile of n(0+)/ne for Feb. 24, 1972 is shown. This
figure includes both long pulse and short pulse data from 7:57 to 8:24 AM
where n(O*)/ne is calculated from TZERO. The circles represent data for 7:57
to 8:10. The X's represent data for 8:10 to 8:24. The morning of Feb. 24,
1972 was characterized by disturbed magnetic activity. From 300 to 600 km
n(0+)/ne is nearly equal to 1.0. Long pulse data (300 km altitude sample)
give values slightly less than 1.0 at 342, 450, and 558 km which allows the
calculation of T(H+)/T(0*) at these altitudes. %

The profiles of T(O+) and Te for same data giQen in Figure 5.12 are !
shown in Figure 5.13. Above 900 km the accuracy of the profiles is approxi-
mately +300 K. This is due to the lack of an extensive library of theoreti-
cal ACF's for T(0+) greater than 2000 K. Below 900 km the error in the pro-
files is less (100 K) than above 900 km but the error is larger than in Fig-
ure 5.10. This is because the data in Figure 5.12 are earlier in the morning

than Figure 5.10. At night the ion and electron tenperature is approximately

N R ) ¥ -
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constant with altitude and much less than during the day (see Figure 5.8).
So, at dawn the ion and electron temperatures must change as a result of
solar radiation creating photoelectrons which in turn heat the ambient elec-
trons. One can expect rapid changes immediately after dawn with more gradual
or slower changes into the morning. Therefore, the heat transferred to the
electron and ions could be changing more at 8:00 AM than at 9:00 AM. Even
though the changes are slight this probably is the reason why the errors of
Figure 5.13 are larger than those of Figure 5.10.

Although the errors of Figure 5.13 are larger than those of Figure 5.10,
Figure 5.13 still gives a good picture of the profiles of T(0+) and Te' In
fact the profiles of Figure 5.13 are similar to the profiles of Figure 5.10.
T(O*) in both Figures 5.10 and 5.13 is approximately 1000 K up to 500 km.
From 500 km to 700 km T(O’) increases rapidly to 2000 K. Above 700 km the
gradient of T(O+) decreases gradually until it is about 1 K/km at 1200 km.

Te in both Figures 5.10 and 5.13 starts at 1000 K at 230 km and increases
steadily to 2500 K at 600 km. At 900 km Te is approximately equal to 3000 K
in both Figures 5.10 and 5.13.

In Figure 5.14 the ratio T(H+)/T(0*) is shown for the same data used for
Figures 5.12 and 5.13. The maximum of T(H*)/T(O¢) occurs at about 550 km and
is approximately 1.4. There are substantially large values cf T(H+)/T(O*)
from 450 to 770 km. As in Figure 5.11, T(H+)/T(O+) again falls off to 1.0 at
low and high altitudes.

5.5 Swmmary

The results given in this chapter apply to data taken at the Arecibo
Observatory in Puerto Rico. There are two methods used to reduce the data:
1) fitting the parameters of the ACF and 2) fitting the entire ACF. These

methods are described in Section 5.2. There are five physical quantities
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which can be reduced from this analysis. They are LN n(O*), T(O‘). T(H‘).
and Te where ", is assumed to equal n(O‘) plus n(H*). The quantities n, and
T(0+) can be found directly from this analysis. The other quantities are
found by first computing n(0")/n,, T(")/7(0"), and 7,/7(0").

In Section 5.3 the results of n, and n(0+)/ne are discussed and it was
determined that n, and n(O*)/ne can be found very accurately. Figures 5.2
and 5.3 show that n(0+)/ne could be computed to within .05 even if T(O*) is
not known. If T(O‘) is known then n(0+)/ne could be calculated with errors
less than .01. The determination n, is less accurate than the determination
of n(O*)/ne because n, depends on an accurate measurement of Te/T(O*). In
the topside ionosphere Te/T(O*) is generally between one and three, so n,
can be found within a factor of 2. Usually Te/T(O+) is calculated to within
+.1 or less so n, can be computed with a relative error less than 4 percent.

In Section 5.4 results of ion and electron temperatures are discussed.
It was determined the profiles of T(0+) and Te were reliable and fairly accu-
rate because of the general agreement of the profiles for both methods used
(see Figures 5.9 and 5.10). Using a library of theoretical ACF's and fitting
the experimental ACF to the best theoretical ACF it was determined that T(0+)
and Te could be calculated to within +100 K (Figures 5,10 and 5.13). The fact
that the results of one 12-minute time period are almost exactly the same as
the results of the next 12-minute time period (Figures 5,10 and 5.13) indi-
cates that the accuracy of these results is very good. The general agreement
between Figures 5.10 and 5,13 and between Figures 5.11 and 5.14 suggests that
these results are typical of morning data because two different days are re-
presented. These days include both quiet (Feb. 10, 1972) and disturbed (Feb.

24, 1972} magnetic activity.
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Figures 5.11 and 5.14 show the ratio T(H*)/T(O+) can have significantly
large values in the altitude region between 350 and 700 km. This means that
T(H*) can be significantly larger than T(0+) in this altitude region with
the maximum difference occurring near 550 km. Although the accuracy of the
values of T(H*)/T(O*) given in Figures 5.11 a1d 5.14 isn't too good it is
certain that T(H+) is larger that T(O+) in the altitude region between 350
and 700 km. The larger values of T(H‘) has an effect on the T(0+) profile

- cause T(0+) approaches the neutral temperature at 500 km rather than at
600 km. Analysis of the ion and electron temperatures based on the energy

balance equations is given in Chapter 6.
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6. ION AND ELECTRON TEMPERATURES FROM THE ENERGY BALANCE EQUATIONS
6.1 Introduction

During the past 15 years some progress has been made in describing the
ion temperature and electron temperature structure in different regions of
the magnetosphere. By equating the electron-ion heating rate with the loss
of energy of the ions to neutrals, Hanson [1963] was the first to show that
the oxygen ion temperature profile depends heavily on the altitude., His re-
sults show that the ion temperature increases gradually from the neutral gas
temperature at 200 km towards the electron temperature above 800 km. Dalgarmo
et al. [1963] investigated the effect of solar ultraviolet radiation on the
rate of heating of the ambient electrons and found that the electron tempera-
ture reaches a maximur temperature near 200 km at noon in a quiet ionosphere.
Geisler and Bowhill [1965] developed a theory of nonlocal heating of the
topside ionosphere and the protonosphere by photoelectrons which escape the
F2 layer., They found that the electron temperature has a st:ep temperature
gradient at altitudes less than 1000 km {or sunspot maximum conditions. The
effect of oxygen cooling on ionospheric electron temperature has been re-
ported by Dalgarno et al. [1968] who found that the inclusion of electron
cooling by excitation of the fine-structure levels of atomic oxygen removes
the discrepancy between Thomson scatter data and theoretically predicted
electron temperatures above 320 km. The influence of the ion thermal conduc-
tivity has been studied by Banks [1967b] and Sanatani and Hamson [1970].
Their calculations of the ion temperature resulted in an ion temperature sig-
nificantly less than the electron temperature at high altitudes, 1In the
studies by Banks [1967b] and Sanatani and Haneon [1970] the electron tempera-

ture was assumed to be constant above a certain altitude.
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Theoretical profiles of temperature for different model neutral atmos-
pheres and different ion and electron density models are computed from the
basic steady state energy balance equations for ions and electrons described
in chapter three. In the following sectione results of these calculations
are discussed. Also, in this chapter the effect of photoelectron heating on
electron temperatures will be examined. The importance of thermal conduction
in both the electron and ion energy balance equations will be studied too,
Other topics studied in this chapter are the . “fect of temperature gradients
at the upper boundary and the effect of various elastic and nonelastic energy
transfer prc~<sses on electron and ion temperatures.
€.2 Numerical Metheds

The electron, 0+, and H' energy balance equations are coupled differen-
tial equations which are second order in z(height). These equations cannot
be solved analytically, so numerical methods must be used to find the solu-
tion. In order to find the suitable method among the possible methods avail-
able, one employs a trial and error procedure. A method which works on one
equation under certain conditions may not work on the other equations. For
example, a triple diszgonal mesh method (which will be explained later) is
effeccive in solving the ion energy balance equation, but not the electron
energy baiance equation. Thus, onc must search for the best method to numeri-
cally sclve each energy balance equation.

6.2.1 The triple diagonal mesh method. The numerical method known as
the triple diagonal mesh method is used to solve the ion energy balance equa-
tion when thermal conduction is included as an energy transfer tesm. It was
used by Banks [1967b] to solve for the ion tempersture profiie under restric-

tive conditions. In the following analysis, a modification of the basic

e
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procedure of Banke [1967b] is used.

Banks [1967b] assumed a single ion temperature and an electron tempera-

ture that was constant with altitude. Also, he assumed a zero temperature
gradient as the upper boundary condition. These assummtions are modified in
this study so that the 0" and H' ion temperature profiles can be found. An
electron tomperature profile from the electron energy balance equation is
used. Also, the upper boundary condition is modified so that a variable
temperature gradient can be used.

The steady-state ion energy balance equation is

2.9 , %
-sin” I Ei'xi T P(e-1) - L(i-n) - C(i-J) (6.1)

where I is the magnetic dip angle, Ki is the ion thermal conductivity, P(e-1)
is the energy transfer between electrons and ions, L(v-n) is energy transfer
between ions and neutrals, C(Z-j) is the enerzy transfer between one ion and
other ion species, 7 is a subscript for the ion species (G’ or H*), and J is
a subscript denoting the other ion species.

The ion thermal conductivity Ki for a single jon gas is

4.5, \%
Ki = 4,6 x10 (Ti /Ai) /

4 .2 - - -1 -
[+ 3.22x100@/m) £ T)even! sec! k! (6.2)
Substituting A = 1'7:7/z in the energy balance equation gives
2%g
—5 * f(2,6) (6.3)
oz

where  f)(2,0) = =7 (P(e-1) - L(i-n) - C(i-j))/(ZFisinzl)

4 4 =
and F, = 4.6 x 10 /Ai’i [1+3.22 x 10 (Tiz/ni) In, T
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1f one assumes that
8(s) = g(s) + A(s) (6.4)
where g(s) is known from a previous iteration or initial conditions and
A(s) is a difference quantity, equation (6.3) can be put in a numerically

solvable form after linearization of f]('-°)- Linearization of f&(a,e) gives

f1(2,8) = £,(5,9) + f5(8,9) (6.5)

where f}(z,g) and fs(z,g) are function which depend on the energy production

and loss rates and factors of the order of Az and higher are neglected. Using

and (6.5) with (6.3) vne gets

2 2
L3 £y(a0) ¢ F3(a0d - 4 (6.6)
2 8

Applying central difference formulas to (6.5) results in

By * Bibs ¢ Bgy = Dy (6.7)

2
where Bj = =2 - fi(5,9) §

Dy = £(8.9) = (g7, = 284 % 94,1
§ is the altitude s*ep size (S km), and the j's refer to integration steps
extending from j = 0 to a maximum value, jmax,
Since (6.3) is a 2cond order differential equation one needs two bound-
ary conditions, The first boundary condition is that the ion temperature is
equal to the neutral temperature at an altitude of 200 km. This gives

A, = 0, The second boundary condition is that the ion temperature profile

0
has a temperat.re gradient at an altitude of 1200 km of ari/az 1200° Typical

experimental values of ari/az 1200 lie between 0 and 2 K/km. This gives

5/7

$ 72 ganay (6.8)

Ajmax

aTi/Bz

Bimax ¢+ 1 7 1200
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Since (6.7) is in the triple diagonal form, the solutions for the Aj
are found by first calcuiating mesh coefficients 33 and LJ for f = 0 to

1 l 1 *

D, - X
K = -1 L = 1
SR FIER PR AR PR 7

Then one works downward from j = fmax to J = 1 using the relation

Biy " Ky - Ly by (6.10)

S/7

(gjmax - QJmaXOI * fjmax + 17,5 3Ti/83 1200 gjmsx)

Bimaxe1 = (IR Y (6.11)

The iterative solutions for 6 (and Ti) are found by using equations
(6.7) = (56.11) to find Aj which is added to the previous value of g; The
initial function g is found from the temperature profile which neglects the
thermal conduction effects. The iteration procsss is continued until all the
Aj's are essentially zero. The final function g is the equivalent to & which
gives the steady-state ion temperature profile. The convergence of the itar-
ation process is rapid with the ratio |Aj/gj' for all the j's reaching 1073
after four repetitions of the process.

The profiles for each ion temperature are found by solving for T(H*)
using the triple diagonal mesh method where T(O*) is set equal to the ion
temperature where a single ion temperature is assumed. Then, the triple
diagona! mesh metnod is used again with T(H‘) given from the previous step
to solve for 7'(0%). The procedure is continued until there is no change in

cither the T(O‘) or the T(H‘) rofile. It generally takes four repetitions
P ep
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of this iteration process to get convergence of both 0* and H' temperature
profiles.

6.2.2 Modified Newton's method. A modified Newton's method is used to
solve for the ion temperature profiles when thermal conduction effects are

ignored. Thus, the ion temperature is calculated using a formula of the form

25,y = & - of @ )/f' (@)

where z is the ion temperature, a is a modification factor, f(x) is the right
side of equation (6.1), and f'(x) is the derivative of f(x) with respect te x.

To find the 0" and H' temperature profiles, it is first necessary to find
the single-ion temperature profile. Next, the H temperature profile is
found, followed by the o' temperature profile. Finally, the process.of
finding the H temperature profile and then the o* temperature profile is
repeated until the respective profiles converge.

6.2.3 Integraticn of the emergy balance equation. The electron energy
balance equation is integrated numerically to solve for the electron tempera-
ture profile. The integrated steady state energy equation is

2 dTe ”
sin” T K, = [z(Q - L) d= (6.12)
where @ is the heat input through photoelecctron heating of electrons, L is the
heat lost by Coulomb, elastic, and nonelastic collisions with ions and neutral
particles, and Ké is the thermal conductivity of the electron gas given in
equation (3.86).

The upper limit of the integral in equation (6.12) is infinity. This is

the result of using the assumption of open field lines or flat earth. 1In

other words, the field lines are parallel out to infinity. This is a very

good approximation in the altitude region below 1200 km. The integral is
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The upper boundary condition gives the

not actually integrated to infinity.
value of the integral from 1200 km to infinity.  This is done by setting the

value of the integral from 1200 km to infinity equal to the left side of

equation (6.12) where the upper boundary condition is on dT‘/da.
‘The lower boundary on Te is that thermal conduction is unimportant below

200 km. That is, thermal conducticn is negligible compared to heating by

-photoelectrons or cooling by neutral particles.
The electron temperature profile is found by adopting a trial value of

Te at 1200 and integrating equation (6.12) downward in a stepwise fashion

(in 5 km steps). The temperature gradient, dTe/ds, is determined from equa-
tion (6.12). The energy equation is used to calculate the second derivitive
of Te’ dzTc/dzz, where the value of dTe/dh from equation (6.12) is used. The

electron temperature at the next lowest altitude is found by using a Taylor

expansion
T (5 - A8) = T_(a) il as - 3 dzr" 482 (6.13)
e ~ e\ T ds . 7‘dx§ ’
where Az = 5 km, An appropriate value of Te at the upper boundary will give
a profile which satisfies the lower boundary conditions (see Section 6.4).

The procedure for finding the electron temperature profile is summarized in

Figure 6.1,
6.2.4 Time relaration method. The time relaxation method is sometimes

used for investigation of diurnal changes in ion and electron temperatures.
It could also he used to calculate steady-state ion and electron temperatures,

The time relaxation method as described by Dg Rosa [1966] involves solv-

g
:
£
|
| 4
4
§:~

ing the energy balance equation which can be written in the form for ions as




Input T; at 1200 km

Integrate the heat
source, loss terms

Find 47 e/dx

Find d2r€/d32

Te(s - AB) =
T (3) - fzg Az - % @1, Azt
ds da?

Continue 1-5 until lower
boundary condition is
satisfied

Figure 6.1 Schematic diagram of the procedure for finding the

electron temperature profile.
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LERRN) e N vcz.t.r)cg%)z + u(8,t,0) (6.14)
"

where U(s,t, ) = (;-nek)'1 sin I X,
V(z,t,1) = (3 n k)" 3 sin® I K,

W(a, t,T) = (;} nek)'l (Ple - 1) - L(E - n))

Tentral difference formulas can be used to reduce equation (6.14) to

Ts

RS W R 1 W 2"1:%“ Terd
at t,J (%)

2

+« W

Tivng = iy
[} i,

+ V.,

6.1
5d (6.1%)

where tv is the subscript for the height step, 4s;
J is the subscript for the time step, At;
and Ui,j = U(ths8, JAt, Ti)’ etc.

The unknown T,

1. ja1 €8N easily be found since all the other quantities in
EX?

equation (6.15) are known. The height and time steps have to be chosen care-
fully so that the solution of the difference equation converges to the solu-
tion of the differential equation. Sometimes even if Az and At approach zero
there is no convergence (the values of 7 oscillate wildly with each iteration),
The equation is then said to be unstable. The condition of stability as given

by Da Reea [1966] is

At 1
max (UO v) < (6'16)
1,d (Az): z

This condition imposes strict restrictions on the steps Az and At, and makes
it impossible to solve the physical protlem, as verified by the following
example: if the electron number density is 10 cm"3 and the temperature is

1000 K, then with a height step of 20 km, the maximum time step is 0.1 secconds.




181

Even time intervals of one hour would take far too many iterations and also
would render the solution meaningless by the accumulation of truncation and
round-off errors,

Different schemes have been formulated to circumvent these difficulties,
but care must still be taken in choosing the time step. Methods other than
the time relaxation method werc found to be easier to apply to this study,
and had fewer difficulties.

If one is interested in the thermal response to changing electron num-
ber density or varying photoelectron-thermal electron heating one would prob-
ably take the extra care in employing the time relaxation method. Fortunately,
this study involves the solution of the steady-state ion and electron energy
balance equations which can more easily solved by methods described in Sec-
tions 6.2.1, 6.2.2, and 6.2.3,
6.2 The Effect of the Flectron and Ion Number Densities on the Electron

and Ion Temperature Profiles

In this section several different models of the electron and ion number

density profiles corresponding to different atmospheric conditicns will be
used to calculate electron and ion temperature profiles. In the two cases
considered in this section, parameters other than number densities will be
held constant. In the neutral atmospheric model used, the exospheric tempera-
ture is equal to 1000 K (CIRA [1972]; see Appendix A). Also a thermal-electron
heating rate at a solar zenith angle, x, of 0° from Mantas [1973] will be
used (see Figure 3.3)., The heating rate above 1000 km is assumed to have a
constant value set equal to the heating rate at 1000 km.
The electron temperature profile is calculated by integrating the elec-

tron energy balance equation which includes thermal conduction. The boundary

4




condition at 1200 km is that the gradient of the electron temperature is

1 K/km. The lower boundary condition is that thermal conduction is unimpor-
tant at the altitude ¢¢ 120 km. Below 120 km, the electron temperature pro-
file is controlled by energy loss to the neutral gases, so that the electron
temperatures are nearly equal to neutral temperatures.

The ion temperature profile is calculated using the triple diagonal
mesh method. Thermal conduction is included in the ion energy balance equa-
tion. As in the case of the electron temperature profile, the upper boundary
is applied at 1200 km and is that the gradient of the temperature is 1 K/km.
The lower boundary condition is determined by the fact that thermal conduction
is unimportant at altitudes below 200 km. The ion temperature is controlled
by energy loss to the neutral gases at altitudes below 200 km. Thus, the ion
temperatire becomes equal to the neutral temperature near 200 km.

It is necessary to consider two cases depending on the electron and ion
number densities. In the first case the effect of the magnituue of the elec-
tron number density on the temperature profiles is considered. Electron and
ion temperatures (Figure 6.3) have been calculated with the electron number
density equal to one, one half, and two times that shown in Figure 6.2. The
o' plus H® number density shown in Figure 6.2 equal the electron number den-
sity of Figure 6.2, When the electron density is twice and one half that
shown in Figure 6.2 n(O‘) is found by calculating n(O‘)/ne from Figure 6.2
and multiplying this by twice or one-half nge n(H*) is found by subtracting
n(O‘) from nge

When the electron number density is smallest, the electron temperature
is largest. Also, the separation between the electron and ion temperatures

increases as the electron number density decreases. This is the result of
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2 -3/2,

two factors. First, the heating of the iois depends on both n,” and T,
as n, decreases and Te increases the heating of the ions remains relatively
unchanged. Second, the effect of the electron density on the ion temperature

profile is not as great as its effect on the electron temperature profile.

While the electron density determines the magnitude by whicl electron energy
| is lost to other particles, the electron density is important in both ion

energy production and loss.

In the second case the effect of ion number density profiles on electron
and ion temperatures is considered (Figure 6.5). In Figure 6.4, the ion

number density profiles used to calculate the temperature profiles of Figure

N R T N e T R

€.5 are shown. Two examples are used to show the effect on electron and ion
) % temperatures when 0* dominates at all altitudes and when H' becomes the pre-
dominant ion at a low altitude. These two examples illustrate the effect of
Coulomb collisions on electron and ion temperatures.

Since H' has a larger energy transfer rate than 0*, the ion temperatures
7 are nigher when H' is the dominant ion than when 0° is the dominant ion.
| This is indeed the case, as is shown in Figure 6.5. Also, since the electron
number density is essentially thé same at altitudes near 1200 km, the electron
temparature profiles A and B are almost identical. Therefore, the species

of ion present has very little effect on the electron temperature profile

7 at 1200 km.
} Most of the effect of changing the ion density profiles is felt in the
ion temperature profiles. Since the ion density profiles change from night

to day there will be changes in the jon temperature profiles from this factor

alone.

The 0° ion density is dominant at all altitudes between 200 and 1200 km
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during the day. This corresponds to profile A in Figure 6.4, At night there
is no photoionization source for o' ions, but inward flow of H* ions and ac-
cidentally resonant charge exchange acts as a source of ionization for o'
ions. Thus, there are substantial 0* ion densities at night, although H
becomes important at lower altitudes. This corresponds to profile B in Fig-
ure 6.4, The nighttime profiles of the electron and ion tempersatures are
discussed in the next section.

6.4 Changes for the Ion and Electron Tamperature Profile from Night to Day

The electron and ion energy balance equations can be solved for the case
where no solar radiation is-received. This implies that photoelectrons are
no longer being produced. Before davn and after dusk the ambient electrons
can be heated by photoelectrons which originate in the conjugate ionosphere.
This occurs if the conjugate jonosphere is still sunlit. During the night
there are no photoelectrons, so by neglecting the heating of ambient electrons
by photoelectrons, nighttime ion and electron temperature profiles can be
calculated., Throughout this section the neutral atmosphere model is CIRA
1972 with T_ = 1000 K,

In Figure 6.6, the effect of zero heating of the ambient electrons on
the electron temperature profile is shown. This case also uses the ion
density profiles shown in Figure 6.4 (profile A). The electron temperature
profile has been calculated using thermal conduction in the energy balance
equation with upper and lower boundary conditions as discussed in Section
6.3 using the method described in Section 6,2.3, A fixed jon temperature
is used. The most significant effect of zer. ‘eating of ambient electrons is
that the electron temperature profile becomes equal to the ion temperature

profile at 400 km and below as shown in Figure 6.6, There is no maximum
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of the electron temperature at 250 km, as there is in the daytime electron
temperature profile. At higher altitudes the electron temperature is-less -
at night than during the day, but it is still greater than the ior tempera-
ture. This is the result of heat flux by thermal copduction from the higher _
altitudes. Th. biggest differences between the electron and i;n temperatures
occur between 500 and 700 km, This is because while ion-neutral energy trans-
fer controls the ion temperature profile at higher altitudes, electron-neutral
energy transfer becomes important at a lower altitude than the ion-neutral
energy transfer.

Tte electron temperature profile for th~ case where the ion densities
are given vy profile B in Figure 6.4 is shown in Figure 6.7. The lower and
upper boundary conditions are the same as the previois example. In this case
the ion temperature profile also is calculated using the method described in
Section 6.2.1. As in the previous case the electron temperature is equal to
the ion temperature below 400 km, The difference between the ion and electron
temperatures is largest near 550 km. The ion temperature is still less than
the electron temperature up to 1200 km. The electron temperature is equal to
the ion temperature only in the region below 400 km.

During the night it is possible that the temperature gradients at the
upper boundary may be reduced from those during day, In Figure 6.8 the upper
boundary conditions for the ion and electron temperatures are that the tem-
perature gradients are zero and 0.5 K/km respectively, The lower boundary
conditions are the same as the previous example and the ion densities are
given by profile B in Figure 6.4. The ion and electron temperatures in Fig-
ure 6.8 are reduced more than 1000 K at altitudes near 1200 km than those in
Figure 6.7, Also, in Figure 6.8 the electron temperature profile is approxi-

mately equal to the 1on temperature profile at all altitudes. The electron

ot WO
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Figure 6,7 Electron temperature profile for night where the upper

boundary condition is aT,/3z = 1 K/km, The ion number
densities used to calculate Tc are shown in Figure 6.4 B.
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and ion temperature profiles increase slowly from 1000 K at 400 km to 1500 K
at 1200 km, Therefore, if the temperature gradients at the upper boundary
are zero, the electron and ion temperatures increase only 500 K above the
neutral temperature (Figure 6.8); whereas, if the temperature gradients at
tho upper boundary are 1 K/km, the electron and ion temperatures increase
more than 1500 K above the neutral temperature (Figure 6.6 and 6.7).

6.5 The Effect of Inelastic Collisions on the Electron Temperature Profile

Inelastic collisions of electrons with neutral particles are important
as sinks of heat for electrons at altitudes below 400 km. Inelastic colli-
sions were discussed in Section 3.7. Electrons can be cooled through rota-
tional and vibrational excitation of N, and 0,. Another important sink of
heat for electron is the fine structure excitation of 0., These inelastic
collisions control the electron temperature profile at the lower altitudes
in the F region., They gradually become unimportant with increasing altitude
due to decreasing neutral densities.

The importance of the various electron heat transfer processes is shown
in Figure 6.9. These energy transfer rates were calculated using the CIR4
[1972] neutral atmosphere model with T_ = 1000 K, the ion density profiles
given in Figure 6.4 prorfile A, and the electron and ion temperature profiles
given in Figure 6.10 profile B, Curve 1 in Figure 6.9 is the cooling due to
electron-ion Coulomb collisions, Curve 2 is the cooling due to electron-
neutral elastic collisions. Cooling through vibrational excitation of N2
and 02 is shown in curve 3. Cooling through rotational excitation of N2 and

0, is shown in curve 4. Curve S represents the cooling through fine structure

2
excitation of O, Curve 6 is the heating of thermal electrons by photoclec-

trons, In curve 7 energy transfer through thermal conduction is shown,
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Figure 6.9 illustrates that thermal conduction is the most important
energy transfer process at altitudes above 400 km. Photoelectron heating of
the ambient electrons and cooling through Coulomb collisions of electrons and
ions are the only other significant energy transfer processes above 400 km.
Below 400 km there are many important energy transfer processes. Photoelec-
tron heating of the ambient electrons is important below 400 km while cooling
through Coulomb collisions loses its importance at altitudes u<low 250 km.
Figure 6.9 shows that elastic collisions are not important at any altitude.
Inelastic collisions are important below 250. Cooling through fine-structure
excitation of 0 and through vibrational excitation of N2 and 02 are the im-
portant inelastic cooling mechanisms.

The importance of inelastic collisions in controlling the electron
temperature profile at altitudes below 400 km is illustrated in Figure 6.10.
Ion density profiles found using profile A of Figure 6.4, the CIRA [1972]
neutral atmosphere model with T_ = 1000 K, and the thermal-electron heating
rate from Figure 3.3 with x = 0° were used to calculate the electron tempera-
ture profiles shown in Figure 6.10. Inelastic collisions act to reduce the
peak in the electron temperature profile near 250 km, as can be seen by the
fact that profile B is less than profile A in Figure 6.10. Profile A is the
electron temperature profile without including the effect of inelastic colli-
sions in the electron energy equation, whereas profile B does include the
effect of inelastic collisions, Thermal conduction is also important in re-
ducing the peak of the electron temperature profile in both profiles A and B.
As can be seen from Figure 6.9 photoelectron heating is the important source
of heat causing the peak in the clectron temperature. Electron-ion Coulomb

collisions channel much of this heat away from the electrons at altitudes




S W o e T T T T T o

ALTITUDE (km)

1200

Lol o

1000~

900

800

700

600

500

400

300

200

| | L 1

100 L
500 1000 1500 2000 2500 3000 3500
TEMPEATURE (°K)

Figure 6.10 Electron temperature profile: for cases where
inelastic collisions are not included in the
energy balance equation (profile A) and
inelastic collisions are included (profile B).

196




. T

1
]

‘,,,
N——— ]

197

above 300 km. However, below 300 km thermal conduction and inelastic colli-
sions must transfer this excess heat to other altitudes or other particles.

Since inelastic collisions are not sufficient to absorb all the heat, there

will be temperature gradients. Thus, a small peak in the electron tempera-

ture profile occurs.

6.6 Different Ion Temperatures

The importance of considering different 0" and H' ion temperatures has
been examined by Bcnks [1967a] for the case where thermal conduction is not
included in the energy balance equation. He found that H' ions can have tem-
peratures 250 K greater than 0' ioms. In this section the separate ion tem-
peratures are calculated with thermal conduction included in the energy bal-
ance equations using the method described in Section 6.2.1. Several different
cases are considered, Two sets of ion density are considered along with
changes in the upper boundary condition.

The lower boundary condition for H' and 0" temperatures is T, = T at
200 km. The electron temperature's lower boundary condition is that thermal
conduction is not important at 120 km. The thermal-electron heating rates
are from Figure 3,3 with x = 0°,

In Figures 6.11-6.13 the effect on the ion temperature profiles of chang-
ing the upper boundary is shown. The ion number density profiles Qsed are
shown in Figure 6.2. The electron temperature profile is held constant in
these calculations. In Figure 6.11, 3T3/aa = 0 where j is the subscript for
both H' and 0', The H' temperature is greater than the o' temperature because
H‘ has a larger electron-ion heating rate than 0'. The difference between
the 0" and H' temperatures is largest near 500 km. This is because jon-
neutral cooling is larger for 0" than H+. The 0° tcuperature is controlled

more by ion-neutral cooling at the lower altitudes, so that o* temperature
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is close to the neutral temperature up to about 500 km.

‘The don temperatures are much less than the electron temperature at the
higher altitudes in Figure 6.11., There is a gradient in the aloctron'telpera-
ture and no gradient in the ion temperature. A large amount of heat is being
transferred in the electron gas through conduct;on. but very little in the
ion gas. In fact, the ion temperatures only increase by about 700 K above
the neutral temperature, while the electron temperature is more than three
times the neutral temperature at 1200 km.

In Figure 6.12 the ion temperature profiles is shown for the case where
the upper boundary condition is agdyas = 0.5 K/km. In this case the dif-
ference between the 0* and H' temperature profiles is larger than where
321/33 = 0. The largest difference occurs at about 500 km. The ion tempera-
ture profiles also increase to larger values in Figure 6.12 than in Figure
6.12 than in Figure 6.11. This is because of hggt being transferred to lower
altitudes through thermal conduction and thereby raising the temperatures.

Thus, as the temperature gradients increase more heat is transferred from the

high altitudes, and the temperatures increase siznificantly.

The case where the upper boundary condition is 323/33 = 1 K/km is shown
in Figure 6.13. In this figure, the difference between the 0* and #' tempera-
ture profiles is even larger than the previous two cases. As before, the
largest difference occurs near 500 km. There are significant differences
even up to 1200 km. Both the 0* and H' temperatures increase to larger values
at 1200 km than they do when 3?j/3z = 0 and 0.5 K/km, This is due to more
heat being transferred from above the upper boundary to lower altitudes.

More heat is transferred to lower altitudes by thermal conduction if tempera-
ture gradients are larger becsuse thermal conduction depends on temperature

gradients.
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Figures 6.11, 6.12, and 6.13 show the effect of different upper boundary
conditions on profiles of r(o‘) and I(H‘). These profiles were calculated

based on an electron temperature profile which was the same in each figure.

This is not a self-consistent calculation because the electron temperature
profile is affjcted by changes in 7(0*) and T(H'). Figures 6.11, 6.12, and
6.13 still provide useful information on the effect of the upper boundary

on ion temperature profiles.

Using Figures 6.11-6.13, H’-to-o’ temperature ratios, I(H')/T(O‘), can
be calculated. These ratios are shown in Figure ‘6.14., This figure shows
that T(H‘)/T(O’) is largest in the altitude region nsar 500 km. Curve A
represents T(R‘)/T(O’) for Figure 6.11 where agj/a; = 0. Curves B and C are
for Figures 6.12 and 6.13, where azjfaz = 0.5 and 1.0 K/km respectively.
Curve C has the largest values of T(H‘)/T(O’). The temperature ratio
T(H’)/T(O’) is large in curve C even at altitudes near 1200 km. T(H‘)/T(O’)
is much smaller at 1200 kw in curves B and C. Since curve C represents the
case ari/az = 1,0 K/km, this means that more heat can be conducted downward
through the H* ion gas. Thus the H* ion temperature is larger than the 0*
ion temperature. Thc peak in T(H")/7(0") is due to the relatively censtant

temperature gradient of T(H') with altitude. The 0° temperature decreases

more rapidly and approaches the neutral temperature at about 00 ka.

The ion density was found to Fe iaportant in controlling the ion and
electron temperature in Section 6.3. The ion density is also important in
controlling the difference between the H' and 0° ion temperatures, The ef-
fect of the ion density profiles A and B of Figure 6.4 on 0* and 1' te. pera-
ture profiles is shown in Figures 6.15 and 6.16 respectively. Also calculated

along with 0* and H' temperature profiles is the electron temperature profile.
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The upper boundary condition for the ion and electron temperature is that the
temperature gradient at 1200 km is 1.0 K/km, The CIRA [1972] neutral atmos-
phere model with T = 1000 K was used, The thermal-electron heating rates
were taken from Figure 3.3 with x = 0°,

The ion density is important in controiling the magnitude of the differ-
ence between H' and 0° temperatures. If K' or 0* densities are large
(- 1x 104 cm's) at 1200 km (Figure 6.15 and 6.16) then T(H')/T(0%) is re-

5 emS (Figure 6.13). There are still

duced over the case where n(O‘) =1 x 10
significant values of T(H‘)/T(O*) in the region near 500 km as shown in Figure
6.15 and 6.16. The magnitude of T(H')/T(0") in Figure 6.16 is less than that
in Figure 6.15 because H' densities are greater for Figure 6.16. The larger
H' densities allow more heat to be transferred to 0" by Coulomb collisions.
Therefore, the n temperatures are reduced and the o' temperatures increase.

The importance of the electrons as a heat source for ions is shown in
Figure 6.17. In this figure the electron temperature is much greater at al-
titudes above 500 km than in Figure 6.16. The electron upper boundary con-
dition in Figure 6.16 is 3?;/3: 1200 * ! K/km and in Figure 6.17 it is 1.5 K/km.
If the temperature gradient is larger, the temperature also are larger.

Since the clectron temperatures increase, the H* and 0° temperature also
increase. The H' temperature increases more than the o' temperature because
H' has a larger electron energy transfer rate than 0%, The difference between
u* and 0° temperatures increases greatly from Figures 6.16 to 6.17. Therefore,
as the difforencg between electron and ion temperatures increases, the dif-
ference between H' and 0* temperatures also increases.

6.7 The Effect of the Neutral Atmosphere on Ion and Electron Temperature

Profiles

The neutral atmosphere can be important in determining the ion and elec-




1200

10O}

1000

ALTITUDE {(km)

TOY/ /TIH*)

1 L Y A A1 I\ A

1000 1500 2000 2500 3000 3500 4000
TEMPERATURE (K)

Figure 6.17 T(0*), T(H*), and T, where the upper boundary
condition for T is 3T,/38*= 1.5 K/km and the
ion number densities are from Figure 6.4 B,




208

tron temperature profiles, In particular, different temperature profiles can
result from neutral number densities that differ from one neutral atmosphere
model to another. The neutral atmosphere is important at lower altitudes
where the major heat losses for ions and electrons are through elastic and
inelastic collisions with neutral particles.

In Figures 6.16, 6.18, 6.19, and 6.20, ion and electron temperature pro-
files are shown for the cases T = 1000 K, 500 K, 700 K, and 1500 K respec-
tively., The lower boundary conditions is that the electrons 0* and H*, and
neutral temperatures are equal at 120 km. For each neutral temperature, the
upper boundary condition for electrons, 0*, and H' temperatures is the gra-
dient of temperature with respect to altitude is 1 K/km. TIon densities used
throughout this section are given in Figure 6.6 profile B. The thermal-
electron heating rates are from Figure 3.3 with x = 0°, The electron tem-
perature profile is calculated using the method described in Section 6.2.3
The ion temperature profiles are calculated using the method described in
Section 6.2,1.

Comparison between Figures 6.16 and 6.19 indicates that the ion and elec-
tron temperatures profiles change very little at the altitudes above 800 km
as the neutral temperature changes from 700 K to 1000 K. This is because
the dominate heat transfer process above 800 km is thermal conduction. Above
800 km neutral number densities are very small and cooling of ions and elec-
trons is accomplished through thermal conduction of heat to lower altitudes.
Since the thermal conductivity is independent of the neutral atmosphere, the
ion and electron temperature profiles are independent of the neutral atmos-
phere above 800 km.

Below 800 km the effect of the neutral atmosphere begins to determine

the shape of the ion and electron temperature profiles. For T_ = 1000 K, the
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o' ion temperature decreases more rapidly than the H fon temperature, leaving
a difference between 0* and H‘ temperatures. As T decreases, the difference
between 0* and H' temperatures decreases. As the neutral temperature de-
creases, the neutral number densities also decrease. As a result, the o*
temperature profile and H temperature profile are much closer to each other
for smaller neutral temperatures. Thus, the importance of neutral collisions
with ions and elections is pushed to lower altitudes for smaller nsutral tem-
peratures.

Although the T(H*) and T(O‘) do not change at altitudes above 800 km
when 7_ = 1000 and 700 K (Figures 6.16 and 6.19), T(H') and T(0") change when
T_ = 500 K and 1500 K. In Figure 6,18, (T = 500 K) and 6.20 (7 _ = 1500 K)
T(H") and 7(0") are much smaller than in Figure 6.19. For T_ = 500 K, T(0")
and T(H*) are nearly equal from 200 to 1200 km, For T = 1500 K, T(O‘) and
T(H*) are much different especially near 700 km. When T_ = 500 K, T(O*) and
T(H*) are so close that it is very difficult to distinguish different tempera-
tures. Also when T_ = 500 K, T(O*) is approximately 1000 K from 400 to 1200
km. When T_ = 1500 K, T(O‘) is nearly equal to T“ from 200 km to 700 km.

The electron temperature doesn't change drastically as T(O*) and T(H‘)
changes when T_ = 500, 700, 1000, or 1500 K. It is approximately the same
in for each neutral thermosphere model. This is expected because thermal
conduction is more important for electrons than it is for ions.

6.8 Summary and Comparison with Charter 5 Results

In this chapter electron and ion temperatures were found to depend on
many factors. The electron number density and the 0" and H' number densities
are important (see Figure 6.3 and 6.5). Also, the neutral thermosphere model
is an important factor (see Figures 6.16, 6.18, 6.19, and 6.20). The time

of day can determine Te below 500 km (see Figures 6.6, 6.7, and 6.8).

e
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Inelastic collisions have an effect on the T; profile at altitudes below 400
km (see Figure 6.10). Thermal conductivity and the upper boundary condition
are also very important in determining the shape of the T;, T(O‘). and T(H’)
profiles (see Figure 6.11, 6.12, 6.13, and 6.17).

In Figure 6.9 the importance of the various electron heat transfer pro-
cesses is shown. Thermal conduction is the most important electron energy
transfer process at altitudes above 400 km. Even though the thermal conduc-
tivity of 0* and H' 1s much less than the electron thermal conductivity, the
thermal conduction of ions is still important in keeping T(D') and T(H’) sig-
nificantly below Té. Since the thermal conduciivity of 0" is smaller than
the thermal conductivity of H*, less heat flows through o' than through H'.

The electron-H"energy transfer rate is larger than the electron-0°
energy transfer rate, and T(O’) and T(H*) are weakly coupled. Therefore,
T(H') 1s generally larger than T(0") (ses Figures 6.11, 6.12, 6.13, 6.15,
6.16, 6.17, 6.18, 6.19, and 6.20). Thermal conduction and the upper boundary
condition control the magnitude of the difference between T(H‘) and T(O‘).

As the ion temperature gradient increases from zero to one K/km the peak dif-
ference between T(H‘) and T(O‘). Larger values of Te result in more heat
transferring to H* and thus a larger difference between T(H‘) and T(O‘) (see
Figure 6.17).

Some of the results of this chapter can be compared with experimental
results of Chapter 5. The ion densities are given by experimental results
of Figures 5.3, 5.6, 5.7, and 5.12 and by the empirical model of Figure 6.4.
Experimental daytime electron temperatures of Figures 5.9, 5.10, and 5.13
can be compared to theoretical electron temperatures of Figures 6.3, 6.5, 6.15,

6.16, and 6,17. Nighttime electron temperatures are shown in Figures 5.8 and




‘“‘“‘“ - T

214

6.8 ihe 0% and H' temperatures are given by the experimental results of
Figures 5.9, 5.10, 5.11, 5.13, and 5.14 and by the theoretical results of
Figures 6.15, 6.16 and 6.17,

The ion densities of Figures 5.3, 5.6, 5.7, and 5.12 are consistent with
the ion densitie.. shown in profile A of Figure 6.4 because Figure ¢.4 is based
on experimental results. The magnitude and the location of the peak of the
o* density are approximately the same in both Figures 5.5 and 6.4. At alti-
tude below 500 km 0" is the dominant ion. At altitudes near 1200 km n(o*)/n‘
is about 0.5. The agreement between Figures 5.3, 5.6, 5.7, and 5.12 and Fig-
ure 6.4 A is good enough so that the ion and electron temperatures based on
these figures can be compared. The errors for theoretical ion and electron
temperatures due to any disagreement in the ion densities would be less than
the differences between profile 1 and 2 of Figure 6.3 which is less than 100
K for Ti and 200 K for Té. In Figure 6.5 the effect of the ion species on Te
is shown to be unimportant.

The electron temperature profiles in Figures 5.9, 5.10 and 5.13 have a
temperature gradient at the upper boundary of about 1.0 to 1.5 K/km. In Fig-
ure 6.15 and 6.16 T, has been calculated based on the assumption that the
temperature gradient at the upper boundary is 1.0 K/km. Figure 6.17 shows Te
when the temperature gradient is 1.5 K/km. The values of T in Figures 5,10
and 5.13 are somewhat greater than those in Figures 6.15 and 6.16 but less
than those in Figure 6.17. This indicates that the theoretical 7, profiles
are consistent at the upper boundary with the experimental Te profile since
the experimental temperature gradient is between 1.0 and 1.5 K/km at the

upper boundary. The experimental and theoretical 7, profiles don't agree

below 400 km. The theory predicts T, to be approximately equal to T(H‘) and
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2(0") from 300 to 400 kn, and T, has a Telative maximum at about 240 ka. How-
ever, the experimental T. profile becomes equal to T(H’) and T(O’) below 230
km and T has a steep temperature gradient from 300 to 400 km. This region
below 400 km needs to be investigated in future research to find the reason
for the discrepancy between experimental and theorstical T, profiles. There
are several possible reasons for this discrepancy - 1) the heating of the
ambient electrons by photoelectrons is not accurate below 400 km, 2) the elec-
tron density model below 400 km is not accurate and actual experimental elec-
tron densities should be used instead, and 3) there are other sources of heat

for electron which have not yet been identified as important.

In Figure 5.8 nighttime electron and ion temperature profiles are shown.
Although the profiles only extend to 650 km one can still compare then with
theoretical calculations of Te and Ti given in Figures 6.6, 6.7, and 6.8.
Figures 6.6 and 6.6 don't agree with Figure 5.8 because T; iQ significantly
greater than T; from 400 to 650 km in Figures 6.6 and 6.7, However, Figure
6.8 is similar to Figure 5.8. The T, profile is approximately equal to the )
profile in both Figures 5.8 and 6.8 and the temperatures are fairly constant
with altitude in both figures due to zero or near zero temperature gradients
at the upper boundary.

The agreement between experimental and theoretical profiles of 7(0%) and

T(H*) is quite good (see Figures 5.9, 5.10, 5.11, S5.13, 5.14, 6.15, 6.16, and

e

6.17). Bocth the experimental and the theoretical profiles of T(O‘) are close
to the neutral temperature of 1000 K up to about S00 km where T(O‘) starts to

increase rapidly. The temperature gradient at the upper boundary is approxi-

mately 1.0 K/km for both experimental and theoretical T(O’) profiles.
Comparison between experimental and theoretical T(H") profiles cannot be

made directly because Figure 5.11 and 5.14 give T(H’)/T(o‘) instead.
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Calculation of values of T(H')/T(0") for Figures 6.15, 6.16, and 6.17 give
values of about 1.0 at low and high altitudes which is the same for Figures
5.11 and 5.14. The peak value given by Figures 5.11 and 5.14 is located at
550 km. This is also about the same location of the peak of T(H')/7(0%)
calculated from Figures 6.15, 6.16, and 6.17, The values of rcu')/r(o’) at
550 km calculated from Figures 6.15, 6.16, and 6.17 are about 1.3, 1.2, and
1. respectively. The maximum of T(H')/7(0") in Figures 5.11 and 5.14 is
about 1.3 and 1.4 which are consistent with those of Figures 6.15 and 6.17.

It is important that the experimental anc :heoretical ion temperature
profiles agree because it means that all the important energy transfer pro-
ccsses are included in the ion energy balance eauations, There i3 no reason
to look for additional energy sources or sinks for ions because there is no
discrepancy between experimental and theoretical ion temperatures.

The experimental and theoretical electron temperatures agree above 400
km, However, below 400 km there is a discrepancy which needs to be investi-

gated by further research of electron energy transfer processes.




[
-y
o~
ave 1t 0°00% 0902
aze°qt 0081
L esotdd oeet se2e 21 e [N ]
F1 o ad ] [ oadd [118d4] Y131 oet
stec2t oget FTIRL4] ' n L
021 teo° 2t ot
*0e° 2t 00¢1 oot 1%0°¢1 L]
L] L33 I3zl setog1 neg
(1104 00t 1221 sEEoCt of¢
' seto2t nLey e58°21  s0r°e arq
i szeert o0¢t 168°28  rev°e vec(l g
" g2zt g2t cEoort 16461 00¢
i Az wert
{3 k233 v TSI LI I N Y1 ] na?
et Jot1 e N %oce] (1Y 1] 18622 L 14
: 202t agat [T7381] 152°%1  00l°11  ere} e
, sveczt ooot seLo?t 20+°s1  aon1l westlt ne2
i 2e5%s1 12471t a%1°CY ng2
' 1o 2t oes 82E°st  SE0°21 et os?
ezt [ . 008wl ISL°21  ric6r o€
2o~ pt e 2%0°S1  TE%°Y (00 nr2
(st 82e og SO2°61 W64 21 492°et a1z
: L3¢ 4 [ Y 0T 22€°81  STE°C1 %gCey oo?
: s 2t oue
: szt o EO1°1L  26%°81  26%°C1  2lucwy ot
[ £ 1 3t o%e 24€°1T 2944t 099°(T Q48’1 nel
20528 oze [ITSA TR T I T 10 S Y T 1 (1]
Lt 1] 008 G84°IT  4UICCT 20781 0a1°%1 ost
oreczt 08y CS1°€T  SUO°RT  4O0°CY  4al°S) a2E°s1 (YY)
L€9°21 o SLI°CT  SZ°ZL Al 35(®e]  QEeccl 2t
[ 13084 o ~OZ°0T 1O 2T  PeA°S1  4KS°s1  ©ve°4 se
oozt or: TEZ°6T  169°71 WO (Zi°s1  *00°¢) owy ,
L09°21 [ T3 OOZ°E1  O2e°Z1  041°9T  elscel  (ae°ST 11
[{78¢4] o8e TOZ°€T  SANLY  SOI°S1T  ~1I°CE  ev2ce) agt
ors 2t ose S2C°C1  1€9°C1  w0vcel  E2C°¢)  wEE°W} sol
ezt ove CAoCT  »02%C1  ofstet  gegegd 1534 4] Lol !
L 13441 aze sore(t e s ot L I8 )] (370841 (73] |
2aac et [ ) LO%°ET  AZEONT M10°%1 150°%T 18aCey ot
oL 2t oes YT T L] Y1) )
o2t 0% 205°C1  20%°el ot !
2821 [ 23] FEigd 4] FL YRL ] -2t
[ Sootd (321344 ore Z66°CT  a0A°e 2z
i o2l e1sce 00s “4E°C1  £40°¢) ozt
2oy o~ W0eEl  (e2°¢1 (31
LAY 0% 69°C1  02%°¢) "
(2210 €120 o ({1343 on
a€9%y e°s’e 02 fea°et (L2408 2t
otz °222%e oo~ asecsl LY 21T o
:
({174 1€/ [{ {14 (1174 1€ns e/ » "} ) 1Sur e [T {Y] (1{ v {7} U »d
000190 (AN (VINID0Y (OINIDO0T S20ININ0T (2WINID0TY @uI) 10013 (31M1907 (VINIBOT 10IN190Y 1200107 I28IMIONY guil v 13w
B ODE * INNAVEIIMIL J)NInegsOr ]} ®N0C 5 JeN¥riamit JledeSOvI |
SI9poW dtIoydsowiy [®IINAN Z/61 VYID
¥ XIAGNdddv

o A




Ty

218

Lot
1te°ot
99¢°01
116°01
[ 1134

s00°1t
620°1%
¥50°11
620°11
*01°1Y
ot1°11
KT
o1ty
s02Z°11
"2t
€92°11

Lzt
s8zZ°1t
96z 11
st 1t
ete’1l
o€ Tl
ELia]]
(113411
s9E° 11
”ett

el
00v 11
ziet11
L2308 1]
sce°1t
[ 2200
09%°11
Tev' 1t
g1t
%e°*y

0s°11
1261t
eSOy
1vs°11
+96°11

(Ew/

111°e
60Z%6
*9%"6
*9°6
[ 14 04

s10°01
st1°01
€1z ot
21€°01
2iv°0t
€1s°01
1901
124°01
92e8°01
¥€6°01
Ty0° Ui

0°11
[ L3581
[ 73541
61211
*92°11
60€° 11
L i)
ooy 1t
et
%11

[ X341
s9s°11
zeot 1
64911
2L 11
[ ZYS0 |
zzecty
oLe°tl
s16°11
LATSAR ]

14102
990°21
et1°2t
991°21
91221
1492°21
stec2y
o€ 2l
tzet 2l
€Lzl

1Ew/

6L0°6
292°6
9996

2€9%6
%6
irorot
vo1°01
€6:°01
*45°01
292%07
se01
gt
[T13431

*ve° 11
[AZAA R
ov6°11
ovieezt
1€ 2t
9620
Lol
2%6°21
s61°€1
9619 L9€°€Y

(1174 (1174

262y
629°9
620°L
1€9°L
9Ee°L
€929
€59
$90°%6
18%°6

TtEws

10€°9
LE9°9
$L6°9
yl€°L
9¢9°L

[-1.00g ]
13134 ]
€69°¢
€¥0°6
'SOETS
6%L°%6
901°01
c9%°01
9z8°01
68111

“EW/

0°00L
0°00L
a°o0L
a*ooL
0*00L

0*00L
0°00iL
0*004
0°00L
0*004
0*00L
0°00L
0°00L
0°00¢
6°669
8669

6°669
6°669
6°669
6°669
6°669
6*669
6669
6°669
6°669
9°669

96669
8°606
9°669
1°669
L°669
L°669
9°669
9°669
$°669
£°669

669
€669
12669
0°669
9969
94969
€°069
6°L69
%169
9°969

»

(HINIOOT (IHINIOOT (VINIDOT (0INID0T (20IN)D0T (ININIDOY oWl

3 00L

3 JUNLYYIANIL DTYIAHGSOXI

0002
o0et
0081
0041
0091

00¢t
oyt
1124
113
0o€t
0g21
0021
osgtt
oot
0501
0001

ofe
096
0v6
oze
006
099
099
0o
0ze
oos

o8L
09
onL
oTL
oot
009
099
0%

009

0es
09%
114
ozs
00%
0%
09
114
oz
00"

Wi

LHOLIH

00s°2t
926°21
[$13¢4)
61821
909°21
€€9°21
099°21
109°21
(17524
2oLc21

oLt
[ 173441
g28°21
150°21
998°21
116°21
9621
6L6°21
210€1
1%0°€1

$90°€1
€90°€t
201°€1
[ 2484 11

Y€l
91°€1
9Btc€l
T12°€1
[ 1334 3]
L92°€1
00€°€1
[ 11343
20€°¢1
(142431

(13543
6LY°€Y
90%°¢€1
13343
(11041
99s°€1
s19°€1
29°€1
siL9°€l
s0L%€1

€W/

smen

*L8°11
zeot 2t
€612y
[3 13841

g2¢g°21
269°21
cLe°21
[ 19,04 41
0s2°€t
Zev€l
199°¢€1
006°€1
9¢1°91
ove sl

*9%°91
269°yY
1€8°st
SL6Y
92i°¢t
s82°¢1
269°§1
929°s1
goe*¢t
[ LY A4

(EW/

(IHINIOOT (VINID

129°¢1
L7334 31
1mecet
F1TR4 41
¥60°¢t
000°41
80191
91241
S2€°%41
YEve ol

*95°%91
$69°91
L9L°%Y
t80°e1
€66°91
2118l
0€2°sY
0SE°6T
Ly gt
10961

996 31
TEL el
009°s1
698°%1

te6°cl
S10°91
160°91
2L1°91
82N
69€°91
6%9°91
856°91
299°91
12091

(1T
149691
s1041
180°21
19121
[I238)
1€t
S0%*e1
1692t
oes*et

(En/

069°6

660°6

o11°01
12€°01
€€s°01
9vL*0t
096°01
Lttt
E{I1244]
otec1t

620°11
0%0°21
azrn
L69°21
€242t
€s6°21
9e1°€L
229°€1
€99°¢t
016°€t

9€0°91
E91°91
02%91
L2424 21

2961
20L°w1
999°s1
$66°1
Te1°6t
LIE*St
sov°st
9995t
L68°51
YE1*91

LE2%9t
Sv€E*9Y
[ 1134
625°91
$0L°91
LER*IY
$L6°91
o2ty
oLzt
2Ll

(3114

2Lec 1t
gLt
[ L7383 1
eZ6*11
ey
e6z* 21
[1 L0441
*0w9°21
€98°21
*50°€T

992°¢1L
[ 332834
*£9°¢t
1€@°ct
0€0° %1
1€2°91
9€e ot
€29°%e1

201°¢1
s62°%t
orTe°st
92861

9%9°¢1
69L°61
169°S1
620°91
891°91
s1€°91
Zie*9t
*¥9°91
»£8°91
9%0°Lt

6E17Lt
etz Lt
SE€LY
9% L1
6ss* Ly
8219%41
2oe*eLt
2€6°LY
990°6Y
902°91t

(EW/

**969
6°%69
*°569
8469
0° 69
2°€e®
2°269
n*1e9
9°809
0°g89

o*ene
LoE09
6°089
9%LL9
[ 34 71
1999
6°299
[ 134
%Lve
9" 9€9

L°0€9
e°c29
2°919
$°L09

9168
(341 14
tad 711
[ h¥334
L6€€
2°ete
[34 133
0°29%
€°92e
298¢

2°69€
6°15€
(34211
€°L1¢
$*00¢
€°982
0°692
Loeg2
L0192
6*622

»

(OINID0T (ZOINIDOT (ZNINIDOT dawil

x 004

= JuNivd3dwili JIH3INaSOXI

—_—

06€
09€
oL€
09¢
111
(123
114
02¢
(311
0o€

062
o9z
[+ 7%
nez
0s2
124
[ 34

otz
002

(13}
o6l
(1}4
oet

oLy

<9t
o9t
sot
ost
(14
ot
(134
{3

[ 24
szt
*21
n
ozt
ey
sty
.1t
21t
o1t

"
LHOIIH




AT Al Lhbibt, i

219

s2e°08 ”"*»5’e o’ nos DOBY

£94°01 (273 ] [ 23]
106°01 96376 0ot €$6°21 ROE°L LiL°EY  #5E°01 156" 11 3°68L Ot
19$°01 250°07 [ 78] 225*22 168, «98°¢t 293061 Z11°2t LaL Y] L1 14
Zesco1 L1201 0091 92t 191%4 29¢°¢€7 L1108 @z I3 173 BLE
§2%°2¢ HETL 235! 714°01 €921 ° 28l ¥
€29°ot €8€*2Y st 899°21 [ 44" 51°91 oLy 44621 «*184 neE
990l g9e*8] nget zas 71 949 Z%2°1  SBZTIL 2%:°21 4064 096
999°0t  gs$°07 nne1 S89°71  $69°% PCE YT EL°IT 1Z8°Z%  +"eB4 €
009°951  gve*Of [ 1484 ) oSEY BIL°2F  2ER% 16>°sF  299°7] [42-34 S SN LY THRNNN. ¥ { 4
01£°01  4Zi°0% o°re pe L7881 1% FEE3C I BN £ 14 § BN SF 54 § BEFSL 7 TR 3 {1
2€1”01 918°07 ZER‘Y (2241 s9L°27 [ L hd €291 [ 3400 4] L2%%€1 FRd 1 T3 oot
sL°0t 906°0% z61°¢ 0921
842°01  866°0¢ 468°L (233 *%L°2Z1  659°s 0Ze*v1  9(2°21 SLEET U TeL 762
11 2d-11 oso*1g ”2e"sL og11 st9°21 4.1 3g 3 L 332841 1€9°21 YILoEY °LeL s 14
L Y4 24 *91°11 10€°9 ozot sv8°2t if1°01 L18%st £2%°21 #EeET £ 1
Lot 11 sL2°11 129°s onot 146°21 »§f° ok #10°¢! szt i1 $°4%2 kol
148°21 ££9°0t L7484 20°£1 [t 2ad 2} [ 2 72 e 14
#50°01 L3€°1¢L €8 nes (240041 L8%°0Y €22° ¢ £22°¢7T 19%°97 L 172 o
M990t o5€°11 [1 ' 2g ) 0% 5621 sv1°3t 82€°S. L€l EY9°et $°6%4 k.14
849701 s6€°1t L2 b ] avd 28823 sC*° 11 LE9°%1 £v9°i €31 0°0s (22 £4
898°01 L 24414 00€”"s 826 t41-34 3] €29°11 E 22383 £98°¢Y 2061 “" 82 o1z
068°01  €iv°J1 159°8 006 ww0®T3  A%E°TT 999°G¢T  4€0°e1  RIZXY e%eTs 502
008°01 €is 1t *39°s o
8316°01 zes 11 €24%6 o 190°¢1 aen°zt €24°81 $61°7 s1£°¢1 294 541
026°61 a1t P {75 ) Ot 040°€1 ®wrezt [1 78431 *1E£°>1 L7408 ] toie” 06T
9Fe"0Y 2€%° 11 £80°01 [-74 4 s6N*El 14€°21 gt 2E9°»1 £2%°%t s§°9e 11 11
Pe4°01 €219°1Y w201 nos SIT®CY  925°21 016°S1  €55°%) 2E9°6T  *°Cs® 081
#ce"01 (2784 31 101t 90" neL *€1°t3 649721 *°w6cs1 L49°»1 I~1°¢t $°299 41
69%°01 L 7541 [ 7534 34 €5€°9 i) «S1°€1 LEw°2t $*0°91 $08°e1 131283 ®°L k73
si8°01 <6111 ges"01 ovecy [T} [ 7304 % ] G0N €S st1°e1 s€6° %1 £16°¢1 [, 4] 91
696°01 ’€e 1t 206°07 76°9 0ZL 202°€1 TL1°¢€1 »si*ot 845°¢8 966° 9y 119 "y
*9°11 1248 noL SZZET  e9C €1 SLZ°91  SZZ°SF  L2Z°9T 3886 56l
teZ°18 Z1s°c e 1 174411 6ES°ET (£ 8d 4 (4 {2831 9GE° VY 1°2%¢ 261
»0v°11 et L e 1862°¢1 [ 704 31 o9e’el 5061 91%°91 1166 £23
et 101°e nye LZ6°E1  49£°C1 9959} 1€2°%1 11208 21 1°6sy Ot
FX73448] 1L 344 [ 2238 ] nze KeE°C3 L I 74l 4] L8991 ~E8°57 263°9%1 1296 (121
#18°18 2969 i89°g 09 »Z9*€t L] LA 41 €28°91 Z91°9y 49¢% 18 30y (13
*0°11 zZEtzy 060°21T ”?%6°Y 640 nes el nevtet £89°91 te2°91 1%t (A% 11 (24
§L8°1Y sL1°z1 (1 4g 4 1€ 00f°¢ e 14%°€1 (T84 4 i1v6° 9! 3¢ 162y Ea:71) e P
”0°1l 12°2% 1E9°21 e49°2 [ 3 [0 ] SE7CE A9y 910%LY  Lu4v°9 1$€°47  £°1%E L2 F e
L80°T1  €92°21 219°71  &Z0°% 116%s nre Z25°71 peetvl a0yl €65°61 w594t [aF{{ SEEZ4] . |
01°T11 40€°21 ssL°T1 19€°9 si1z°ar 0% (11341 (320444 [ 11303 *1L°91 LYt %€1€ 31 _..V "
18€°21 (1. 384] S€EL® #26°0Y o erse€t cof et €221 Sv#°%1 LLiANS ] $°562 It - Ht
”°%E°2Y €r1°¢€t 160%6 tre°01 2y t09°€1 £99°¢1 4L1€°21 Z0L°%1 e et AT T4 L33 it T
Toe°21 “L1%e €Z€°€Y ocy*s ”"i*n Oy sE9°€? ~£9°%1 16%°L1 *21%.1 LIT 31 P4 T4 -1 The ¥
*8v°21 [*4 0L »05°€1 19% Ls*ty oy (7844 3 ] 18°ST a8yt L%t 4t r4d L T4 211 bt
Zes 21 [ 71003 *e9°€1 sLt°01 L {LTA0 3 ] DO 104°€1L jenest 8%4 12%%¢ 1 [{24d 4} 1°¢£2 A A A
<
o
({10 [T (€ms €ms €/ (Cns » s SEws ded 1Em/ tEw/ fEms » - “y
%90 (N D0T (VINISOT (OINID0TY (ZOINIDOT [ZN)MDOT eIl DI 1PN O0T (WINIDOY 10i%N0Y (2008507 (26)%)007 gwd)  fer T Foe - - i
Ca .
3 008 : JeNAvalowldi I1adagSOr3 3 008 = Ierivadowdi SIaPecsnrl = 2

Pm——y

L. .




220

060s €52°01 000”7
0Ze’s €L€°01 0061
156"% 601 oot fze°23 [TAR404 wezent £vL°21 1°168& net
[{ 303 2290t 0oLt 199°2¢ £92°91 «Zs°11 et o8t
*10°01 154°01 no9t 099°2Y [ 1334 ] sttt Z00°*Kt 734
6Lt Zle*el tzectt F{304 3 o9¢
Sa0*01 *88°01 2061 869°21 209° 91 101t [$.74d 3§ ngE
990°01 1$6°01 [:144] L1zt €95%91 120°21 (i34 34 adl
! £80°01 020°11 nosi 1€4°21 6€9°1 €a1°27 [ 2454} L4111
| 10t°c1  swo°ly ngeEl °wL "2 Y1401 SZE°ZT 199°€1 (848 026
! 811°01  eSt1°11 00¢1 ULz (LSS YL A0 4 B TV RS § | $°%6  O1€
i ogT°01 o€2°11 nert 2%4%21 €971°0%  Z2i8°%1  £69°21 26661 ¥*218  0OC
: *%S1°01 20€°11 no2t
1 €L1°01  cLE°T1T ost1 ez *9€°08 166°91  O6L*21 690°%1 062
i 18101 o1l ont1 sto* 21 0¥6*01 1{1:241] 496°21 Loz*oy L T4
. : o1z 01 sZs 11 neut so08°21 6$4°01 211°61 [1-184 41 I%€° Y LTY 4
! 62z°08 109°11 noot Te9°Z1  096°D1  got°SF  €92°¢8 [ TTAL] ] ney
] *06°21 *t°11 8L2°61 hAL Al 31 Lis Al nez
' 1620t 1£9°11 zZez*ot nes e 2t 2L€°11 (st 109°¢t 18g%91 o»2
$92°01 9%€°01 £€0°9 096 o021 L1138 1) *59°¢1 ettt F4 13 41 [ ¥4
i €s2°0t 09>°01 0%2°9 21 L16°28  209°71) 65T B9B°ET  LRO°ET 622
192°01 *09°01 ®9%%9 0z¢ $00°€Y 920°21 199°C1  #21°%7 192°%1 niz
$92°0¢ oL ot g99°9 one *€0°€T 0822y (L7841 LI1E°2 [4LaL31 o0l
; Lez°0t °%e°nT ene*9 oes
$82°01 €96°01 1€1°%: 0 6v0°€1 ey £€64°%1 2199t 869°%1 <6t
€ez°01! 13804101 [ 19 348 [ 11] £90°€1 00s°21 9981 “15%e1 (341} ret
t0€°03 s€2°11 6L%%L (.21 ] Zv0°E1  S29° 2t 106°61  919°eY7  19°6T (113
i »€E°01 [ o280 A} “Ne°L noe 00t*€1 E3 758414 (27043 t2e%t oLL*sY nst
41€°0t 6”1t 611 2€0°s oL (28044 et 610°91 1€8°%91 898°¢1 (73]
s2¢°01 17."11 829" 1619 192°% ngL or1°€t 420°€1 (113421 896°¢1 o1
*€€°C1  <to°2% [3784)) ozI%’e 169°% Neyg 291°€Y E73 3411 *90°¢1 $L0°99 (13}
Z9E°01  940°21 168°11 *99°y s o2t WRI°EL S2€°€T s01°S1 w191 oy
"0t 090°28 920°21  69s°e *56°9 00L €12°€1 489’61 €€ gt €9t (13}
o5€°01 11721 5121 1Mz [ 4 387 o9 Tv2°€t 099°¢1 L9%°¢t Ly ngy
49€°01 o121 26Z°Z1  §8v°L €29%6 099 9L2%€Y [ L1 R4 3} 6§29°¢1 %i5°S1 st
°£C"01 oe1°21 LZe 2 £5L°2 6$9%6 S99 (1032 3] €S0t 6Lt 0€L°91 sy
! L 1863 *12°2¢ €9¢6°21 izn* 169°6 n2e $6€°€1 282%%1 996°¢1 €06°91 <€t
; €s€° 01 e2°2t 869°21 00€"8 i€1°01 noe T1=*€1 6E5%2y e28°31 E{:T44 11 6041 oft
! 20*°01 €82°21 LEw2y L 733 | e’ st nKs (1324 4 ] 269°%9t L4l A4 2] 991 (3043 £°€2% w21
! 11+°01 s1€°2t £46°21 1¢8°% n9s [ E3ad ] 1Lt 9r6°9Y €91 s12%4t 6°00% et
0z~*01 (113441 s11°ct oE1°s 0% (32243 168°%1 110°¢t Zos*et QLE*eLY £ 34 731 ~27
sZv°o1l L 1i3¢4d Lo1°e £s2°¢t Civ*s 02s 11343 1€0°¢1 190°L% $19°91 s et 7°9¢¢ z21
€501  €29°Z1  669°% PHE°ET 209°¢ nns 6€6°€1 ZL1°6T  ~gicLl €EL 91 6LE°LY StefE 21
6S*°Z1  £58°9 06S 6T S16°6 o9 P99 €T ZZE°6T  0€2°21  66¥°%1  Za9°uT  y°C1f &1t
c69°21 ot2z%e 089°¢ ., 192°0t 09 (1134141 09+°61 11621 1s6°9t e AL 114 "1t
156°21 69¢°, s20°¢Y 09501 L1 0€9°€EL 499°¢T LLIAg A ot1°1 K6°L1 LA ¥4 4 ~11
B 19521 0€6°2 696°¢€1 L 1% hd 2] n2e 299°€1 2T et %1 LIT AN L A10d 21 1°%9¢2 31
: *09°21 ¥6Z°0 9T1°yT ogi*1t siseZy one *t9°€1 900°91 oLs*e (T4 048] enzeet (24 L.T4 311
: (€m/ ({174 (1174 (En/ Cw/ ikns v "y (1174 (1174 1€/ (1114 1€/ » »y
m (H19)907% (42900 (VINIDOT (0IMID0T (ZOINIDCY (ZNINIDOT dwd) 1+ In (BINID0T (¥INIDOY (OIRIBOT (ZOI%IBOY (ZRINIDDT gudl  [~01
¥ 0001 = IWNIVE3S421 DI¥INASOXI ¥ MO0 = FwNiveIawdl DludIvesOxd

........ RIS ik B A1 B

[ ..firr




221

R L

101°11
Tttt
€911
L9€°1t
(13 aad]

2281
L195°11
z19°11
#5911
[1-T84 31
[1 75441
108°11t
0s9°11
e69°11
[ 2. 283
000°21

ozo°z1

€221
0" €s2°21
F4 R 4g ) [TX 484

95" (115844
Leaad ] [ 78283
[ 72 4d 2 Zos°21
*°we's £25°21
Zev*s [ 14344
€48°21
L16%°21
129°21
99° 2t
12921

(€w/ €/

€Les
€498
120°%
L3€%6
ZoL’e

$$0°01
$€2°01
L1901
209°0t
68L°01
8L6°01
i
$9€° 11
29611
ToL*11
s96°11

L490°Z1
. 621°21
1z 2t
s62°71
ezt
€921
29%°21
€E9°21
etL Ty
*00°21

169°21
026°21
$90°¢1
€s1€1
Fasmil
1€€°€1
124°¢€Y
T16°€1
109°¢€t
€69°¢t

seLeCT
LL8°cl
oL6°€t
¥90°¢1
(118824
(173401
6YEYT
[{I2L}]
333444
199°21

1€Ew/ (Ens

659°01

£99°01
L28°01
€10°11

(EW/

uree
»6$°9
2t6°9
¥$2°L
065°L
1€6°L
awuzee
929
196°¢

*21%
e"zce
€19%s
65%°6
S0L°6
€50°¢
100°01V
081°01
00£"01
os¥*o1

209°01
*6L°01
106°01
190°11
91z 1y
173343 )
62511
109°11
99911
800°21

99121
s2€°21
169°21
»59°21
618°21
c86°21
(135431
12€°t1
209°¢ Y
€99%¢ 1t

{Em/

0°00%1
0°00¢1
N*00%1
0°00%1
6°6691

6°66%1
6°66%1
b°66v1
6°66%1
6°66%1
go6n1
[ A T30
9%66n1
L6671
L°66%1
9° 6091

9°66%1
9°66%1
S*6091
$°60%1
LALT 1A
**6091
€601
€£°6091
296691
1°06%1

0%66%1
(3]
1134
9°%691
8691
zosevt
09641
402691
8691
0°L6%1

[34 737 ]
0°9641
€*coet
Y¥°90601
Y°€6n1
0°26%1
2°0691
€°9941
32124
(341111

(HINSO0T (FIN) 00T (VINID0T (OINIHO0T (ZOINID0T (INIHIHOY Atu—

¥ 0061 = JunivaIowil

pI§ FUV k]

09s

O%s
0z2¢
004
(] 1
09y
09
o2
oc»

wy
1013

,09°21
L6%°21
o14°2Y
€21t
Lo
[STA441
(LT84
st
16L°21
soe*2t

1z0°21

*00°€1

610°€Y
*€0°€L
160°¢Y
oL0%€1

680°¢t
or1°¢t
*€1"€1
(13541
101°€1
sz €t
£s2o€Y
€62°¢C1
[ 11343
06E°€E1

(28244
[ 12241
y9e €l
169°£1
12¢6°€Y
166°€8
(113411
s19°¢€t
659°€L
ze9°€1

(Ew/

(135431

(483!
*0s°11
€96 11
sh9°tl
oes°1t
0s6°11t
se1°

‘9221

99921
o084

[ L1583 )
9%€e21
9fe° 21
*0°¢t

$61°61

| 175411
L[ A2
S8yl
080°¢1
€12°61
[3334 1]
905°81
99%°gt
9E8° 61
s10°91

(Ew/

169°91
oL
Z6Lovl
Zve*a
Y60t
(3030
s66°1
150°¢1
*01°61
6s1°¢!t

£12°¢1
2Lzoel
(L334 )]
o6 s
[£1 2344
01661
s sl
[i304 1]
(1754 )
s18°¢1

299°¢61
906°$1
%6 6t
400°9Y

190°91
18844
19191
se2*91
12¢€°91
109°91
o6v°9t
685°91
00L°NM
(24 hd 1

*98° 91
[£134 21
L00°L1
*10°LY
9vtoel
1zzee
10€°41
8¢t
Tie*st
19541

tEm/

1ge° 21
0552t
o2t
1eL°21
25921
*56°21
£60° €Y
191°€1
92°€1
(731444

189€1
Te6°€1
coL*ct
219°€E1
LI {2 3
£50°91
*81°91
S1€°s1
syl
109°%1

61L9°%%1
[ 37542
(11 i)
16641

€20°st
ozi°et
*22°¢1
scEest
"wgest
€S st
2461
e8¢t
850°91
0s2°91

L9€E*91
ov*et
[I134 ]
$v9°91
sseo9t
[ 71 04 1
£00° 21
ovi®el
202°41
1€+°21

(f114

osL€t
L€8 €Y
*T6°€T
€10°%e1
101°91
161°%1
192%9%
tL€"»1
3204 01
(11341

¥59°91
0sL o1
6e8°0t
okécet
*50° 61
29161
*22°%17
16€°61
»18°¢1
[32 081

(31543
98L°61

656°91
1%1°4

ez
0€° L1
Le€°LY
(1120431
s66°L1
*0L*et
L3 A8
1964t
040°81%
$02° 91

tEm/

IS T34
oL

LAd 1341

922
1°860%1
**9sCt

(IHINIV0T (VINIDOT (OINID0 ¢ (ZOINIDV 1 (ZNINID0T nzw—

W 0OS1 3 IWNLVsIdwIl«O1uIHAS0XI

oty

AHCIIM




222

[-2%% g 0T X (0°% 7 0°8) = (BHW)I :9 + (5,) ,°H « (yv0s > Y)oy + EME

(295 @ ot xz =00 M szezt e (W) o+ 5« (3% + (5,),oH

(2295 o ot xs 1= A% S8°S + (5,) 0 + ()0 + (S + (3% + (5, oH

1295 & 0T = RIS vig = aQNS ¢+ N o (s)%H « N + (s,) o4

1995 @ o1 = %% A2 82°0 + I N+ SN+ (S « I o (5,) oM

.Tuuu mﬂu wman\ccmu 01 X2t - (7 A8 PI°T + ommuo + ENUA.NQ « ﬁmemo + Q@fQ

4 ) . 4 4
9§ WO X s A . «
I- 9 < ((*N)Zz/00%) lecm 'l A3 O1I°T + nwﬁv‘.oz + Gvuz awnv N + A.m.vu.vo
SIUSTITIIO0) UOTIOESY PuB SUOTIOEIY

g XIGN3ddv




il
e —

223

APPENDIX C
The following is a calculation of the nonanalytic term in the power

spectra of incoherent-scatter returns,

' /Q /R 4
[ r expyzdy-r (l*t2¢-§-r+.....)dt
) )

") !m/ﬂ!s . !m[ﬂ%s . !m[n‘-,
ot - - AU SRS
2 4

1+.(‘24£L+ w.ﬂ L S |

= & P 0723 3/2; WPrah)

]
er

[ where l1"1(1/2 s 3/2; wzlnz) is the degenerate hypergeometric function or Kummei
function given in Abramowits and Stegun [1964].
Gradshteyn and Ryahtk [1965] gives an expression for IFI as

w k-1
: F1(102: 32 o7/ = exp Wi B S orad)

This summation is useful when mzlnz is not large. When mzlnz becomes
large the summation will not converge. Therefore, one has to use an asymptotic

expansion, which is given by [Abramowits and Stequn, 1964)

F.(1/2; 3/2; w2/0%) = a? 2,0 (a1 + a 3 :
1 1( H / y W ) ﬁ-exp (m ( -2-;2— 1—
2 3 2 4

-15—“-2- +1os—“7 LI |
2w 2w

e -
SaCEEE RS .
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APPENDIX D
COMPUTER PROGRAMS USED IN THE CALCULATION OF EXPERIMENTAL
AND THEORETICAL ELECTRON AND ION TEMPERATURES

In this appendix a list and description of some of computer programs |

used in Chapters S and 6 is given. Programs MAC, NOINE, and ACNAL were used

to calculate the experimental electron and ion temperatures and densities

given in Chapter 5. The program used to calculate the theoretical electron §

and ion temperatures is also described and given in this appendix. §

3
3
:
3
3
E
E

The following program calculates a library of theoretical ACE's and %
stores them on tape. Subroutine DISP calculates the electron and ion disper- |
sion functions. Subroutine CFS calculates the cosine factors for the cosine
transform of the power spectrum, Subroutine ACF calculates the autocorrela-
tion function. The power spectrum is calculated and stored in array W. The
variables M1, M2, and M3 refer to the masses in kg of 0*. H+. and the elec-
tron respectively while T1, T2, and T3 represent these particles temperatures.

Constant factors necessary for the calculation of the power spectrum are given
by C, C2, C3, and C4.

The power spectrum is calculated for a range of values of T(O+),

r,/7(0"), T(H")/T(0"), and n(0*)/n, (B4). After the ACF (A) is calculated it

is sent to the printer and stored on magnetic tape for use by other programs.
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PROGRAM HﬁC(INPUT:OUTPUT;TAPE?.QUO.TﬁPESI!NPUT.PUNCH;TGPES'QOQ)
COMMON/CFR/CF(2 2

QINENSION H(30!)a (301),G(301),A/C24)

DIMENSION H(301)
DIMENSION X(9)

REAL  L,K.,M2.M3,P0.K1,PI.N1

P1=3.141592654
K=1380622E-23

PO=8. 854185E-12
Mi=2.655913E-26
M2=1.672614E-27

MI=9 109558E-31
L=.69719186

NAGF =@

E=2. QE11

C=LkXZ, /(32.3P1%%2.3K)
Ce=C¥Pl

C3= (1.6021317E-19)8%2/P0/K
Cd=(Ls4./

04=1.0E3

TS=8 E-

6
CALL CFSC  D4,TS)O

ATCITO-1)XITY

—
—t
w
—
-
P
—
-
[,

?

. INC,14,7HST TEMP,14,8HTEMP INC,I4,8HNO FILES,I4)

D DO
- O

X Né.t4.5H84 ST.,14,6HB4 INC,14)

o Qe . -
ot s T s Ot 0t 0t gt X s Pt

O~ CIAr=DDI - 4 Z Ty

e B DA e ND
Oy e ) AY =4 o=t ()

nre.

P(X1.D4,F.C)

pO 19 17=1.4

T2=T1+FLOATCIT-1)%T1/18.0

No=M2: T2

IDSLL §ISP\"::D4;GAL)

TI=CJTRS4C J=1 X ITRIDNXTLI/10.

¥3=M3-73

CALL DISPCX3.D4.H.0)

DO 55 1B=1.6

B4= (183*(18 1)X1B1),1000.

NACF=NACF +1

WRITEC6,184)71,72,73,B4,NRCF
FGRMATC(IX,3FB.1.F8.2,1%)

(4]
>

wi=

Do 28 1¥=1,301

Fi=F71¢)

F2=501¥)

FI=H IV

Fe=r{ -B4 XSORTAC2IX2IREXPC-CEX2  XWIXXZ
FE=-F32H

FA=TGRT(CZEN3IREAPL-CEXT  kW1kx2 )




———
— — . -

i e S SR

38

€.}
2

TN
LO e

00
LA § A Y]

L2
on

(24
—

-3V

o R X1a))

Foxu1 ‘
F?=Bé?* XSORTCC2AX1 MAEXP(-CAX]  XW1X%2 )

Ai=(l. *041C3*E*(84*F11T1+(l -B4)XF2/72))%%2 %F9
AZ2C4XCARCCIRERC  Fa/T1e F3/72))xx2 XF9
A3=C4XCAX(CIXE/TIIKX2 X(FIXX2 +FEXX2 YX(F7+F8)
Ad=(] +CAXCIXEX(FI/TI+F1XB4/T1+F2%(1. -B4)/T2))%%2

ASSCARCIXCCIXERCF6/TI4F4  /T14FS 712))%x2
WC TK J=C A1 +AZ+A3)-CR4+AS )
Wiz +D4
CONTINUE
CALL ACF(W.R,. 04
WRITECE, 103 )R
CONTINUE
CONTINUE
CONTINUE
END
5UBROUTINE OISP(X1,D4,F.C)
OIMENSION FC 381
=012
K75
ezt 9
G 77 1=1,301
Hi=FLOATC 121 )¥D4
TFOUL HE ©.0)G0 TO 82
F1=1.0
G0 TO 86
e Moo o
5224
Flsci +C5-3 /CSE%2-15. /CS%13-105. /CSKX4-945  /C55KS
50 TO 86
aki=1 @
AF2=1
F1=0.0
G1=0 0
00 61 K7=1,61,2
AK12(2 0 % FLOATCK?=1.@ )¥AKI
F1=RE 3 aK1+F1
AF25 © CNLEWNIXZAR1IRAF2
Aki=(2 @ X FLOAT(K?)+1.@ )¥AKI
Séz'gF:ia5§;ﬁ§z 2¥X1 YXAF2
2=«
1E_8BSC(FI-GDFLD, F3S aE-8360 T0 69
[* B S
FONTINUE
G370 83
Fi=i 0 -F1X  CWITWIZZERD)
£ 1)=F1
= ONT INUE
RETUPH
END
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SUBROUTINE CFSC D4,TS)
COMNON/CFA/CF(24,301)
0? 8401'1;2‘

Wi=0.

CFCI,1)=] 0000000
HOsFLORT( 1-1 )XTS

DO 97 K9=2,298,2

1+04

+K9)=4 XCOSCWIXHO)

1404

isagl>=2'*COS("l*"°)

» 300)=C0S((W1+D4 )XHO )x4 . @
CFC1,301)>=COSCCH1+D4%2. )XHO)

CONTINUE

RgTURN

END

SUBROUTINE ACF(H.R.D4)

COMMON/CFA/CF(24,301)

DIMENSION W(301),R(24)

D0 94 1=1,24

Wi=0.9

He=FLOAT{I-1)%8.E-6

ARCTI=HC(L)

00 97 K9=2,298.¢

RCII=ACTI+CFCT, K9 IXWNCKII+CFC I, KI+1 DRN(KI+1 )
CONTINUE

AL 1)=ACT )+CFC ], 300)%M( 300 )+CF( 1,301 )%W(301 >
IFCI NE 1OATDD)=AC(T)7ACY)

CONTINUE

RETURN

END

=t oot = e




Below is a list of the physical quantities for the library of ACF's.

Each file contains 96 ACF's. For files 1.34 T(H*)/7(0%) goes from 1.0 to 1.3
; in steps of .1. For files 35-37 rm‘)/r(o’) equals 1.,4-1.7 in steps of .1. | {

I FILE no") Ing 700" '.r‘/r(o‘)
1 0.0 - 0.5 800 1" - 1-7
2 0.0 - 0.5 1000 1.4 - 1,7
3 0.0 - 0.5 1200 1.4 =« 1.7
4 0.0 - 0.5 1400 1.4 - 1.7
| 5 0.0 - 0.5 1600 1.4 - 1.7
6 000 - 0.5 1800 104 - 1.7
| 7 0.0 - 0.5 2000 1.4 - 1.7
| 8 .55 - .80 800 1.4 - 1.7
9 .55 - .80 1000 1.4 - 1.7
10 .55 - .80 2000 1.4 - 1.7
11 .55 « .80 2400 1.4 - 1,7
‘ 12 .55 - .80 2800 1.4 - 1.7
» 13 .85 - .975 800 1.4 - 1.7
] 14 .85 - ,975 1000 1.4 - 1.7
' 15 .85 - ,975 1200 1.4 - 1.7
16 .85 - ,975 1400 1.4 - 1.7
17 .85 - ,975 1600 1.4 - 1.7
| 18 .85 - ,975 1800 1.4 - 1.7
19 .85 - .975 2000 1.4 - 1,7
20 .85 - ,975 800 1.8 - 2.1
: 21 .85 - ,975 900 1.8 - 2.1
22 .85 - ,975 1000 1.8 - 2.1
23 .85 - ,975 1100 1.8 - 2.1
| 24 .85 - ,975 2000 1.0 - 1.3
25 .85 - .975 2500 1.0 - 1.3
26 .85 - ,975 3000 1.0 - 1.3
, 27 0.0 - 0.5 800 1.0 - 1.3
; 28 0.0 - 0.5 1200 1.0 - 1.3
! 29 0.0 - 0.5 1600 1.0 - 1.3
¢ 30 0.0 - 0.5 2000 1.0 - 1.3
' 31 .55 - .80 800 1.0 - 1.3
32 .55 « .80 1200 1.0 - 1.3
33 .55 - .80 1600 1.0 - 1.3
34 .55 - .80 2000 1.0 - 1.3
35 .85 - ,975 1200 1.5 - 1.8
36 .85 - ,975 1400 1.5 - 1.8
37 .85 - .97% 1600 1.5 - 1.8
38 1.0 800-1500 1.4 - 2.5




L

229

Program NOINE calculates n(O*)/n‘ by fitting theoreticul values of TZERO

to experimental values of TZERO. This program also calculates T‘/?* by fit-
ting theoretical values of AMIN to experimental values of TZERO. A library
of theoretical ACF's is read from magnetic tape. Experimental ACF's are
also read from magnetic tape. Theoretical and experimental values of TZERO
are found in subroutine AZH. In subroutine FAMIN theoretical and experi-
mental values of AMIN are found. Subroutine RRAF calculates the array of
theoretical values of AMIN. Newton's method (see Section 5.2.1) is used
to calculate n(O*)Ine. This is done in subroutine FINDX. TG/TQ is also
calculated by Newton's method. The program outputs the results of n(o*)/ne
and Té/Ti for the 15 altitudes of both short and long pulse data into file
XFILE for later use by program ACNAL.

The array AC contains the library of theoretical ACF's. The arrays

TZT and AMINT contain the theoretical values of TZERO and AMIN. X(1) repre-

*
sents n(0 )/"e' X(2) represents Ta/Ti’

! i
oo
E
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READ IN EXP ACF

109  FORM
101  FORMA

THC JH >-1

DO 19 Nn=],24

REX(M)*AC(M, 6, 1)

CALL AZH(T2TC(I),THA,REX)

XHII gsg

CRLL FINDEC(XML, XL1, X, 72T, T2(JH))
1).6G7 .XL1)GO TO 6
1).L7.XL1)X(1)sXL1

N?*;NE IF .S3<NO+/NEC .80
Z
).

) res
DY

o

\

AC(M
H(TZT(I) THR REX)
LE. .526)G0 T0 32

ROD - »\.
\'..Q

v s -
CALL FINDXCXM1,XL1,X,T27,T2(JH))

[F(X(1) GT..326)G0 TO 60
c FIND NO+/NE IF ©.0(NO+/NEC.S
DO 24 I=1,6
D0 23 M=1,24
23 REX(M)=QC(M,2, 1)
CALL AZHCT2TC1), THT(I).REX)
24 THYCI)¢10@ %(THT(1)-1.3)
S XLI=O 8

CGLL FINDX(XHI
). GT .524

AN
o -a )
<
p -4
~

+THT, THCJH))
324

>
mnm 1
Ea t-
N

N OCOCONDIC e 1 DC D S T X OC
ANIENAN. @A~

L LV b

.8
AMINT FILE

XY ot e
m

EXO - OrRNee

3
Xgl).GT..SZS)IXl'Z
L

=XL1)/ .2+ .49

BN TRy " ® o
s s -

I
..83)X2%2.15
10

O\X(2>-l48
dAC2)8%2
Y110 +1 .49

ICININY e = B D 0t 4t 4t ) 0t it ot (j

“"‘*’ LN
Ll L] e Tt Y e L L Lo B |
= M TNOMNN NN T Nee

b B

IFCITR EQ 1)K=-
Dr2=0 GMINTC IX1,
20212002 )= 4N}

2
1.0
Vs}
4
1.1
T«
IFraBSr aMINT 1Y}
S

Bg))tktlﬁ
81)>G0 TO o6

()
QOﬂ
>

Tvh
~NMh W

{
ITE’ 6 104)x
L
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(43324

[0

6(.1
541

€31
632

28

| ]
-

) v

FORMAT(F8.5,F8.5)
READ( 8)SN
READ( 8 )EN
WRITE(E, 101 )SN
CONTINUE
ERD
SUBROUT It
DIMENST

- 3
zD>
~7
w3~
-~ >

=X
N
- &
(-, %4
~wD
-
-

1 C(24,7,24),REX(24)

-

D
T

q=1=1~
Lo | -
0\ 124
h.\ o
o
b-(_l—4
oo 1 N RO e

13 J+\I

R nohves
oS
=W
ot >
=
]
X

»1,J).REX)D

W+ NOZEM7%+Nd

N

oo 621 H‘

ALl FaMI
CONTINUE
REWIND 7
00 632 I=3,1
D0 632 J=1,6
J3=J+(1-9)%6

A

z’\"‘vm" A . I

D 42
D~
XX
i)

-
[ 5
w

}
K.I,J),REX)
2

00 621 M=1,24
RERCM)=ALIM, 7
CALL FAMINCAM
RETURN

END
SUBROUTINE AZH(TZ,TH,R)

DIMENSION R(24)

00 19 I=2,24

IFCRCIY.LT..5)GO TO 20

LONT INUE

TH=(RCI)-(R(IY=-RCI=-1))XFLOATC I )= .5)/7CR(I-1)-R(1D)

Do 21 11=1.,24

IFCRCITY.LT.B.0)G0 TO 22

CONTINUE

T:-Ft0?;(11)+(R(Il))/(R(Il-l)-R(Il))
-t

RETURN

END

SUBROUTINE FAMINCAMINLR)D
ggﬂEN:IDH RCz4)
{ =P
IFCRCID .GT RCI-125GD T0 2
:WHTINUE
CALL POLICAL,R2, R, ILRD
H—-Q /2. 741
unxu A1ERAXIZ+A2ERA+AT
FETURN
EHD
SUBROUTINE FIN
DINENSION #(2),
DG 1 ITER=1,10
#L
N
1)

»J3)
INC3,1,J),REX)

DAC XML, XKLL, X, T2T,TZ)

AR
T2T 65
IFCACL . LT.' 1041
Fozol s GT. 4N ¥ C1)

70°M -

[
B4=CAC 1 =AL1)
=1

/1B4_EQ . 1)K=-]
2 TZTC1B4)-TZTC IB4-K ) 3XK/ (XML-KL1 )/ . 2
(7ZT(1B4)-T2)
)= 1 5=03,07
FraBie73s LT, 91>60 T0 2

AL1
AM1
AL1)

/.2+1.45

1

!
r.
I
C: -
X
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CONTINUE
CONTINUE
RETURN

L0 o

END
SUBROUTINE POL3(B0.B1,82.J,R)
OIMENSION R(24)

c SUBRQUTINE TO FIT A THIRD DEGREE POLNOMIAL TO ACF

J1=J-2
B
B1=(R( J2)XFLOATC JIRX2-J1 X%2 Y4RCJIIXFLOATC J1XX2-J28%2 )4R( J1 JXFLOAT
1CJ2%%2-J3%%2) )/ (FLOATC J2K( JIXX2-J1 k%204 J3XC 1 XX2-J2KX2 I+ J1 XC J2%%2

1=-23%12)))
Ba=(R( J1 Y-RC JI)=-B1XFLOATC J1=J3) )/ CFLOATC J1X%2-J3%8%2))
B2=R( J1 )~BOXFLORT J1x%2)-B1XFLOATC J1)

Program ACNAL calculates T(0'), 7 /T(0"), and rM*)/T(0%) where n(o‘)ne
from program NOINE is used. The method used is the method of fitting the
theoretical ACF to the experimental ACF by minimizing the square of the dif-

ference between the two ACF's.
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FROGRAM ACNALC INPUT, QUTPUT. XFILE, TAPES=INPUY, TAPES,
1TﬂPEGlOUTPUT:TﬁPES'XFILEaXFILEI:TﬂPEIO'XFlLEloﬂCFF.TﬂPE?lﬂCFF)
COMMON ACC24,32,96)

DIMENSION X)), ACFC24),HTC16), HTSC16),ENC16),YC1)
géﬁ%NgION T2C16).TH(16),T2T(4,6),REX(24),SNC 16 ),ACE( 24)
REWIND &

READ(S:IBS)IREC

FORMATCI4)

IF{ [REC.EQ.8)G0 TO 231

D0 230 [=1.IREC

a0 233 J=1,

RERDC(S MCF

FORMATC IX, 12FP . 471X, 12F? . 4)

CONTINUE

RERD(S YN

READC 8 YEN

Fuﬁ??aték IX/1X. IPSE2 . 1/1X,1PBEY. 171X, 6F6. 21X, 8F6.2)

CONTINUE

3Ld=1.9

M4=1 3
FORMAT(FS.3)

READ IN EXP. DATA
D0 78 IFl= 1.2

B o 1P
Ao~ N
~

.18)G0 TO 72
XC1).LT..823)IX1=2

(35151504 D “me X

— &.im.aoa» N e ek
& LORAD

UARI URR
AU 30=200 +C13-1)%400
NSRS IS EME TN

NGRS 0+\%4-1\¥ 1

o0 44 L=1.3e

READC? MAC{M,1,L),M=1,24)
RENIND ?

REWING 7

D0 441 1=2,3

0 341 L=1.9€

READC 72 (AC(M. 1.L),N=1,2
CALL COMPCACE.VAR,13.12,
tFeuarR! LY UARIGD TO 451
UQP!=UQR 12-15% 1

2=l 447 ]2~
IF’x’ ED 1HACZ)s] 04C12-108 .1
"’J'QGB +013-2214200.
F 13 E0 A)*‘3*-2®08

4~—1 perld-101 1

&

)
14,11)
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46
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540
341

62

DO 46 I=1.3
DO 46 L=1,96
READC 7 )(ACCM,
CALL COMPCACE.
IFCURRL .LT. VR

UAR1=UAR
N(43=1.0+(]14-1;

.im‘xa-m 200
2. 3)%(3 521200

ACF FOR .5S5<(NO+/NE< .85

UAR1=VAR
><(2>=1.4+(!2-1){t.1
403,580 +(13-1)%200 .
IFCI3 . EQ. )X 3)=2000.
74321 9+{14-1)x 1|

[
-
-
™

l""I&I““—O""r”-’
T/ HWCIHHN b X )
c";--ﬂ.-n-c‘)-‘

DA«
rm-

'3
K ]
RERD(T X M.
CRLL COMPJACE.
IFCUARY LT . VAR
AR 1=URR
A(4=1 9+(I4-1)
N{2=1 4+(]12-1
IFCI2 EQ. N2
N(31»=2400 +( 13
IFCI3 EQ. 3T
PO S41 I=1.3
DD S41 L=1,926
READ: 7 X ACIN, I.L), M=,
CALL COMP{ACE.UaR,I3,12
IFCUARY LT . URROGO TO 71
\\4\'1 Q+CI4-1>x 1
X(3)=1200 . +¢ [3-1)%400Q.
B+Cl2=-1)%.1

24)
14,11

~J

(2
N
= 0 +1.49

el et AT *a P g
&
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e N
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O 3MOO . 4‘“-—4"10”‘
-
ran . Foe: Ve

[ o ] l"-—4v‘~l'-‘
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""l
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READC 7 XCAC(HM
CALL COMPCAC
UAR1=URR
X(2¥=1 4+ ]2~
N(¢) =1 944
X(3)=800 . +(1
0Q 584 [=1,3
0O 64 L=1,96
RERDCT X ACCM. I,L).M=1,24)
Gubl COMFCACE., UnR 13,12,14,11)
IFCURRL .LT.UARMGO TO 641
UAR1=VAR
NU35=1400 +(13~-1)x200.
stdksl. esll2-I N1
ardd=l Qe Id4-10% 1
o0 895 I=1,3
DO 85 L=1. ?
A

'

6
REQD(?)(QC M,
ChLL COMPCAC
IFCUARL LT .V
UnRi=VAR

X(3)=800 .+
IFCI3 EQ.1)X
Xt2)=1.8+(CI2
IFCI3 EQ.1)OX
X(4)=1 B+4([4-
20 66 I1=1,3
00 68 L=1,96
READC7 )CACINM,
talLl COMPCRCE
IFIUARY LT VA
HuRIz=UAR

203)=1808 . +(]
IFCI3 EQ.JHIXC

Nt2x»=1 Q121
IF{13.EQ. o‘\\Z) 1. B+(12-l)t i
\\4‘ 1.94([4-1)
B2 &7 1=2,3
bo 6; L=1.98
REARD( 7 X ACIN. T.L), M=
CALL COMP{ACE.VAR.IZ
[IFCUART LT UNRMGD TQ
SU3=2500  +(13-2)x500.

IFCIT EQ 1WC)=1000.
R2w=1 Qe I2-10%

IFCIT EQ 1)R{2)=1 8+(]2-1)% .1}
4=l B+CI4-10% |

TONTINUE
NPITE\o 133 0K,
FORMATC 14 .F8
dRITEfl@.lll)
FAORMAT(F? 4.F
READ? SOSH
READC 3HEN
HFITES €, 105)SN
FORMNT LS, 16F7. 3D
CONTINUE
CND

SUBFOUTINE COMP(QCE VAR, 12.12,14,11>
CSMRON AC(24,3,96)
JIMENSION ACF(24,,RCEC24)

UARR]1=10.
DS 51 I

)N DM

W O~ r
[ % 2

1,24
2 12.14,11)

O
C3UD IO

- 29
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32 UAR=Q .0
ACF(1)=1 .0
D0 7 K=2,24
v UQRIUQR+(RCE(K)-RCF(K))**2
IFCURR.GT . VAR GO TO SO
UAR1=VUAR
I12=J
[3=11
I14=KK i
oa CONTINUE
M CONTINUE
VAR=UAR1
RETURN !
END !
i
+ +
The following program calculates profiles for T(0 ), T(H ), and T,.
The triple diagonal mesh method is used to calculate T(O+) and T(H+). T;
is calculated by integration of the energy balance equation. Arrays D,
T, and S represent Te, T(O+), and T(H*), respectively. The neutral
atmosphere model is contained in arrays R, S, and P. Arrays W and Q
represent the model used for photoelectron heating of thermal electrons.
The ion densities are given in array N.

‘ o P N ==
T T R ——
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LRV ER, D PO B FEL O ES B PG, 00FE. B ES. 8, FE. 0
VE
[N

OFTRIAT FS.84E8, B
T FE, B F7. 1

Di BLrivLTeeEet 1.

DIM WOIIE e IR

LOAD  DATAH (7R

GIEUE 1260 ;

FRINT "FILE="s17s "TN="vR[ 1+32]

LORD IATA Z2.H

FOR 1217 TO 281 STEP 1@

Li=l45+115

d=1e2-705

HEITE d1SeZ@ Ll e "I is TPy I LPLH I P I LPIS: I LPLE L BN JhNL 25 J]

6 MENT |

LOAL  DATA 1@ D

S0 MT=HO=1

8 LORD  DATA 194K, T

d LURL DATR 17+K8.3%

o TA=Sl el 127D

FRINT " TiC+: PRIFILE

g ToHe: Teo+r TE & D K1 LI CCO+sH+) PE-I'

9,7
FL633LKI201 HLI2BI HPSIE2I7 L2101 ST 20L ]

i G et ST B SN N
T D -

#{TE-TG>

S rSE-84 THEH 168

E+‘BsH 1403 {84 TE 1E+TTI11.5>
D142 HPERE #wl CFEs T8+T4«:‘(T8 Ta+01%2 0
16+T7 2 2#0, 92V T312.5

< 1 G-TR a4+ TE-TF 0
«ES (D+C4% TR~-TE y#1E~B7-TL J+1 J+E2*TL N1-T0.0-112

SnT O TFMPERA L GRE FESLLTS
Foe (e 39 @, nU

un-‘un‘«al.
A3 R L3 1_.
Skt 5 . 45080
i 1uu.1 W1 1200
148,

3 T 12005

o,

LiER 1A

LI RIS
STEP 500
UrRIGINAL r4GY W
AW OIOCR UALTTY

S

Zamoplt HETGHT EM
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cuElie T 12w SIER @
RSB SR
DEYIsL 22

AT LA S
1oe FEN

1048 RETURN

{A20 PEM HERE TrH+) FROFILE 1% CHLCULATED

1030 LOAD DATF 1T eROWT

0 LOAD DATE 18+Ka. S

1650 PRINT © T(H+» PROFILE™

1866 FRIHT " L1 T(H+» T3+ TE B I KI LI C{Q+sH+> PE-:

1878 H{11=LL13-0
S T0 119n Z1EF S

(L1-195005

i-11%)S

THEN 1S
(AR S TN RN A

fmEH 1480

‘ ‘};Qa’.
JEEelY] ! e 'f} 3;‘
T b 0 SRIHT 2 AR T »
141 TTONDS & FXavlUT D Zy boZe 1oy - -
TONEIe ¢ Z1e4LGTONELr o301 Tise iz W Ty

TE oo =Tt Db D000 S0 T LS NTTO 2 3 5 7 0

I-11 TO 2¥a - EF 5o

U T LRI ] TLLe i e Tonl 3o Tde T3l de 15 Te




REM H+ HEFT LOSS ANp PRODUCTION
SIEC 3 IRNZ 42, 8%00+5, SeHD O #H3
B0 FE=Cd. 348k3+SER(TP) I %0
Rizul, 4+HeHY2SQR(TT+T4)
SdE? e HIECSORCTRIRYLIE+DY
C1a22, 2E4IC#H3*Q 2 (1€+(TB-16+T7 11, 5D
2R IHCER2HPE L 24R IR 24(PE-TTeRI A CTV?+T4 I #(TT-TA)+C102)
(B0 #CTP-TRY =2 (TR/16+T7 )20, 1377,T712.5
=-225+Rx1E-07
SAHPS4R (T =T 401 4(TT-TE))
20, 134255 (D454 TP-TE) 2 #1E-07-TL J+1 2422TL U 3-TL J-1])
oo TURN
pi=a.0
APRIBE:
: Q,8279¢
1990 L1222 £20-69
13gg Larl  DRTF 1«
1918 FOR I=1 TC 178
1320 IF 1 Z=INT{I-2) THEN 1958
1920 QUII=HII-3+0.51]
1940 GOTO 19260
1950 QL= WlT- 2 14HL -2+ D2
NEXT 1
3 FOR I=17% TO 217
0L 131=00 17
HEXT |
FOR [=1 TU 89
241R FoR =1 TL &
NS0 FL 1w 2-1 =Rl 1]

2 07 TO 207
S T0 I+
1 70 &

THEN Z2Z4u

TEt LGTiPL I I =LGTYPL e T4+10 DX CT-TIY1B+LGTCPL L I I
i

STEF 18

FU LTI FE LI+ acI=-1101@+PL s 1]

| ERARE N T 1

VSRR T2 I 2T DS U8
0oty STEP -%

R

Lt oD ciedF td 1205
PLJJ=04d=L7-4
ITONEY THEN
Cir 1P s TS /i R 1T G, 1 THEH hei
R Sl oeE-F o+ TE Tael00 THEWN J8aR
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29

Fak Ni=t 70 3
T6=DF*B.4’N1‘59*B'RESﬁ65
GOSUE 322

IF Ftad r%;,g THEH 2718

IF M22 AHL FeG{w THEN 2750

HEXT M1
IF Foi THEM 2748
wr=TE

hﬂTn 5

HB-RTr#G o ABEGA2
<5 AND 7+G<@ THEH 2789

SOTR 26T

IF [DS>DE+180 THIH 2929
IF IS:T7-10 THEH Zesda
fe UL I41 #TTIS2

g A a3

IF C4300 1 #E-F THEN 2920
GOTO 2528

>-3088 THEN Zooe
sIE 1104 Fo FI+F2 F2+F 4. QL T I5E2 LS KT M
9. 1sFP 1sFT7, 2sFs. 0

IF INTiCLLY
WEITE 1542

FARMAT FO,

DZ4TEPZ s FaFLI4FZaF2+F 4 0L 1 8By L2 KS

Tuigteng THEM 2920

194301001 T0e TAL TR
Fuwnal FS.81 3FE. M F3.0
E DRTA 19++4. D

E1FD
TP AESCDLZIT)-2% 9 1E-83 THEN 20ed

unTD 2309

FEM CALCULATE EHERGY LOSS AND PRODUCTION TERMS

“02E S4ZCENFC-DICEL T4 +ENPO-

1€ THEN 22%@

(=i TE=199) 12, 9E+@4 012

# 2+E+E F 2. E1E-03 TR-25031 1 +01
DR BRI kT TES-ERPL-DZoRL T
wHie EQP =035 K1 TE=ERF =03 K1 Tara4vd
Felll# S PC-DL-F 1 TE-EXPO-DIL <KL T4
"TE3QVJ

.E'UQ*T&
1.2 THEN =27p

B 0T R
PRIy ol, U H0v 0 3, 44 HER S e
1+H*({81 %4, . +1E-12 E

=4 33 xsn.a«=-

143

B
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STALE 0,9.1.7.00 1300
AKX Z00.0,8%01,1,%5

=1y 160 200 [ 200
12000, 0%.541.55
YRTS 1.5%0100: 0G0 1200
CHBEL v fe1a@e 1
FofoLisiaf TO 1Zen STEP 100
FLOT 1al19-1
LPLOT ~4,%4-0.3
IF 11.933 THEN 2598
TPL0T 0,280
LHBEL +#:1,5:1,5:80s 1001
NEXT Lt
Fap o I=1 70 21
T TLI M e 2T s LI 270 [ 954195, -2
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