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ANALYSIS OF SPACE TELESCOPE
DATA COLLECTION CYESTEM
SUMMARY QVERVIEW

Each task of the Statement of Work is listed and its portion of
report is indlecated. By each task 1s an indication of which monthly
progress report addresses this task wud a short summary of the
results is indicated, Recedpt of some recent documentation (the
DOMSAT SRI Final Report and a revised TDRSS manual) as well as new
developments which have arisen in the last year, have pointed up
several work tasks that need to be addressed and these are mentioned
at the end of this overview.

It is westh mentioning that several items of interest arose
during the span of this contract and these items were addressed
upon request even though they may not have been a specific part of
the statement of work,

Finally, Table 3.2 and Section 4 summarizes the expected
performance of the SSA Link under various conditions.

TASK A: Analyze the effects of frame synchronization loss.
This task 1s addressed in Section 3.B and Section 4. A few remarks
at this point would be in order.

A frame sync loss will create loss of data for the frame in

which it occurs (since one would not know whether the preceding

i
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data was properly in syne or not) ond during scarch fxrom frame sync
the system would of course be losing data., The search mode for
reacquisition utilizes multiple search proceduzes, sce Figure vi.l.

The moatnly progress reports of October 1979 and November 1979
discuss this Task in greater detail, however a summary statement
may be made as follows:!

For a bit synchronizer slip, if we asgumz the minimum data is
lost, then 200 bits are lost per a 30 PN sejuence state secarched,
For the 30 bit PN sequence we expect well over 10 states to be
searched (This depends upon the type of search protocol used. See
the November 1979 monthly report for a discussion of the number
of scarch states expected to be searched), but for a conservative
agreement assume 10 states are searched, Then 2000 bits (or an
absolute minimum of 600 bits for 3 states secarched) should be high
in error content and we lose that block of Reed/Solomon data
regardless of the interleaver., As a result it is likely that
frame syne would drop out durding this period and that the next
frame of data would also be lost, If the bit synchronizer will
perfoum to the 11.0"11 specification which has been tendered by
NASA/GSFC, then the average Bit Error Rate expected due to bit
éynch loss resulting in frame sync loss would be approximately
4.5x10-7 on a 20 hour basis (See November 1979 monthly report).

Assuming bit syne lock but a 30 bit PN sequence lock loss
the Viterbl decoder will again lose anywhere from 200 vo 500 infor-
mation bits per state searched, Sinece there are 30 states that

could be searched it 1s possible to lose 15,000 bits of information

N .
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while reacquiring sync, however, 1f cven 3 states are scarched

a loss of 600 bits minimum would ocecur which would result in loss
: of an R/S block of data sinee the R/S code cannot decode that many
errors, A discussion with Dr, Odenwalder of Linkabit, Corporation

to discover an average number of states to be scarched was not

e T

fruitful eince the question is a difficult question to answer,

If bit sync and frame sync are locked up correctly and if
the 30 bit PN generator for the Viterbi decodor is locked up
correctly then we must consider the case of a mistake occurring
in the 255 PN sequence generator synch, which is reset by the frame
sync word which occurs once in cach 1024 segment. TFor this specific
sync loss approximately 1024 bits would be in error one forth of the

time, 769 bits in arror one forth of the time, 514 bits in ervor

DAL+ LAt - 2ot i R e A s

&

nd 255 bits in error one forth of the time. Thus we could experi-
ence a full R/S matrix (bloek) of data loss three out of four times

that sync with the 255 PN sequence is lost.

TASK B: Analyze System Parameters pursuant to encoding,
decoding interleaving/deinterleaving and spectrum spreading to
meet f£lux density requirements.

An analysis has been made of the bit transition density which
should result from the Space Telescope Data Collection Systéms
(STDCS) for the science data SSA telecommunicacions link (Section
3.F.q): Originally the last operation before transmission of the
selence data dnvolved a rate ¥ convolutional encoding with channel
interleaviag to 116 symbol separation and an alternate symbol

interleaver. This operation would provide a randomized bit stream
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that should have a low flux density of radiated power levels when
incident on earth. (See also Section 3.C).

A discussion by Magnavox illustrated the fact that the 255 PN
sequence generator which is in the system for meeting CCIR require-~
ments was in reality not necessary with an exception of a few very
rare data sequences. Furthermore the power flux density would
exceed CCIR requirements for such a short period of time that it
is very questionable that these excursions couid be measured.

Since this analysis was performed the system has been changed
to incorporate a rate 1/3 convolutaional encoder which further
randomizes the data stream to be tranzmitted. A review of a Lock-
heed Computer analysis (Section 2.A.2.b) demonstrated that it is
possible that the CCIR could be exceeded by 8-13 db for approximately
10% in the 4KHz bandwidth windows when using 8 bit random and 8 bit
periodic data inputs to the SCI and DH, reference 18, However the
computer analysis by Lockheed also demonstrates that even with the
255 PN sequenci certain data patterns create a CCIR flux density
limitation for a small percentage of time.

The consensus of opinion is that the excursions of CCIR vio-

lations are so short in duration that the measuring equipment that

is located on the ground will never detect the short time violations.

It is our recommendation to not use the 255 PN‘sequence since
any difficulty in achieving or staying locked in sync with this
cover sequence will cause a large loss in data since the Reed/
Solomon code with pseudo interleaving will be lost for at least a

full segment if not for a full packet.
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TASK C:  Analyze requirements for a very low bit error rate

e ]

(BER) for scientific data (typically approaching a BER of 10~7) in
comparison to data sources with higher redundance such as voice or
housckeeping telemetry.

A review of correspondence from sclentific experimenters point
out the very definite need for extremely low BER for some experiments.
In particular for experiments that count very rare occurrence events
(such as high energy particles) the data most likely will consist
of zervoes with counts occurring at less than 1 in 105. As a result
the experiment would suffer drastically if protection against the
BER i1s that quoted for TDRSS to White Sands (10~5). The interested
reader 1s referred to correspondence from Dr. Edward J, Groth
(Princeton University) to Dr. David S. Leckrone of NASA/GSFC,
January 6, 1978, Another reference of interest is a corresponde.. . 2
to Mr. George M. Levin, ST Science and Operations Project Manager
from Dr. David S. Leckrone of NASA/GSIC which summarizes several
PI estimates of the maximum uncorrected BER which would correspond
to an acceptably small degradation of theilr scientific data.

A summary of this correspondence indicates that a BER as high
as 2.5x10~5 would be the maximum limit acceptable and even at that
several experiments would be seriously impacted. An errvor rate of
10_7 is highly preferred.

For this reason a Reed/Solomon encoder and interleaver has been
added to the science data communication system (Section 2.A.2.¢c).

In the September-November 1979 monthly report the advisability of

this additional encoding was pointed out by these investigators and

-
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Section 3.A bounds the overall concatenated code performance,
However vepeated vequests to dnerease the interleaver depth

of the Reed/Solomon interleaver have repeatedly been discouraged

by these investigators for reasons explained in detail in the

May 1980 monthly report.

TASK D:  Analyze vecommendatlons for various coding and commu~
nleatidons technlques as follows:
o Coding and communication of scientific ¢-%a at the
(instrument.
o Coding and interleaving data in the central management
systom.
e Incorporating spread speetrum techniques on the downlink

to meet CCIR flux density requirement.

In a memovandum to My, Jim Atherton (September 4, 1979), then
technical mowitor for this contract, a discussion of a method of
providing cach sclentific investigator with a 3L,26 BCH code that
would increase the performance Figure From 9993502031 fox
average corvect transmission of a 26 bit word (16 bits data plus
8 bhits mode information) to a fipure of .9999997) average correct
crnnsmission of a 31 Dbit word (the original 26 bit woud plué S5 bit
parity checks) wan presented.  This would drop the average BER from
an assumed 2.5x10—5 BER to a much better fipure of 9.67leo"9 BER,
In this mamer individual investigators would dchieve excellent BER
parformance with essentlally a zero overhead addition to the system

as o whole and an overhead of 19% Tor the individual investigator,
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The coding and dnterleaving data in the central management sys-
tem has been addvessed via the declsion to add the Reed/Solomon
ancoder with depth 8 R/S symbol interleaver, Section 2.A.2.c and

Section 3.,A, These investigators participated in the design review

T S

meeting at NASA/GSFC, September 25, 1979, concerning this decision
which was recommended by mavy peraonnel diavolved in the project,
these fluvestigators baeing among those in favor of the additional
encodiing dn view of the ovaerall system constraints.

The monthly report of April 1980 includes an analysis of the

]
g,
?
|

expected system performance for the SSA based upon several variables
of RFI, This analysis includes the latest specifilcations from the
TDRSS Users Guide and the most up to date SSA system configurations.
The system pexformance after system synchronization Llockup
should be better than 10_10 with the exception of the heavy RFL
periods during which no transmission ds to be allowed.
Recommendation concerning the spectrum spreading techniques
on the down link to meet the CCIR flux density requirvement has
been discussed orvally and will be mentioned in the comprehensive
report to follow, OQur wecommendation g to delete the 58 eade,
TFor one thing, it is not a true spectrum spreading operation since
no additional bandwidth is utdilized and the Lockheed analysis points
out: possible CCIR violations with or without the 255 sequence, Sec-
tion 2.A.2.b. A glitch din the scquence will ereate a loss of a
minimum of a Full segment of R/S data and so it appears to gain

nothing to use the 255 PN code.
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TASK E: Evaluate the overall impact of frame synchronization
loss effect on total data loss pursuant to recovery from an error
in decoding as applied to the PN sequence and deintexleaving.

This task is addressed in the repoxrt in Section 3.B.c and in
a memorandum to Mr. Jim Atherton (October 8, 1979) as well as the
October 1979 and November 1979 monthly reports. The bottom line
is that an error in decoding created by a PN sequence slip (either
the 30 bit or the 255 bit) will create a condition that calls for
synch state search as mentioned in the November 1979 report. At
the best, this will cause a data loss of a minimum of 200 bits
per state searched for the 30 bit PN sequence and an average esti-
mate of 2,000 bits (600 absolute minimum 1f only 3 states searched)
of erroneous data which would effectively eliminate that block of
R/S data of approximately 16,320 bits (remember the R/S can decode
no more than 505 bits in error or some special cases of 512 bhits
in error).

As pointed out in the May 1980 monthly report increasing the
interleaver depth of the Reed/Solomon interleaver would make the
problem even worse with no apparent gain to be achieved with an
interleaver depth.

If a 255 PN sequence error is made it goes without saying
that frame sync will suffer and a block of R/S data will be lost.

Fu:thermore, a bit slip occurrence will create a large data
loss as was analyzed in the November 1979 report as well as in the

May 1980 report. In fact the average BER due to Bit Slip alone

(assuming a bit synchronizer bit slip probability of lO"ll) is
approximately 4.58825x10—7.
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TASK F: Investigate methods to dmprove science data errox

control encoding to improve the error characteristic to one part in
ten to the seventh (10~7) BER through techniques for implementing
the length of code to be used, and practicality of varvious types
of decodings.

This task has been addressed indirectly throughout the course
of the contract. Directly the recommendations for adding the outer
code (the Reed/Solomon code with interleaving) and a proposed
offering of a coding method for individual scientific investigators
(memorandum to Mr. Jim Atherton, EF-22-J, September 4, 1979) concerns
the improvement of the science data error control encoding. At
present it is believed the system should work well even in the face
of medium RFI (see the April and May 1980 monthly reports for a
description and definition of R¥IL).

During the performance of this contract many telephone conver-
sations were held with many contractors and subcontractors to
attempt to provide a cohesive liaison between the vanwious groups

working on the Space Telescope System. Perhaps this has been one

of the most important contributions of this contract effort. All

calls have been documented in the monthly reports.

Much analysis remains to be done in connection with the Space

Telescope System especially in view of the budget cuts that have

been imposed.

The following points are particularly in need of further work:

o

o B a K
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The effects of reduced data flow if the tape recorders
are eliminated from the system must be cavefully weighed

against the cost,

It appears from comments by Mr. R, Goddfry (NASA/GSFC) that
bit jitter could be much worse than originally conceived.
How this will effect the bit synchronizer ovit slip proba-
bility must be considered since one of the most serious
data loss situations ocecurs if a bit slip occurs. The
data stream should be analyzed to determine the expected
transition density, This knowledge will allow a worse
case bit jitter to he specified, or correspondingly allow

an estimate of bLit slip probability to be determined.

The command up-link should be studied. At present it
appears that no commands may be sent from the ground during
the Heavy RFI periods. This is undesivable and perhaps

unnecessary.

The portion of the telemetry link from White Sands to
GSFC via DOMSAL has been an enigma due to lack of documen-

tation. We are at present awaiting release and receipt of

‘the DOMSAT SRI final report,

The 255 bit PN sequence for CCIR should be analyzed for

data pattern sensitivity.

The engineering data link should be analyzed. This link

does not have sufficient error protection (in fact it is
woefully weak in errvor protection). It is conceivable that
some engineering data should be sent via the SSA link to give

it better error protectiocn.
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CHAPTER 1
INTRODUCTTION

1.A Command Function and Forward (Goddard to Spacecraft)
Communfcation Link - ' :

The Space Telescope System's primarvy objective is to develop
and operate a large, high-quality optical telescope in low earth
orbit and to provide an astronomical laboratory capability beyond
the reach of earth based observatories. The Space Telescope System
consists of the Space Telescope Orbiting Observatory (ST), the
Space Telescope Science Institute (ST Secl), and the Space Telescope
Operations Control Center (STOCC). The Space Telescope System,
Figure 1.1, will be supported by the Space Shuttle, the Tracking
and Delay Relay Satellite System (TDRSS), and the NASA Communica-
tions Network (NASCOM). The remainder of this seetion is a summary
of the end-to—-end ST data system.

The objective is to provide a brief description of the major
ST data originators and/or recipients and to show aspects of the
system that interact with the data. The intent is to illustrate
how the data is generated, how it is related to the ST system and
to explain pertinent data manipulations and unique ST characteristics

that influence the system,

The planning and scheduling of ST wissions is the responsibil-
ity of the ST Scl and the STOCC. The ST Sc¢I primary function is to
evaluate and select proposals from the séientific community and

implement the selected proposals into a monthly science plan based

[N R RV, A et H B iR Rt iRt G Y 7 e
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on various constraints to receive maximum uwtilization of the ST,
This monthly science plan is sent to STOCC where it is converted
into orbit=by-orbit sequences. The STOCC is the primary and
central controlling facility for perxforming ST miseion operations,

The execution of the desired sclentific observation and the
operations required to maintain the ST are accomplished by the
command function, The command functilon includes the generation,
loading, verification, and execution of both real-time and stored
program commands. The STOCC is responsible for the issuing of both
science related commands from the daily science schedule and
spacecraft related commands.

Commands are generated by the Command Management System. This
system consists of off-line routines which provide for the genera-
tion of planned real-time and stored program commands, software
updates to the DF 244 and NSSCI computers, and data updates. The
scheduled uplinks to the ST are formatted fnto 48 bit command
words in the off-line system. The first seven bits are the space~
craft address and the last seven bits are an error protection
Hamming code which is inserted prior to transmission by the on-line
system., Uplinks are assembled as single commands or in blocks
up to 256 words each, Figure 1.2 The single commands are real-
time, and the blocks are stored program load or data updates, The
first word in each block provides memory starting address and block
length for stored program commands and software updates. A data
block or table number is used to replace memory locations in data

updates. The ground-computed checksum is contained in the last

word of each block.
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Each uplink is proceded by an acquisitdion sequence at 0,125
Kbps or 1.0 Kbps generated by the transponder command detector
unit, Each command block is preceded by a 48~bit Command Data
Interface (CDI) synchronization word., The standard 4800~bit
NASCOM block format is used for all command words. Once up-link
lock and data synchronization has heen established, the CDI decodes
the Hamming code, performs a valid bit count on each command word,
decodes the address, and routes valld commands., Special commands
are routed dirvectly to the designated recipient. All other -
commands are routed to the Data Management Subsystem (DMS) for
distribution. The commands for the Support System Module (SSM)
are transmitted to the D¥ 224 computer and the Scientific Instru~
ments Control and Data Handling (SI C&DH) system commands are
transmitted to the Control Unit/Science Data Formatter (CU/SDF).
Stored program commands are stored in temporaiv buffer until the

last word in a block is received and then the entire block is

e e i

transferred to memory.

Control and routing of cﬁmmands is handled by the DMS, The
DMS outputs commands via a Data Interface Unit (DIU) to the users ,
or for special commands direct from DMS decoder to user, A 27-bit
serial magnitude command interface is used to route SI C&DH com-
mands to the CU/SDF. Real-time commands are received at either a

20.83 or 2.60 per second rate.

1.B Data Function

1.B.1 Engineering Data

All ST data is routed to the Support System Module (SSM)
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where it is collected, recorded and/or transmitted to the
STOCC. The data originating in the ST are grouped into two
categories, englneering data and science data, Engineering
data contains information on the performance and fungtional
operation of the ST elements. Engineering data from the
Scientific Instruments (S5I) and the SI CSDH are collected by
the CU/SDF and routed to the DIU as a composite data stream,
Engineering data is routed to the Data Management Unit (DMU)
via DIU, The S8M and the Optical Telescope Assemble (OTA)
engineering data are combined with the SI and SI C&DH
engineering data to form the composite ST engineering data
rates of 0.5, 4.0, 8.0, or 32 Kbps,

The DMU arranges the data into major fran s which consist
of 120 or 20 minor frames, Each minor frame contains either
250 or 125 eight bit words and a 24-bit frame synchronization
word., The DMU is capable of collecting and formatting the
data in one of the five formats, three of which are program-
mable by software control and two of which are fixed by hard-
ware control. The data are transferred to the Multiple Access
(MA) system for real-time transmittal to the STOCC or to the
engineering tape recorder for later transmission, The 0.5

Kbps data rate 1s utilized for real-time transmission only.

1.B.2  Science Data

The science data contains the observational output of
one or more of the five scientific instruments (8I). The

sclence data is routed directly from the SI or from the NASA




Standard Spacecraft Computer, Model I (NSSCI) to the DMU

via the CU/SDF. The CU/SDF collects and formats the data
into segments of 1024 bits., Each segment contains a 24 bit
synchronization pattern, an 8 bit segment number and a 16 bit
packet count. These segments are grouped into packets, each
packet contains the ancillary identification information,
Normally a packet contains a complete line of science data
from only one SI, however, packets from two different SI may
be combined and transferred to the DMU as a composite science
data stream. The CU/SDF contains a Reed/Solomon (R/S) encoder
which is utilized to concatenate an outer error correcting
code with the science data. The R/S encoder is constructed
in such a manner that the data word parity checks are inter-
leaved, although the information words themselves are sent
unaltered. The R/S encoder is utilized to give immunity to
TDRSS channel degradation and to protect against burst errors.
The science data are transferred to the DMU at a 4,0, 32.0,
or 1024 Kbps rate for transmission in real-time to STOCC and/
or recording for later transmission. The 4.0 Kbps data rate
utilizes the MA system and the 1.024 Mhps utilizes the S-band
Single-Access (SSA) system for real~time transmission. The
32.0 Kbps data rate is for tape recording only.

The DMU is a component of the Data Management System
(DMS). The DMS, also, includes three identical magnetic tape
recorders. One is allocated to the engineering data and one
to the science data with the third as a spare, which may be

deleted., The tape recorders are capable of recording data
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at rates of 32,0, 64.0 or 1024 Kbps, The science datn and
englneering data rates of 4.0 and 8.0 Kbps are upconverted to
32.0 and 64.0 Xbps respectively by an 8 bit patterm, priox

to being recorded. Data rates of 32.0 and 1024 Kbps are
recorded at thelr data rates, All data rates are played
back at a 1.024 Mbps rate and in veverse, 'The tape is not
rewound prilor to playback, creating a need for a reversable

sync pattern on the tape.

1.C Return Communication Links

ALl ST data are transmitted to ST0CC via the ''DRSS and NASCOM
utilizing the MA and SSA systems., Figure 1.3 illustrates the end-
to-end 81 data tyransmission flow. The MA system is utilized to
transmit real-time engineering data at 0.5, 4.0, 8.0, or 32.0 Kbps
and sclence data at 4.0 Kbps, Except for the 0.5 Kbps datn rate,
the data are transmitted to the TDRSS utilizing the transmitter
portion of the transponder via the high guln antenna (HGA) system.
The 0.5 Kbps data rate is transmitted in the same way except via
either the HGA or the low gain antenna (LGA) system. The MA
veturn link utilizes two simultancous, independent channels
employing spread spectrum techniques. Lach channel is 1/2 conve-
lutionally encoded and modulo-2 added to a PN code, which is
unique for the ST, prior to modulating quadratuve phrases of a
2287.5 MHz 5 watt RF carrier. Either the In-phase (L) or the
Quadrature-phase (Q) channel may be used to transmit engincering
data at one of the above rates or bhoth channel at the same rate.

Only the I channel may be used to trvansmit the 4,0 Kbps science

e ea i el N e g s Fov, ! i
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data. The data is despread, bit synchronized, and convolutionally
decoded by the THRSS ground station at White Sands, N.M, The
ground station also provides individual bit-contiguous data streams
at the MA transmitter funput rate to NASCOM,

The SSA system is utilized to transmit real-time Reed/Solomon
Encoded sclence data at 1.024 MBps and playback tape recorder data,
both engineering and science, to the TDRSS via HCGA system. The
data are differentially encoded, 1/3 rate convolutionally encoded,
PN coded, and optimally periodic convolutionally interleaved
during high RFI periods prior to BPSK modulating a 2255.5 MHz 14
watt RF carvier, The data stream is demodulated, bit synchronized,
periodic convolutionally deinterleaved, and Viterbi decoded by the
TDPRSS ground station. The ground station provides an individual
bit contiguous data stream at the SSA transmitter input rate to
NASCOM,

The NASCOM terminal accepts the bit-contiguous data stream,
formats the data into discrete 4800-bLit NASCOM blocks. The 4800~
bit blocks are time division multiplexed with other data blocks
for transmission to Goddard Space Flight Center (GSFC) via common
carrier. Prior to transmission each block is appended with an
error detection code. The blocks of data are demultiplexed and
checked fér tvansmﬁséion errors at the GSFC terminal. The data
blocks are ﬁhen routed to the STOCC. The SSA system will utilize
the Domestic-Communication Satellite (DOMSAT).

The Space Telescope System must provide a bit error vate (BER)

of one error in 106 bits on the SSA system to obtain mostof I'ts main
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objectives for the current complement of SI's per Dr. D. S.
Leckrone's memo of Jan. 26, 1978 to Mr. G. M. Levin, However, a BER

of 10.7 for the SSA system is highly preferred and is more consistent

with the inherent quality of the SI data (reference 20). A BER of

2.51(10-5 is acceptable for engineering data. The TDRSS will provide
a Western Union guaranteed BER of 10-5 provided that the required

effective isotropic radiated power (EIRP), measured in dBW, and the

signal structure conditions are met by the user's signal. Obviously

this does not satisfy the desired BER for the SSA system. The

DOMSAT Link will provide a BER of 10'., Under these conditions, the

DOMSAT Link will be viewed as transparent adding no additional

noise to the TDRSS BER of 107>,

The next section is a more comprehensive description of the
SSA system. This section will discuss in detail the portion of the
SSA system on board the ST, the channel characteristics, and the

expected overall system performance.
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CHAPTER 2

THE SPACE TELESCOPE S-BAND SINGLE-ACCESS SYSTEM

The objective of this section is to provide a more in-depth
view of the SSA system. The SSA system may be separated into three
main subgroups for discussion purposes: The ST, the return link
from the ST via TDRSS to White Sands, and from White Sands via
DOMSAT to the STOCC at GSFC. The ST is presently in the design
and fabrication stage and is scheduled to be operational in the
early part of Fall of 1983. The TDRSS is in a similar situation;
its operation date was originally November of 1980 but the date has
been delayed to 198l. Therefore several assumptions concerning the
SSA system must be made. These assumptions are described in the

following paragraphs and listed at the end of this section.

2.A Space Telescope Orbiting Observatory

First, the portion of the SSA system which is contained on
board the ST will be discussed. This portion consists of the
following main groups:

(1) Support System Module (SSM)

(2) Scientific Instrument Control and Data Handling (SI C&DH)

(3) Scientific Instruments (SI)

Only the portions of these main groups which pertain to the SSA
system will be discussed. Further informatiou concerning overall

ST may be found in reference 1.
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'2.A.2 Control Unit/Science Data Formatter

13

2,A.1 Scientific Instruments

This section will consist mainly of tracing the flow of
science data through the ST, Figure 2.1. The science data
originates from one of the scientific instruments (SI). The
original complement of SI's consist of two imagery cameras,
two spectrographs, a photometer and one of the three Fine
Guidance Sensors (FGS). Each of the SI's has its own data
format and data rate, but the format must be compatable with
the science data format generated by the Control Unit/Science
Data Formatter (CU/SDF), The data for the SI's are considered
to be digitized data for this reason. All science data from
the 8I's are routed to the Control Unit/Science Data Formatter
(CU/SDF) component of the Scientific Instrument Control and
Data Handling (SI C&DH) group via dedicated six-signal i

interfaces.

The SI C&DH is the interface between the SI's and the
Support System Module (SSM). The SI C&DH receives, decodes,
and stores and/or routes commands for the various SI's. The
SI C&DH collects engineering and science data from the 51,
processes this data, and transfers it to the SSM. Processing

for the science data includes formatting suitable for trans-

mission and adding the outer error correcting code. The SI
C&DH provides a general computing capability to support SI
control, monitoring, and data manipulation/ analysis. The

SI G&DH includes the following components:
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1) Control Unit/Science Data Formatter (CU/SDF)

2) Multiplexed Data Bus (MDB)

3) Bus Coupler Unit (BCU)

4) Remote Module (RM)

5) Standard Interface for Computer (STINT)

6) NASA Standard Spacecraft Computer, Model I (NSSCI)

7) Power Control Unit (PCU)

The Control Unit/Science Data Formatter (CU/SDF) is the
main hub of the SI C&DH. The CU/SDF receives, processes, and
transfers commands, clock and synchronization signals from
the SSM to all SI's and the NSSCI, The CU/SDF processes all
communication between SSM, SI's and the NSSCI. It receives
science data from the SI via the six-signal interfaces or
science data, data logs, and NSSCI memory dumps from the
NSSCI via STINT; formats into packets; Reed/Solomon encodes
and adds a PN sequence; transferring the processed data to
the SSM via a two-signal interface with the SSM. Flags in
the SSM Processor Interface Table (PIT) are conditioned to
indicate whether the SSM is ready to accept the data and
whether the data is to be recorded or transmitted. At this
point a more detailed discussion of the functions performed

by the CU/SDF is required.

2.A.2,a Science Data Formatter

The CU/SDF receives science data from a SI in 16-bit

words with the MSB first. The CU/SDF organizes the data




words into segments of sixty-four 16-bit words, The
segments are in turn organized into a data packet con-
sisting of one to sixteen segments. A packet contains
a complete line of science data from only one SI, Fill
data 18 used to complete the remaining portion of the
last segment in the packet if required. The nature of
the £ill data has not been determined, but it may be an
alternate 'l', '0' sequence, Figure 2,2 illustrates a
general data packet format., Packets from two different
SI's may be combined and transmitted as a composite
science data stream. If no science data are available,
packets of dummy data are used to maintain the link.

The CU/SDF is capable of transmitting science data
from all five SI concurrently to either the SSM or the
NSSCI. The science data from a particular SI may be
routed to either the SSM or the NSSCI but not both simul-
taneously.

The NSSCI may receive and transmit data concurrently.
Science data routed to the NSSCI is not processed through
the SDF,

The CU/SDF transmits a continuous data stream to the
SSM on command at one of the three science data rates.
The CU/SDF will continue to transmit until a stop command
is received. The science data are multiplexed by lines,

organized into packets, R/S encoded/ interleaved, and

randomized prior to transmission to the SSM.  The
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continuous data stream is accomplished by utilizing a
£111 data packet when science data is unavailable, The
f111 data packet consists of 64 words and employs the
segment one format with a fixed data pattern whioch is
stored in memory.

The SDF utilizes two buffers to receive data from
the five SI and NSSCI. These buffers accept data at
various rates up to 1.024 Mbps, The read in rate is
controlled by the individual sources (SI or NSSCI) and
varies with the particular source. The rate at which
data are read out of the buffers is controlled by the
CU/SDF and is independent of the read in rate. A
science data line consisting of up to 968 sixteen bit
words 1s read in by one of the buffers. Once this
buffer is filled, the SDF begins to read out the data
from this buffer and organize the data into a packet
consisting of one to sixteen 64 word segments. Meanwhile,
a second data line is being read in by the other buffer.
This second data line may originate from another source
with a different data rate or from the same source at the
same rate if a second sounce is unavaillable. Since the
SDF processes data at the commanded data rate, independent
of the source data rate, there may be no data forth
coming from either buffer. Should this occur the f£ill
data packet would be employed to maintain the continuous

data stream.
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The SDF output data is routed to the R/S encoder/
interleaver, The R/S consider the incoming data stream
as a succession of segments disregarding the packet
structure. The R/S accepts 14 segments and generates
a segment of 1024 check bits. The 14 data segments pass
through the R/S undisturbed, except for a one bit delay.
The 15th segment of check bits is read out following the
last bit of the l4th sepment of the present group and

prior to the first bit of following group of 14 segments.

2,A.2.b 255 PN Encoder

The output of the R/S is modulo-2 added to the 255
PN sequence, The 255 PN sequence is generated at the
same rate as the SDF data rate, The PN generator is
reset to the all ones state at the beginning of each
segment, including the check segment. Each segment ex-
cept the check segment begins with a 24-bit sync pattern,
which will be utilized to re-sync the PN generator on
the ground (STOCC or ST Sel). One of the clock signals
will be utilized to reset the ground PN generator to the
all ones state at the beginning of the check segment.

The 255 PN sequence is employed to randomize data
that may cause the output power spectrum to have too
much power concentrated over too small a bandwidth in
violation of the CCIR space-to-carth radiation limits,
Tockheed utilized a computer simulation of the SSA system

to determine the performance of the system with regards

g
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to the CCIR limitations. Both 8-bit repeating and 8-bit

random patterns were employed as input data to the

ST C&DH. The Lockheed analysis indicated the CCIR limi-

tations will be exceeded by 8 to 13 dB during 107% of the
b 4KHz sections, if the 255 PN coder is deleted from the

system., The analysis also indicated that violation will

occur for certain input sequence even when the 255 PN

-

coder is utilized. The sequence is capable of by-passing
the 255 PN coder on command. It is recommended by this
author that the 255 PN sequence not be utilized due to

potential data loss.

e T T T N TR R

2.A.2,¢ Reed/Solomon Encoder/Interleaver

The Reed/Solomon (R/S) encoder/interleaver is utili-

e el

zed by the ST to improve the BER of the SSA, and has
| several unique qualities.,
| The R/S encoder/interleavers system appears to have
an interlsaver of length 8, but pésses the science data
format undisturbed. The sysﬁem adds only an additional
1024 bits to the science data regardless of the packet
length. The system uses less than 30 IC's and has a
delay of only one bit. The R/S code has a block length
of 16,320 bits with 1024 parity check bits. It will be
able to correct any single error burst less than 505 bits
per block without fail. It will not correct a burst

greater than 513 bits per block. The ability to correct

bursts between 505 and 513 bits per block will depend on

‘the location of thz burst within the block. ' ' é
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The system 1s capable of accepting information
blocks of various bit lengths, ranging from a minimum of
64 bits to a maximum of 15,296 bits, The system will
always contain 1024 check bits regardless of the number
of information bits. The time required for decoding is
independent of the number of information bits for this
reason, Interleaving and coding is performed by the
check bits which allow the information data format to
remain unchanged by the R/S encoder. To understand the
system one may visualize a matrix with eight columns of
8 bits each and 255 rows of 64 bits, (see Figure 2.3).
Consider each column to be a separate Reed-Solomon coder,
all eight codes use the same generator polynomial. The
first 239 rows are reserved for information bits (science
data), the last 16 rows are for the parity check bits.

A science data block, consisting of up to 14 segments
(14,336 bits or 896 sixteen bit words) is read into the
matrix by rows #nd read out by rows. If the block
contains less then 14 segments, the remaining bits are
considered zeroes and divided between each of the eight
R/S codes. These zeroes are not transmitted, the decoder
will take care of the truncated data train. The science
data packet may contain up to 16 segments, this is two
more than the capacity of the R/S coder., In this event,
the remaining segments will bebconsisted as part of the

following packet by R/S coder.
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After the last row of information is road, the 16
rows of parity check bits are read out row by row. There
will always be 1024 check bits regardless of the number
of dnformation bits. An example is given in Appendix

L A for clarification, :

2.,A.3 Support System Module

The data (science data plus R/S parity checks) is trans-
ferred to the SSM from the SI C&DH. The two subgroups of the
SSM of interest are the Instrumentation and Communications
Subsystem (I&C) and the Data Management Subsystem (DMS). The
DMS will be discussed first since this is the point at which

the data will enter the SS5M.

2.A.3.a Data Management Subsystem

The DMS is responsible for providing the acquisi-
tion, processing, storage, and dissemination of all data,
including engineering data between the f1 communications
and other subsystems. The DMS consists of the following
components:

L. Data Management Unit (DMU)

2. DF 244 Computer

3. Command Data Interface (CDI)

4. Tape Recorders

5. Master Oscillator

6.. Data Interface Unit (DIU)




(a) Data Management Unit

The DMU receives the data and clock signals
from the SI C&DH at rates of 4.0, 32.0, or 1024
Kbps and routes the signals to the science tape
recorder and/or the I&C for transmission. The
32.0 Kbps data rate 1s routed to the sclence tape
recordey only, The 4.0 Kbps data rate is routed
to the MA system for transmission to the ground
in real-time, or it is up-converted to 32.0 Kbps
and routed to the science tape recorder to be
stored for transmission via the SSA system at a
later time. The 1.024 Mbps data rate is routed
either to the secience tape recorder for direct
recording for later transmission via the SSA sys~
tem, or processed for veal-time trvansmission via
the SSA system.

The tape recorvders, scicence and engineerving,
are played back at the 1.024 Mbps data rate only,
regaydless of the recovd vate. For this reason,
the playback engineering data will be included ih
the discussion of the SSA systom.

The 1,024 Mbps data rate whether playback
engineering data, playback or rveal-time science
data is processed by the DMU prior to transmission
to the T&C. The signal pfocessing function includes

a differential encoder, 1/3 rate convolutional

L ei i
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encoder, a PN encoder, and a periodic convolutional

interleaver.

(b) Tape Recorvders

The DMS dncludes three ldentical tape
recorders, one for the engineering and one for the
sclence data, and one spare; which may be deleted.
Both engineering and science data may be stoved by
any one tape record should the need arise,

Bach of the three Engincering/Science Tape
Recorders (ESTR) contains 2000 feet of tape, has
a maximum record/playback speed of 41 inches per
second, and requires 30 seconds to veach this spead
when used for 1.024 Mbps rate data. Each bas a
recording density of 25 K bits per dneh. The ESTR
will be recorvded at one of three rates, 32, 64,
or 1024 Kbps. All recovded data is vead out at a
1.024 Mbps vate only and in reverse, the tape is
not rewound prior to read out:.  The reverse read
out creates scveral problems. These problems are
discussed in the following pnragruph.

The ESTR will not accept data for recovding
until lock~on speed has been achieved and acknow-

ledged by the tape. The time interval required to
achieve lock-on will depend on the record rate
useﬁ. The tape run during thi& time is rveferred to

as the preamble. The preamble will vary in length

T S T
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directly with the record rate assuming linear
acceleration, 5 feet of preamble is required for
the 1.024 Mbps rate. The reverseé play back of all
recorded data at 1,024 Mbps rate requires 5 feet
of preamble and post-amble per input data stream
to the ESTR. The 5 feet of post/preamble has not
been incorporated into the system to date.

The Engineering/Scionce Tape Recorder (ESTR)
accepts data rates of 4.0, 8.0, 32,0 and 1024 Kbps.
Prior to recording the 4.0 and 8.0 Kbps data rates
are upconverted by an 8-bit sequence to 32 and 64
Kbps rates respectively. In addition, the NRZ-L
input format is converted to a Delay Modulation ox
Miller complement code for the purpose of improving
the high density digital rvecording process. This
conversion results in a phase ambigulty condition
which results in logic states being iﬁadverteutly,
complemented (i.e. 'l' becomes '0' and vice versa)
when the data is converted back to NRZ-L prior to
being read out of the ESTR. A brief discussion on
Delay Modulation is included in Appendix B. The
problem is compounded by the fact the read out is
in reverse, the vecorder is not rewound prior to
playback,

Normally a specific 5 bit pattern is required‘
to resolve the phase ambiguity, but the manulfact-

urer of the ESTR has made internal alternation to

T T T Y
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the units enabling a 3-bit pattern (010) to
accomplish the same results. This rupresents a
major accomplishment. Since a specific 3-bit
pattern has a much higher probability of occuring
naturally in the data than a specific 5-bit pattern.
Recorded data input intevrupts, as well as
dropouts caused by tape defects, will cause the
phase ambiguity condition which willdegrade the BER
performance. The 3 bit pattern (010) is required
to rephase the data. Each input data stream to the
vecorder must be preceeded and followed by this
3 bit pattern., The manufacturer of the ESTR
recommends 3 to 5 inches of tape between the data
and both post preamble be stuffed with this 3 bit
pattern to assurve the correct phase for the date,
They also recommend the 3 bit pattern occur period-
ically within the data to assure the proper phase

in the event of a tape defect.

(e) Differential Fncoder

The SSA system utilizes a suppresséd carvier
modulation/coherent carrier recoveryrtechnique,
which results in a phase ambiguity problem similaf
to the one previously discussed. The squaring
operation in a coherent carvrier rvecovery loop

acting on a suppressed carrier results in either of

i s s i kk s gl Mmoo
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two stable phase states. The results belvg a
possible logical Inversion of the output data
stream, This inversion will cause extremaly long
arror bursts, which will be beyond the errvor
correcting capability of the R/S. The differentin)
encoder 1is utilized by the DMU to solve the ambig-
uity., Figure 2.4 is a schematie of a typical
differential encoder. The price paid for utilizing
a differential encoder is that errors occur in
pairs, A single error into the differential

decoder results in two errous out.

(d) Convolutional Encoder

The 1/3 vate convolutional encoder, the chamnel
interleaver, and 30 PN encoder ave required to meet
the constraints placed on the ST by the TDRSS,

They arve utilized to combat the RFI problem, returp-
ing the TDRSS channel BER to 1x10~5. The 1/3 rate
convolutional encoder outputs 3 symbols for 1
symbolbin and has constraint leppth 7. Flguve 2.5
shows a block diagram of the encoder. The diagram
also shows that every other output symbol is
inverted. This will aid the ground system with bit

synchrondization,
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(e) Periodic Convolution Interleaver

The DMS utilizes a (30,116) periodic convolu-
tional interleaver (PCI) with a cover sequence for
synchronization in conjunctionwith the 1/3 convolu=
tional encoder to counteract the burst errors caused
by the RFI. The two units together will randomize a
channel burst up to 30 symbols by separating any two
adjacent input symbols by at least 120 symbols at
the output.

The 30 PN sequence is modulo-2 added to the
coded symbols prior to intexrleaving to provide a
prior information for deinterleaving synchronization.
Also, the deilnterleaving sync, and Viterbi decoding
branch sync, will occur simultaneously due to the
a prior relationship between the G1 ancoder symbol,
the cover sequence and the interleaving zero delay
element.

The 30 PN cover sequence is a truncated 31 max-
imal length sequence generated by l+x3+x5. The
txuncation is accomplished by the deletion of the
shift register word 11110 (MSB) from the normal
sequence. The output of the PN generator is invert-
ed priorkCD being modulo~2 added to the encoded bits.

The PCI is illustrated in Figure 2.6 as commu~
tated delay elements. The input and output commu-

tators are slaved, advance for each encoded bit,
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and recycled every 30 symbols. The input to the
zero delay will always be a Gy encoder symbol

modulo=-2 added to the initial cover sequence state,

2.A.3.b Instrumentation and Communications System

The interleaved encoded data stream is routed to
the I&C where it is used to biphase modulate (BPSK) a
2255.5 MHz 14 watt RF carrier.

The output of the SSA transmitter is multiplexed
and switched to provide an RF path for transmission on
the HGAs, The HGA system has a beam width of approxi~
mately 8.6 degrees providing a half power beam width
gain of 22 dB permitting the SSA system to close the
link to the TDRSS. The antenna has a two axis rotational
control system permitting a close mechanical positioniiig
of the anteénna. There are two HGAs, one on either side
of the ST that can be positioned so that extended
transmission times arve provided. A requirement to main-
tain a minimum 20 minute contact time using one TDRS and
one HGA can be achieved, The fine pointing and control
subsystem utilizes a continuous instead of a discrete
signal to control the positioning of the HGA enabling
the system to maintain the center of beam between the
ST and TDRS during modulation. The HGA is a 1 meter
dish with a 2° minimum full cone angle and has a gain

of 24,5 i1 at 1,0° off Boresight.
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2,B Tracking and Data Relay Satellite System

The second main group, the return link from the ST to the
ground station at White Sands, N.M. via the TDRSS, is specified
to have a BER of 1x10-5 if certain signal constraints are met.

These constraints are listed ir Referercce 5.

2.B,1 Return Channel Link Model

The TDRSS channel is modeled as memoryless additive
white Gaussian channel, even though the channel is subject
to both random and burst errors., The burst errors are due to
the radio frequency interference (RFI) encountered over certain
areas of the world and the inherent characteristic of the
Viterbi Algorithm used by the decoder, (commonly called a
Viterbi decoder).

Due to the lack of information of the actual effect of
the RFI in the return link certain assumptions have been made.
The RFI is assumed to degrade the link SNR by:1 dB,at all:
times. It will cause a 2 dB loss for approximately 2 to 3
minutes per 90 minute orbit while the ST is in a region
external to a 1.5° contour of this RFI areas, and a 5 dB loss
when the ST is within the 1.5° contour region. These reductions
is SNR have been compensated for by a 2.5 dB increase in the
EIRP and restraining from transmissions during high RFI periods.

The TDRS will coherent frequensy translate the SSA signal
up to the K-band in order td utilize the high transmitter power

of these bands. . Thereby improving the signal to noise
ratio of the return link.
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2.B.2 Ground Station

The signal will be synchronized, deinterleaved, the PN
sequence removed, convolutional decoded using the Viterbi
| Algorithm and differentialy decoded by the ground station at
' ; White Sands, N.M,
The bit synchronizer was originally assumed to have a bit

i f slip rate (BSR) of 1x10-11. A bit slip refers to the addition

i | or deleting of a bit time to the incoming symbol sequence.
However, the results of recent tests conductad by the manu-

facturers indicate a much lower BSR. The evaluation was

| conducted using various data rates from 100 Kbps to 3 Mbps

with a’1/2 rate convolutional coding. The channel was

R T~

% characterized by extreme adverse conitions, The ST will

% ? not transmit under the simulated conditions. During the
several weeks in which the evaluation was conducted, not

g j one occurre:se of a carrier or a bit slip was detected.

The deinterleaver is said to be synchronized when the

{ 5 deinterleaving commutators are correctly slaved to the

interleaving commutators. The propagation delay of channel

requires the symbols which are delayed through the 4x delay

element (x = 0,1,2,...29) of the interleaver to be delayed

through the 116-4x delay element of the deinterleaver.

Thirty sync ambiguities exist in the deinterleaver as a

tator., An initial commutator position or sync state is

T
|
f result of the thirty positions of the deinterleaver commu-
selected and the results from the Viterbi decoder metric

. S S 3 S R N P OIS ,.._,; R
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calculations are used to determine if the selected state is
the corrvect syne state. If the vesults from the Viterbi
decoder indicate an excessive number of errvors, it is assumed
that an incorrect sync state was selected and a different

: , delay element is selected by the commutator. The decoder

3

| again performs the metric calculations and the results tested.
Once the correet sync state is selected, the deinterleaver

3 commutator will continue to advance for each input symbol and

% recycle every 30 symbols.

Since the deinterleaver utilizes feedback from the decoded,
it is possible to acquire false sync by locking on one of the

sync node adjoacent to the correct sync node. The partially

B et e

deinterleaved sequence has a symbol ervor rate that is capa-
ble of being corrvected by the decoder if the input error
rate is low (Little or no RFI)., The 30 PN cover sequence is

employed to remedy this situation. The modulo-2 addition of

’ | the cover sequence to the encoded symbol prior to interleaving,
and agoin to the deinterleaved symbols prior to decoding, will
provide a symbol scquence to the decoder with a very high

error rate for any syne node other than the correct synce node.
This 1s due to the autocorvelation properties of the truncated
maximal length sequence utilized to generate the cover sequence.
Modulo-2 adding the PN cover sequence in this manner assures
that the deinterleaver and decoder has essentially a zero
probabilicy of locking to any sync node other than the

correct node.
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The sync strategy for the deinterleaver requires that
a search to acquire sync begins with the last sync node then
shifts alternately to the next adjacent nodes on the right
and left. The sync strategy is shown in Figure 2.7. This
strategy is beneficial when a system anomaly occurs, since
only a minimal loss of data will occur. The quality indi-
cator from the decoder metric calculations will determine
with a very high probability that resynchronization is
required. Thus, essentially no false resynchronization will
occur and the failure to recognize the need for resynchroni-
zation will essentially be zero. This system also has the
added advantage that the deinterleaver and decoder will be
synchronized simultaneously, since the zero delay element of
the interleaver commutators is synchronized to the G1 symbols
of the convolutional encoder. Since the decoder branch sync
ambiguity is resolved simultaneously with the resolution of
the correct deinterleaver sync node, this minimizes the time
required to achieve initial synchronization and resynchron?-
zation,

The average number of states searched to acquire initial
synchronization for the integrated interleaver/decoder is
assumed to be 15. A tiﬁe of 250 data bits is assumed to be
the average sync time of the Viterbi decoder since the

decoder does not have to resolve ‘the branch sync ambiguity.
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The average resynchronization time to recover from a single
bit slip is expected to be less than 500 data bits.

The decoder utilizes the Viterbi algorithm and is a
maximum likelihood decoder. A maximum likelihood decoder
is one which compares the conditional probabilities,
P(Y/X(m)), where Y is the overall received sequence and
and X(m) is one of the possible transmitted sequences,
and decides in favor of the maximum. One of the disadvan-
tages of this type of decoder is that at low error rate,
decoding errors usually occur in bursts.

The output sequence of the Viterbi decoder is converted
back to NRZ-L by the differential decoder prior to being

released to the NASCOM terminal at White Sands.

2.C. NASA Communications Network

The last main group is the link from the NASCOM terminal at
White Sands, N.M., to the NASCOM terminal at GSFC, via DOMSAT
system. As previously stated the link has a BER of 1xl0—7
averaged over a 24 hour period. The data is formulated into
the standard 4800-bit NASCOM blocks and a polynomial ecrror
detecting code is utilized. This code will oniy detect errors
and has no error correcting capabilities, This link is
considered to be transpsrent and will not be included in the
analysis.

Once the data sequence is received at G8FC; it is checked
for transmission ervors and routed to the STOCC at GSFC. If an

erroris detected itis tagged and transferred with the other data.
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The STOCC has the responsibility of converting the received
data stream into a usable form, This entails removing the 255 PN
sequence; deinterleaving and decoding the R/S blocks; deleting the

dummy data; and compiling the science data into usable information.

2.D. Assumptions

The next section is an analysis of the over all BER for the

SSA. The following assumtions were made:

1. The DOMSAT link is transparent
2, The ST SSA link meets all the constraints required by
the TDRSS to provide a BER of 1x10-5.
a) Rate 1/3 convolutional encoding
b) Constraint length of 7
c¢) Soft decision (Q = 3 bit quantization)
d) Viterbi decoding
e) No degradation due to RFI
£f) Decoder memory is infinite

g) 10-5

BER for (E, /N )| of 4.05 dB.
h) Interleaving/deinterleaving of the 3 Mbps data
stream,

3. Perfeqt synchronization is maintained.
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CHAPTER 3
ANALYSIS OF THE PERFORMANCE OF THE SSA RETURN LINK

This section is an analysis to determine the overall antici-
pated BER of the scientific data transmitted via the SSA system,
The ST utilizes a concatenated coding scheme. The inner coding
scheme is the 1/3 rate convolutional code with a Viterbi decoder
and PCI with the 30 PN cover sequence. The R/S code with inter-
leaving constitutes the outer coding scheme, thus allowing the
SSA return link to be separated into an inner and outer channel
(see TFigure 3.1). To determine the overall probability of an error,
first the probability of an error on the inner chamel, P,(e), must
be calculated, since this is the input error rate to the outer
decoder. Once the input ervor probability is established then the
output error probability of the R/S decoder/deinterleaver, Pz(e).
can be determined. Having established both Pl(a) and Pg(g). the
overall concatenated coding hit error rate, PT(Q), can be bounded.
The material in sections 3.A and 3.A.2 4is based on the analysis

approach presented by ORI in Reference 2.

3.A DProbability of Error for Concatenated Code

The overall bit error probability PT(a), may be bounded by
bounding the symbol error probability out of the R/S decoder/

deinterleaver, PR/S(E)

(g) . (3.1)

Pp(e)sPr/g

I T T T S
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The output symbol errvor probability is obtained by noting that a
symbol. error occurs only when more symbol errors occur in a R/S

block than the code can correct., In general

J
2y (0
KHE {2 1 (3.2)

Pp/s(e)< ) K ]Pl(e)K{l~Pl(a)

]23-1-x
K+l 29-1

where

2"=1 = number of R/S symbols per block

=
]

number of correctable symbol errors

o
%

number of bits per symbol

K

P1(e) the R/S input symbol error probability

substituting Equation 3.1 into 3.2 and approximating for small

Pl(s) and large E yields the overall bit error probability.

7
- 271
o 2EHL 4o
Pp(e) < =3 )

)2J—1-K
29_1  KeE+l

J
2%l o K[, o

J J

Kk 2°-1-K ,
Pl(e) {l-Pl(a)) (3.3)

The inequality holds due to the assumation of small Pl(e) and
large E. As Pl(e) increases or E decreases equation 3.3 becomes
less accurate and equations 3.2 and 3.1 must be used.

Since the R/S code word error probability is equal to

e T oan. .
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291 {294 K ( 271k
P,(c) = x-%u NG (1—1’1(3)) (3.4)

which 18 a summation of the binonial distributions when the number

of errors exceeds E. Then Equation 3.3 may be written as

Ppe) < -2-%-{ P, (c) (3.5)

To evaluate PT(E) , the input R/S symbol error probability
Pl(s) , must first be determined. Pl(e) is the probability of a

R/S symbol error occuring on the inner channel.

3.A.1 Transparengy”of DOMSAT Liunk

The inner channel consists of the TDRSS 1link and the
DOMSAT link. As previously stated the average bit error rate

of the DOMSAT link between White Sands and GSFC is specified

7

to be PD(E) = 1x10"' . The TDRSS return link is specified

5

to be P, .(g) = 1x10 °, if all the signal constraints are met.

us (¢
Tt is assumed that the ST meets these requirements. The
occurrence of an error on either the DOMSAT or TDRSS link is
statistically independent of an error occurring on the other
1ink, but the effects of an error on either link to the data
stream is not statistically independent. Therefore the

probability of a bit error occurring on the inner chanmnel,

Pb(c), is

T T I Y
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Pb(c) " PD(a) + Pws(e)
= 1x1077 4 1x10™°
= 1,01x10~°
R PWS(S) (3-6)

Since Pb(s) sts(c) y the DOMSAT link is considered to be
transparent and has essentially no effect on the overall error
probability. This assumption simplifies the analysis by
allowing the output error probability of the Viterbi decoder
to be considered as the input error probability to the R/S
decoder/deintexrleaver.

Pl(e) is a function of the Viterbi decoder output to
BER , Pvn(e) . The relationship of Pl(a) to PVD(e) should
be obtained by computer simulation., This was done in
Reference 4 and verified in Referencevz. Although the
results are not explicitly shown, a comparison of plots and
calculations allows the relationship between Pl(e) and PVD(E)

2 , the ratio Pl(s)/

to be approximated. For P (e) = 107
PVD(B) is expected to be sglightly less than 2.4.

A non-rigorous analytical expression relating PVD(E) to
Pi(a) may be obtained in the following manner for a particular

case, First the Viterbi decoder output error statistics must

* be described and quantified. When the Viterbi decoder is

operated at low error rates, the resultant output errors not

only occur infrequently, but they also occur in bursts.
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3.A.2 Probability of A Burst > L

The sizes of the bursts will be defined as b bits; of
these b bits w information bits are in error where w<b ,
Data are very difficult to obtain by simulations on burst
statistics at low error rates, The data for a 1/3 rate
Viterbi decoder operating at Pvp(e) - il,x;l.o"5 are presently
unavailable, but a )5 rate Viterbi decoder operating at
Pvn(a) --:5x1.0"3 provides a close approximation to the
expected preformance of such a decoder, Figure 3.2 shows
the probability that a burst is b=f bits in length, given

a burst exists, Also shown is the cummulative distribution

function as a function of burst length.

P(b < L burst exigts) = 2§1 P(b=2/burst exists) (3.7)

The average values for burst sizes are often easler to
obtain than the actual distribution, particularly at low BER,
Figure 3.3 taken from Reference 2 is a plot of the average
burst size, b, and average number of errvors per bursty, W, as
a function of decoder bit errbr rate Pvu(u) + Note that

lowering the code rate increases the ave.age burst size by

spreading out the distribution function. Fou PVD(E) = lxlO-s
the average burst size is approximatély b=8 hits for
1/3 rate Viterbi decoder.
The average probabiiity of a burst is given by
P, (&)
P(burst) = v:_); | (3.8)
’ )]
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Probability of an Error Burst Longer Than L, P(b>L)
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! i where # s the average number of information bits in error

in the burst, Next the probability density function

| P(b=&/burst exist) of obtaining a burst of length &, given
a burst occurs, must be obtained. The R/S input symbol error

(
H
]
5 probability is then given by

J o
Pl(ﬂ) = X (g)P(bursc) ¢ P(b=&/burst exists)
f=1

Py, (€) J
= YP &zl [g] P(b=4&/burst exists) (3.9)
W -

Since the density function P(b=L/burst exists) was assumed

|
! 5 ty be approximately equivalent for % rate with PVD(c) = led"3

) | and 1/3 rate with P (e) = lxlO-S, the values of P(b=R/burst
‘ f exist) from Figure 3.2 may be substituted into Equation 3.9,

| § Then

; r. . (e) 8
1 | Pl(e) = D ) i P (b=f/burst exists)
5 =1
|
; 2.43 Py (e) (3.10)
\

Even with the approximation used for the distribution

P(b=2%/bursts exists), the results in terms of the ratio
Pl(e)/PVD(e) are very close to those obtained from Reference
5 : 6 (% rate convolutional code with PVD=ax10—3 then

Pl(a)/PVD(e) = 2,4)., Since the analysis is only a reasonable

approximation, the following approximatilon is used.
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Pl(e) = 2,5 Pvn(e) (3.11)

Substituting (3.11) into (3.3), the overall concatenated bit

error probability is

and the approximations that were used in Reference 2 and

presented in this paper.

| P ()< —— |1 IZ: {2J‘1] [2 5P (e)‘ ¥ 1-2.5p (c\]zj-lnx. (3.12
AR I N N G ]["vn ’) +12)

5 v

E < lxlO—lz (for E=8, J=8 and PVD(G)=lx10-S to the tenth decimal

place).

r j Comparing this value for PT(s) with those in Reference 3

. they are in close agreement thereby supporting the analysis

E

|

,

Using Equation 3.12 performance calculations were made
by ORI showing the trade off between overall bit error rate,
? PT(E), and the inner coding cnergy per bit to noise dénsity
ratio, (Eb/No)I . 'These trade offs are shown in Reference 2
i from which Figure 3.4 was taken for J=8 and LE=8. These
curves are easily obtained by noting for each value of
: PVD(G) in equation 3.1l, the corresponding value of (Eb/NO)I
I E é shown in Figure 3.4 from Reference 2. Since the TDRSS
. channel will be designed to yield PVD(S)= lxlOm5 with

(Eb/No)I 4.05 db, the overall BER shall be less than 1x10_7.
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3.B. Probability of Error on the Inner Chanmel

The remainder of this section will deal with determining
the BER of inner channel, the output of the 255 PN enccder to
the output of the Viterbi decoder, There are several aspects

that must be considered in determining the inner channel BER,

and these are:

1. Bit Transition Density
2, Tape Recorder

3. Synchronization

4, Multiple Frame Format
5. RFI

a) Bit Transition Densitv

The ability of the dinner channel to meet the TDRSS
requirements of at least 1 transition in every 64 symbols
and at least 64 transitions in every 512 symbols is
examined in this section., The configuration of the
system is 1illustrated in Figure 3.1. The 1/3 rate
convolutional encoder with alternate bit inversion of
Figure 2.5 will be examined first,

The following discussion concerning the output
symbol transition density of the 1/3 convolutional
encoder with alternate symbol inversion is based on the
material by M.K. Simon and J, F. Smith in Reference 1l1.
Simon and Smith have determined, for a particular class
of convolutional codes, that alternate symbol inversion

assures a maximum transition-free run of output symbols,

R
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and hence its minimum transition density. This maximum
length is independent of the data source model, independ-
ent of the code connections, and dependent only on the
code constraint length and rate., Simon and Smith
separate all § convolutional codes into three classes of
codes: Vv even, v odd for transparent codes, and v odd
for nontransparent codes. A transparent code is one
which provides the complement of the output sequence
for the complement of the input sequence. A simple
test to determine if a code is transparent is each

row of the generator matrix C has an odd number of

ones then the code i1s transparent,

The generator matrix C for the 1/3 convolutional

code employed by the ST is

11011017
c=|1001111 (3.13)
| 1010111

where the right hand column represents the present input
and the 1eft_hand column represents the oldest (content
of the last shift register K, the code constraint length)

input.

Since v=3, odd and each row of C contains an odd number
of ones, the convolutional code is a member of case 2.
Simons and Smith state for v odd and transparent codes,

the only input bit sequence that will produce an output

T O 3 SN - S W R Laaka b
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alternating sequence longer than N symbols where

max
Nmax is defined as
= R=1f _
SETTYL - (.10

K = the code constraint length; (‘X ”] denotes

the smallest integer greater than or equal to X.

is the alternating sequence, Further more, if the
encoder is such that the alternating dnput sequence
produces the alternating output sequence, then this
output sequence can continue indefinitely, i.e.,
alternate symbol inversion will not produce a finite
transition-free symbol sequence.

Reference 1l provides a test to determine if a
case 2 code will produce an alternating output for an
alternating input. Split the generator matrix C into
two matrices C ., and € ~ where C .. is composed
of all the odd columns of C and geven all the even
columns. If the number of ones in each row of the

matrix formed by stacking godd on top_of.geven alternates

‘even, odd, even, ... or vice versa, then an alternating
input seguence will produce an alternating output
sequence. Testing the generator matrix, it is found the
number of ones in each row of the test matrix does not

alternate even, odd or vice versa., Therefore the
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maximum number of transition-free output symbols from
the 1/3 convolution encoder with alternate symbol

inversion is:

K~-1
Nmax K+ ;:é} =l+v

7-1]
7 +'[5:I -1+ 3

= 12 . (3.15)

The maximum number of transition-free output symbols was

also determined to be 12 in References 3 and 10.
Magnavox in Reference 3 utilized an extensive computer
analysis to arrive at a maximum of 12 and Baument,
et.al., References 1l0,used a slightly different
mathematical approach to obtain 12 as the maximum bits
between transitions and therefore the system is
guaranteed to meet the 1 in 64 requirement.

Simon and Smith also prove in Reference 11 the
11-bit input sequence 01110100100 yields the output
010000000000001. Neither this output sequence nor its
compliment can be repeated within the next 33 output
symbols, The next input will produce at least one
additional bit transition therefore the average bit
transition for this worse case plus one additional

input is 2 transitions per 16 output symbols which

yields an average of 1 transition every 8 output symbols.

Therefore the output of the 1/3 convolutional encoder

56
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with alternate bit inversion and generator matrix
given in Equation 3.13 will meet both the 1 transition
per 64 bits and 64 transitions in 512 or an average

of 1 transition every 8 bits,

If the 12-bit input sequence is 01110100100 the
output will be 010000000000001100 .

If the 12-bit input sequence is 01110100101 the
output will be 010000000000001011 .

Since the output of the 1/3 rate convolutional
encoder will have a transition at least every 13 bits
independent of the data input, it is not necessary to
examine the equipment preceeding the encoder. However
if the channel interleaver is utilized it is necessary
to determine if it is posssible to obtain 64 or more
symbols out of the interleaver without a transition,
The channel interjeaver is shown in Figure 2,6. This
interleaver will take any two symbols within 30 of each
other and separate them by at least 119 bits. Equation
3.16 may be used to express a typical output symbol bi

in terms of the input symbol a; .

. ‘"‘3-1191 32119, (3.16a)

=0 j<119, (3.16b)

O T ST SN sr S T P Y Lk < e
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where
j = 0, 30, 60, 90, 120, ...
’ i=0,1,2, 3, ..., 29
j Therefore, a typical output sequence of the inter-
L ; leaver would resemble a sampling of the input sequence

with the samples being taken every 119%0 pie for
sequences up to 30 bits in length. In order for the
interleaver to have an output of 64 consecutive sym-
bols of the same value, the input data must be such
that samples of the input sequence separated by 119
symbols be of the same value. The length of input
symbols corresponding to 64 output symbols is

| approximately 3511, Also noting that the output of

the interleaver is combined with a PN cover sequence

of length 30, it would appear highly unlikely that a

string of 64 ones or zeroes will occur, however due
to the systematic construction of the components of
the system, it 18 possible that a sequence of data
does exist that will yield a string of 64 output
symbol without a transition. Since the actual strucs
ture of the data is presently unavailable it is not
possible to examine this problem more closely. It
would be necessary to examine very closely the struc-

ture of the data and how that structure is effected

by the various components of the system. (Note Lock-
heed is presently developing a computer simulation

of this system.)
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b) Tape Recorders

The ESTRs are subject to phase ambiguity as
previously stated in Section 2, 1If it is assumed
that the 3-bit pattern (010) required to re-phase
the data appears with sufficient frequency within
the data stream either naturally or as part of the
£f111 and/or dummy data, then a BER for the recorders
is established atless than10~%, The degradation to
the nverall BER due to this problem can thus be

neglected similar to the BER of the DOMSAT Link.

And since the tape recorder has a zero bit-slip

rate according’to the manufacturer, the main problem
due to the tape recorder will be due to the bit
reversal when the recorder is played back in the
reverse order. It will be necessary to restore the
correct order to the data prior to the R/S decoder/
deinterleaver. A procedure to accomplish this was
recommended in Reference 3 and it is assumed that
this method or one similar will be uitlized to
resolve the problem.

Due to the above, the ESTRs are assumed to have
essentially no effect on the overall error probabil-

ity.

¢) Synchronization

This section discusses the effect on the BER

when one of the synchronization components of the

|
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system loses lock., Each element will be examined
separately as an entity where possible, and then

the interplay among the various components will be
discussed. A total data loss due to synchronization
loss will be estimated.

The symbol synchronizer is the first processing
element operating on the baseband symbols. The unit
drives the Viterbi decoder/channel deinterleaver,

It takes in noise corrupted demodulated symbols,
performs an integration, and outputs Q levels. The
Q levels are converted by an A/D and presented to
the Viterbi decoder/channel deinterleaver combination.
Loss of lock by the symbol synchronizer results in

a trend towards an unlocking state for all system
elements since all the data following sync loss is
in error. Whether or not any given element unlocks
depends upon the duration of the symbol synchronizer
unlock and the flywheel effect of the elements that
follow,

Due to the catastrophic nature of a symbol
synchronizer loss of lock, it must be assumed that
its probability of occurrence Is extremely small
under other than abnormal operating conditions. As
previously stated in Section 2, the symbol synchro-
nizer has been tested and according to the manufac~

turer has an extremely low probability of symbol

A e et e ol s e iyl PRI ¥




synch loss occurrence, much less than 10'11 as
previously considered,

For the low SNR of this system, the acquisition
time 1s expected to be on the order of 1000 symbols,
thus the data lost due to symbol synchronizer drop
lock and reacquisition would be that which corre-
sponds to the loss of 1000 symbols,

In Section 2 the sync strategy for the
decoder and deinterleaver was discussed. Since
the deinterleaver utilizes the results from the
Viterbi decoder metric calculations to determine
its sync node status, the decoder and deinterleaver
are considered one unit., The 1 of 3 states of the
code itself, and then the deinterleaver state must
be resolved prior to decoding. Since the data has
been differentially encoded, the alternating symbol
ambiguity out of the convolutional encoder does
not have to be resolved. Once the deinterleaver
acquires sync, the state node sync is also obtained;
since the node sync is locked to the deinterleaver
as described in Section 2.

' Aésuming initial sync has been acquired, 1f
drop lock (loss of sync) occurs the deinterleaver
will try to reacquire sync beginning with the last
sync node then shifting alternately to the next

adjacent nodes on the right and left. The sync

R T R 25 W N S Ny o
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strategy is illustrated in Figure 2.7. As a maximum

data loss estimate (all 30 nodes seaxched).

(30 nodes)x(200 to 500 information bit durations)

= 6,000 to 15,100 bits of data lost.

The 200 to 500 information bit durations are Linka-
bit's estimate of synchronization time for each of
the 30 deinterleaver states.

The R/S decoder/deinterieaver loss of sync will
result in the loss of a minimum of one full "frame"
of 7904 bits of informatdon., The R/S unit has a
high probability, under normal operating conditions,
of weacquiring sync on the next frame, thus an
estimate of 7904 information bits will be loss due
to R/S drop lock. The normal operation of this
type will allow 1 to 3 errors in the sync word
and allow 1 pattern miss before drop lock occurs,

The loss of sync by any of the system elements
will result in the loas of sync by the succeeding
elements. If the symbol synchronizer loses lock

for any length of time then the total system will
require reacquisition of sync. This would involve

the loss of 1.4x104 to 3.1x104 bits of data.

(6000 to 15000)+(7904 to 15808)

4

= 1.4x10% to 3.1x10% bits (3.17)

I&‘n..‘i
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The factor of 2 accounts for the search and verify
operation used in synchronizing the R/S unit.

In the same matter if the Viterbi decoder/
channel deinterleaver drops lock, the R/S unit
would also lose sync since the 6000 to 15000 bits
required to resync the Viterbi decwuder/channel
deinterleaver would be in error. Losses of sync
by the R/S unit would not effect either of the
other two elements. Table 3.1 summarizes the

results of drop lock for each element.
TABLE 3.1

Data Lost Estimates Due to Sync Loss

System Element Data Loss Estimation
‘ (information bits)

Symbol Synchronizer Dependent on elements

following synchronizer

and duration of droplock
Viterbi Decoder/Channel 6000 to 15000
Interleaver
R/S Unit 7904 to 15800
TOTAL 1.4x104 to 3.1x104

d) Multiple Frame Format Operation

The multiple frame lengths of 1000, 2000, and
1024 can be present at the output of the‘R/S‘unit
or the engineering data frame synchronizer., It is
assumed that the frame synchronizers at the ground
station will be operationaily reconfigured based

upon a priori knowledge of the length being received.
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e) Radio Frequency Interference

RFI may affect the transmitted signal in two
ways., The RFI may cause an inverted bit stream
output at the White Sand- station as a result of
a PSK demodulator carrier slip. The RFI energy
may be sufficient to blanket the transmitted
signal, make it appear as a sequence of consecutive
bits of the same value, thus resulting in-a possible
loss of lock by the bit synchronizer at White Sands.
The following paragraphs examine the probability that
elither of these conditions will occur.

First, the case of a PSK demodulator carrier
slip at White Sands will be discussed. Since the
sigral is differentially encoded and interleavered,
a demodulator carrier slip resulting in an inverted
bit stream would be disastrous. A simple illustra-
tion is given in Appendix C. However, the PSK
demodulator is a Costas loop which typically uses
a slow response filter as the loop filter. Figure
3.5 4is an illustration of a (lostas loop. Once sync
is achieved the Costas loop will "ride out" pertur-
bations in the received waveforem.

The PSK demodulator has a 100 Hz loop filter.
Thus the VCO control voltage variation is bounded by
this response rate of 100Hz. If the VCO carrier is

allowed to vary a full 360° at 100 Hz rate then in

s s s kR s ke e e st iam
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one millisecond only a 36° variation in VCO could
occur. A 36° variation would not create a carrier
cycle slip 1f the PSK loop is initially in Lock.

In order to create a 1 millisecond long period
of erroneous phase in the signal, the RFI would have
to exceed the link margin which is estimated to
be 3.7 dBW minimum for the 1 millisecond period. A
RFI signal of 3.7 dBW would be considered heavy RF1
during which time the ST is not allowed to transmit
as stated in Section 2,

For the sake of completeness assume the ST
does transmit during this time period and the RFI
completely overrides the signal for a 1 millisecond
period. The probability of this occurring may be
estimated in the following manner.

The data describing the RFI for S Band has been
summarized as follows by GSFC:

Pulse Widths: 1 to 5 sec

Repetition Rates: 1K pulses/sec

Aggregate Pulse

Repetition Rates: 20K pulses/sec

Activity: High

The ST will be exposed to various levels of RFI
during an orbit of approximately 90 minutes of which
20 minutes will be allotted for ST tokTDRSS trans-

missions during a 76 minute look time of availability.
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If the RFI is assumed to be:

. Approximately 1 minute is heavy RFI(>5dB)

. Approximately 2-3 minutes is medium RFI(>2dB)

Then the random reception of RFI pulses may be
modeled by a Poisson Process.

Having made the above assumptions the following
discussion derives the probability of PSK carrier
cycle slip. It will be shown to be extremely small
and in fact is negligible.

A certain event occurs randomly on the average
of 2 times per second (averaged over a large inter-
val T) and let K events occur in an interval of
time T . Then the probability of these K events

occurring in a T second interval is

K K K!

(3.18)

For this case 1=2 minuteé = interval of heavy RFI
a=20K RFI pulsi.s per second received
on the average.
Hence the probability that K pulses occur in an

interval T = 5 usec is

(.l)Ke-'l

T (3.19)

PK(S usec) =

67




The parameter A 1is called the Poisson parameter
and is equivalent to the average occurrence of the

event in question,

| | A = 20x10% = 2x10% = o

We may tabulate the probability of K pulses being

received in a 5 yusec interval as

K PK(S psec) = [:(.l)Ke""l / K!

. 90483741
.090483741
.004524187

3 .00015080623

B S | e e
N - 2

Assume each pulse has constant width, W .

The cases of interest is the probability of a
series of pulse being receivaed over a 1000 usec
5 period such that each pulse is received before the
end of the preceeding pulse.

Let X = time between the arrival of the first

pulse and the second pulse.  Then the probability

that X > 5 usec is

| 6 P 4
g .  B(X> 5 psec) o~ (5¥107)(2)_ (5x10 ") (2x107)

.90483741 (3.20)
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which is the probability of zero pulses being
received in 5 yusec.
The probability that a pulse will be received
in 5 usec or less is
1 - P(X > 5usec) (3.21)
or

nd

P(2™ pulse occurs before 5 usec) = ,095162581

For a 1000 psec burst of RFI composed of 5 usec
pulses, each pulse being emitted and received at
random with an average emission and reception rate
of 20 K pulses per second, at least 200 pulses each
within 5 psec of the previous pulse must be
received. But each pulse is received independently
of the others and as a result the probability of

receiving 200 with proper timing is bounded by

200

L}

P(1 psec of continuous RFL) = P(of Susec spacing)

(.904162581) 290

(8.381289x10’52)4

L}

It

4.931x10~ 208 (3.22)

R

Therefore, the chance of an RFI burst long enough’
to inhibit the TDRSS receiver for even 1 ysec
period is extremely remote, in fact a negligible
probability.

The above cases is seen to be the worst case,

since the RFI pulses were assumed to have constant
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maximum width. In the case of short width pulses,
it would require many more received pulses to
create a 1 isec burst. Hence the probability of
receiving a continuous pulse string is even more
remote for variable pulse widths. Therefore the
cases of PSK carrier slip due to RFI may be
neglected.

The second problem caused by RFI is the case
of possible channel symbol (bit sync) synchronizer
loss. This case corresponds to the situatfon of
65 usec of RFI of the same phase quadrant resulting
in a 65 usec string of like digits being transmitted
from TDRSS to White Sands.

Since the channel is BPSK the probability that
a received RFI pulse will cause a one or a zero to
be retransmitted is 0.5. Thus the probability that
a second recived pulse occurs within the 5 usec
period and that the pulse causes the same value to
be transmitted is

1.
3 |
l:l -P(X> 5 useC)] - ——~—-'°9»5%262581 = .,04758129  (3.23)

For a 65 usec continuous string to occur, a
sequence of at least 13 RFI pulses must occur and

this probability is

¥ o s oo i b K om = St i R AL e B 2
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P(13 pulse pairs at 5usec)-(.04758129)13
- 6.407079x1207%%  (3.24)

Actually, since some pulse pairs will occur at
intervals closer than 5 usec, this approach is a
weak bound and the actual probability will be less.
Since a string of either ones or zeroes would

create a potential bit sync loss, therefore

P(of 65 usec string of either 12 or 0%)

= 1.2814158x10" 17 (3.25)

Thus the problem of RFI creating a bit sync loss
or a carrier cycle slip is statistically rare and
not a factor about which to be concerned when com-
pared to overall system performance. This assumption
is supported by test results conducted by the com-
ponent manufacturer as previously stated,

The preceeding discussion varified the validity
of assuming the inner channel error rate of 1 error
in 105 bits assuming the frame synchronizers has a
priori knowledge of the format being transmitted,
the tape recorder reversal problem is resolved, and
the transponders have a BER of 1x10-7. Due to these
restrictions, a BER of lleO-4 was substituted into
Equation 3.12 with E=8 and J=8. The overall BER

was founded to be
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T

ROBE 10~? (3.26)

: | with accuracy to the tenth decimal place.
Thergfore it seems reasonable to expeet the

J | overall BER for the SSA Link to meet or exceed the
degivred value of 1 ervor in 107 bite. Table 3.2
deplcts the expected operational performance the 1
system will achieve under various operating condi-
tions, The information presented in Table 3.2 is
based on material taken from References 2,5,13, and
14, A summary of these material is presented in

Section 4, Howeves, it must be emphasized that

these values for the expected SSA Link BER do not
E i take into account several important variables such
' as a reduction in the EIRP and the system suscepti- ;
bility to synchronization loss. These variables
are discussed in Section 4,

3.C 255 PN Sequence

The 255 PN sequence was intentionally omitted from the above
analysis. Its removal was recommended in Reference 3. Also, the

Lockheed system evaluation indicates the ST will violate the CCIR

Flux requirements even with the 255 PN sequence. The only purpose
for utilizing the 255 PN sequence was to meet the CCIR requirements.

The Lockheed evaluation indicated a small percentage of possible

e ik i e e e ek o 4

violation if the sequeace is removed,
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TABLE 3.2
EXCEPTED BIT ERROR RATE FOR THE SSA
LINK DUE TO RFI AND BIT SLIP
OPERATING CONDITION | LINK MARGIN | EXPECTED SYSTEM | RECOMMENDATIONS
(dB) BER
CASE 1 The System BER
. Low RFI(~.7) -12 should meet the
. No Bit Slips 3.7 <10 desired BER of
at White Sands 1x10-7 for this
case
CASE II The System BER
« Medium RFI should meet the
(2to5dB) -10 desirgd BER of
. No Bit Slips 3.7 <10 1x107¢ for this
at White Sands case
CASE IIX Further study is
. Heavy RFI required to de-
(>5dB) -7 termine the abilk
« No Bit Slips 1.2 <10 ity of t“esystem
at White Sands during heavy RFI
CASE 1V Further analysis
. Low RFI is needed to de=-
(~.7) termine the impact
. 10-11 Bit 7 of BSR and sync
Slip Rate at 3.7 4,2x10 loss on the SYS.
White Sands
CASE V Same as above
. Medium RFI
(2-5dB) _
. 10711 Bie s1ip 3.7 4,2x10

Rate at White
Sands

Assumptions: 1) The BER from ST to White Sands is 1x10™° .
2) The BER from White Sands to STOCC at GSFGC is 1x10~/
3) ST signal meets all other TDRSS requirements of

reference 1.

NOTE: 1) The ST will not be allowed to transmit during periods of
heavy RFI »

2)  The BER for CASE IV and V is based on the lowest estimates

for total data loss form Table 3.1
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The utilization of the 255 PN sequence creates a potentially
disastrous effuct on the system BER, Since the sequence generator
is reset by the sync pattern for the data segment (1024 bits), a
loss of sync would result in the loss of at least one complete
data segment. If the sequence generator is out of sync during the
R/S check segment, the complete R/S block of 14336 data bits would
be lost. This is due to the sequence being added after the data
is R/S encoded.

Based on the above discussion an analysis, comparing the
CCIR violation which occurs with and without the 255 PN sequence,
should be conducted and based on the results, a determination

concerning the removal of this sequence could be made.
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CHAPTER 4
RECOMMENDATIONS AND RESULTS

The analysis in Section III indicates the S-band Single Access
return link should expect a BER of less than 10-9. This estimate
is misleading since the system susceptibility to synchronization
loss was not accurately represented., This fact is clearly 1illus-~
trated by cases IV and V in Table 3.2, 1If a bit slip rate as low
as 10'11 is assumed, the bit slip rate becomes the maln controlling
factor for the overall BER. A bit slip rate of 10 ! means the

total system would lose sync once every 1oll

4

channel symbols
resulting in the loss of 1.4x10° to 3.1x1()4 information bits
(see Table 3.1). Since one information bit equals 3 channel
symbols, there are 3.3 x 1010 information bits between slips.

The BER can be calculated using the following equation

number of information bits lost due to a slip 4.1)

BER = lumber of information bits between slips

Substituting into Equation 4., the BER for the best case
(1.4x104 information bits lost) and worst case (3.1x104 information
bits lost) is found to be

l.4x101
3,3x10%0

7

(best case) BER = = 4,2%x10°

3, 1x1.0%

el = 9.3x107
3.3x10

I

(worst case) BER =

which is considerable higher BER than due to RFI, but zero

P A T S T
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8lip rate was assumed in Section 3 analysis (case T and II im
Table 3.2).

A similar analysis would illustrate the effect on the system's
BER due to the probability of sync loss by the other components.
Thus the probability of sync lcss for these components must be
determined and included in the analysis for the system's BER,

An evaluation of the 1/3 rate Viterbi decoder should also be
conducted to determine its actual operating characteristics, since
the output burst property of the Viterbi decoder has a direct
effect on the R/S decoder BER and the probability of the PN cover

sequence losing sync.,

6 or better and its

The BER for the ESTR was stated to be 10~
effect on the overall BER was neglected in Section 3. In
actuality the ESTR may have substantial affect on the overall
system BER due to the phase ambigulty resulting from converting
to and from the recording code (Delay Modulation). For this
reason the bit structure of the dummy data should be such that
the 3 bit sync pattern, 010, appears frequently within the dummy
segment,

The EIRP is another of the variables which has a substantial
influence on the overall SSA Link BER, Table 4.1 lists the TDRSS
EIRP requirements for the SSA Return Link. A reduction in the
EIRP will result in an increase in the BER. TFor example if the
antenna pointing system is off 4.6° from the center of beam

between the ST and TDRS, the EIRP will be reduced by approximately

2 dB. This will increase the BER by at least two orders of

G i e i e S L, R R 7y s
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magnitude (case II of Table 3,2), assuming the Link Margin is
held constant. Table 4.2 1s a summary of the material used to
calculate the values listed for cases I and II in Table 3.2 and
the conditions under which these values are valid. For case III,
the minimum value for PVD(S) and still maintain the desired overall
BER of 10™ was determined using Figure 4.2, Figure 4.1 was
employed to obtain the minimum (Eb/Noh_thac would provide the
required PVD(e). This value for (Eb/Néh was substracted from the
minimum (Eb/No)1(4.05 dB plus the 3.7 dB minimum expected Link
margin per reference 19) to yield the Link Margin listed in
Tahle 3.2.

Even taking into account the duplications and assumptions
necessary to perform the analysis of Section 3, the SSA return...
Link should still exceed the desired bit error rate of no more

than one error in 21.0_7

bits. This 1is due mainly to the margins

built into the system and to the results of test conducted by

the various manufacturers as stated in the preceding sections.

The system may even be able to operate during periods of heavy RFI,
It 18 recommended that during periods of heavy FRFI, the

systém be used so as to determine both the actual per#brmance

capabilities of the system and to determine the actual RFI

stricture. Both of these objectives could be achieved through

transmission of known bit patterns with specific structure,
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APPENDIX 5.A
EXAMPLE OF A REED/SOLOMON ENCODER/INTERLEAVER

One information packet of 14 segments with 1024 bits per
segment is to be coded. This will require 224 rows of the 239 rows
reserved for information. The remaining 15 rows are considered to
be filled with zevoes. 'The packet is passed by the R/S coder
unchanged. After the last bit of the packet is passed by R/S
coder, the 16 rows of check bits are sent.

Each of the eight R/S codes consist of 255 symbols of 8 bits,
239 information symbols and 16 check symbols, Let each symbol be
an clement of the Matvix. Using matrix notation, the R/S codes can

be written in terms of date symbols and check symbols by
R/S code M = Ag

Exampla:

RIS code #1 = [A) 608y gohy grervBoyg goRos0,80 0041, 80" 0 Aosss, 8]

The R/S codas can also be written in terms of data bits and check

bits by
238 1>
0 Q
Ja = ] ?
R/S code M 1(8M+b)+64é] ’ 1(8M+b)+6a;]
a=0 a=0

Example:

R/S code #1=[T,, Ty, T3, Tps Tge Tgs Tya Tgi Tgge Tggr ++-Tys50856

E . T
Pys Poy Pys Pys o Par P Pgi Pose Pogs o+ -Pogg |
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Since the information is read into the R/S system by rows and
read out by rows, the system appears to have an interleaver of
length 8, but the data is passed undisturbed.

An input of the form

N<15,295

will have an output of the form

veev Sy 90 8y 80 Sy 10 Sy 90 Sy 30 51 40 5y 50 51,6051,751,8

where Sn n is the element in the nth row and mCh column of the

’

I

matrix which ids, also, the nt) symbol of the R/S code number 9-M

or in terms of bits

. o’
N\

\ﬁoza, seey P[" PB’ PZ, P ’/IN’ eo ey 13, 12, 1
i

Check Bits Same as Input
(always 1024 bits)

I, represents bit one of the information data.

1

Pl represents check bit one

Input to R/S encoder

I T,I.0,0,  N<15,296

Output of R/S encoder
P1021&' ‘ 'P3P2PlIN' . ’I413I211

Same as Input

« : ;
L i T et 2, T i B Ak b e P . S aionidons .




v —————

APPENDIX 5.B

DELAY MODULATION (MILLER COMPLEMENT)

Delay Mocdulation (DM) is a procedure for encoding binary data
into rectangular waveforms of two levels according to the following
rules:

1. Azerois represented by a transition from one level to the

other at the midpoint of the bit cell.

2, A one is represented by no transition unless it is

followed by another one. The case of consecutive ones
is represented by a transition at the end of the leading
one bit cell.

These rules are illustrated in Figure B.1.

Delay Modulation has several attractive properties:

1. The majority of the signaling energy lies in frequencies

less than one~half the symbol rate.

2. The power spectrum is small in the vicinity of £ = 0

(that 1s at D.C.).

3. DM provides at most one transition per bit cell and at the

least 2 bit transitions every 3 bit cells; thus, providing

a bit stream with a very high bit transition density.
These properties provide DM with the advantage of inherent self-
timing information using phase modulation which is not present in
NRZ-L, while requiring approximately the same bandwidth as NRZ-L.
DM is also suitable for use with tape recorders, especially when

higher packing density is requived, or with systems which require

hiigh bit transition densities.

P o T TR s e B B F il 5 B i Al .
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DM requires a given 3 bit sequence to assure proper bit syne,
This sequence 1s 010. This sequence has a high probability of
occurring one or more times in any random data bit stream. The
probability that one or more 0L0-bit sequences will occur increases
rapidly as the number of bits in the data sequence increases. The
following equation may be used to obtain a close approximation of
the probability of 010 occurring n or more times in m bits (the

number of bits per sequence).
P, (0102n) = 1 - P (0102n) = 1-[(P (010=0) + P (010=1) + ...

Pm(Qlow(n*l)]

Whare:
Ry, k=1, ;.1
P (0L0=x) = () (qy ") (py)

the probability of any 3 bits not being 010 w'l

9 = 8
Py = the probability of any 3 bits not being 010 u*%
k=m=2

k k!
(r) = =) 1r!

For example, let m be 16 (for 16 binary bits) then the probability

of a 010-bit sequence occurring one or more times is:

P16(010 1) = 1 ~ P(010=0)

VN B0 I U1 R A L NN A0 L L NE
= 1-( 0)(’5‘) ('g) = 1= STAT ("B") =1~ (’g) 1 =.154=.846

In other words, there is a 84,.6% probability of a 010 pattern occur-

ing and hence providing bit sync for a 16 bit sequence., Thus, we
should expect a bit sync lock within a very short time upon tae start

of a DM encoded sequence.
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APPENDIX 5.C
WiAMPLE OF A CONCATENATED CODE

Let us start with a code which is being used for error protec-
tion over s BSC channel, (Note this type of channel is a Digital
error type or hard decisfion type channel).

If we use a Hanming (7,4) SEC code (Figure €.la) and 1f the
probability of a bit being transmitted in error is p = ,025, then
the probability of a transmitted code word not bedng received

(either with 0 errors ox with a single corrvectable errvor) is

P(u not received correctly) = 1-[P(0 errors)+P (). error))

7
. [&]xa“(l—p)’*‘-.012071453 = ,0121.
Jom2

Now ask yourself how many different messages can we send with a
Hamming (7,4) SEC code? The answer is of course 16 (or 15 if all
zeroes are not used.)

Suppuse we now construct a situation in which we have a
source alphabet of 11 symbols. [If these were binary symbols, we
could send 211 messages = 2048, If these are 16 level symbols, we

can send 167 = 1.7502186 x 1072

messages!]. Now, to send our
original data, we merely encode 44 bit chunks rather than 4 bit
chunks.

We use a R/S code that has as many different symbols as tho
original code accepted for messages. That is if the original code

(outer code) accepted 4 bit message streams then cach R/S symbol

S - B P L T R S P - J
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must be expressable as 4 bits. Thus, 1f (7,4)code is outer code
2“ = 16 possible messages. Hence, R/S symbol must be 4 bits
or 16 levels,

The probability of an error is now twofold in nature. Each
channel transmission consists of one R/S symbol (4 bits) followed
by 3 check digits for 7 total bits. Thus, it required an 11 digit
burst to create a problem for the overall decoded output, since for

a burst of 10 digit length only two R/S symbols are corrupted.

(Remember the Hamming codewords can correct 1 error each.)

Channel Bit Stream = Burst Length = 10

[ 4 .

lc1c2c3|lab2:l1§10223llabc§!|§lc2c31'abcd r

- ) o
- o’ » v —

1 Hamming word 1 Hammingword 1 Hammingword

This one de- This one de=  This one de-
codes erron- codes erron- codes Okay
eous eous

X X )
«++. |abed||abed||abed]| |abed| | to R/S Decoder |+ output correct.

can correct 2 of
15

Thus, a burst capability of 10 bits is now possible compared to the
original 1 bit burst,

For random errors, we can correct up to 2 R/S symbols per 15
R/S symbols. Each symbol has probability of error equal to Prob.

of word error of (7,4)SEC= ,0121.
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s  Prob(of error) = l—[PR/S(O

)+1’R /S(l )+p

h
erroxs errors R/S(“ertors)]

= 1-[(1~.0121)" 4+ 15 (.0121) (1-.0121)1”4-(125) (.0121)% (1-.0121)*%)

= ,0007 .

Bt

If we interleave the R/S code (interleave R/S symbols) then the
burst correction goes up by factor of where = depth of
interleaving., R/S codes are particularly well suited to be used
for concatenation since the outer coder failure typically results
in bursty error failure and the R/S codes are particularly well
adapted to burst correction if implemented with binary constructed

symbols,

o o LR,
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APPENDIX 5.D

AFFECYT OF PSK DEMODULATOR CARRIER SLIP
ON DIFFERENTIAL ENCODED DATA
WITH/WITHOUT INTERLEAVING

Differential Encoding

Rule: Using page 1-9 of Reference 3, 1's cause change in level
(Note, several possible rules to be used) 0's cause no change in

level,

Use this with NRZ-M

. S th
Data In i n
=1 J Q= n+1th Output
Data In | Equal
ENCODER , =
1K oK ! R
Clock weme - — 0 Q
1st
Message in «so 100100011L100L)) «— assumed reference list in ¥F
That is Q=0 assumed
Output 0111000010111

R ‘ Message
Data_| Delay . Data TIn  Output
: ntl n | n_

DECODER
0 0 0
1 1 0
0 1 1
1 0 1
15 t
Recreated Message 1001000011100 1
Now let us invert the 01110006]10l11£)
bit stream so we =
receive 100011,11] 1011170 or 10001111(ﬂ 01110

Lk . B
L L R TR o . 7.7 SN D BRI s i e
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x
then recreated message is 1001000011001 and 1001000151001
which contains one

exror at bit train inversion

point!

Just for example's take let us put in data stream with 1 error

0111.000010011)
output is lOOlOOOllg%Ol

Let's Note: Double errors out [or yindom single errors input

Single ervors out f.r ringle inversion in data stream!

Now lets add an interleaver to the system.

NOTES: (1) Each input symbol spread a distance 4 from adjacent
symbols

(2) 18t 2xN symbols have spurious data.

r prEmmmem e m————
= I E 9o~—————0 |
' o0 v oE0a——--0
| ' h
Data of | O——0—0-0 | \yrgrme) of| O9F———=0 1\ Data
In ! 0—g—f—p—0 ! ~ | op————0/| Out
Iupu‘t: aiakiatatatasninbeindhiatah ket
! yuqumiea

‘ j
zyxwvutsrqgponmlkjihgfedcba ~———eeee—m |z v 1 m j fl)é%
| wsokge
| ®

xtplhd®

e e e L |

- . a0

Qutput
psvyloruhkmqdgjmcef iGRh O

e T T
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First we see it does work

Deinterleaver 2xN delay

veinjftr OO
sokgc @@ O

L e e e e e -
Now lets send pattern and invert bit stream

zyxwyutxrqponmlkiihgfedebge® Q9 @OOO @) = received and
!v , l deinterleaved
affected data

= 2N=-2 = 10 bits

region
Using data stream of received & deinter 1100001110011
previous example decoded 0100010010101

data XX X X ¥ XX

INTERLEAVING HELPS BURSTS ON CHANNEL BUT HURTS DIFF, ENCODING/

DECODING IF PSK DEMODULATOR EXHIBITS CYCLE SLIP!

R AT R = - S0 SR CPESN. SRy =
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