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INTRODUCTION

The accurate calculation of turbulent skin friction and heat transfer is necessary for the efficient and safe design of high speed aircraft. There are many empirical and semiempirical theories for the prediction of skin friction and heat transfer. However, the values predicted by the various theories usually differ substantially; therefore, experiments must be performed to validate the predictions. Many skin friction and heat transfer experiments have been made in the wind tunnel (refs. 1 and 2). Unfortunately, the wind tunnel tests have had conflicting results (refs. 1, 3, and 4). Further, the data obtained from flight tests have differed from the wind tunnel results (refs. 5 and 6). This lack of agreement in results obtained from the various experimental tests has hampered the evaluation of the turbulent boundary-layer theories and clearly indicates the need for further study.

The YF-12A airplane, with its Mach 3 cruise capability, offered an excellent test-bed for compressible turbulent boundary-layer measurements. Consequently, an instrumented hollow cylinder 3.04 meters in length was installed beneath the fuselage of the YF-12A airplane to obtain flight-measured turbulent boundary-layer data that could be used to evaluate the various prediction methods. The hollow cylinder was designed to be small enough to permit it to be tested with the same instrumentation in a wind tunnel so that the flight and wind tunnel measurements could be directly compared.

This paper presents the skin friction, heat transfer, and boundary-layer profile data that were acquired on the external surface of the lower centerline of the hollow cylinder during three YF-12A flights. The data were obtained at a local Mach number of approximately 2.9, wall-to-recovery temperature ratios of 0.66 to 0.91, and a local Reynolds number of approximately \(4.3 \times 10^6\) per meter. The measurements are compared with values derived from several theoretical calculations. In addition, some boundary-layer transition data in the form of temperatures and heat transfer are presented.
SYMBOLS

\[ A \] area of skin friction gage floating element, \(0.694 \text{ cm}^2\)

\[ a, b, c \] constants (eq. (2))

\[ C_f \] local skin friction coefficient

\[ C_{p,w} \] specific heat of skin material, J/kg-K

\[ d \] pitot-pressure probe diameter, cm

\[ F \] shear force, N

\[ F_{c} \] transformation function for skin friction, \( \frac{C_f}{C_f} \)

\[ F_{x} \] transformation function for length Reynolds number, \( \frac{N_{Re_x}}{N_{Re_x}} \) or \( \frac{N_{Re_L}}{N_{Re_L}} \)

\[ H \] enthalpy, J/kg

\[ h \] altitude, m

\[ h_H \] local heat transfer coefficient based on enthalpy, kg/m^2-sec

\[ K \] radiation geometry factor, 1.0

\[ L \] length of turbulent flow, m

\[ M \] Mach number

\[ N_{Re} \] unit Reynolds number, \( \frac{\rho U}{\mu} \), per m

\[ N_{Re_L} \] Reynolds number based on length of turbulent boundary-layer flow, \( \frac{\rho \delta U \delta L}{\mu \delta} \)

\[ N_{Re_x} \] Reynolds number based on distance from cylinder leading edge, \( \frac{\rho \delta U \delta x}{\mu \delta} \)
\( N_{Re_\theta} \) Reynolds number based on momentum thickness, \( \frac{\rho_\delta U_\delta \theta}{\mu_\delta} \)

\( p \) static pressure, N/m\(^2\)

\( R \) gas constant for air, 287 m\(^2\)/sec\(^2\)-K

\( r \) radius of cylinder, cm

\( St \) local Stanton number, \( \frac{h_H}{\rho_\delta U_\delta} \)

\( s \) Reynolds analogy factor

\( T \) temperature, K

\( t \) time, sec

\( U \) velocity, m/sec

\( U_\tau \) friction velocity, \( \sqrt{\frac{\tau}{\rho}} \)

\( x \) distance from cylinder leading edge, m

\( y \) distance normal to surface of cylinder, cm

\( \alpha \) angle of attack, deg

\( \beta \) angle of sideslip, deg

\( \gamma \) ratio of specific heats, 1.4

\( \Delta p_\alpha \) differential static pressure measured by the conical probe flow direction sensor to determine cylinder angle of attack, N/m\(^2\)

\( \Delta p_\beta \) differential static pressure measured by the conical probe flow direction sensor to determine cylinder angle of sideslip, N/m\(^2\)

\( \delta \) total boundary-layer thickness, cm

\( \delta_w \) skin thickness, cm

\( \epsilon \) emissivity of test surface
$\eta$  turbulent recovery factor, 0.88

$\theta$  boundary-layer momentum thickness, cm

$\mu$  dynamic viscosity, \(1.462 \times 10^{-6} \frac{\sqrt{T}}{1 + \frac{112}{T}}\) (ref. 12), N-sec/m²

$\nu$  kinematic viscosity, m²/sec

$\rho$  density of air, kg/m³

$\sigma$  Stefan-Boltzman constant, \(5.67 \times 10^{-8} W/(m² - K)\)

$\tau$  shear stress, N/m²

Subscripts:

$R$  boundary-layer recovery

$t$  total

$w$  wall or skin

$\delta$  boundary-layer edge

$\infty$  free stream

A bar over a quantity denotes either an incompressible variable or a compressible variable that has been transformed to an equivalent incompressible value.

DESCRIPTION OF EQUIPMENT

A hollow cylinder 3.04 meters in length and 0.437 meter in outside diameter was installed on the lower fuselage of the YF-12A airplane (fig. 1). The cylinder was attached to a pylon that was mounted to hard points on the aircraft. The pylon provided a vertical separation distance between the aircraft fuselage and the hollow cylinder of 0.46 meter. A photograph of the airplane with the cylinder installed is shown in figure 2. A complete description of the airplane can be found in reference 7.

The cylinder was constructed from 321 stainless steel and had a sharp leading edge with a radius of 0.0127 centimeter. As shown in figure 3, the cylinder consisted of an inner structural tube and an outer nonstructural thin skin shell. The outside diameter of the inner tube was 40.64 centimeters, and the wall thickness was 0.64 centimeter. Three structural ring frames were located at the aft end of the tube. These structural ring frames were attached to the pylon structural box with provisions for the on-the-ground adjustment of the angle of attack of the cylinder.
outside diameter of the outer shell was 43.7 centimeters, and the thickness of the shell was 0.127 centimeter. Fiber glass isolator spacers were attached to the inside wall of the outer thin skin shell to provide the necessary clearance between the inner tube and the outer shell and to insulate the outer test surface from the inner structure.

The outer shell was constructed in three sections. The lower half of the shell was one continuous piece, whereas the upper half of the shell was divided into two sections so that the aft section could be more easily removed to repair and install instrumentation lines. The leading edge portion of the cylinder was constructed as a separate cylindrical section with a length of 10.16 centimeters, and it could be detached from the main body of the cylinder for refurbishment if necessary. Because of the limited space between the inner tube and the outer shell, it was necessary to construct a 4.2- by 7.4-centimeter channel along the inside of the inner tube (fig. 3) to facilitate the routing of instrumentation lines.

INSTRUMENTATION

The cylinder was instrumented with thermocouples, static pressure orifices, a skin friction gage, a pitot pressure rake, and a total temperature boundary-layer rake (fig. 4(a)). Most of the boundary-layer measurements were made on the lower centerline of the cylinder, where the boundary-layer rakes and skin friction gage were installed. The static pressure and temperature measurements made at the other locations were used primarily to detect abnormalities in the flow field on the cylinder and to determine cylinder alinement. Data from the thermocouples, pressure orifices, rakes, and skin friction gage were recorded on tape by a pulse code modulation (PCM) data acquisition system. The accuracy of the PCM system was ±0.3 percent of full scale. The individual instruments are discussed in the following sections.

Skin Friction Gage

The skin friction gage used in this experiment was a commercially developed liquid-cooled force balance. The floating element (fig. 4(b)) was kept centered by electromagnets, and any force acting to displace the floating element along its sensitive axis was countered by an increase in voltage to the electromagnets. The voltage necessary to keep the element centered was recorded and converted to shear force by an appropriate calibration. The floating element did not protrude above and was less than 0.00127 centimeter below the surface of the gage body at room temperature. The space between the floating element and the gage body was uniform and less than 0.00254 centimeter. Additional details about the skin friction gage are given in reference 8. As shown in figure 4(b), thermocouples were installed on the gage body, on the cooling jacket, and on the cylinder skin directly beneath the edge of the exposed surface of the gage. The thermocouples were used to monitor the temperature of the skin friction gage.
Thermocouples

One hundred and twenty-three 22-gage Chromel-Alumel thermocouples were spot welded to the inner surface of the outer skin at the locations shown in figure 4(a). Sixty-seven thermocouples were installed on the lower centerline, and the outputs from these thermocouples were used to derive the heat transfer coefficients and other boundary-layer parameters presented in this report. The accuracy of the temperature measurements was ±2 K.

Static Pressure Orifices

Eight static pressure orifices were installed on the lower centerline of the cylinder, and 26 orifices were installed circumferentially at the locations shown in figure 4(a). The pressure orifices were 0.24 centimeter inside diameter machined fittings installed flush with the outside surface of the skin. Tubes with an outside diameter of 0.24 centimeter were connected to the pressure orifice fittings and then routed to the instrument bay, where they were connected to two 48-port scanivalves with integral ±6.9 kN/m² differential pressure transducers.

Each static pressure orifice was connected to at least two successive ports of the scanivalves, and several of the orifices were also connected to continuously recorded differential verification transducers. A reference pressure orifice located on the lower forward fuselage was connected to the reference side of the differential transducers and to a high resolution absolute pressure transducer with an accuracy of 12.1 N/m². The reference pressure orifice was also connected to several of the scanivalve ports to provide in-flight zeros for the scanivalve transducers. The overall accuracy of the static pressure measuring system was estimated to be ±69 N/m².

Pitot Pressure Rake

A boundary-layer pitot pressure rake was installed on the cylinder's lower centerline 2.74 meters aft of its leading edge (fig. 4(a)). Details of the rake and its dimensions are shown in figure 5(a). The 16 impact pressure tubes (or probes) were 0.1 centimeter in diameter and extended 1.0 centimeter forward of the sharp leading edge of the rake body. The tubes were connected to three 48-port scanivalves with integral differential pressure transducers. The transducers had ranges of 0 to 20.7 kN/m², 0 to 41.4 kN/m², and 0 to 68.9 kN/m². Impact pressure tubes 1 to 7 were connected to the scanivalve with the low range transducer. Tubes 3 to 12 were connected to the scanivalve with the midrange transducer, and tubes 8 to 16 were connected to the scanivalve with the highest range transducer. Each pitot pressure tube was connected to at least two successive ports on the scanivalve. Reference pressure and the in-flight zero measurements were obtained in the same way as was used for the static pressure orifices. The accuracy of the impact pressure measurements was 1 percent of full scale.
As shown in figure 5(a), a conical probe was installed at the end of the rake. The conical probe was used to measure flow angles to establish cylinder alinement; therefore, the rake was installed so that the conical probe was alined with and parallel to the lower centerline of the cylinder (±0.1°). Details of the conical probe flow direction sensor are shown in figure 5(b). The flush orifices at 0° and 180° were connected to a single ±6.9 kN/m² differential pressure transducer, and the output from this transducer (Δpα) was used to determine the angle of attack. The flush orifices at 90° and 270° were also connected to a ±6.9 kN/m² differential transducer, and the differential pressures measured by this transducer (Δpβ) were used to compute the angle of sideslip. The accuracy of these measurements was estimated to be ±41 N/m², which corresponds to an angle of ±0.027°. A photograph of the pitot-pressure rake is shown in figure 6.

Total Temperature Rake

In an attempt to determine the temperature gradient through the boundary layer, a total temperature rake consisting of 17 total temperature probes was installed adjacent to the pitot pressure rake (figs. 4(a), 6, and 7). The probes were installed at intervals of 0.41 centimeter up to a distance from the cylinder of 5.28 centimeters and at intervals of 1.27 centimeters at distances from 5.35 centimeters to 10.36 centimeters.

DATA REDUCTION

Boundary-Layer Profiles

Mach numbers through the boundary layer were derived by using the Rayleigh pitot-tube formula (ref. 9) and pressure measurements from the boundary-layer rake and surface static pressure orifices. The usual assumption, that static pressure was constant through the boundary layer, was made.

The velocities through the boundary layer were calculated from the boundary-layer Mach numbers by using the following equation:

\[ U = M \sqrt{\gamma R} \left( \frac{T_t}{1 + \frac{\gamma - 1}{2} M^2} \right)^{1/2} \]  

In order to solve equation (1), the distribution of total temperature through the boundary layer must be determined. In this investigation, boundary-layer total temperatures were measured. However, because of the thinness of the boundary layer and the comparatively large size of the total temperature probes, a detailed total temperature profile could not be obtained. Therefore, it was necessary to use
a theoretical total temperature distribution. It will be shown in the RESULTS AND
DISCUSSION section that the measured temperatures were in good agreement with a
quadratic form of the boundary-layer total temperature ratio distribution. Conse-
sequently, the total temperatures used to solve equation (1) were computed with the
quadratic relationship as given in reference 3. In the notation of this report, this
quadratic relationship may be written as follows:

\[
\frac{T_t}{T_{t,\delta}} = a \left( \frac{U}{U_{\delta}} \right)^2 + b \left( \frac{U}{U_{\delta}} \right) + c
\]  

(2)

where

\[
T_{t,\delta} = T_{t,\infty} = T_\infty \left( 1 + \gamma \frac{1}{2} M_{\infty}^2 \right)
\]

\[
a = 1 - \frac{T_R}{T_{t,\delta}}
\]

\[
b = \frac{T_R}{T_{t,\delta}} - \frac{T_w}{T_{t,\delta}}
\]

\[
c = T_w / T_{t,\delta}
\]

and

\[
T_R = T_\delta \left( 1 + \frac{\gamma}{2} \eta M_\delta^2 \right)
\]

The momentum-to-thickness ratio, \( \frac{\theta}{\delta} \), was computed by using the following
equation:

\[
\frac{\theta}{\delta} = \int_0^1 \frac{\rho U}{\rho_\delta U_\delta} \left( 1 - \frac{U}{U_\delta} \right) \frac{\gamma}{\delta} d \frac{\gamma}{\delta}
\]  

(3)

In order to obtain the momentum thickness from equation (3), it is necessary
to determine the boundary-layer total thickness, \( \delta \). The total thickness was de-
termined from the measured data by using the method given in reference 10, which
will be discussed further in the RESULTS AND DISCUSSION section.

Equation (3) is really the momentum equation for a flat plate and not a cylinder.
The momentum equation for a cylinder as obtained from reference 11 is given by
the following equation:

\[
\frac{\theta}{\delta} = \int_0^1 \frac{\rho U}{\rho_\delta U_\delta} \left( 1 - \frac{U}{U_\delta} \right) \left( 1 + \frac{\delta}{\gamma} \frac{\gamma}{\delta} \right) d \frac{\gamma}{\delta}
\]
However, because the radius of the cylinder used in this experiment is so much larger than the boundary-layer thickness, values computed by both equations are essentially the same. Therefore, the simpler flat plate equation (eq. (3)) was used to calculate the momentum thicknesses used in this report.

Skin Friction and Heat Transfer

The shear force measured by the skin friction gage was reduced to shear stress by using the following equation:

$$\tau = \frac{F}{A}$$  \hspace{1cm} (4)

where $A = 0.694 \text{ cm}^2$, the area of the floating element of the skin friction gage.

The shear stress was reduced to skin friction coefficients by using the equation

$$C_f = \frac{2\tau}{\rho \delta U_{\delta}^2}$$  \hspace{1cm} (5)

where $\rho$ and $U_\delta$ are the local density and local velocity, respectively, at the edge of the boundary layer. Density and velocity were computed from static pressure and pitot pressures together with the assumptions that the total enthalpy is constant along the boundary layer and that static pressure is constant through the boundary layer.

Heat transfer coefficients were obtained from the temperature measurements by using the following equation for thin skin heating:

$$h_H = \frac{\rho_w C_p w \delta w \frac{dT_w}{dt} + o_k T_w^4}{H_R - H_w}$$  \hspace{1cm} (6)

This equation neglects internal radiation and conduction losses. For the test conditions in this experiment, internal radiation losses were negligible. Since the outer skin of the cylinder was insulated from the internal structure, there were no conduction losses except near the skin friction balance. It was necessary to cool the skin friction balance to keep it within design limits, and measured temperatures within 15 centimeters of the balance were significantly affected by conduction losses. Therefore, those temperatures were not used to derive heat transfer coefficients.

Experimental Stanton numbers were computed from the following relationship:

$$St = \frac{h_H}{\rho \delta U_{\delta}}$$  \hspace{1cm} (7)
The recovery enthalpy was computed as follows:

\[
H_R = H_\infty + \frac{U_\infty^2 - U_s^2}{2} + \frac{U_s^2}{2} + \eta \frac{\delta}{2}
\]  

(8)

where

\[H_\infty = f(T_\infty, p_\infty)\]

and

\[H_w = f(T_w, p_\delta)\]

from reference 12 and \(\eta\) equals 0.88.

The skin heating rate \(\frac{dT_w}{dt}\) was determined for each location on the lower centerline of the cylinder where temperatures were measured by fitting a least-square second-degree curve through 50 data points (10 seconds of data) and taking derivatives of the curve fit. The derivative (heating rate) at the midpoint of each curve was used to determine the measured heat transfer coefficients. Heating rates were also determined graphically by plotting wall temperature versus time, fairing curves through the data, and determining the slopes by means of a first-surface mirror. In general, the values computed by the two methods were in excellent agreement. In the few cases where the two methods differed, the graphically determined values were used.

The density \(\rho\) of 321 stainless steel is \(0.8 \times 10^4\) kg/m\(^3\), and its specific heat, \(C_{p,w}\), is 523.8 J/kg-K at a temperature of 378 K (ref. 13). Although specific heat varies with temperature, the temperature range for which the heat transfer coefficients were reduced was 378 K ± 17 K, and the variation in specific heat over a range of 34 K is insignificant. Therefore, only a single value of specific heat was used to reduce the data. The emissivity \(\varepsilon\) of the test surface had a nominal value of 0.5 (ref. 14), and the skin thickness was 0.127 centimeter.

Heat transfer can be related to skin friction by using the following Reynolds analogy factor:

\[St = s \frac{C_f}{2}\]
or

\[
\frac{h_H}{\rho \delta U} = s = \frac{\tau}{\rho \delta U^2}
\]

Therefore

\[
s = \frac{2St}{C_f} = \frac{h_H U}{\tau}
\]

Equation (9) was used to obtain the experimental Reynolds analogy factor.

TEST CONDITIONS

To obtain meaningful boundary-layer measurements, the hollow cylinder had to be in a region of uniform flow and had to be aligned with the local flow. Flow-field surveys conducted on a 1/25-scale model of the YF-12A airplane in the Langley Unitary Plan Wind Tunnel (ref. 15) and on the YF-12A airplane in flight showed that the local flow field below the airplane was sufficiently uniform at the location where the hollow cylinder was installed. For the tests reported herein, alinement was determined from the circumferential static pressure measurements and the differential pressure measurements obtained from the conical probe flow direction sensor. To align the cylinder with the local flow, several preliminary flights had to be made. The cylinder was adjusted between the flights until the desired alignment was obtained. A typical static pressure distribution around the cylinder after alignment was achieved is shown in figure 8. It should be noted that pressures were not obtained at the 140° location for \( x = 0.457 \) meter because of instrumentation problems. Angle of attack and angle of sideslip were computed from the measured circumferential pressures using the oblique shock and Prandtl-Meyer expansion theories.

The angle of sideslip calculated from the pressure distribution shown in figure 8 was 0.12°. Angle of attack was calculated to be 0.04° if the data measured at the circumferential angle of 180° (top of cylinder) were omitted. Using the measurements obtained at 180° resulted in an angle of attack of 0.3° at \( x = 0.457 \) meter and -0.2° at \( x = 1.678 \) meters. It is obvious that the measurements made on the top of the cylinder were affected by some disturbance emanating from the lower fuselage of the airplane. This was not unexpected, and it was for that reason that the conical flow direction sensor was installed. Typical pressure measurements from the conical probe are shown in figure 9. This figure shows time histories of the differential pressures measured in the angle of attack plane and the differential pressures measured in the angle of sideslip plane. Also shown are the corresponding angles of attack and sideslip. The local angle of attack was less than 0.08°, and the local angle of sideslip was less than 0.06°. Final cylinder alignment was determined by averaging the results obtained from the circumferential static pressures (neglecting
the 180° data) and the results from the conical flow direction sensor. The angle of attack and angle of sideslip determined by this procedure were less than 0.1°.

Two cylinder configurations were used in the experiment. The first, which was tested during flights 1 and 2, is shown in figure 10. With this configuration, the wall or skin temperature is always at or near the radiation equilibrium temperature; consequently, heat transfer data were not obtained during these flights. The second configuration, which was tested during flight 3, is shown in figure 11. In this configuration the cylinder was insulated with a covering to provide low initial wall temperatures. Before takeoff, to insure that in-flight measurements were obtained at cold surface temperatures, the cylinder was cooled to a temperature of 211 K using gaseous nitrogen. When the airplane reached the desired test conditions, the insulation was removed explosively (within 50 msec) before the test data were obtained.

Time histories of free stream Mach number, altitude, and angle of attack for flights 1, 2, and 3 are shown in figures 12(a) to 12(e). Also in each figure is a typical skin temperature time history measured at one of the thermocouples on the lower centerline. The shaded portion of these flight profiles indicates the period during which the data for this experiment were obtained. Figure 12(c) also shows the time at which the insulation was removed. The figure shows how rapidly skin temperature increased after the insulation was removed. It was during this period of rapid heating that the heat transfer and other data were obtained. The free stream conditions at which the data presented in this paper were obtained are given in table 1. The local (cylinder) test conditions at which the data were obtained are given in table 2, and all comparisons between measured and calculated data were based on these local test conditions.

It should be noted that the table 2 values of boundary-layer edge static pressure, \( p_\delta \), were actually measured on the surface of the cylinder. The usual assumption, that the static pressure through the boundary layer was constant, was made. The wall-to-recovery temperature ratios given in table 2 for flights 1 and 2 are based on the wall temperature measured on the lower centerline of the cylinder at the location of the skin friction balance, and they are slightly lower than the wall-to-recovery temperature ratios on the cylinder forward of this location.

RESULTS AND DISCUSSION

Surface Static Pressures

The surface static pressures measured on the lower centerline of the cylinder are shown in figure 13 for flights 1, 2, and 3. The lines in the figure are straight line fairings of the data. As is apparent, the pressures were constant and equal to 4723 N/m\(^2\) for flight 1, 4944 N/m\(^2\) for flight 2, and 4413 N/m\(^2\) for flight 3.

---

1The original numbers for flights 1, 2, and 3 were 111, 112, and 121.
Boundary-Layer Profiles

The Mach number and velocity profiles derived from the data measured during flights 1 and 2 are tabulated in tables 3(a) and 3(b). Also given in table 3 are the boundary-layer temperature distribution derived from equation (2), the momentum thickness, and the pertinent boundary-layer edge conditions. Because of instrumentation problems, boundary-layer profiles were not obtained during flight 3.

Ratios of the total temperatures measured during flights 1 and 2 are plotted in figure 14 as a function of the velocity ratio squared. Also shown, for comparison, is the quadratic profile calculated from equation (2). The figure shows that the ratios of the measurements are in good agreement with the quadratic distribution.

The boundary-layer velocity profiles calculated from the measurements obtained during flights 1 and 2 are presented in figure 15. Also shown is the velocity profile predicted by the power law. When a power law exponent of 8 was used, the agreement between the power law velocity profile and the measurements was excellent.

Boundary-Layer Thickness

One of the problems often encountered in an evaluation of the various turbulent skin friction and heat transfer theories is determining the virtual origin of turbulent flow. Unless turbulent flow originates at or near the leading edge of the test specimen, a virtual origin of turbulent flow must be determined. The determination of the location of the virtual origin is somewhat arbitrary. As pointed out in references 1 and 4, this problem can be eliminated if comparisons between measurements and calculations are based on momentum thickness Reynolds number. Consequently, one of the primary purposes of the boundary-layer surveys in this test series was to determine momentum thickness. The ratio of momentum thickness to total boundary-layer thickness was computed by using equation (3) and the velocity and temperature distributions given in table 3. To permit momentum thickness to be determined accurately, the total thickness of the boundary layer must be known. In the present investigation the total boundary-layer thickness was computed by using the method developed in reference 10 and illustrated in figure 16. According to this method, the profile obtained by plotting \( \left( 1 - \frac{U}{U_{\infty}} \right)^{1/2} \) against \( y^{3/2} \) should be a straight line in the outer portion of the boundary layer, and the point where \( \left( 1 - \frac{U}{U_{\infty}} \right)^{1/2} \) equals zero will occur where \( y^{3/2} \) equals \( \delta^{3/2} \). As is apparent from figures 16(a) and 16(b), the total boundary-layer thicknesses obtained by this procedure were 3.00 centimeters for flight 1 and 3.05 centimeters for flight 2.

Law-of-the-Wall Velocity Profiles

The accuracy of the skin friction deduced from velocity profile measurements depends not only on the accuracy of the velocity measurements but also on the
accuracy of the theory used to predict the law-of-the-wall velocity profiles. Therefore, before accurate skin friction can be obtained from velocity profiles, the accuracy of the various theories must be determined.

Comparisons of measured and calculated law-of-the-wall velocity profiles are shown in figures 17(a) to 17(c). The solid curve in these figures represents Coles’ incompressible values, which are given in reference 16 and tabulated for convenience in table 4. The flight data in these figures are the compressible boundary-layer velocities measured during flights 1 and 2 and reduced to their incompressible values by the indicated theory.

Figure 17(a) shows the data that have been transformed by the theory of van Driest (ref. 17). Figure 17(b) shows the transformed data using Eckert’s reference enthalpy method (ref. 18), and the data transformed by the wall reference temperature method are shown in figure 17(c). The procedure by which these theories were used to transform the compressible data to their incompressible values is given in reference 19. The data obtained from flight 2 were transformed by using the shear stress that was directly measured by the skin friction balance. Shear stress measurements were not available for flight 1 because the skin friction balance did not work properly during this flight. Therefore, in order to complete the transformation of the data from flight 1, a value of shear stress had to be determined. It is shown in following sections of the report that the skin friction values predicted by the theory of van Driest were in excellent agreement with the measured skin friction. Consequently, the values of the skin friction coefficient predicted by this theory were used to complete the transformation of the flight data obtained during flight 1.

Both the theory of van Driest and Eckert’s reference enthalpy method yield good correlation between the measured profiles and Coles’ incompressible curve in the logarithmic portion of the boundary layer. However, as shown in figure 17(c), the data transformed by the wall reference temperature method are in poor agreement with the incompressible curve.

Skin Friction

Skin friction data were obtained directly from the skin friction balance measurements during flights 2 and 3 as well as indirectly from the heat transfer measurements made during flight 3. The skin friction data measured in the form of shear force, obtained during flight 2, are shown in figure 18. Also shown for comparison and evaluation are the values predicted by the theory of van Driest (ref. 20), the Spalding and Chi method (ref. 21), and Eckert’s reference enthalpy method (ref. 18). The values predicted by these theories were computed by using the momentum thickness Reynolds number derived from the measured data. Values predicted by the theory of van Driest and the method of Spalding and Chi are in excellent agreement with the measured data. However, Eckert’s reference enthalpy method underpredicts the measured data by approximately 10 percent.
Origin of turbulence.—All of the calculated skin friction values shown in figure 18 were based on momentum thickness Reynolds number. However, direct measurements of momentum thickness were not available for the flight 3 test conditions, so the virtual origin of turbulent flow had to be determined in order to make possible the correlation and comparison of the skin friction coefficients obtained from flights 2 and 3 and the comparison of the data with theoretically predicted values. The first step in determining virtual origin was to look at the boundary-layer transition data. If the transition data showed that flow was turbulent at or near the leading edge of the test specimen, the virtual origin could be assumed to be the leading edge.

Figures 19(a) and 19(b) show boundary-layer transition data that were obtained on the lower centerline of the cylinder during flights 2 and 3, respectively. The data from flight 2 were measured at temperatures near radiation equilibrium, whereas the data obtained during flight 3 were measured at cold wall temperature conditions. (Transition data were also obtained during flight 1. However, since these data were virtually identical to the data obtained during flight 2 and because skin friction data were not measured during flight 1, and, therefore, there was no need to determine a virtual origin, the transition data for this flight are not shown.)

In figure 19(a) the transition data for flight 2 are shown in the form of measured wall temperature as a function of distance from the leading edge. As shown, the beginning of transition occurs at a distance of 0.76 meter and a Reynolds number of 3.4 million, and the end of transition occurs at approximately 1.22 meters and a Reynolds number of 5.5 million. It is obvious from these data that the leading edge is not the origin of turbulent flow and that a virtual origin must be determined. Fortunately, the momentum thickness Reynolds number is known for flight 2; consequently, equivalent length Reynolds numbers were determined for each theory that yielded the same results as obtained when using the momentum thickness Reynolds number. The distance from the leading edge determined from these equivalent Reynolds numbers was interpreted as being the virtual origin for the particular theory used. The virtual origins obtained by this procedure are shown in figure 19(a). Figure 19(b) shows the transition data obtained during flight 3. The data are in the form of heat transfer coefficients as a function of distance from the leading edge. It is obvious from these data that transition occurs so close to the leading edge that turbulent flow can be assumed to originate at the leading edge. Consequently, for flight 3 the length of turbulent flow, \( L \), and the distance from the leading edge, \( x \), are considered to be equal.

Evaluation of compressible transformation theories.—Comparison between the measured skin friction coefficients and the values predicted by Eckert's reference enthalpy method, the Spalding and Chi method, and the theory of van Driest are shown in figures 20(a), 20(b), and 20(c), respectively. The solid lines in

---

1The fact that the boundary-layer transition occurred much closer to the leading edge during flight 3 than during flight 2 was not expected, since it is normally assumed that the boundary layer becomes more stable at the lower wall temperatures. A postflight visual inspection of the cylinder showed no signs of structural damage; the reason for the early transition during flight 3 is unknown.
figures 20(a) to 20(c) represent the incompressible skin friction coefficients predicted by the von Kármán-Schoenherr equation (ref. 2), and the symbols represent the turbulent skin friction measurements that were transformed to their incompressible values by the indicated compressible theory. The transformed measurements should agree with the solid line if the theory used to transform the data is correct. The solid square symbols in figure 20 represent the skin friction balance data obtained during flight 2. The open triangles represent skin friction coefficients that were obtained from the heat transfer measurements using an experimentally determined Reynolds analogy factor of 1.11 (see section following). The solid triangles represent the skin friction coefficients obtained from the skin friction balance measurements during flight 3. As can be seen, all three theories do a good job of predicting the variation of skin friction coefficients with Reynolds number. However, the level of skin friction predicted by each transformation theory differs substantially. As figure 20(a) shows, the data transformed by Eckert's reference enthalpy method are approximately 10 percent higher than the von Kármán-Schoenherr curve, and this is considered to be fair agreement. Figure 20(b) shows that the measurements transformed by the Spalding and Chi method are about 7 percent higher than the incompressible values. The agreement shown in this figure is considered to be good. However, as shown in figure 20(c), the measured data transformed by the theory of van Driest are within ±2 percent of the von Kármán-Schoenherr incompressible values and the agreement is considered to be excellent.

Reynolds Analogy Factor

Most turbulent heat transfer methods are based on some form of Reynolds analogy between skin friction and heat transfer. Consequently, once a skin friction equation is selected, a Reynolds analogy factor is needed to calculate heat transfer coefficients. The determination of a Reynolds analogy factor has been the subject of considerable investigation but has still not been resolved (ref. 22). Therefore, heat transfer and skin friction were measured simultaneously during this investigation, and by using the relationship \( s = \frac{2St}{C_f} \), an experimental Reynolds analogy factor was determined, eliminating the need to estimate a Reynolds analogy factor when making the heat transfer calculation. The Reynolds analogy factor determined from the measured skin friction and heat transfer was 1.11.

Heat Transfer

Figure 21 shows a comparison between the measured heat transfer coefficients in the form of Stanton numbers and the theoretical values predicted by the theory of van Driest (ref. 20) using an experimental Reynolds analogy factor of 1.11. The dashed line represents the laminar Stanton numbers predicted by Eckert's reference enthalpy method. The values predicted by the theory of van Driest are represented by two solid lines. The upper line represents the Stanton numbers that were calculated using a wall-to-recovery temperature ratio of 0.66, and the lower line represents values computed using a temperature ratio of 0.71. As shown, the Stanton numbers predicted by the theory of van Driest are in excellent agreement with the measured heat transfer data.
SUMMARY OF RESULTS

Turbulent skin friction, heat transfer, and boundary-layer velocity profiles were measured in flight on the lower centerline of a hollow cylinder 3.04 meters in length at a nominal local Mach number of 2.9, at wall-to-recovery temperature ratios of 0.66 to 0.91, and at local Reynolds numbers of 1 to 12 million. Skin friction coefficients were obtained directly from measurements made by a skin friction force balance and indirectly from heat transfer measurements using a Reynolds analogy factor derived from the force balance and heat transfer data. The results of this investigation led to the following conclusions:

1. The theory of van Driest predicted skin friction coefficients that were in excellent agreement with the measured data (±2 percent). The Spalding and Chi method predicted skin friction coefficients that were 7 percent lower than the measured coefficients, and the values predicted by Eckert's reference enthalpy method were 10 percent lower than the measured skin friction coefficients.

2. A measured Reynolds analogy factor of 1.11 was derived from the skin friction and heat transfer data.

3. Heat transfer coefficients predicted by the theory of van Driest using the measured Reynolds analogy factor were in excellent agreement with the measured heat transfer coefficients.

4. Measured velocity profiles transformed by the theory of van Driest and Eckert's reference enthalpy method were in good agreement with Coles' incompressible law-of-the-wall velocity profile.

Dryden Flight Research Center
National Aeronautics and Space Administration
Edwards, Calif., November 5, 1979
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### TABLE 1. —FREE STREAM CONDITIONS

<table>
<thead>
<tr>
<th>Flight</th>
<th>$M_\infty$</th>
<th>$P_\infty$, N/m²</th>
<th>$T_\infty$, K</th>
<th>$\alpha_{\text{wing}}$, deg</th>
<th>$\beta$, deg</th>
<th>$N_{Re_\infty}$, per m</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.00</td>
<td>4020</td>
<td>222</td>
<td>4.0</td>
<td>0</td>
<td>$3.90 \times 10^6$</td>
</tr>
<tr>
<td>2</td>
<td>3.02</td>
<td>4178</td>
<td>218</td>
<td>3.9</td>
<td>0</td>
<td>4.19</td>
</tr>
<tr>
<td>3</td>
<td>2.98</td>
<td>4092</td>
<td>217</td>
<td>3.8</td>
<td>0</td>
<td>4.07</td>
</tr>
</tbody>
</table>

### TABLE 2. —LOCAL CYLINDER CONDITIONS

<table>
<thead>
<tr>
<th>Flight</th>
<th>$M_\delta$</th>
<th>$T_w/T_R$</th>
<th>$P_\delta$, N/m²</th>
<th>$T_\delta$, K</th>
<th>$\alpha$, deg</th>
<th>$\beta$, deg</th>
<th>$N_{Re_\delta}$, per m</th>
<th>$N_{Re_\theta}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.89</td>
<td>0.894</td>
<td>4723</td>
<td>233</td>
<td>0.1</td>
<td>0.1</td>
<td>$4.14 \times 10^6$</td>
<td>7956</td>
</tr>
<tr>
<td>2</td>
<td>2.90</td>
<td>0.907</td>
<td>4944</td>
<td>229</td>
<td>0.1</td>
<td>0.1</td>
<td>4.46</td>
<td>8664</td>
</tr>
<tr>
<td>3</td>
<td>2.92</td>
<td>0.66 to 0.77</td>
<td>4413</td>
<td>222</td>
<td>0.1</td>
<td>0.1</td>
<td>4.17</td>
<td>(a)</td>
</tr>
</tbody>
</table>

*Since boundary-layer velocity profiles were not obtained, the experimental momentum thickness Reynolds number was not available; however, sufficient data were obtained from the pitot pressure rake to determine the boundary-edge Mach number.*

### TABLE 3. —BOUNDARY-LAYER MACH NUMBER AND VELOCITY DISTRIBUTIONS

(a) Flight 1. $x = 274$ cm, $M_\delta = 2.89$, $T_\delta = 233$ K, $T_w = 514$ K,

$T_w/T_R = 0.89$, $p_\delta = 4723$ N/m²², $U_\delta = 884$ m/sec, $\theta = 0.192$ cm, $\delta = 3.00$ cm

<table>
<thead>
<tr>
<th>$\gamma$, cm</th>
<th>$\gamma$, $\delta$</th>
<th>$M/M_\delta$</th>
<th>$T/T_\delta$</th>
<th>$U/U_\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.254</td>
<td>0.084</td>
<td>0.567</td>
<td>1.640</td>
<td>0.726</td>
</tr>
<tr>
<td>0.432</td>
<td>0.143</td>
<td>0.619</td>
<td>1.551</td>
<td>0.771</td>
</tr>
<tr>
<td>0.610</td>
<td>0.201</td>
<td>0.664</td>
<td>1.475</td>
<td>0.807</td>
</tr>
<tr>
<td>0.787</td>
<td>0.260</td>
<td>0.702</td>
<td>1.413</td>
<td>0.834</td>
</tr>
<tr>
<td>0.965</td>
<td>0.318</td>
<td>0.737</td>
<td>1.360</td>
<td>0.859</td>
</tr>
<tr>
<td>1.321</td>
<td>0.436</td>
<td>0.799</td>
<td>1.265</td>
<td>0.899</td>
</tr>
<tr>
<td>1.956</td>
<td>0.646</td>
<td>0.907</td>
<td>1.110</td>
<td>0.955</td>
</tr>
<tr>
<td>2.591</td>
<td>0.855</td>
<td>0.983</td>
<td>1.022</td>
<td>0.992</td>
</tr>
<tr>
<td>3.226</td>
<td>1.065</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>3.861</td>
<td>1.274</td>
<td>1.003</td>
<td>0.998</td>
<td>1.002</td>
</tr>
<tr>
<td>4.496</td>
<td>1.474</td>
<td>1.007</td>
<td>0.993</td>
<td>1.003</td>
</tr>
</tbody>
</table>
TABLE 3.—Concluded

(b) Flight 2. \( x = 274 \text{ cm}, M_\delta = 2.90, T_\delta = 229 \text{ K}, T_w = 514 \text{ K}, \)
\( T_w/T_R = 0.91, p_\delta = 4944 \text{ N/m}^2, U_\delta = 880 \text{ m/sec}, \theta = 0.194 \text{ cm}, \delta = 3.05 \text{ cm} \)

<table>
<thead>
<tr>
<th>( y', \text{cm} )</th>
<th>( \gamma/\delta )</th>
<th>( M/M_\delta )</th>
<th>( T/T_\delta )</th>
<th>( U/U_\delta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.254</td>
<td>0.083</td>
<td>0.566</td>
<td>1.638</td>
<td>0.724</td>
</tr>
<tr>
<td>0.432</td>
<td>0.142</td>
<td>0.617</td>
<td>1.551</td>
<td>0.769</td>
</tr>
<tr>
<td>0.610</td>
<td>0.200</td>
<td>0.666</td>
<td>1.464</td>
<td>0.805</td>
</tr>
<tr>
<td>0.787</td>
<td>0.258</td>
<td>0.700</td>
<td>1.415</td>
<td>0.833</td>
</tr>
<tr>
<td>0.965</td>
<td>0.316</td>
<td>0.734</td>
<td>1.359</td>
<td>0.857</td>
</tr>
<tr>
<td>1.321</td>
<td>0.433</td>
<td>0.797</td>
<td>1.267</td>
<td>0.896</td>
</tr>
<tr>
<td>1.956</td>
<td>0.641</td>
<td>0.903</td>
<td>1.119</td>
<td>0.956</td>
</tr>
<tr>
<td>2.591</td>
<td>0.849</td>
<td>0.979</td>
<td>1.024</td>
<td>0.990</td>
</tr>
<tr>
<td>3.226</td>
<td>1.058</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>3.861</td>
<td>1.266</td>
<td>1.003</td>
<td>0.995</td>
<td>1.001</td>
</tr>
<tr>
<td>4.496</td>
<td>1.474</td>
<td>1.003</td>
<td>0.995</td>
<td>1.001</td>
</tr>
</tbody>
</table>

TABLE 4.—INCOMPRESSIBLE LAW-OF-THE-WALL VELOCITY PROFILE

[Ref. 16]

<table>
<thead>
<tr>
<th>( \frac{U' y}{\nu} )</th>
<th>( \frac{U}{U_t} )</th>
<th>( \frac{U' y}{\nu} )</th>
<th>( \frac{U}{U_t} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>50</td>
<td>14.87</td>
</tr>
<tr>
<td>1</td>
<td>0.99</td>
<td>60</td>
<td>15.33</td>
</tr>
<tr>
<td>2</td>
<td>1.96</td>
<td>80</td>
<td>16.04</td>
</tr>
<tr>
<td>3</td>
<td>2.90</td>
<td>100</td>
<td>16.60</td>
</tr>
<tr>
<td>4</td>
<td>3.80</td>
<td>150</td>
<td>17.61</td>
</tr>
<tr>
<td>5</td>
<td>4.65</td>
<td>200</td>
<td>18.33</td>
</tr>
<tr>
<td>6</td>
<td>5.45</td>
<td>300</td>
<td>19.34</td>
</tr>
<tr>
<td>7</td>
<td>6.19</td>
<td>400</td>
<td>20.06</td>
</tr>
<tr>
<td>8</td>
<td>6.87</td>
<td>500</td>
<td>20.62</td>
</tr>
<tr>
<td>9</td>
<td>7.49</td>
<td>600</td>
<td>21.08</td>
</tr>
<tr>
<td>10</td>
<td>8.05</td>
<td>800</td>
<td>21.79</td>
</tr>
<tr>
<td>12</td>
<td>9.00</td>
<td>1,000</td>
<td>22.35</td>
</tr>
<tr>
<td>14</td>
<td>9.76</td>
<td>1,500</td>
<td>23.36</td>
</tr>
<tr>
<td>16</td>
<td>10.40</td>
<td>2,000</td>
<td>24.08</td>
</tr>
<tr>
<td>18</td>
<td>10.97</td>
<td>3,000</td>
<td>25.09</td>
</tr>
<tr>
<td>20</td>
<td>11.49</td>
<td>4,000</td>
<td>25.81</td>
</tr>
<tr>
<td>24</td>
<td>12.37</td>
<td>5,000</td>
<td>26.37</td>
</tr>
<tr>
<td>28</td>
<td>12.99</td>
<td>6,000</td>
<td>26.83</td>
</tr>
<tr>
<td>32</td>
<td>13.48</td>
<td>8,000</td>
<td>27.54</td>
</tr>
<tr>
<td>36</td>
<td>13.88</td>
<td>10,000</td>
<td>28.10</td>
</tr>
<tr>
<td>40</td>
<td>14.22</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 1. YF-12A airplane showing location of hollow cylinder. Dimensions in meters.
Figure 2. YF-12A airplane with hollow cylinder attached.
Figure 3. Structural configuration of test specimen. Dimensions in centimeters.
Figure 4. Dimensions and instrumentation of hollow cylinder and skin friction gage. Dimensions in centimeters.
(b) Skin friction gage.

Figure 4. Concluded.
<table>
<thead>
<tr>
<th>Probe number</th>
<th>y, cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.25</td>
</tr>
<tr>
<td>2</td>
<td>0.43</td>
</tr>
<tr>
<td>3</td>
<td>0.61</td>
</tr>
<tr>
<td>4</td>
<td>0.79</td>
</tr>
<tr>
<td>5</td>
<td>0.97</td>
</tr>
<tr>
<td>6</td>
<td>1.32</td>
</tr>
<tr>
<td>7</td>
<td>1.96</td>
</tr>
<tr>
<td>8</td>
<td>2.59</td>
</tr>
<tr>
<td>9</td>
<td>3.23</td>
</tr>
<tr>
<td>10</td>
<td>3.86</td>
</tr>
<tr>
<td>11</td>
<td>4.50</td>
</tr>
<tr>
<td>12</td>
<td>5.13</td>
</tr>
<tr>
<td>13</td>
<td>6.40</td>
</tr>
<tr>
<td>14</td>
<td>7.67</td>
</tr>
<tr>
<td>15</td>
<td>8.94</td>
</tr>
<tr>
<td>16</td>
<td>10.21</td>
</tr>
</tbody>
</table>

(a) Pitot pressure rake. \( d = 0.10 \) cm.

(b) Conical probe flow direction sensor. Inside diameter of pressure orifices = 0.13 cm.

Figure 5. Boundary-layer pressure rake. Dimensions in centimeters.
Figure 6. Pitot pressure and total temperature rakes.
Figure 7. Total temperature rake. Dimensions in centimeters.
Figure 8. Typical circumferential static pressure distributions (looking forward).
Figure 9. Typical cylinder alinement as determined from conical probe measurements.
Figure 10. Cylinder without insulation.

Figure 11. Cylinder with insulation.
(a) Flight 1.

(b) Flight 2.

Figure 12. Time history of flight parameters and typical skin temperatures.
(c) Flight 3.

Figure 12. Concluded.
Figure 13. Surface static pressures measured on the lower cylinder centerline.
Figure 14. Comparison of theoretical and measured boundary-layer total temperature ratios.
Figure 15. Boundary-layer velocity profiles.
Figure 16. Determination of boundary-layer thickness.

(a) Flight 1.
(b) Flight 2.

Figure 16. Concluded.
(a) Mixing length transformation of van Driest (ref. 17).

Figure 17. Measured and calculated law-of-the-wall velocity profiles. Measured compressible values transformed to incompressible equivalents using indicated theory.
(b) Eckert's reference enthalpy method (ref. 18).

Figure 17. Continued.
(c) Wall reference temperature method (ref. 19).

Figure 17. Concluded.
Figure 18. Comparison of measured and calculated skin friction. $M_\infty = 2.90$, $N_{Re_\theta} = 8664$, $T_w/T_R = 0.91$. Flight 2.
Figure 19. Boundary-layer transition on lower surface.
Theoretical laminar flow

Begin transition, $x = 0.07$, $N_{Re_x} = 2.9 \times 10^5$

End transition, $x = 0.28$ m, $N_{Re_x} = 1.17 \times 10^6$

Laminar

Turbulent

(b) Flight 3.

Figure 19. Concluded.
(a) Eckert’s reference enthalpy (ref. 18).

Figure 20. Evaluation of three compressible turbulent skin friction theories.
(b) Spalding and Chi (ref. 21).

**Figure 20. Continued.**
(c) van Driest (ref. 20).

Figure 20. Concluded.
Figure 21. Comparison of measured and calculated heat transfer. Flight 3.
Skin temperatures, shear forces, surface static pressures, boundary-layer pitot pressures, and boundary-layer total temperatures were measured on the external surface of a hollow cylinder that was 3.04 meters long and 0.437 meter in diameter and was mounted beneath the fuselage of the YF-12A airplane. The data were obtained at a nominal free stream Mach number of 3.0 (a local Mach number of 2.9) and at wall-to-recovery temperature ratios of 0.66 to 0.91. The local Reynolds number had a nominal value of $4.3 \times 10^6$ per meter. Heat transfer coefficients and skin friction coefficients were derived from skin temperature time histories and shear force measurements, respectively. In addition, boundary-layer velocity profiles were derived from pitot pressure measurements, and a Reynolds analogy factor was obtained from the heat transfer and skin friction measurements.

The measured data are compared with several turbulent boundary-layer prediction methods.