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ABSTRACT

The design of a failure detection and identification (FDI) system consists of designing a robust residual-generation process and a high-performance decision-making process. In this research the design of these two processes were examined separately.

Residual-generation is based on analytical redundancy. Redundancy relations that are insensitive to modelling errors and noise effects are important for designing robust residual-generation processes. The characterization of the concept of analytical redundancy in terms of a generalized parity space, as presented in this thesis, provided a framework in which a systematic approach to the determination of robust redundancy relations was developed.

The Bayesian approach was adopted for the design of high-performance decision processes. The FDI decision problem was formulated as a Bayes sequential decision problem. Since the optimal decision rule is incomputable, a methodology for designing suboptimal rules was proposed. A numerical algorithm was developed to facilitate the design and performance evaluation of suboptimal rules. This design approach was applied to an example, and the results were compared with those of Monte Carlo simulations.
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CHAPTER 1
INTRODUCTION

Physical systems are often subjected to unexpected changes, such as component failures and variations in operating conditions, that tend to degrade overall system performance. We will refer to such changes as failures, although there may not be any physical failure present. Maintaining a certain level of performance under failure is the objective of reliable system designs. In some cases, it is possible to design a system that is relatively insensitive to certain failures without explicitly detecting them. However, the inevitable tradeoff is reduced effectiveness of the system during normal conditions. Therefore, explicit failure detection and accommodation may be more desirable if such degraded overall performance must be avoided. Another situation where explicit failure detection and identification is required is one when an appropriate back-up actuator or sensor needs to be activated to replace the faulty one. Here, one needs to know which instrument should be used. Although failure detection and accommodation represent a single objective, it is often reasonable to assume that the appropriate remedy for each possible failure is known. From this perspective, the detection and identification of failures can be treated as a separate problem and this is the subject of this thesis research.

1.1 Problem Description

The study of failure detection and identification (FDI) in dynamical systems is based on the analysis of the structure and behavior of systems, which are described by mathematical models. In this research, we are
mainly concerned with the linear, time-invariant stochastic, discrete time model:

\[ x(k+1) = Ax(k) + \sum_{j=1}^{q} b_j u_j(k) + \xi(k) \]  \hspace{1cm} (1-1)

\[ y_j(k) = c_j x(k) + \eta_j(k), \quad j=1, \ldots, m \]  \hspace{1cm} (1-2)

where \( x \) is the \( n \)-dimensional state vector, \( u_1, \ldots, u_q \) are the \( q \) known actuator inputs, and \( y_1, \ldots, y_m \) are the \( m \) sensor outputs (measurements); \( \xi \) and \( \eta \) are independent zero mean, white Gaussian (noise) sequences with covariance

\[ E\{\xi(k)\xi'(t)\} = Q_{\delta_k,t} \]

\[ E\{\eta(k)\eta'(t)\} = R_{\delta_k,t} \]

where \( \delta_{k,t} \) is the Kronecker delta. The column vector \( b_j \) corresponds to the \( j \)-th actuator and input \( u_j \), and the row vector \( c_j \) corresponds to the \( j \)-th sensor. Equations (1-1) and (1-2) are used to model a dynamical system in the normal mode, i.e. in the no-fail situation.

Failures represent abrupt changes. Hence, various failure modes (failure types) can be modelled as deviations from the normal mode. A faulty sensor may take the form of a change in \( c_j \), a bias, or increased measurement noise in (1-2). A malfunctioning actuator may manifest itself as a shift in \( b_j \), and an actuator "stuck" at a certain position that causes an input bias
may be described by a bias in (1-7). In some applications, the linear model (1-1)-(1-2) is used to represent the linearized behavior of a nonlinear system at a particular operating point. A change in the set point can result in a different set of system matrices, i.e. $A$, $\{b_j\}$, and $\{c_j\}$. Thus, shifts in all the system matrices are often necessary in order to model such a change.

Each failure is characterized by three attributes: 1) the failure mode or failure type ($i$), e.g. a biased sensor or a "stuck" actuator; 2) the failure time ($T$) - the time at which the failure occurs, and 3) the magnitude (extent) of the failure ($v$), e.g. the size of a sensor bias. By the very nature of a failure, these attributes are not known. Depending on the situation, not all three attributes are of equal importance. Consider, for instance, the problem of a failed sensor. With the availability of back-up sensors, being able to identify the failure mode (failed sensor) may provide acceptable overall performance. However, if we want to compensate an estimate of $x$ based on, for example, the Kalman filter (KF) [1] for the error due to a failed sensor, we need to identify the failure time and the failure magnitude as well as the failure mode. When back-up sensors are not available, we have to make use of a degraded sensor. Then, we need to determine both the failure mode and the failure magnitude (e.g. the size of the bias that has developed in the sensor). However, it is sometimes necessary to estimate both $T$ and $v$ in order to do a good job of identifying $i$, even when the failure mode is the only important parameter. This is analogous to the problem of estimating a subset of the state variables of a system.
In order to obtain accurate estimates of these variables, it is sometimes necessary to use a full order filter to estimate the entire state vector. In any case, the detection of a failure \((i, t, v)\) requires the examination of the measurement for the failure's characteristic effects. 

In recent years, numerous approaches (e.g., the voting scheme [2][3], the generalized likelihood ratio (GLR) method [4][5], the multiple model method [5][6] and the detection filters of Beard [7] and Jones [8]) have been developed to perform FDI in dynamical systems with linear stochastic models. A comprehensive survey that includes a description of the underlying principles and a discussion of the advantages and shortcomings of the various methods has been prepared by Willsky [9]. With such a wealth of background information available we shall forgo a detailed review of previous work in FDI. Instead, we proceed to the basic structure of a FDI system and the issues that require careful consideration during the design of such a system.

The FDI process can be thought of conceptually as consisting of two stages: residual-generation and decision-making. For a particular set of hypothesized failures, a general FDI system has the basic structure shown in Figure 1-1. Outputs from sensors are initially processed to enhance possible hypothesized failure effects so that they can be easily recognized. The processed measurements are called the residuals, and this enhanced effect of a failure is called the signature of the failure. Intuitively, the residuals represent the difference between the observed sensor outputs and the expected sensor outputs in the normal mode. In the absence of a failure, the residuals should be unbiased, showing agreement between observed and expected
FIGURE 1-1: Two-stage Structure of the FDI Process.
normal behavior of sensor outputs, and a failure signature often takes the form of residual biases that are characteristic of the failure. The residual-generation process can be of varying degrees of complexity for different types of FDI systems. For example, in a voting system, the residuals are simply the differences of the outputs of the various pairs of like sensors, whereas in the GLR system, the residuals (which are also the filter residuals) are generated by the more complexKF.

In the decision process the residuals are examined for the presence of failure signatures. Decision functions or statistics are first calculated using the residuals. Then, a decision rule is applied to the decision statistics to determine if any failure has occurred in the system. A decision process may consist of a simple threshold test on the instantaneous values or moving averages of the residuals, or it may be based on more sophisticated from statistical decision theory e.g. the sequential probability ratio test (SPRT) [10].

The design of a FDI system requires the consideration of several issues. The immediate concern is the performance of the detection system, i.e. how responsive the system is to failures and how accurate the decisions are. Unfortunately, systems that respond quickly to abrupt changes are necessarily sensitive to noise effects. Thus, a tradeoff exists between detection speed and detection accuracy. In addition, the detection probabilities, i.e. the probabilities of correct detections and cross-detections (declaring one type of failure, when, in fact, another has occurred) cannot be arbitrarily
specified as parameters of the design. They represent additional tradeoffs inherent in the FDI design problem. These performance tradeoff issues can be most directly considered in the design of the decision process of the FDI system rather than the residual generation process. One of the goals of this research is to develop an approach for designing decision processes that systematically examines the tradeoffs among the various performance issues.

A desirable and important quality for a practical FDI system to possess is robustness, i.e. the relative insensitivity of the system's performance to parameter variations and modelling errors or uncertainties. An ideal approach to designing a robust system is to include all uncertainties in the problem specification, and a robust design will result from optimizing (in some sense) the performance of the system with the uncertainties. However, this generally leads to a complex mathematical problem that is too difficult to solve from a practical point of view. At the other extreme, a simpler alternative approach is to ignore all modelling uncertainties in the performance optimization process. The resulting design is then evaluated in the presence of modelling errors. If the degradation in performance is tolerable, the design is accepted, otherwise, it is modified and re-evaluated. Although this iterative method often yields acceptable designs, it has several serious drawbacks. Since the effects of the uncertainties are not directly determined, it is often unclear what parts of the design should be modified and what form the modifications should take. Furthermore, each iteration may be very expensive to carry out since extensive Monte Carlo simulations are often required for performance evaluation.
A better approach that considers the possible modelling errors directly is suggested in the work of Deckert, et.al. on aircraft sensor FDI problems [11]. The basic idea there is to identify the parts of the system that are known well and those that may contain substantial uncertainties. Then a FDI system (i.e. its residual-generation stage) is designed based primarily on the well-known parts (and only secondarily on the less well-known parts) of the system behavior. For example, the velocity and acceleration of an aircraft are related in two ways. Aerodynamic forces that give rise to the aircraft's acceleration are functions of the velocity (and other variables). However, this function relating velocity and acceleration is only known empirically and can be rather inaccurate. On the other hand, the kinematical relationship between velocity and acceleration is governed by a well-known physical relationship, \( v = a \). Therefore, the performance of a design based on the kinematical relationship is insensitive to system parameter variations, while a design based on the aerodynamics is sensitive to such variations.

Because, modelling errors affect the residual-generation process directly, the above approach suggests that robustness can effectively be achieved by designing a robust residual-generation process. We will adopt this approach to the robustness issue, as it is much simpler than the ideal approach (of an integrated treatment of robustness in the residual- and decision-making systems) and more direct than the trial-and-error method. Consequently, it will yield more insight into the general problem of robust FDI system design. In addition, this approach will provide the designer with a qualitative measure of the attainable level of robustness in the early stages of this design, and this will allow him to assess what he can expect in terms of overall performance.
Computational complexity is another important design consideration. Clearly, a practical system should only require a reasonable amount of storage and computation. An FDI system that take into account detailed dynamical behavior of the system is more complex but is likely to be more effective for a greater variety of failures than a system that does not use the same information. Furthermore, it may permit a reduction in hardware redundancy. In this study, the tradeoff effects among complexity, performance, and possible hardware redundancy are considered in the design of both the residual-generation and decision processes.

The goal of this research is to develop a methodology for designing FDI systems that takes into consideration the issues of performance, robustness, and computational complexity. Viewing the FDI process as consisting of two stages allows us to break up the FDI system design problem into two parts. We will examine the design of robust residual-generation processes and the design of high-performance decision-making proceeds separately.

1.2 Overview of Thesis

This thesis report basically consists of two parts, each dealing with one of the two stages of the FDI process. In Chapter 2 and 3 we will consider the design of residual-generation processes. The decision rule (decision process) design problem is the subject of Chapters 4, 5, and 6.

All residual-generation processes exploit some form of analytical redundancy - the relationship among sensor outputs and actuator inputs specified by the dynamics of the system under the no-fail situation, e.g.
the kinematic relation $\dot{v} = a$. (when such a relation is violated, a failure among the components, i.e. sensors and actuators, involved in the relation must have occurred). In order to facilitate the design of robust residual-generation processes, a thorough understanding of the concept of analytical redundancy and how it can be exploited in deriving residuals is needed. In Chapter 2 we will present a characterization of analytical redundancy (for a linear time-invariant system in the absence of noise and modelling uncertainties) in terms of the concept of a parity space. We will describe several forms of residual-generation that are based on analytical redundancy, and we will discuss how such residuals can be used for FDI.

In Chapter 3 we will consider the effect of modelling errors and noise on redundancy relations, and we will define a simple measure of such effects. Clearly, a residual-generation process is robust (or as robust as it can be) if it is based on the redundancy relation that is least vulnerable to noise and modelling errors. The choice of such a redundancy relation is formulated as a minimax optimization problem (aimed at minimizing the worst case effect of noise and modelling error). Together with the viewing of analytical redundancy in terms of a parity space, the minimax design represent a new approach to the problem of designing robust residual-generation processes.

The design of a decision process involves resolving the tradeoff among detection performance issues such as expected detection delay, false alarm rates, and the various detection probabilities. We have chosen to examine this problem using the Bayesian approach with which the design problem can be
easily conceptualized. In Chapter 4, we will describe the Bayes formulation of the FDI decision problem and the optimal Bayes decision rule. Although the optimal rule is generally not computable, the structure of the Bayesian approach can be used to derive practical suboptimal rules. We will consider the design of suboptimal rules based on the Bayes formulation in Chapter 5. Numerical algorithms for designing such rules and evaluating the associated performance indices (detection probabilities, etc.) will also be presented. In Chapter 6, we will report on our experience with this approach to designing decision rules through a numerical example and simulation.

A brief summary of this thesis and a discussion of some future research directions are included in Chapter 7.
CHAPTER 2

ANALYTICAL REDUNDANCY AND RESIDUAL GENERATION

2.1 Introduction

The first stage of the FDI process is the generation of residuals, and one of the goals of this research is to investigate the problem of designing simple and robust residual-generation processes. To date, this problem has not been dealt with directly for the general case, although it was successfully resolved for a particular application [11]. The present chapter and the next one are devoted to developing one approach to this general design problem.

The first step towards our goal is to gain a better understanding of the concept of analytical redundancy - the basis for residual-generation. There are basically two forms of analytical redundancy: 1) direct redundancy - the instantaneous relationship among outputs of sensors, and 2) temporal redundancy - the relationship among the histories of sensor outputs and actuator inputs. Before we proceed to present a mathematical characterization of redundancy we will describe some examples of the two forms of redundancy.

Direct redundancy exists among sensors whose outputs are algebraically related, i.e. the sensor outputs are related in such a way that the variable one sensor measures can be determined by the instantaneous outputs of the other sensors. A simple example is the case of identical sensors, where we have, i.e., the absence of sensor noise,

\[ y_1 = y_2 \]
The general form of direct redundancy exists among a set of sensors that are modelled by linearly dependent $c_j$'s in equation (1-2), e.g. a set of four accelerometers measuring acceleration in 3-space [12]. In such a case some fixed linear combination of the sensor outputs should always be zero (or close to zero when noise effects are included) in the normal mode. Alternatively, the ideal output of one of those sensors can be generated by a linear combination of the outputs of the remaining sensors, i.e.

$$y_1 = \sum_{i=2}^{m} \alpha_i y_i$$

(2-2)

where the $\alpha_i$ are constants. It is clear that the identical sensor case (2-1) is a specialization of (2-2). In the absence of a failure, the ideal output calculated in this way should agree with the observed output of the sensor. That is, the residual $y_1(k) - \sum_{i=2}^{m} \alpha_i y_i(k)$ should be zero. A deviation from this behavior provides the clue to a failure among the set of sensors. We note that, through direct redundancy, certain dissimilar sensors may, in effect, be compared.

Direct redundancy has been exploited to generate residuals for the voting scheme for sensor FDI, where the "majority rule" principle is applied to detect and identify the failed sensors. (We will discuss voting in Section 2.3). Examples of successful application of the voting method include [2], [3], [12]. The residuals of the voting system simply consist of weighted sums of sets of linearly dependent (instantaneous) sensor outputs. Thus, direct redundancy based residual-generation is simple. However it has
two major disadvantages. A high degree of hardware redundancy is required to use the "majority rule" principle. In addition, direct redundancy is not applicable for detecting actuator failures.

In contrast to direct redundancy, temporal redundancy is useful for both sensor and actuator FDI. Consider, for example, the temporal relationship between velocity ($v$) and acceleration ($a$):

$$v(k+1) = v(k) + Ta(k), \quad k=1,2,...$$  \hspace{1cm} (2-3)

where $T$ is the period of discretization. Just as direct redundancy (2-2) provides the basis for comparing outputs of linearly dependent sensors, (2-3) prescribes a way of comparing velocity measurements with accelerometer outputs, i.e. the residual is $r(k+1) = v(k+1) - v(k) - Ta(k)$. As a result, outputs from velocity sensors and accelerometers can be compared in a mixed velocity-acceleration sensor voting system for detecting and identifying both types of sensor failures.

Temporal redundancy facilitates the comparison of sensor outputs among which direct redundancy does not exist. Consequently, a reduction in hardware redundancy for sensor FDI can be realized. Viewed in a different light, the use of analytical redundancy implies that additional sensor failures can in principal be detected with the same level of hardware redundancy.

To see how temporal redundancy can be exploited for detecting actuator failures, let us consider the first-order model of a vehicle in motion:

$$v(k+1) = a\, v(k) + Tu(k), \quad k=1,2,...$$  \hspace{1cm} (2-4)
where $v$ denotes the vehicle's velocity, and $\alpha$ is a scalar constant between zero and one reflecting the effects of friction and drag. $T$ is the discretization step, and $u$ is the commanded engine force (actuator input) divided by the vehicle's mass. Now, the velocity measurements can be compared to the actuator inputs by means of (2-4), i.e.

$$r(k+1) = v(k+1) - \alpha v(k) - Tu(k).$$

An actuator failure may be inferred, if the sensor is functioning normally but (2-4) is not satisfied.

While the additional information supplied by dissimilar sensor outputs and actuator inputs at different times through temporal redundancy facilitates the detection of a great variety of failures and reduces hardware redundancy, exploitation of this additional information often results in increased computational complexity, since the dynamics of the system will have to be accounted for. Depending on the accuracy of the system model, the biggest drawback, however, could be the increased sensitivity to system parameter variations due to the dependence on the system dynamics - the robustness issue.

From the above discussion, one approach to the design of robust residual-generation processes in any given application is evident: the various redundancies that are relevant to the failures under consideration are to be identified, and residual-generation should be based on the redundancies that are least sensitive to modelling uncertainties. This is the approach we will examine.

In order to apply this design philosophy, we need: 1) a precise characterization of analytical redundancy, and 2) a quantitative description
of the effects of noise and modelling uncertainties on the generation of residuals. We will examine the first problem in this chapter and the second problem in Chapter 3.

In the next section, we will present a general formulation of the concept of analytical redundancy in linear time-invariant systems. This formulation is a generalization of the parity equations studied by various researchers (e.g. [2],[3]) and the parity space discussed by Potter and Suman [13], and it provides a unified setting for discussing all approaches to FDI. In Section 2.3 we will discuss a generalized voting scheme for FDI, where residual-generation is based on the explicit forms of analytical redundancy described in section 2.2. In section 2.4 we will examine the effects of failures on the residuals generated from these explicit forms of analytical redundancy in order to understand how such information is used to detect failures in FDI schemes other than the voting method. In FDI systems such as GLR [4] and the detection filters of Beard [7] and Jones [8], residual-generation is accomplished by means of filters, which do not utilize analytical redundancy in as explicit a form as in a voting system. Based on the insights obtained in section 2.4 we will explore the role of analytical redundancy in the residual-generation process of these systems in section 2.5.

2.2 Analytical Redundancy - Parity Relation

In this thesis we have focussed our effort on developing an approach to designing robust residual-generation processes for linear time-invariant (LTI) systems. In order to focus on the concept of redundancy we will base our discussions in this chapter primarily on an LTI system that is in a
noise-free environment and for which we have an exact model. We will analyze the effect of noise in subsequent chapters as we consider the use of redundancy for the design of high-performance FDI schemes.

The system of interest to us here is characterized by the deterministic model

\[ x(k+1) = Ax(k) + \sum_{j=1}^{q} b_j u_j(k) \quad (2-5) \]

\[ y_j(k) = c_j x(k), \quad j=1, \ldots, m \quad (2-6) \]

where \( x \) is the \( n \)-dimensional state vector, \( A \) is a constant \( n \times n \) matrix, \( b_j \) is a constant (column) \( n \)-vector, and \( c_j \) is a constant (row) \( n \)-vector. The scalar \( u_j \) is the known input to the \( j \)-th actuator, and the scalar \( y_j \) is the output of the \( j \)-th sensor.

In order to facilitate the following discussion we introduce the following notation:

\[ C_j(n_j) = \begin{bmatrix} c_j \\ c_j A \\ \vdots \\ c_j A^{n_j-1} \end{bmatrix} \quad n_j = 0,1,\ldots, m \quad (2-7) \]

The well-known Caley-Hamilton theorem [15] implies that there is an \( n_j \), \( 1 \leq n_j \leq n \), such that

\[ \text{rank } C_j(n_j) = \begin{cases} n_j+1 & \text{if } n_j \leq \tilde{n}_j \\ n_j & \text{if } n_j > \tilde{n}_j \end{cases} \quad (2-8) \]
The matrix $C_j(n_j-1)$ characterizes that part of the system that is observable from the $j$-th sensor. Specifically, the null space of $C_j(n_j-1), N(C_j(n_j-1))$, is known as the unobservable subspace of the $j$-th sensor, because any component of the state lying in $N(C_j(n_j-1))$ will not affect the output of the $j$-th sensor [15]. The rows of $C_j(n_j-1)$ span a subspace of $\mathbb{R}^n$ that is the orthogonal complement of the unobservable subspace. Such a subspace is defined here to be the observable subspace of the $j$-th sensor, and it has dimension $\overline{n_j}$. The system (2-5)-(2-6) is observable (through the $m$ sensors) if the sum of the $m$ observable subspaces is the whole space $\mathbb{R}^n$. We will assume that the system is observable.

In Subsection 2.2.1 we will characterize analytical redundancy in terms of the concept of a parity space and parity relations, and in Subsection 2.2.2 we will discuss residual-generation schemes based on analytical redundancy, i.e. on parity relations.

2.2.1 The Generalized Parity Space

Let $\omega$ be a row vector of dimension $\overline{n} = \sum_{j=1}^{m} (\overline{n}_j+1)$ such that

$$\omega = [\omega^1, \ldots, \omega^m], \text{ where } \omega^j, j = 1, \ldots, m, \text{ is a } (\overline{n}_j+1)-\text{dimensional row vector.}$$

Consider a non-zero $\omega$ satisfying

$$\begin{bmatrix}
C_1(\overline{n}_1) \\
\vdots \\
C_m(\overline{n}_m)
\end{bmatrix} [\omega^1, \ldots, \omega^m] = 0, \quad \forall x \in \mathbb{R}^n,$$

(2-9)

(Note that in the above equation $C_j(\overline{n}_j)$ has $\overline{n}_j+1$ rows while it has only rank $\overline{n}_j$. The reason for this will become clear when we discuss the temporal...
redundancy associated with a single sensor.) Since the system is observable, there are only \( n-n \) linearly independent \( \omega \)'s that satisfy (2-9). We let \( \Omega \) be an \( (n-n)x \) \( n \) matrix with a set of such independent \( \omega \)'s as its rows. (The matrix \( \Omega \) is not unique.) Assuming all the \( u_j \)'s are zero for the moment, we have the \( n-n \) linearly independent parity equations or parity relations that are independent of the state \( x \):

\[
\begin{bmatrix}
  y^1_1(k, \overline{n}_1) \\
  \vdots \\
  y^m_m(k, \overline{n}_m)
\end{bmatrix}
\Omega

= p \tag{2-10}
\]

where

\[
y^j_j(k, \overline{n}_j) = \begin{bmatrix}
y_1(k) \\
  \vdots \\
y_j(k+\overline{n}_j)
\end{bmatrix}
\]

\( j = 1, \ldots, m \) \tag{2-11}

The \( (n-n) \)-vector \( p \) is called the parity vector. Under the ideal conditions set forth in the beginning of this section, \( p \) is zero. More generally, in the presence of noise and failures, \( p \) is a non-zero vector representing the inconsistencies among the sensor outputs. Different failures will produce different \( p \)'s. Thus, the parity vector may be used as the signature-carrying residual for FDI. We will further discuss residual-generation based on parity equations in the succeeding sections.

The space of all \( (n-n) \)-dimensional parity vectors defined by (2-10) is called a parity space. We note that the parity space discussed above is an extension of the parity space examined by Potter and Suman [13] to
include sensor outputs at different times, thereby, taking into account the dynamics of the system. In [13], Potter and Suman exclusively studied equation (2-10) with $n_1=n_2=...=n_m=0$. We will exploit our generalized notion of a parity space to characterize analytical redundancy.

When the actuator inputs are not zero, (2-10) must be modified to be

$$\Omega \begin{bmatrix} Y_1(k, n_1) \\ \vdots \\ Y_m(k, n_m) \end{bmatrix} - \begin{bmatrix} B_1(n_1) \\ \vdots \\ B_m(n_m) \end{bmatrix} U(k, r_0) = p \tag{2-12}$$

where

$$B_j(n_j) = \begin{bmatrix} 0 & \cdots & 0 \\ c_jB & \ddots & \cdots & 0 \\ \vdots & \ddots & \ddots & \cdots \\ c_jA^{n_j-1} & \cdots & c_jB & 0 & \cdots & 0 \end{bmatrix} \tag{2-13}$$

$$B = [b_1 \ldots b_q] \tag{2-14}$$

$$n_0 = \max[n_1, \ldots, n_m] \tag{2-15}$$

$$u(k) = [u_1(k) \ldots u_q(k)]' \tag{2-16}$$

$$U(k, n_0) = [u'(k) \ldots u'(k+n_0')]' \tag{2-17'}$$

$B_j(n_j)$ is an $(n_j+1)\times n_0q$ matrix ($q$ is the number of actuators). Equation (2-12) defines the generalized parity vector $p$, and the $(n-n)$-dimensional
space of all such vectors is called the generalized parity space. Any linear combination of the rows of the left hand side of (2-12) is called a parity function. Note that (2-8) implies that we generally do not need to consider a higher dimensional parity space that is defined by (2-12) with \( \overline{n}_j \) replace by \( n_j > \overline{n}_j \), \( j=1,\ldots,m \), although it is possible to do so.

It is now clear that (2-12) with \( p=0 \) (which is the case under ideal conditions) characterizes all the analytical redundancies of the LTI system (2-5) and (2-6), because it specifies all the essential relationships among the actuator inputs and sensor outputs. Each parity equation can be regarded as a redundancy relation, and it can be obtained by taking a linear combination of the rows of (2-12).

An important notion in describing analytical redundancy is the order of a redundancy relation. Let \( \omega \) be the vector of a particular parity relation, i.e.

\[
\sum_{j=1}^{m} \omega_j [V(k, \overline{n}_j) - B_j(\overline{n}_j)U(k, \overline{n}_0)] = 0
\]  

(2-18)

where \([\omega^1 \ldots \omega^m] = \omega\). We can define the order \( p \) of such a relation as follows. Since some elements of \( \omega \) may be zero, there is a largest index \( \overline{n} \) such that the \( \overline{n} \)-th element of \( \omega_j \) for some \( j \) is non-zero but the \((\overline{n}+1)\)-th through the \( \overline{n}_j \)-th elements of each \( \omega_j \) are zero (or \( \overline{n}_j < \overline{n} \)). Then, \( p \) is defined to be \( p=\overline{n}-1 \).

The order \( p \) describes the "memory span" of the redundancy relation.

For example, when \( p=0 \), instantaneous outputs of sensors are examined. When \( p>0 \), at least some sensor outputs at times up to \( p \) steps in the past need to be considered in the parity equation, e.g. the kinematical equation (2-3).
is a first order parity relation. Hence, direct redundancy is characterized by $\rho=0$, while a temporal redundancy relation has a $\rho>0$.

Based on the properties of observability subspaces we have developed a general characterization of analytical redundancy in terms of a parity space. To illustrate the generality of this characterization we will examine a few examples of redundancy relations.

**Direct Redundancy**

Direct redundancy is described by a zeroth order parity relation

$$[w^1_0 0 \ldots 0 | \ldots | w^m_0 0 \ldots 0] \begin{bmatrix}
  V_1(k, \tilde{n}_1) \\
  \vdots \\
  V_m(k, \tilde{n}_m)
\end{bmatrix} - \begin{bmatrix}
  B_1(\tilde{n}_1) \\
  \vdots \\
  B_m(\tilde{n}_m)
\end{bmatrix} U(k, \tilde{n}_0) = 0 \quad (2-19)$$

where $w_i^j$ is a scalar denoting the $(i+1)$-st elements of $\omega^j$. At least two of the $w_i^j$ must be non-zero for (2-19) to be a meaningful parity relationship. Because of the structure of $B_j(\tilde{n}_j)$ (see (2-13)), (2-19) can be written as

$$\begin{bmatrix}
  y_1(k) \\
  \vdots \\
  y_m(k)
\end{bmatrix}
\begin{bmatrix}
  w_0^1 & \ldots & w_0^m \\
  \vdots & \ddots & \vdots \\
  w_m^1 & \ldots & w_m^m
\end{bmatrix}
\begin{bmatrix}
  V_1(k, \tilde{n}_1) \\
  \vdots \\
  V_m(k, \tilde{n}_m)
\end{bmatrix}
\begin{bmatrix}
  B_1(\tilde{n}_1) \\
  \vdots \\
  B_m(\tilde{n}_m)
\end{bmatrix} U(k, \tilde{n}_0) = 0 \quad (2-20)$$

In this case the parity function (left hand side of (2-20)) can be directly used as the residual.
A single sensor

Due to (2-8) (Caley-Hamilton) it is always possible to find a non-zero $\omega^j$ such that under the ideal condition, (2-12) becomes

$$\omega^j [Y_j(k,\bar{n}^j) - B_j(\bar{n}^j)U(k,\bar{n}^0)] = 0$$  \hspace{1cm} (2-21)

Expression (2-21) represents a form of temporal redundancy - i.e. it is the relationship among the histories of the j-th sensor output and the actuator input, and it is of order $\bar{n}^j_j$. Note that (2-21) is the lowest order parity relation involving only one (the j-th) sensor, and this is why we have chosen to consider $C_j(\bar{n}^j)$, as opposed to $C_j(\bar{n}^j-1)$, in defining the generalized parity space. Parity relation (2-21) prescribes a consistency test that requires comparing to zero a linear combination of a window of sensor j outputs and the actuator inputs. Such a combination (the left hand side of (2-21)) can be used as the residual $r(k)$. Since this test involves only one sensor, it may be used as a self-test for sensor j, if $B_j(\bar{n}^j)$=0 or if the actuators can be verified (by other means) to be functioning properly. Similarly, it can be used to detect actuator failures when sensor j can be verified to be normal. The Caley-Hamilton theorem implies that a self-test redundancy such as (2-21) always exists for sensor j.

Equation (2-21) can be alternatively written as

$$y_j(k) = -\left(\omega^j\right)^{-1} \left[ \begin{array}{c} \bar{n}^j_j \\ \bar{n}^j_j \\ \bar{n}^j_j \end{array} \right] \begin{array}{c} y_j^j(k) \\ Y_j(k) \\ U(k) \end{array} - \begin{array}{c} \bar{n}^j_j \\ \bar{n}^j_j \\ \bar{n}^j_j \end{array} \begin{array}{c} \bar{n}^j_j \\ \bar{n}^j_j \\ \bar{n}^j_j \end{array} \begin{array}{c} y_j(k) \\ Y_j(k) \\ U(k) \end{array}$$  \hspace{1cm} (2-22)
where

\[
\begin{bmatrix}
\sigma_0^j & \ldots & \sigma_{n_j-1}^j & 0 & \ldots & 0
\end{bmatrix} = \omega_0^j \beta_j(n_j)
\]  

(2-23)

and \( \sigma_t^j, t=0,\ldots,n_j-1 \), is a q-dimensional row vector; \( \omega_t^j, t=0,\ldots,n_j \) is the \((t+1)\)-th component of \( \omega^j \), and \( u(k) \) is the q-dimensional actuator input vector at time \( k \). Equation (2-22) represents an auto-regressive moving-average (ARMA) model for the \( j \)-th sensor output. It is only a moving average (MA) if \( c_j A = 0 \). Under the ideal condition, the value of \( y_j \) at time \( k \) can be predicted from the past values of \( y_j \) and actuator inputs using (2-22). The residual defined by taking the difference between the left and right hand sides of (2-22) is indeed the difference between such a prediction of \( y_j(k) \) and the observed \( y_j(k) \). Hence, a non-zero residual will provide the clue for a (sensor \( j \) or an actuator) failure.

**Temporal redundancy between two sensors**

A temporal redundancy exists between sensor \( i \) and sensor \( j \), if there are

\[
\omega_i^j = \begin{bmatrix} \omega_0^i & \ldots & \omega_{n_i-1}^i & 0 \end{bmatrix}
\]  

(2-24a)

\[
\omega_j^i = \begin{bmatrix} \omega_0^j & \ldots & \omega_{n_j-1}^j & 0 \end{bmatrix}
\]  

(2-24b)

satisfying the redundancy relation

\[
[\omega_i^j \omega_j^i] \begin{bmatrix}
Y_i(k, n_i) \\
Y_j(k, n_j)
\end{bmatrix} - \begin{bmatrix}
E_i(n_i) \\
E_j(n_j)
\end{bmatrix} \begin{bmatrix}
\chi_i(k, n_i) \\
\chi_j(k, n_j)
\end{bmatrix} = 0
\]  

(2-25)
Equation (2-25) is a special case of the general form of parity equation (2-18) with $w^1=0$, $s^i$, $s^j$. The relation (2-25) is of order $p<\max[n_i,n_j]$.

Clearly, (2-25) holds if

$$[w_0^i \ldots w_{n_i-1}^i]C_i(n_i-1) = -[w_0^j \ldots w_{n_j-1}^j]C_j(n_j-1)$$

(2-26)

Now, the rows of $C_i(n_i-1)$ and $C_j(n_j-1)$ span the observable subspaces of sensors $i$ and $j$, respectively. Hence, (2-26) implies that a redundancy relation exists between two sensors if their observable subspaces overlap.

Furthermore, when the overlap subspace is of dimension $n$, there are $n$ linearly independent $[w^i w^j]$ pairs that will satisfy (2-26). Therefore, there are as many independent redundancy relations of the form (2-25) as the dimension of the overlap subspace.

Because the order of the redundancy (2-25) is $p$, either $w^i_p$ or $w^j_p$ must be non-zero. Assuming $w^j_p \neq 0$, we can write (2-25) in the form of an ARMA model for $y_j$:

$$y_j(k) = -(w^j_p)^{-1} \left[ \sum_{t=0}^{p} w^j_{p-t} y_{j}(k-t) + \sum_{t=0}^{p} w^i_{p-t} y_{i}(k-t) + \sum_{t=1}^{(\sigma^i_p + \sigma^j_p)} u(k-t) \right]$$

(2-27)

where we have used the notation (2-23). (Note that the summation of the $i$-th sensor outputs ranges from 0 to $p$ but those of the $j$-th sensor outputs and actuator inputs are from 1 to $p$.) Note that, viewing (2-27) as an ARMA model for $y_j$, we see that $y^i$ plays the role of an input, just as do the actuator inputs $u$. 
Similar to the single sensor case, (2-27) indicates that $y_j(k)$ can be predicted from a linear combination of the $i$-th sensor outputs $(y_i(k-p),...,y_i(k))$, the $j$-th sensor outputs $(y_j(k-p),...,y_j(k-1))$, and the actuator inputs $(u(k-p),...,u(k-1))$. The kinematical relation between velocity and acceleration measurements (2-3) is a parity relation expressed in the form of (2-27). The parity function (the left hand side of (2-25)), which represents the difference between the observed and predicted sensor outputs, can be directly used as the residual.

In summary, we have conceptualized the notion of analytical redundancy in terms of a generalized parity space. We have also illustrated how various redundancy relations can be obtained from this parity space and how these relations may be used in forming residuals. In the next subsection we will further discuss residual-generation based on parity relations.

2.2.2 Residual Generation Based on Parity Relations

In the preceding discussion we saw that parity functions can be used as residuals. These residuals may in turn be used in a voting system for FDI. We will discuss the voting scheme in the next section. In the remainder of this section we will describe other methods for generating residuals based on parity relations (temporal redundancies). We will mainly use the kinematical relation (2-3), which is a first order parity relation involving two sensors, to illustrate these mechanisms of residual-generation, but the basic concept can be readily generalized to higher order cases involving more sensors and actuators.
For easy reference we re-write (2-3) here

\[ v(k+1) = v(k) + Ta(k) \]  \hspace{1cm} (2-28)

A direct method for generating a residual \( r_1(k) \) is as follows

\[ r_1(k) = v(k) - v(k-1) - Ta(k-1) \]  \hspace{1cm} (2-29)

This is an example of the type of residual described in the preceding section that involves direct calculation of a parity function as in equation (2-18). In a noisy environment, \( r_1(k) \) is a random sequence. In the absence of a failure it is zero mean. When a failure occurs it becomes biased (possibly for only a short period of time as we shall see below). It is by detecting the presence of the bias in \( r_1(k) \) that a failure can be inferred.

Now consider a velocity sensor failure that manifests itself as a constant bias in the \( v \)-measurement. Suppose this failure occurs at time \( T \). Then \( r_1(k) \) will contain a bias at time \( T \), but it will become zero mean for \( k > T \). That is, the failure signature vanishes after one time step. (This is because the sensor bias effect is cancelled out via the term \( v(k) - v(k-1) \) in (2-29)). Thus, if this failure is not detected at time \( T \), \( r_1(k) \) defined by (2-29) will not provide any clue of this failure after time \( T \).

Fortunately, another way of using the parity relation (2-29) to generate useful residuals is available. The ARMA representation (2-29) of the kinematical relation implies that with an initial observation of the \( v \)-measurement, say \( v(0), v(k), k=1,2,.. \) can be predicted using the acceleration measurements only. Such a predicted \( v(k) \) can be subtracted from the
observed \( v(k) \) to form the residuals \( r^2(k) \):

\[
\tilde{v}(k+1) = \tilde{v}(k) + T a(k) \quad (2-30a)
\]
\[
r^2(k) = v(k) - \tilde{v}(k) \quad (2-30b)
\]

where \( v \) and \( \tilde{v} \) denote the observed and the (open-loop) predicted velocity measurements, respectively. Since no velocity measurement is used in the prediction other than during the initialization, the bias effect of the failure (its signature) will be present in \( r^2(k) \) for \( k \geq T \). In addition, a constant accelerometer bias will produce a ramp in \( r^2 \) but only a constant bias in \( r^1 \). The possible drawback of this scheme is that noise effects (due to the accelerometer) are accumulated. Therefore, it is useful for cases where the noise accumulated over the failure-monitoring period is small. Alternatively, when the noise level is low, this scheme can be applied with periodic re-initialization of the velocity prediction process. A variation of this residual-generation scheme for accelerometer failures was used with success in the aircraft sensor FDI problem [11].

A third residual-generation scheme may be devised using the parity relation (2-29) in a closed-loop fashion. Based on the ARMA representation (2-29) a filter for the velocity can be constructed:

\[
\hat{v}(k+1) = \hat{v}(k) + T a(k) + h r^3(k) \quad (2-32a)
\]
\[
r^3(k) = v(k) - \hat{v}(k) \quad (2-32b)
\]

where \( \hat{v} \) denotes the closed-loop prediction of the velocity measurement, and \( h \) is the filter gain (0<\( h <1 \)). The filter residuals \( r^3(k) \) also represent
the difference between the observed and predicted (or expected) velocity measurement, and hence, can be used as residuals for FDI. The advantage of using \( r^3 \) over \( r^2 \) is that the filter gain can be chosen so that the variance of \( \hat{v} \) (hence that of \( r^3 \)) will not grow indefinitely with time. As a result, the periodic re-initialization of the prediction process can be eliminated. The tradeoff, for example, is that the signature contained in \( r^3 \) for a velocity sensor bias failure, will vanish with increasing elapsed time \( k-T \), and that an accelerometer bias will lead to a steady state bias, not a ramp, in \( r^3 \). This residual-generation scheme is used in FDI schemes such as the GLR [4].

In summary, we have described three ways a temporal redundancy or parity relation may be used to generate residuals for FDI. (Note that for direct redundancy only the first method i.e. \( r^1 \), is available since no dynamics are involved). Generally, \( r^1(k) \) is the residual of the instantaneous comparison of the left hand side and right hand side of the parity equation (2-27), and it is dependent on \( y_j(k-p), \ldots, y_j(k) \). The residual \( r^2(k) \) is the difference between \( y_j(k) \) and its predicted value that is computed from \( y_j(0), \ldots, y_j(p-1), u(t), \) and \( y_i(t), i \neq j, t=1, \ldots, k \) using (2-27). Thus \( r^2 \) effectively represents a dynamic comparison (since all past \( u \) and \( y_i \) are used via the dynamics (2-27) in forming \( r^2 \)). In contrast to \( r^1(k) \), \( r^2(k) \) depends on \( y_j(0), \ldots, y_j(p-1) \), and \( y_j(k) \) but not on \( y_j(k-p), \ldots, y_j(k-1) \). The third type of residual \( r^3(k) \) is the innovations of the filter of \( y_j(k) \) based on (2-27). Similar to \( r^2 \), \( r^3 \) is based on a dynamic comparison. Moreover, \( r^3(k) \) depends on \( y_j(k-p), \ldots, y_j(k-1) \) just as \( r^1(k) \), albeit in a closed-loop
manner. These residuals can be directly used in a voting scheme, which will be discussed in the next section. Other methods for exploiting the failure information contained in the parity space will be explored in Sections 2.4 and 2.5.

2.3 The Generalized Voting Scheme

In this section we will describe how parity relations can be utilized in a generalized voting scheme (GVS) for FDI. Other usage of parity relations for FDI will be discussed in the next two sections. For simplicity we will assume in this section that only one failure can occur, but extension of the following idea to the case of simultaneous failures is straightforward.

The structure of a generalized voting system based on M parity relations is shown in Figure 2-1. This FDI system basically consists of M tests each of which serves to determine if one of the M parity relations is violated. Each test has its own residual-generation process that is based on a single parity relation. If the underlying parity relation is a direct redundancy, the residual is simply the parity function. If the parity relation represents a temporal redundancy, then residual-generation may take on one of the three forms discussed in Subsection 2.2.2, i.e. the residual may be simply the parity function, the difference between the true observation and the open-loop prediction of a sensor output, or the difference between the true observation and the closed-loop prediction of a sensor output. A decision rule is applied to the residuals associated with
FIGURE 2-1: The Generalized Voting Scheme.
each parity relation to determine if the corresponding parity relation is violated. A different decision rule may be used for each of the \( M \) parity relations. Typically, the decision rule employed in a voting system takes the form of a threshold tests on a single point of residual or the moving average of a window of residuals. However, more sophisticated rules such as the sequential rules examined in Chapter 4, 5, and 6 may be applied to make better use of the failure information contained in the residual for high-performance.

In the last stage of the GVS, the voting logic (to be described in the following) is applied to the outcome of the \( M \) consistency tests to detect and identify the failed component. Next, we will describe the voting logic.

In order to apply GVS, we need a set of parity relations with the property that each component (i.e. a sensor or an actuator) of interest is included in at least one parity relation and each component is excluded from at least one of the parity relations. (If there are \( M \) components, the number of parity relations considered is \( M \) or more. However, later in this section we will see that with a slight modification of the logic described below, as few as \( M-1 \) parity relations can be used.) When a component fails, all the parity relations involving it will be violated, while those excluding it will still hold. This means that the components involved in parity relations that hold can immediately be declared as unfailed. Moreover, the one component that is common to all of the violated parity relations is then readily identified as failed. This is the basic idea of generalized voting and is also the logic used by GVS to detect and identify failed components. It differs from the common notion of voting in the sense that through analytical
redundancy (parity relations) dissimilar components (including sensor and actuators) may vote together. We note that the voting system for linearly dependent sensor studied by various researchers [2][3][12] and the aircraft sensor FDI system [11] are special cases of GVS.

In the remainder of this section we will discuss some important considerations involved in designing a generalized voting system. We will do so by means of a second order (n=2) example:

\[
A = \begin{bmatrix} a_{11} & a_{12} \\ 0 & a_{22} \end{bmatrix} \quad (2-33a)
\]

\[
b = [0 \ 1]' \quad (2-33b)
\]

\[
c_1 = [1 \ 0] \quad (2-33c)
\]

\[
c_2 = [0 \ 1] \quad (2-33d)
\]

In this case, \(n_1=2\), \(n_2=1\), \(n-n=3\), and there are (only) three independent parity equations:

\[
y_1(k) - (a_{11} + a_{22})y_1(k-1) + a_{11}a_{22}y_1(k-2) - a_{12}u(k-2) = 0 \quad (2-34)
\]

\[
y_1(k) - a_{11}y_1(k-1) - a_{12}y_2(k-1) = 0 \quad (2-35)
\]

\[
y_2(k) - a_{22}y_2(k-1) - u(k) = 0 \quad (2-36)
\]

These parity relations can be applied in a GVS for detecting failures in the sensors and the actuator, because each of the three terms \(y_1\), \(y_2\), and \(u\)
is included in two parity relations and excluded from one. Since all the parity relations represent temporal redundancy, any of the three forms of residual-generation (see Subsection 2.2.2) may be used. Three important issues concerning the design of a GVS are examined in the following.

1) The output $y_2$ appears in (2-35) and (2-36) with different time lags (and so does $u$ in (2-34) and (2-36)). Therefore, a sensor 2 failure will violate the parity relation (2-35) one time step later than (2-36) (regardless of the form of residual-generation used). A decision process responding quickly to this effect will declare an actuator failure. But this is erroneous. If one more time step is considered, both parity relations would be violated, and the correct failed component (sensor 2) can be identified. Although this type of transient behavior will disappear (for open-loop residuals, it will disappear in less than $n$ steps, where $n$ is the dimension of the system), it suggests that temporal behavior of the residuals should be carefully considered in designing decision processes that can respond quickly and accurately.

2) Under the assumption that only one failure can occur, only two of the three parity relations (2-34)-(2-36) are needed for FDI. To see this, consider only (2-34) and (2-35). An actuator failure affects only (2-34) and a sensor 2 failure affects only (2-35), while a sensor 1 failure affects both (2-34) and (2-35). Thus, the voting logic can be modified to recognize these failure phenomena, and FDI can be accomplished based on two parity relations. In fact, it is easy to see that any combination of two of the
above three parity relations may be employed to generate residuals for
use with the modified voting logic for FDI, and we have a choice among
three combinations.* In the deterministic case with an exact model, all
such combinations will serve equally well, and we may use any one of these
combinations of parity relations. However, in the presence of noise and model-
ing uncertainties, all the parity relations are obscured, albeit to different
extents. Thus, residual-generation should be based on parity relations that
are least vulnerable to such adverse effects. This design approach is the
focus of this part of our research and it will be fully considered in Chapter 3.

3) While some systems have more parity relations than needed for voting,
others may have less than the necessary number. For instance, suppose in the
above example we replace the single actuator with two actuators characterized
by \( b_1 = [1 \ 1]' \) and \( b_2 = [-1 \ 1] \), respectively. This new configuration will
not change \( \bar{n} \) since \( A \) and \( c_j \) remain unchanged, and there are three parity
relations:

\[
y_1(k) - (a_{11} + a_{22})y_1(k-1) + a_{11}a_{22}y_1(k-2) + (a_{22} - a_{12})u_1(k-1) - u_1(k-2) -
(a_{22} + a_{12})u_2(k-1) + u_2(k-2) = 0 \tag{2-37}
\]

\[
y_1(k) - a_{11}y_1(k-1) - a_{12}y_2(k-1) - u_1(k-1) + u_2(k-1) = 0 \tag{2-38}
\]

\[
y_2(k) - a_{22}y_2(k-1) - u_1(k-1) - u_2(k-1) = 0 \tag{2-39}
\]

These three parity relations are inadequate.

* A system may inherently have more candidate parity relations than required
for GVS (with or without the modified logic). For example, suppose \( C_2 = [1 \ 1] \)
in (2-33d). Then \( \bar{n}_2 = 2 \), \( \bar{n} = 4 \), i.e. there are four independent parity
equations, while only three (two for the modified logic) are needed.
above three parity relations may be employed to generate residuals for use with the modified voting logic for FDI, and we have a choice among three combinations. In the deterministic case serve equally well, with an exact model all such combinations will and we may use any one of these combinations of parity relations. However, in the presence of noise and modeling uncertainties, all the parity relations are obscured, albeit to different extents. Thus, residual-generation should be based on parity relations that are least vulnerable to such adverse effects. This design approach is the focus of this part of our research and it will be fully considered in Chapter 3.

3) While some systems have more parity relations than needed for voting, others may have less than the necessary number. For instance, suppose in the above example we replace the single actuator with two actuators characterized by \( b_1 = [1 1]' \) and \( b_2 = [-1 1] \), respectively. This new configuration will not change \( \bar{n} \) since \( A \) and \( C \) remains unchanged, and there are three parity relations:

\[
y_1(k) - (a_{11} + a_{22})y_1(k-1) + a_{11}a_{22}y_1(k-2) + (a_{22} - a_{12})u_1(k-1) - (a_{22} + a_{12})u_2(k-1) + u_2(k-2)
\]

\[
y_1(k) - a_{11}y_1(k-1) - a_{12}y_2(k-1) - u_1(k-1) + u_2(k-1) = 0 \quad (2-39)
\]

\[
y_2(k) - a_{22}y_2(k-1) - u_1(k-1) - u_2(k-1) = 0 \quad (2-39)
\]

Note that (2-39) is the same as (2-36). These relations are inadequate

* A system may inherently have more candidate parity relations than required for GVS (with or without the modified logic). For example, suppose \( C_2 = [1 1] \) in (2-33d). Then \( \bar{n}_2 = 2 \), \( \bar{n} - \bar{n} = 4 \), i.e. there are four independent parity equations, while only three (two for the modified logic) are needed.
for GVS, which requires four relations for four components. (These relations are also insufficient for use with the modified logic described earlier, because a sensor 1 and an actuator 2 failure will both violate all three parity relations.) Therefore, other FDI schemes that exploit the failure information carried by the residuals in ways different for GVS will have to be used. We will examine these methods in the next two sections.

2.4 Failure Characteristics in Parity Space

The generalized voting scheme discussed in the previous section represents one method for using one form of the failure information contained in the residuals for FDI. In this section we will examine other methods of exploiting this information to detect and identify failures, and we will contrast them with GVS. We will primarily consider (open-loop) residuals that are generated using parity functions, i.e. the residual vector is simply a parity vector. In Section 2.5 we will discuss the case with (closed-loop) residuals generated by filters.

First we will consider sensor FDI using direct redundancy. Based on direct redundancy, the residual vector \( r(k) \) has the form (\( y \) is \( m \)-dimensional)

\[
r(k) = \bar{\Omega}y(k)
\]  

(2-40)

Each row of the right hand side of (2-40) is a parity function. For GVS, \( \bar{\Omega} \) is chosen such that for each sensor (j) there is at least one component of \( r \) that is dependent on \( y_j \) and one component that is independent of \( y_j \). When a sensor j failure occurs, all residual components depending on \( y_j \) will become non-zero, while all other components remain zero (assuming no noise).
The mechanism of the GVS involves examining each individual component separately for a bias. Based on the location of the biases in r, a failure identification is made.

Another way of using the failure information contained in the residuals is as follows. A faulty sensor, say the j-th one, contains an error signal \( v(k) \) in its outputs

\[
y_j(k) = c_j x(k) + v(k)
\]

(2-41)

When this sensor fails, we have (assuming no noise)

\[
r(k) = \bar{\Omega}_j v(k)
\]

(2-42)

where \( \bar{\Omega}_j \) is the j-th column of \( \bar{\Omega} \). That is, no matter what \( v(k) \) is, the effect of a sensor j failure on the residual always lie in the direction \( \bar{\Omega}_j \). Thus, \( \bar{\Omega}_j \) is the failure direction in parity space (FDPS) corresponding to sensor j. (In (13), \( \bar{\Omega}_j \) is referred to as the j-th measurement axis in parity space.) If an \( \bar{\Omega} \) can be chosen such that all its columns represent distinct directions in the parity space, then a sensor of failure, \( j=1, \ldots, m \), can be inferred from the presence of a bias component in the residual along \( \bar{\Omega}_j \). Clearly an \( \bar{\Omega} \) suitable for voting satisfies this condition. Generally, there may exist an \( \bar{\Omega} \) with as few as two rows and with columns pointing in m distinct directions in the parity space. This approach to sensor FDI was studied by Potter and Suman [13] and Daley et al [16].

* The columns of \( \bar{\Omega} \) are, in fact, linearly dependent (but possible distinct) because there are at most \( m-n_0 \) linearly independent parity functions (rows of \( \bar{\Omega} \)) while there are \( m \) columns in \( \bar{\Omega} \). Here, \( m \) is the number of sensors, and \( n_0 \) is the rank of \( C \) (\( C \) is a matrix with \( c_j \) as its rows, and \( n_0 \) is the number of linearly independent sensors).
A FDI system based on recognizing FDPS examines all the residual components together, because the failure signature being looked for is a particular direction in parity space not restricted to one of the coordinate axes defined by individual parity relations. This FDI scheme (called the FDPS method for brevity) is different from the GVS in that the latter examines each residual component separately. These two schemes actually exploit different aspects of the failure information carried by the residuals. This difference can be illustrated by a simple example described below. Suppose that the residual $r(k)$ is a 3-vector given by (2-40). To provide a basis for comparing GVS with the FDPS method we assume that $\Xi$ is chosen such that $r$ is suitable for use in both FDI methods. Let us further suppose that the second component $r_2$ of the residual is independent of $y_2$. In order to detect a sensor 2 failure, GVS will look for a bias in $r_1$ and a bias in $r_3$ (see Figure 2-2a). To detect the same failure, the FDPS methods will search for a signature in the direction $\tilde{n}_2$ in the $r_1$-$r_3$ plane (see Figure 2-2b). In this case the FDPS is defined by a precise combination of the biases in $r_1$ and $r_3$, and it represents a more detailed characterization of the failure signature (information) than the biases considered by GVS. It is by the exploitation of this detailed information that the FDPS method can, at least in theory, detect and identify $m$ sensor failures using a 2-dimensional $r$, i.e. $\Xi$ has two rows but $m$ distinct columns.

These two forms of failure information are also used by GVS and the FDPS method when temporal redundancy is employed. In such cases GVS still examines each residual component separately for the presence of a bias.
FIGURE 2-2a: Failure Information Used by GVS.

FIGURE 2-2b: Failure Information Used by the FDPS Method.
However, the failure effect is not necessarily confined to a fixed direction in parity space. To illustrate this, consider a residual vector \( r(k) \) based on the parity equations (2-37)-(2-39). We can write \( r(k) \) as

\[
\begin{bmatrix}
1 & -(a_{11} + a_{22}) & a_{11} a_{22} & 0 & 0 \\
1 & -a_{12} & 0 & 0 & -a_{12} \\
0 & 0 & 0 & 1 & -a_{22}
\end{bmatrix}
\begin{bmatrix}
y_1(k) \\
y_1(k-1) \\
y_1(k-2) \\
y_2(k) \\
y_2(k-1)
\end{bmatrix}
\]

When sensor 2 fails, its output is described by (2-41) and the residual becomes

\[
\begin{bmatrix}
1 & -(a_{11} + a_{22}) & a_{11} a_{22} & 0 & 0 \\
1 & -a_{12} & 0 & 0 & -a_{12} \\
0 & 0 & 0 & 1 & -a_{22}
\end{bmatrix}
\begin{bmatrix}
0 \\
0 \\
1 \\
\end{bmatrix}
+ \begin{bmatrix}
a_{22} - a_{12} & -1 & -(a_{22} + a_{12}) & 1 \\
-1 & 0 & 1 & 0 \\
-1 & 0 & -1 & 0
\end{bmatrix}
\begin{bmatrix}
u_1(k-1) \\
u_1(k-2) \\
u_2(k-1) \\
u_2(k-2)
\end{bmatrix}
\]

Unless \( v(k) \) is a constant function of time, the effect (signature) of a sensor 2 failure is only confined to a 2-dimensional subspace of the parity space. It is easy to see that this is also true for the other three components.
From the above observation, we can conclude that if a component is involved in more than one component of the residual (parity) vector and a window of more than one point in time of the signal associated with this component is used in generating the residual vector (i.e. if temporal redundancy is used), then the signature of this component failure is generally constrained to a multi-dimensional subspace of the residual space. Now each failure is associated with a subspace in the parity space. These subspaces in general may overlap with one another, or some may be contained in others. If no such subspace associated with a failure is contained in another, FDI can still be performed by determining which subspace the residual lies in. (We note that the detection filters of Beard [7] and Jones [8] effectively act in a closed-loop fashion to confine the signature of an actuator failure to a single direction and that of a sensor failure to a 2-dimensional subspace in the residual space. We will discuss this in the next section). From (2-43), it is easy to see that the subspaces associated with the four components (2 sensors and 2 actuators) are all 2-dimensional but no two of them are the same. Hence, FDI can be accomplished using the mechanism described above, whereas the GVS would not be applicable in this case (see Section 2.3).

The two forms of failure information discussed above represent time-independent failure characteristics, i.e. they are not dependent on detailed models of the (time history of the) failures as we have not assumed anything about the nature of $\nu(k)$. The temporal information buried in the residuals is also useful. It may be used to determine the nature of the failure or as added information to distinguish failures. For example, consider a sensor failure with signature described by (2-44). Under this failure, $r(k)$ generally
traverses a 2-dimensional subspace. If \( r(k) \) is observed to vary only along \([0 \ -a_{12} \ 1-a_{22}]'\), we can deduce that a constant bias has developed in this sensor. Turning this around, if we model the failure that we wish to look for as a bias, then we can look along the specific direction \([0 \ -a_{12} \ 1-a_{22}]'\). Also, if we model \( v(k) \) in any other parametric form, e.g. as a ramp, we will specify a specific type of temporal trajectory for the signature. It is this type information that is used in the GLR algorithm, and it is this type of failure signature characterization that will form the starting point of our investigation of decision rules in Chapters 4, 5, and 6.

To see how temporal information can help in distinguishing failures, let us consider \( r(k) \) given by (2-43). The subspaces associated with the two actuators are clearly not the same, but they overlap with each other. In a noisy environment it may be difficult to determine which subspace \( r(k) \) belongs to, especially when a major component of \( r(k) \) lies in the overlap. Now, suppose we have models for how the two failed actuators would behave over time. Then, we can determine the (temporal) signature of these failures (i.e. \( r(k) \) under each failure assuming no noise). Since these signatures describe the temporal behavior of the residual (the direction of \( r(k) \) for each \( k \) under the corresponding failures, they represent more detailed characterization of failure information. As a result, distinguishability of these two failures can be improved by using a scheme that looks for these signatures in the residuals (by means of correlating the residuals with the signatures). Indeed, this is the basis for the GLR method.
From the above discussion we can see that in order to exploit temporal information, failure models are required. Moreover, decision processes making use of the temporal behavior of the residuals are more complex, because the failure signatures (now time functions) must be stored or generated on-line. Correlation of the residuals with the failure signatures will also add to the computational complexity.

In summary, we have described several forms of information contained in residuals generated from parity functions which are exploited for FDI. The simplest form is that employed by GVS. Failure directions (and subspaces) in parity space are time-independent failure characteristics utilized by several FDI schemes. Temporal information concerning failures, if available, can provide even more useful information for detecting failures, although there is a cost in additional system complexity.

2.5 FDI Systems Using Filters

In the previous section we discussed how the information contained in the residuals generated by parity functions is utilized for FDI. There is a large class of FDI systems such as GLR [4] and the detection filters of Beard [7] and Jones [8] that use filters to generate residuals for FDI. In these residual-generation processes, analytical redundancy is not used in the same explicit form as in the processes discussed in the last section. Here we will attempt to determine its relationship with the methods discussed in Section 2.4.
The general form of the filter we will consider is given by the following equations

\[
\hat{x}(k+1|k) = A\hat{x}(k|k) + Bu(k) \tag{2-45a}
\]

\[
\hat{x}(k+1|k+1) = \hat{x}(k+1|k) + Kr(k+1) \tag{2-45b}
\]

\[
r(k+1) = y(k+1) - C\hat{x}(k+1|k) \tag{2-45c}
\]

where \(\hat{x}(k|t)\) is the estimate of \(x\) at \(k\) given \(y(1), \ldots, y(t), t \leq k\); \(C\) is a matrix whose rows are the \(c_j\)'s; \(y\) is the vector of the \(m\) sensor outputs; \(K\) is the filter gain that is chosen differently in different FDI schemes; \(r\) is the filter innovations and which are the residuals used for FDI. Since the prediction \(\hat{x}(k+1|k)\) is based on the system dynamics (2-5) the filter has already made use of temporal redundancy of the system. Note that \(C\hat{x}(k+1|k)\) is the prediction of \(y(k+1)\) based on \(y(1), \ldots, y(k)\), the residual given by (2-45c) is a vector analog of the closed-loop residual \(r^3\) discussed in Subsection 2.2.2. In contrast to an open-loop residual-generation process (whose main purpose is FDI), a filter actually serves two functions: to provide an estimate of the state in the normal mode (no failure) and to generate residuals for FDI. In the absence of a failure, the innovations are given by

\[
e(k+1) = \tilde{A}e(k) \tag{2-46}
\]

\[
r(k) = Ce(k) \tag{2-47}
\]

where

\[
e(k) = x(k) - \hat{x}(k|k-1) \tag{2-48}
\]

\[
\tilde{A} = A[I-KC] \tag{2-49}
\]
\( \tilde{A} \) is the closed-loop filter matrix, and \( \varepsilon \) is the error of the state estimate.

Under an actuator failure, the residual is characterized by

\[
e(k+1) = \tilde{A}\varepsilon(k) + fz(k) \tag{2-50}
\]

and (2-47), where \( f \) is a vector (corresponding to \( b_j \) associated with the failed actuator) and \( z(k) \) is some scalar time function representing the temporal characteristics of the failure. When a sensor \( j \) failure occurs, the residual becomes

\[
e(k+1) = \tilde{A}\varepsilon(k+1) + (AK)_j \upsilon(k) \tag{2-51}
\]

\[
r(k) = CE(k) + e_j \upsilon(k) \tag{2-52}
\]

where \( (AK)_j \) is the \( j \)-th column of the matrix product \( AK \), \( e_j \) is the \( m \)-dimensional vector with the \( j \)-th element being one and all remaining elements equal to zero, and \( \upsilon(k) \) is the scalar time function representing the temporal characteristics of the failed sensor. Therefore, a component failure affects the residuals through the matrices \( \tilde{A} \) and \( C \).

Note that \( \tilde{A} \) depends on the filter gain \( K \) (2-49). As a result, the failure effect on \( r \) can be controlled to some extent by a choice of \( K \). For different FDI schemes \( K \) is chosen to achieve different effects. For example, in GLR \( K \) is chosen so that (2-45) is a Kalman filter, i.e. \( r(k) \) is a zero mean white sequence under the no-fail condition. With this choice of \( K \), failures generally do not produce special effects such as fixed directions in the residual space. For hypothesized \( z(k) \) or \( \upsilon(k) \), the failure signatures, which are time functions, can be calculated. The GLR scheme achieves FDI.
by recognizing such signatures contained in the residuals, and it makes heavy use of the temporal information.

The detection filter \([ 7][8 ]^*\) for an actuator failure has a special filter gain that makes \(C\tilde{a}_i f, i=0,1,\ldots,n-1,\) lie in the same direction as \(Cf.\) Thus, this actuator failure produces a directional effect on \(r,\) and the detection of this failure can be accomplished by checking the residual for a component in this direction. For a sensor failure, the gain of the detection filter is chosen such that the failure signature is constrained to a 2-dimensional subspace of the residual space. (Because of the term \((AK)_j v(k),\) which actually depends on the gain, and \(e_j v(k)\) in (2-51) and (2-52), it is generally only possible to choose a \(K\) so that a sensor failure signature is confined to a 2-dimensional subspace \([8]\)). Therefore, the detection filters produce residuals carrying directional signatures, which are similar to those of the open-loop residuals discussed in the last section.

In summary, we note that residual-generation using filters is based on temporal redundancy. However, failure signatures are directly affected by the choice of the filter gain. In GLR the gain is chosen to whiten the residual, and the failure signatures are arbitrary time functions. Consequently the GLR schemes relies on temporal information for FDI. In a detection filter, directional failure signatures are produced in a closed-loop fashion via a proper choice of the filter gain, and the FDI mechanism is similar to that used with the open-loop residuals with directional signatures (see Section 2.4). Therefore, similar types of failure information may be produced via open-loop

* The original work of Beard and Jones concerns the continuous time problem, but the theory readily extends to the discrete time case where the system matrix \(A\) is invertible. Also, it is possible to design a single detection filter for detecting several failures.
or closed-loop residual-generation process.

The discussion included in this section represents a preliminary effort in trying to understand how closed-loop FDI systems use analytical redundancy. Further research in the future is required for a thorough understanding of this subject.
CHAPTER 3

DESIGN OF ROBUST RESIDUAL GENERATION PROCESSES

3.1 Introduction

In Chapter 2, we presented a unified view of analytical redundancy in terms of generalized parity space, and we also discussed how parity functions can be directly used to generate residuals in the open-loop fashion for FDI. When the system model is exact and there is no noise disturbance, Chapter 2 provides the framework for obtaining the exact parity equations relating the various sensor outputs and actuator inputs. However, modelling uncertainties and noise effects will corrupt the parity relations. Thus, residual-generation process based on any nominal deterministic system model will be to some degree sensitive to modelling errors and noise. In this chapter, we will examine the problem of designing residual-generation processes that are robust in the presence of modelling uncertainties and noise disturbance.

Throughout this chapter, we will assume that the structure of the system under consideration is known to have the form (2-5)-(2-6), and we are only uncertain of the exact values of some of the elements of the system matrices. That is, we have the following system model that includes both modelling uncertainties and noise disturbances,

\[ x(k+1) = A(\gamma)x(k) + \sum_{j=1}^{q} b_j(\gamma)u_j(k) + \xi(k) \]  \hspace{1cm} (3-1)

\[ y_j(k) = C_j(\gamma)x(k) + \eta_j(k), \quad j=1, \ldots, m \]  \hspace{1cm} (3-2)

where \( \gamma \) is the vector of \( N \) uncertain parameters of the model, and we assume that \( \gamma \in \Gamma \) where \( \Gamma \) is a known range of parameter values (\( \gamma \in \Gamma \subseteq \mathbb{R}^N \)).
The dependence of $A_j, b_j$ and $c_j$ on $\gamma$ indicates that their elements may be (different) functions of the parameter vector. This allows the modelling of elements in the system matrices as uncertain quantities that may be dependent on one another. The vectors $\xi$ and $\eta = [\eta_1 \ldots \eta_m]$ are independent, zero-mean, white Gaussian noise vectors with constant covariance matrices $Q(>0)$ and $R(>0)$, respectively.

In this chapter we will concentrate on the problem of determining optimal parity functions, where "optimality" will be defined in terms of a measure of how large a deviation from zero could occur in a given parity relation in the presence of model uncertainties. Parity relations determined in this manner can be directly used in an open-loop FDI system, and our technique essentially provides the optimum design for this application. Of course, these parity relations can also be used to define ARMA models based on which closed-loop filters can be constructed to generate residuals. Although our design is aimed directly at optimizing the robustness of such an open-loop algorithm, one would generally expect that a parity relation that is robust open-loop could also be good for closed-loop residual-generation. The problem of determining optimal parity relations for closed-loop residual-generation should be investigated in the future, and our work provides the framework for such an investigation.

Before we proceed to describe the nature of the design problem at hand, it is useful to define the structure and the coefficients of a parity function. Recall that a parity function is a weighted combination of the actuator inputs and sensor outputs (see (2-18)). The structure of a parity relation refers to the set of input and output terms and the associated sets of time lags for each that are included in the parity function. For example, consider the
Parity relations

\begin{align*}
y_1(k) + 7y_1(k-1) + 32y_2(k-1) &= 0 \\
y_1(k) - 0.1y_1(k-1) + 5y_2(k-1) &= 0 \\
y_1(k) + 3y_1(k-1) + 4y_2(k-1) - 0.01u_1(k-1) &= 0
\end{align*}

Relations (3-3) and (3-4) have the same structure, because both parity functions include \( y_1(k), y_1(k-1) \) and \( y_2(k-1) \); (3-3) and (3-5) have different structures, because (3-5) include the additional \( u_1(k-1) \) term.

The coefficients of a parity function refer to the (non-zero) coefficients of the sensor output and actuator terms in the parity function. For example, the parity coefficients of (3-5) are 1, 3, 4, and -.01.

A redundancy relation is specified by a parity structure and a set of parity coefficients. Any parity function \( p \) can be written in the form

\[ p = \alpha \tilde{Y}(k) - \beta \tilde{U}(k) \]

where \( \tilde{Y}(k) \) and \( \tilde{U}(k) \) are vectors consisting of the sensor outputs and actuator inputs included in the parity function, respectively; the row vectors \( \alpha \) and \( \beta \) represent the coefficients of the sensor output and actuator input terms in the parity function, respectively. Under the ideal conditions of a deterministic system whose parameters are known exactly, \( \alpha \) and \( \beta \) contain the non-zero elements of \( \omega \) and \( \omega \beta \) of (2-12). For example, we have the following \( \tilde{Y}(k), \tilde{U}(k), \alpha, \) and \( \beta \) for (3-5)
Therefore, in the above notation, the components of $\tilde{Y}(k)$ and $\tilde{U}(k)$ define the parity structure, and $\alpha$ and $\beta$ represent the parity coefficients.

We now proceed to describe our approach to the design of robust residual-generation processes. This approach is best illustrated in terms of an example. Recall the three parity equations corresponding to the 2-dimensional example (2-30) considered in Section 2.3.

\begin{align}
y_1(k) &= (a_{11} + a_{22})y_1(k-1) + a_{11}a_{22}y_1(k-2) - a_{12}u(k-2) = 0 \\
y_1(k) &= a_{11}y_1(k-1) - a_{12}y_2(k-1) = 0 \\
y_2(k) &= a_{22}y_2(k-1) - u(k-1) = 0
\end{align}

In Section 2.3 we indicated that only two of the above parity relations need to be used in a generalized voting system to detect and identify a single component failure. When the elements of $A$, i.e. $a_{11}$, $a_{12}$, and $a_{22}$ are perfectly known and there is no noise, all combinations of two of the above parity functions will serve equally well for generating residuals.
When the exact values of \( a_{11}, a_{22}' \) and \( a_{22} \) are not known, (3-7)-(3-9) only specify the structures of three parity functions whose coefficients are uncertain quantities. In order to make use of any of these parity structures, we have to determine an appropriate set of coefficients for it. Ideally, the value of a parity function is zero in the absence of a failure. Under noise disturbances and modelling uncertainties, any choice of parity coefficients will result in a non-zero value for the parity function even when there is no failure. Hence, a natural design objective is to choose a set of parity coefficients that will make the parity function, in some sense, as close to zero as possible in the absence of a failure. Such a choice of coefficients effectively minimizes some measures of the effects of noise and modelling error on the parity functions. We will call this minimized measure of adverse effects the \textit{parity error} (and we will define it precisely in Section 3.3).

When we have chosen the parity coefficients for all three parity structures, we will have also determined their corresponding parity errors. Then, it is clear that the residual-generation process should be based on the two parity functions that provide the largest failure signature to parity error ratios.

From the above discussion, it is evident that our design approach consists of three steps: 1) identify the useful parity structures, 2) determine the coefficients and the parity errors for these parity structures, and 3) determine the signature to parity error ratios that are used in deciding which parity functions are to be used for open-loop residual-generation. We will examine these three design steps in Sections 3.2, 3.3 and 3.4, respectively.
The parity coefficient design problem will be formulated as a minimax optimization (Section 3.3). The solution to such a problem is generally difficult. In Section 3.5, we will discuss a simple numerical example from which we can derive some useful insight into the solution procedure of the general minimax optimization. Finally, a summary of our approach to the design of robust residual-generation processes is included in Section 3.6.

3.2 Parity Structures Under Modelling Uncertainties

In this section, we will discuss how to obtain parity structures when there is uncertainty in the system model. First, we will review how a parity structure is obtained under the ideal condition (exact model and no noise). A parity function is determined from a set of linearly dependent rows of \( C_j(n_j + 1), j = 1, \ldots, m \). Let \( C \) be the matrix composed of this set of dependent rows. Corresponding to these rows there are the components of \( y_j(k, n_j) \), \( j = 1, \ldots, m \), which are collected together to form the vector \( \tilde{y}(k) \), and there are the rows of \( B_j(n_j), j = 1, \ldots, m \), which are collected into the matrix \( \tilde{B} \). Thus we can write a parity function as

\[
p = W(\tilde{y}(k) - \tilde{B}U(k, n_0))
\]

with \( W = 0 \). Note that \( p \) is used in this chapter to denote a scalar parity function. Since not all components of \( U(k, n_0) \) are necessarily involved in a parity relation, we may collect all the non-zero columns of \( \tilde{B} \) into a matrix \( \tilde{B} \) and the corresponding components of \( U(k, n_0) \) into \( \tilde{U}(k) \). Then we have

\[
p = \omega \tilde{y}(k) - \omega \tilde{B}U(k)
\]

(3-11)
which is in the form of (3-6). The structure of this parity function is defined by the components of \( \tilde{Y}(k) \) and \( \tilde{U}(k) \). In terms of the notation defined above, we have

\[
\tilde{Y}(k) = \mathbf{C}x(k) + \mathbf{B} \tilde{U}(k) \tag{3-12}
\]

In the presence of modelling uncertainties and noise, (3-12) becomes

\[
\tilde{Y}(k) = \mathbf{C}(\gamma)x(k,\gamma) + \Phi(\gamma)\tilde{\xi}(k) + \tilde{\eta}(k) + \mathbf{B}(\gamma)\tilde{U}(k) \tag{3-13}
\]

where

\[
\tilde{\xi} = [\xi(k) \ldots \xi(k+\rho)]'
\tag{3-14}
\]

and \( \rho \) is the order of the parity function. If the \( i \)-th component of \( Y(k) \) is \( y_{g}(k+\ell_{1}) \), then

\[
\tilde{\eta}_{i}(k) = \eta_{g}(k+\ell_{1}) \tag{3-15}
\]

and the \( i \)-th row of \( \Phi \), i.e. \( \Phi(i) \), is

\[
\Phi(i) = [c_{s}(\gamma)A \gamma^{-1} \ldots c_{s}(\gamma)0\ldots0] \tag{3-16}
\]

and \( \Phi \) has \( \rho \) columns. It follows from (3-1) and (3-2) \( \tilde{\xi} \) and \( \tilde{\eta} \) are independent, zero-mean Gaussian random vectors with covariances

\[
\mathbf{E}[\tilde{\xi}(k)\tilde{\xi}'(k)] = \tilde{\varrho} = \begin{bmatrix} \varrho & 0 \\ 0 & \varrho \end{bmatrix} \tag{3-17}
\]

\[
\mathbf{E}[\tilde{\eta}(k)\tilde{\eta}'(k)] = \tilde{\mathbf{R}} \tag{3-18}
\]
and the \((i,j)\)-th element of \(\tilde{R}\) is

\[
\tilde{R}_{ij} = R_{st} \delta_{l_1}^{(i)} \delta_{l_2}^{(j)}
\]

where \(\delta_{l_1}^{(i)}\) and \(\delta_{l_2}^{(j)}\) are the Kronecker delta function, \(R_{st}\) is the \((s,t)\)-th element of \(R\), and we have assumed that \(\tilde{y}_j(k) = y_t(k+\tilde{l}_2)\). Note that \(x(k,\gamma)\) is a random vector that is uncorrelated with \(\tilde{z}(k)\) and \(\tilde{r}(k)\) and

\[
E\{x(k,\gamma)\} = x_0(k,\gamma)
\]

\[
E\{(x(k,\gamma) - x_0(k,\gamma))(x(k,\gamma) - x_0(k,\gamma)^T)\} = \Sigma_x(\gamma)
\]

where \(\Sigma_x(\gamma)\) is the steady state covariance of \(x(k,\gamma)\), which is dependent on \(\gamma\) through \(A(\gamma)\) and \(B(\gamma)\). In (3-13) we have also explicitly shown the dependence of \(C\) and \(E\) on the parameter \(\gamma\).

Now we will consider parity structures under modelling uncertainties and noise effects. When (3-13) holds, the rows of \(C(\gamma)\), which are chosen based on some nominal value \(\gamma_0\) of \(\gamma\), may not be linearly dependent for some other \(\gamma \in \Gamma\). Even if they are linearly dependent for all \(\gamma \in \Gamma\), for any choice of the parity coefficients, \(p\) (3-11) is generally not zero in the absence of a failure. This is because \(\omega\) satisfying \(\omega C(\gamma_0) = 0\) does not generally imply \(\omega C(\gamma) = 0\) for all \(\gamma \in \Gamma\). However, the parity structure of (3-11) is useful if we can find a set of parity coefficients that will make \(p\) close to zero under the no-fail condition. From this point of view, it is not necessary for a parity structure to be based on a \(C\) that is composed of linearly dependent rows of \(C_j(n_j+1), j=1,\ldots,m\), as long as we can determine
a set of appropriate coefficients that will result in a p that is close
to zero when there is no failure. Then, the procedure of obtaining a
parity structure described in the beginning of this section can also be
applied to a C that is composed of some arbitrary set of rows of
C_j(\bar{n}_j+1), j=1,...,m. The usefulness of such a parity structure depends on
the choice of coefficients which will be considered in the next section.

Using the above reasoning, we can obtain many candidate parity struc-
ture for residual-generation. However, not all of these structures are
useful for a particular FDI system. Consider a generalized voting system,
for instance. We need a set of parity functions that satisfy: 1) all
components of interest must be included in at least one parity function,
and 2) all components (possibly except one) must be excluded from at least
one parity function. Requirements such as these help in limiting the number
of candidate structures to be considered. In most applications, special
feature of the system matrices will provide additional insights in the
choice of parity structure. We will not address this problem further, but
will focus on optimizing the set of parity coefficients once we have chosen
a parity structure. Then we can use the results of this optimization to
compare the usefulness of different parity structures.

3.3. Design of Parity Coefficients

Here, we will examine the problem of determining an appropriate set
of coefficients (α, β) for a given parity structure (3-6)

\[ p = \alpha y(k) - \beta u(k) \]  (3-22)
when we have noise and uncertainties in the system modelled by (3-1) (3-2).

In the following, we will describe a formulation of this design task as a
minimax optimization problem.

Consider the parity function (3-22). Under modelling uncertainties
and noise, \( p \) is generally not zero for any choice of \( \alpha \) and \( \beta \). It is in
fact a function of \( \alpha, \beta, \gamma, x, u, \xi, \) and \( \tilde{\eta} \). Substituting (3-13) in (3-22) we have

\[
p(\alpha, \beta, \gamma, x(k, \gamma), \tilde{u}(k)) = \alpha (\xi^T \gamma^T) x(k, \gamma) + \phi(\gamma) \tilde{\xi}(k) + \tilde{\eta}(k) + \beta(\gamma) \tilde{u}(k)
\]

Ideal, for (3-23) to be a parity function, \( p \) must be zero under the
no-fail condition. Therefore, in order for \( p \) to be a useful parity function,
we have to choose \( \alpha \) and \( \beta \) such that \( p \) is close to zero in the absence of
a failure.

Due to the noises \( \xi, \tilde{\eta} \), and the random state \( x(k, \gamma) \), \( p \) is a random
variable. A convenient quantity indicating the magnitude of \( p \) is

\[
E[p^2(\alpha, \beta, \gamma, x(k, \gamma), \tilde{u}(k))]
\]

where the expectation is taken with respect to the
joint probability density of \( x(k, \gamma), \xi(k), \) and \( \tilde{\eta}(k) \) (assuming the parameter
vector has the value \( \gamma \)). Define

\[
e(\alpha, \beta, x_0(k, \gamma^*), \Sigma_x(\gamma^*), \tilde{u}(k)) = \max_{\gamma \in \Gamma} E[p^2(\alpha, \beta, \gamma, x(k, \gamma), \tilde{u}(k))]
\]

where \( \gamma^* \) is the value of \( \gamma \) that solves the maximization, and \( x_0(k, \gamma^*) \) and
\( \Sigma_x(\gamma^*) \) are the mean and covariance of \( x(k, \gamma^* \) (3-20), (3-21). The quantity
e can be interpreted as the worst effect of the modelling error and noise
on the parity function \( p \). Then, we can attempt to achieve a conservative
design by solving
\[
\min_{\alpha, \beta} e(\alpha, \beta, x_0(k, \gamma^*), \Sigma_x(\gamma^*), \tilde{U}(k))
\]

As it stands the minimization problem (3-25) is not meaningful. Since \( p \) is linear in \( \alpha \) and \( \beta \), (3-25) has a trivial solution: \( \alpha = 0, \beta = 0 \). A parity function primarily relates the various sensor outputs, i.e., a parity function always includes sensor outputs but does not necessarily include actuator input (e.g., a direct redundancy relation). Therefore, \( \alpha \) must not be zero. Without loss of generality, we can restrict \( \alpha \) to be unit magnitude. The actuator input term in a parity function may be regarded as serving to make the parity function zero (compare (2-10) and (2-12)). Then, \( \beta \) is essentially free. However, we will now show that for each value of \( \tilde{U}(k) \), \( \beta \) actually only has a single degree of freedom. For a given \( \tilde{U}(k) \), any \( \beta \) can be written as

\[
\beta = \lambda \tilde{U}'(k) + z
\]

where \( \lambda \) is a scalar, and \( z' \) is a vector lying in the subspace orthogonal to \( \tilde{U}(k) \), i.e., \( z\tilde{U}(k) = 0 \). Hence, the component \( z \) in \( \beta \) will not produce any effect on \( p \). This implies that we only have to consider \( \beta \) of the form

\[
\beta = \lambda \tilde{U}'(k)
\]

where \( \lambda \) represents the only degree of freedom of \( \beta \).

Now we can construct a meaningful, optimization problem:

\[
\min_{\alpha, \beta} \max_{\gamma \in \Gamma} E(p^2(\alpha, \beta, \gamma, x(k, \gamma), \Sigma_x(\gamma), \tilde{U}(k)))
\]

s.t. \( \alpha = 1 \)
Using a \( \beta \) of the form (3-27) and (3-17), (3-18), and (3-23), we can write \( \mathbb{E}\{p^2\} \) as

\[
\mathbb{E}\{p^2(\alpha, \lambda, \gamma, x(k, \gamma), \tilde{u}(k))\} = [\alpha \lambda] S(\gamma, x_0(k, \gamma), \Sigma_X(\gamma), \tilde{u}(k))[\alpha \lambda]' \tag{3-29}
\]

where \( S \) is the symmetric, positive-definite matrix for all \( \gamma \)

\[
S(\gamma, x_0(k, \gamma), \tilde{u}(k)) = \begin{bmatrix}
S_{11} & S_{12} \\
S_{12}' & S_{22}
\end{bmatrix}
\tag{3-30}
\]

\[
S_{11} = C(\gamma) [x_0(k, \gamma) x_0'(k, \gamma) + \Sigma_X(\gamma)] C'(\gamma) + \Phi(\gamma) \Phi'(\gamma) + \tilde{R}
\tag{3-31}
\]

\[
+ E(\gamma) \tilde{u}(k) \tilde{u}'(k) E'(\gamma) + C(\gamma) x_0(k, \gamma) \tilde{u}'(k) E'(\gamma)
\]

\[
+ E(\gamma) \tilde{u}(k) x_0'(k, \gamma) C'(\gamma)
\]

\[
S_{12} = S_{21}' = -\mu [E(\gamma) \tilde{u}(k) + C'(\gamma) x_0(k, \gamma)]
\tag{3-32}
\]

\[
S_{22} = \mu^2
\tag{3-33}
\]

\[
\mu = [\tilde{u}'(k) \tilde{u}(k)]
\tag{3-34}
\]

Note that \( S \) is dependent on \( x_0(k, \gamma) \) and \( \Sigma_X(\gamma) \), the mean and covariance of the system state, given \( \gamma \) is the true parameter vector. In general, \( x_0(k, \gamma) \) and \( \Sigma_X(\gamma) \) are very complex functions of \( \gamma \). As a result, the maximization of \( \mathbb{E}\{p^2\} \) over \( \gamma \) is very difficult to perform. However, the problem may often be simplified by a reasonable approximation discussed in the following.
The principal feature of a parity function is to relate the outputs of different sensors and inputs to actuators at different points in time. The matrices C, δ, and B, which contain the dynamics of the system, represent the dominant feature of the parity relation. From this vantage point, the primary effect of the uncertainty in γ is manifested through C, δ, and B. Thus, it seems reasonable to approximate x₀(k,γ) and Σₓ(γ) by x₀(k) and Σₓ corresponding to some nominal value of γ since the effect of γ on e through x₀(k,γ) and Σₓ(γ) is indirect and only of secondary importance. With this approximation, the dependence of S on γ is simplified, and the minimax problem takes the form

\[
\min_{\alpha, \lambda} \max_{\gamma \in \Gamma} [\alpha \lambda] S(\gamma, x₀(k), \Sigmaₓ, \bar{U}(k)) [\alpha \lambda]'
\]

\[
s.t. \quad \alpha \alpha' = 1
\]

Despite the fact that the objective function of (3-34) is quadratic in α and λ, it is generally very difficult to solve, because S may depend on γ arbitrarily. In Section 3.5, we will discuss a simple example for which a solution procedure has been developed. There, we will also report some insights into the solution of the general problem obtained from this example.

We let α* and λ* denote the values of α and λ that solve (3-35), with β* = \bar{X} \bar{U}(k), and

\[
e^*(x₀(k), \Sigmaₓ, \bar{U}(k)) = e(\alpha*, \beta*, x₀(k), \Sigmaₓ, \bar{U}(k))
\]
We call $e^*$ the parity error of the parity function

$$p^* = \alpha^* Y(k) - \beta^* U(k) \quad (3-37)$$

Hence, $e^*$ is a measure of the (minimized worst case) effect of modelling error and noise on (3-36). From the viewpoint of our design objective (3-28) $e^*$ measures the fitness of (3-37) as a parity function.

As an aside, we note that $\alpha$ and $\beta$ are not further constrained such that $\alpha C(\bar{y}) = 0$ and $\beta = \alpha B(\bar{y})$ for some value $\bar{y} \in \Gamma$. This is because even if they were, the resulting parity error would not be smaller than that of (3-36). In addition, just as for $\alpha^*$ and $\beta^*$, the $\alpha$ and $\beta$ satisfying $\alpha C(\bar{y}) = 0$ and $\beta = \alpha B(\bar{y})$ do not satisfy $\alpha C(\gamma_\text{true}) = 0$ and $\beta = \alpha B(\gamma_\text{true})$ in general.

We now return to the minimax problem.

Note that the minimax solution $\alpha^*$ and $\lambda^*(\beta^*)$ are dependent on $x_0(k)$ and $U(k)$. In general, this means new coefficients would have to be computed at each time step if we wanted to continually achieve the optimum. This is clearly an undesirable requirement. Very often a set of coefficients will work well for a range of conditions, i.e. for $x$ in some region of the state space. Therefore, a practical approach is to schedule the coefficients according to the operating condition. Each operating condition can be represented by a set-point, which is characterized by some nominal state $x_0$ and $\tilde{U}_0$ that are independent of time. Parity coefficients can be pre-computed (by solving (3-35) with $x_0$ and $\tilde{U}_0$ in place of $x_0(k)$ and $U(k)$) and stored. Then, the appropriate coefficients can be retrieved for use at the corresponding set-point. When the state and the inputs are varying slowly,
this scheme of scheduling coefficients is especially likely to deliver performance close to the optimum. In the remainder of this chapter we will focus on the design of parity coefficients for given set points.

The above formulation of the parity coefficient design problem may be slightly generalized to account for the fact that the true actuator input may not be $\tilde{U}_0$ exactly. To accomplish this we will let the actuator input term $\tilde{U}(k)$ be $\tilde{U}_0 + \delta U(k)$ in the minimax problem (3-28). The term $\tilde{U}_0$ is the set-point input (yielding the set-point state $x_0$) and $\delta U(k)$ is a random process that may be used to model two effects. In a true set-point operation, the set-point is often maintained by means of feedback through a compensator. Thus, the actuator input contains $\tilde{U}_0$ and $\delta U(k)$, which represents the variation in the input due to feedback. Based on the structure of the compensator, an expression for $\delta U(k)$ can be derived and subsequently used in (3-28). We note that $\delta U(k)$ in this case will be correlated with the state $x$. Using such an input in (3-28) will lead to additional terms in the $S$ matrix that are the covariance of $\delta U$ and cross covariance of $\delta U$ and $x$. Since $U(k)$ is not a fixed term, $\beta$ will no longer be of a single-degree-of freedom but completely free. As a result we will have to consider the full vector $\beta$ in the minimax problem instead of the scalar variable $\lambda$ as in (3-29). However, the basic form of the design problem is not altered.

In the case where the set-point design is used in the parity coefficient scheduling scheme described earlier, $\delta U(k)$ may be used to model deviations from $\tilde{U}_0$ that are due to time-varying inputs used to change the state, such as in a maneuvering vehicle. This will allow us, to some degree, to account for
the fact that the input is not necessarily fixed at $\tilde{U}_0$ in the minimax design. For simplicity, we may model $\delta U(k)$ here as a white Gaussian process with covariance $\Sigma_u$ that is uncorrelated with the state (although more complex models can be used). Again, the inclusion of such a $\delta U$ will not change the structure of the minimax problem, which will be the same as in the previous case.

In this section, the minimax design method was developed based on the assumption that $Y$ is unknown. If a probability distribution over $\Gamma$ may be obtained (or postulated), an alternative design formulation of the parity coefficient design problem is possible. Namely, instead of minimizing $\max E\{p^2\}$, we can consider minimizing $\tilde{E}\{p^2\}$, where $\tilde{E}$ denote expectation with respect to the joint distribution of $x(k)$, $\tilde{Y}$, $\xi$, and $\gamma$. Then, we are looking at the averaged effect of $\gamma$ on $p$. The design problem simply becomes a constrained quadratic minimization (it is essentially an eigenvalue-eigenvector problem), and it is simpler to solve. Detailed investigation of the merits of this approach is left for a future study.

3.4 Choice of Parity Functions for Open-Loop Residual-Generation

In the last section we presented a method for determining a set of parity coefficients for any given parity structure and given nominal set-point $x_0$, $\tilde{U}_0$ that is best in the sense that it minimizes the maximum mean square value of the parity function under the no-fail condition. After applying this method to the candidate parity structures, we have a set of candidate parity functions.
In this section, we will discuss the criteria for choosing an appropriate set among the candidate parity functions for use in open-loop residual-generation processes.

Associated with each candidate parity function (3-28) is a parity error $e^*$ (3-35). Since $p^*$ is linear in $a^*$ and $b^*$, the magnitude squared of the combined vector of parity coefficients $[a, b]$ scales the parity error. Therefore, the parity errors associated with the candidate parity functions can be compared if they are normalized. We define the normalized parity error as:

$$e^* = e^*/||[a^*, b^*]||$$  \hspace{1cm} (3-41)

where

$$||[a^*, b^*]|| = \sqrt{([a^*, b^*][a^*, b^*])} = 1 + b^*b^*$$  \hspace{1cm} (3-42)

and the normalized parity coefficients are:

$$\bar{a}^* = a^*/||[a^*, b^*]||$$  \hspace{1cm} (3-43)

$$\bar{b}^* = b^*/||[a^*, b^*]||$$  \hspace{1cm} (3-44)

Then, we can consider normalized parity functions:

$$\tilde{p}^* = \bar{a}^* \tilde{y}(k) - \bar{b}^* \tilde{u}(k)$$  \hspace{1cm} (3-45)

It is now clear that normalized parity functions that have the smallest normalized parity errors are preferred, because they are close to being ideal parity functions.
However, this is not the only issue that must be considered in designing robust FDI systems. Note that the usefulness of a parity function as a residual depends on how visible failure effects are in comparison to the inherent parity error. To illustrate, consider an example in which we assume an additive failure and we let $g$ denote the additive terms that appear in the normalized parity function under this failure. (Note that $g$ is the signature of this failure and it is dependent on $\alpha^*$ and $\beta^*$.)

We define the signature to parity error ratio $\pi$ as

$$\pi = \frac{|g|}{|\alpha^*|^{1/2}}$$

(3-46)

Suppose we have to choose between two parity functions for the FDI of a particular failure. Then, we should choose the one that gives a bigger $\pi$.

For instance, consider the parity structure (3-8)(3-9) of the example discussed in Section 3.1. Suppose we have determined the normalized parity coefficient for these structures, and we have the parity functions

$$p_1 = 0.778 y_1(k) + 0.545 y_1(k-1) + 0.311 y_2(k-1)$$

$$p_2 = 0.592 y_2(k) - 0.474 y_2(k-1) + 0.652 u(k-1)$$

If the failure we are interested in detecting is a bias of magnitude $v$ in sensor 2, the signature $g_1$ and $g_2$ corresponding to $p_1$ and $p_2$ are

$$g_1 = 0.311v$$

$$g_2 = 0.118v$$
and

$$\pi_1 = 0.311V/|\epsilon_1|^6$$

$$\pi_2 = 0.118V/|\epsilon_2|^6$$

where $\epsilon_1$ and $\epsilon_2$ are the normalized parity errors of $p_1$ and $p_2$. Therefore, for detecting a bias in sensor 2, we should choose $p_1(p_2)$ if $\pi_1(\pi_2)$, i.e. if $\epsilon_1(\epsilon_2) > 6.92 \epsilon_2$.

In summary, parity functions with small normalized parity errors are usually preferred. In considering the detection and identification of particular failures, the signature to parity error ratios should be compared. The requirement for using $\pi$ is that the nature of the failure will have to be given. In the above example, the failure of interest is simply a bias in the second sensor.

3.5 A Numerical Example

In this section, we consider the coefficient design problem for a simple example. We will develop a simple solution procedure for this problem, and we will also discuss the relation between this solution method and the solution of more general coefficient design problems.

The Numerical Example

The system under consideration is a 4-dimensional system operating at a set-point with two actuators and three sensors. The values of the system matrices are shown in Table 3-1. Except for two elements of the A matrix,
$A = \begin{bmatrix}
0.5 & -0.7 & 0.7 & 0 \\
0 & 0.8 & Y_1 & 0 \\
-1 & 0 & 0 & 0.1 \\
0 & 0 & Y_2 & 0.4
\end{bmatrix}$

$B = \begin{bmatrix}
0 & 0 \\
1 & 0 \\
0 & 1 \\
0 & 0
\end{bmatrix}$

$c_1 = \begin{bmatrix} 0 & 0 & 1 & 0 \end{bmatrix}$

$c_2 = \begin{bmatrix} 0 & 1 & 0 & 0 \end{bmatrix}$

$c_3 = \begin{bmatrix} 0 & 0 & 0 & 1 \end{bmatrix}$

$Y_1 \in [1.02, 0.2]$  \hspace{1cm} \text{NOMINAL } Y_1 = 0.1$

$Y_2 \in [-2, -1]$  \hspace{1cm} \text{NOMINAL } Y_2 = -0.15$

\textbf{TABLE 3-1: System Parameters}
all other parameters of the system are known exactly. These two uncertain
elements are assumed to be two independent parameters denoted by $Y_1$ and $Y_2$.
The ranges of these parameters are also shown in Table 3-1. The system is
stable over the specified range of parameter value. In addition, there are
plant and sensors noises, but we will describe them when we discuss the
numerical results later in this section.

Suppose we want to design a generalized voting system for detecting a
sensor failure. Three candidate parity structures are

\[
P_1 = \alpha_1 \begin{bmatrix} y_2(k) \\ y_2(k+1) \\ y_1(k) \end{bmatrix}
\]

\[
P_2 = \alpha_2 \begin{bmatrix} y_2(k) \\ y_1(k) \\ y_1(k+1) \\ y_1(k+2) \end{bmatrix}
\]

\[
P_3 = \alpha_3 \begin{bmatrix} y_3(k) \\ y_3(k+1) \\ y_1(k) \end{bmatrix}
\]

(3-47) (3-48) (3-49)
The corresponding $\Phi$ and $C$ matrices are shown in Table 3-2. Note that each $C(\Phi)$ depends linearly on either $\gamma_1$ or $\gamma_2$ and that the rows of $C_2$ are not linearly dependent for any value of $\gamma_2$. The parity structures under consideration do not include any actuator inputs due to the fact that $c_1B$, $c_2B$, $c_2AB$, and $c_3B$ are all zero. This will not cause any severe restriction in the following discussion, because the absence of the actuator inputs does not change the structure of the minimax problem (3-35). Assuming only a single sensor failure may occur, only $p_2$ plus either $p_1$ or $p_2$ need to be used for residual-generation (because both $p_1$ and $p_2$ include sensors 1 and 2).

Solution Procedure

Here, we will discuss the procedure for determining the coefficients for the above parity structure and also discuss several direct extensions suggested by this procedure. We will discuss its relation to the solution of the more general coefficient problem at the end of this section.

Since the three parity structures are of the same form (i.e. $p=\Phi Y(k)$), we can consider one generic problem characterized by $C$, $\alpha$, $\Phi$, etc. (without the index associated with the particular parity structure). We will let $\gamma$ denote the scalar parameter that appears in $C$ (since $C$ is dependent on only one parameter in each of the three parity structures). The minimax problem is of the form

$$\min_{\alpha} \max_{\gamma \in [\gamma_1, \gamma_2]} \alpha S(\gamma) \alpha'$$

subject to $\alpha \alpha' = 1$
The $C$ and $\Phi$ Matrices.

\[ C_1 = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0.8 & Y_1 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix} \quad \Phi_1 = \begin{bmatrix} -0- \\ 0 \ 1 \ 0 \ 0 \ 0 \end{bmatrix} \]

\[ C_2 = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ -1 & 0 & 0 & 1 \\ -0.5 & -0.7 & -0.7+.17 & 0.04 \end{bmatrix} \quad \Phi_2 = \begin{bmatrix} -0- \\ 0 \ 0 \ 1 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \end{bmatrix} \]

\[ C_3 = \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & Y_2 & 0.4 \\ 0 & 0 & 1 & 0 \end{bmatrix} \quad \Phi_3 = \begin{bmatrix} -0- \\ 0 \ 0 \ 0 \ 1 \end{bmatrix} \]
where the dependence of $S$ on the set-point $x_0$ is suppressed, and $\gamma^1$ and $\gamma^2$ denote the minimum and maximum of the parameter variation. Substituting $C$ and $\phi$ of Table 3-2 into the expression for $S$ in (3-33), we can easily see that $S$ is quadratic in $\gamma$ (because $C$ and $\phi$ are linear in $\gamma$), and $S$ is positive definite for any value of $\gamma$. Then, $\alpha S(\gamma)\alpha'$ is convex in $\gamma$. In order to see this, we can write $\alpha S(\gamma)\alpha' = w_2\gamma^2 + w_1\gamma + w_0 > 0$, where $w_2, w_1, w_0$ are scalars dependent on $\alpha$. It follows that the maximum of $\alpha S(\gamma)\alpha'$ for any value of $\alpha$ occurs at either $\gamma^1$ or $\gamma^2$, and (3-50) becomes

$$\min_{\alpha} \max_{\alpha'} [f_1(\alpha), f_2(\alpha)]$$

subject to $\alpha\alpha' = 1$

where

$$f_i(\alpha) = \alpha S(\gamma^i)\alpha', \quad i=1,2$$

To gain some insights into the solution of (3-51), let us consider a 2-dimensional version of this problem, i.e. suppose that $S$ is 2x2. In Figure 3-1, we have shown the ellipses $f_i(\alpha) = s_i$, $i=1,2$ in the $\alpha$-plane. As $s_i$ increases, the ellipses grow in size. Recall that $\alpha$ is constrained to be magnitude one, and this constraint takes the form of a unit circle in the $\alpha$-plane. Along the unit circle we can trace the value of $f_i(\alpha)$, and this is shown in Figure 3-2. There are basically two cases. The first case is when the minimum of both $f_1$ and $f_2$ (along the unit circle) fall below the other function (see Figure 3-2a). It is easy to see that the solution of (3-51) has to be at one of the intersection points $\alpha^1$ or $\alpha^2$, i.e. $f_1(\alpha^1) = f_2(\alpha^1)$ and $f_1(\alpha^2) = f_2(\alpha^2)$. In Figure 3-2a, the minimax solution is
FIGURE 3-1: Ellipses in \( \alpha \)-plane.

FIGURE 3-2: Value of \( f \) along circumference of unit circle in \( \alpha \)-plane.
clearly at \( \tilde{\alpha}_1 \), since \( f_1(\tilde{\alpha}_1)< f_2(\tilde{\alpha}_1) \). The second case is when the minimum of either \( f_1 \) or \( f_2 \) remain above the other function (see Figure 3-26). Then it is clear that the minimum \( \tilde{\alpha}^* \) is the minimax solution.

The above reasoning can be easily extended to higher dimensional problems, i.e. \( S \) is of arbitrary dimension, as long as \( S(\gamma) \) is quadratic in \( \gamma \). In fact, it can be easily shown that the solution of (3-51) can be obtained by a two-step procedure (see Appendix A). To simplify the description of this procedure, we need to define \( \tilde{\alpha}_1 \), \( \tilde{\alpha}_2 \) and \( \Lambda \) in following manner

\[
f_i(\tilde{\alpha}^i) = \min_{\alpha} f_i(\alpha) \quad i=1,2 \tag{3-53}
\]

s.t. \( \alpha\alpha'^t=1 \)

\[
\Lambda = \{ \alpha: f_1(\alpha) = f_2(\alpha), \alpha\alpha'^t=1 \} \tag{3-54}
\]

Since \( f_1(\alpha) = \alpha S(\gamma) \alpha \) (\( S \) is symmetric and positive-definite), \( \tilde{\alpha}^i \) is simply the eigenvector of \( S(\gamma^i) \) corresponding to the smallest eigenvalue.

The two-step solution procedure for (3-51) is:

1) The first step involves checking the conditions

\[
f_1(\tilde{\alpha}_1) \geq f_2(\tilde{\alpha}_1) \tag{3-55a}
\]

\[
f_2(\tilde{\alpha}_2) \geq f_1(\tilde{\alpha}_2) \tag{3-55b}
\]

If both \( \tilde{\alpha}_1 \) and \( \tilde{\alpha}_2 \) satisfy (3-55), then the \( \tilde{\alpha}^i \) giving a smaller \( f_i(\tilde{\alpha}^i) \) is the solution of (3-51). If only one \( \tilde{\alpha}^i \) satisfies (3-55), it is the solution.
If neither satisfies (5-55), then we have to perform step 2.

2) Search over the set A (3-54) to find an \( a \) that minimizes \( f_1(a) \) or \( f_2(a) \) (since over \( A \), \( f_1(a) = f_2(a) \)). This is equivalent to solving a quadratic programming problem with quadratic constraints:

\[
\min_{a} f_1(a) \\
\text{s.t. } a a' = 1 \\
a [S(\gamma^1) - S(\gamma^2)] a' = 0
\]  

(3-56)

The solution of (3-56) is the minimax solution to (3-51), if step 1 fails to produce a solution. The minimization may be solved numerically using existing optimization techniques [14].

The above solution procedure can be readily extended to the case where \( S \) is a quadratic function of an \( N \)-vector \( \gamma \) and each element of \( \gamma \) is independently bounded by an interval (i.e., \( \Gamma \) is a hyper-rectangle). Then the minimax problem (3-51) becomes

\[
\min_{a} \max_{i=1, \ldots, 2^N} f_i(a) \\
\text{s.t. } a a' = 1
\]  

(3-57)

where \( f_i(a) = a S(\gamma^i) a' \), and \( \gamma^i, i=1, \ldots, 2^N \) denote the \( 2^N \) corners of \( \Gamma \). The above solution procedure is modified as follows. In Step 1, we have to consider the minimax of all \( f_i(a) \). That is, we have to replace (3-55) by

\[
f_i(\hat{a}^i) = \min_{j=1, \ldots, 2^N} f_j(\hat{a}^i), i=1, \ldots, 2^N
\]  

(3-58)
In step 2, we will have to solve (3-56) for all combinations of \( f_i(x) \) and \( f_j(x) \), \( i \neq j \). Then the minimum of all the solutions of the quadratic programs is the minimax solution.

This solution method can be extended to handle parity structures with actuator inputs. Of course, the corresponding \( S \) matrix has to be quadratic in \( \gamma \) for our approach to be valid. In Appendix A, we will discuss such an extension to include actuator inputs for the scalar case. The \( N \)-parameter case with input terms can be treated in the same way as the \( N \)-parameter case with no input term was treated in the above discussion.

Numerical Results

The minimax design problem has been solved for a set of six test conditions consisting of different set-points and different plant and sensor noise intensities. These test conditions are described in Tables 3-3 and 3-4. The two set-points \([-4.16, 7.03, 4.06, -1.01] \) and \([4.06, 2.90, 5.80, -1.45] \) can be obtained by applying \( u_1=1 \) and \( u_2=10 \) to the nominal system model. The nominal state covariances \( \Sigma^1_x \) and \( \Sigma^2_x \) due to the two different hypothesized plant noise intensities \( Q^1 \) and \( Q^2 \) are listed in Table 3-5.

A computer program based on the penalty-multiplier method [14] for solving non-linear optimization problems is used when it is necessary to carry out step two of this solution procedure. In addition to the symmetry (i.e. if \( \alpha \) is a candidate solution of (5-56), so is \( -\alpha \)), there are generally local minima for (5-56). In order to obtain the global minimum, a large number of initial guesses may have to be used in the minimization program. For our
TABLE 3-3: Noise Variances

<table>
<thead>
<tr>
<th>COND. CODE</th>
<th>PARAMETERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>$x_0 = [0 \quad 0 \quad 0 \quad 0]$</td>
</tr>
<tr>
<td></td>
<td>$Q^1 \quad \text{DIAG } R = [1 \quad 1 \quad 1]$</td>
</tr>
<tr>
<td>b</td>
<td>$x_0 = [-4.16 \quad 7.03 \quad 4.06 \quad -1.01]$</td>
</tr>
<tr>
<td></td>
<td>$Q^1 \quad \text{DIAG } R = [1 \quad 1 \quad 1]$</td>
</tr>
<tr>
<td>c</td>
<td>$x_0 = [4.06 \quad 2.90 \quad 5.80 \quad -1.45]$</td>
</tr>
<tr>
<td></td>
<td>$Q^1 \quad \text{DIAG } R = [1 \quad 1 \quad 1]$</td>
</tr>
<tr>
<td>d</td>
<td>$x_0 = [4.06 \quad 2.90 \quad 5.80 \quad -1.45]$</td>
</tr>
<tr>
<td></td>
<td>$Q^1 \quad \text{DIAG } R = [1 \quad 2 \quad 2]$</td>
</tr>
<tr>
<td>e</td>
<td>$x_0 = [4.06 \quad 2.90 \quad 5.80 \quad -1.45]$</td>
</tr>
<tr>
<td></td>
<td>$Q^1 \quad \text{DIAG } R = [2 \quad 1 \quad 1]$</td>
</tr>
<tr>
<td>f</td>
<td>$x_0 = [4.06 \quad 2.90 \quad 5.8 \quad -1.45]$</td>
</tr>
<tr>
<td></td>
<td>$Q^2 \quad \text{DIAG } R = [1 \quad 1 \quad 1]$</td>
</tr>
</tbody>
</table>

TABLE 3-4: Test Conditions.
\[
\Sigma_x^1 = \begin{bmatrix}
0.5580 & 0.0342 & -0.1508 & -0.0552 \\
0.0342 & 0.0102 & -0.0129 & -0.0097 \\
-0.1508 & -0.0129 & 0.5772 & 0.0117 \\
-0.0552 & -0.0097 & 0.0117 & 0.3113
\end{bmatrix}
\]

\[
\Sigma_x^2 = \begin{bmatrix}
1.958 & -0.8434 & -1.114 & -0.1049 \\
-0.8434 & 1.803 & 0.7691 & -0.1996 \\
-1.114 & 0.7691 & 2.608 & -0.1081 \\
-0.104 & -0.1996 & -0.1081 & 0.3829
\end{bmatrix}
\]

**TABLE 3-5: Nominal \(\Sigma_x\)**
problems, we always used either \( \hat{a}_1 \) or \( \hat{a}_2 \) (corresponding to the minima of \( f_1 \) and \( f_2 \)) as the initial guess for the second step, and the algorithm has always converged to an \( e^* \) quite rapidly. Other initial guesses were also tried, but they either led to the same solution or higher \( e \) values. Therefore, we may conclude that we have determined the global minima for our problems. The resulting coefficients are tabulated in Table 3-6.

For this example, it is evident that the parity coefficients are generally strongly dependent on the test condition (the values of \( x_0, Q, \) and \( R \)). Although this dependence is very complex, some insights may still be obtained from the numerical results. Consider, for instance, \( p_1 \) under conditions b and c. From Table 3-6, we have for condition b the parity function

\[
\hat{p}_{1b}^* = 0.6411 \ y_2(k) - 0.7666 \ y_2(k+1) + 0.0378 \ y_1(k) \tag{3-59}
\]

and for condition c

\[
\hat{p}_{1c}^* = 0.8947 \ y_2(k) - 0.3667 \ y_2(k+1) - 0.2551 \ y_1(k) \tag{3-60}
\]

The only difference between these two test conditions lies in the value of \( x_0 \) (see Table 3-5). Since the first and fourth column of \( C_1 \) (Table 3-2) are zero, only the second and third elements of \( x_0 \) (\( x_{02} \) and \( x_{03} \)) will play a role in the coefficient optimization problem. The parity function \( p_1 \) can be written in the form of (3-26):

\[
p_1 = a_1 x_{02} + a_2 (x_{02} y_1 x_{03}) + a_3 x_{03} + \zeta(y_1, a) \tag{3-61}
\]
### TABLE 3-6: Minimax Parity Coefficients and Parity Errors

<table>
<thead>
<tr>
<th>TEST COND.</th>
<th>PAR. FUNC.</th>
<th>$\bar{c}^*$</th>
<th>$\bar{g}^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>a 1</td>
<td>1.002</td>
<td>.7282</td>
<td>-.6808</td>
</tr>
<tr>
<td>a 2</td>
<td>1.008*</td>
<td>.9983</td>
<td>.0223</td>
</tr>
<tr>
<td>a 3</td>
<td>1.118*</td>
<td>.6833</td>
<td>-.7208</td>
</tr>
<tr>
<td>b 1</td>
<td>1.082</td>
<td>.6411</td>
<td>-.7666</td>
</tr>
<tr>
<td>b 2</td>
<td>1.101*</td>
<td>.4462</td>
<td>.5079</td>
</tr>
<tr>
<td>b 3</td>
<td>1.210</td>
<td>.7027</td>
<td>-.7115</td>
</tr>
<tr>
<td>c 1</td>
<td>1.096</td>
<td>.8947</td>
<td>-.3667</td>
</tr>
<tr>
<td>c 2</td>
<td>1.055</td>
<td>.9599</td>
<td>-.1484</td>
</tr>
<tr>
<td>c 3</td>
<td>1.230</td>
<td>.7592</td>
<td>-.6504</td>
</tr>
<tr>
<td>d 1</td>
<td>1.908</td>
<td>.7865</td>
<td>.3023</td>
</tr>
<tr>
<td>d 2</td>
<td>1.123</td>
<td>.7345</td>
<td>-.5931</td>
</tr>
<tr>
<td>d 3</td>
<td>2.228</td>
<td>.7981</td>
<td>-.6007</td>
</tr>
<tr>
<td>e 1</td>
<td>1.124</td>
<td>.8058</td>
<td>-.5832</td>
</tr>
<tr>
<td>e 2</td>
<td>1.122*</td>
<td>.9669</td>
<td>-.1204</td>
</tr>
<tr>
<td>e 3</td>
<td>1.230</td>
<td>.7441</td>
<td>-.6678</td>
</tr>
<tr>
<td>f 1</td>
<td>1.427</td>
<td>.7327</td>
<td>-.6803</td>
</tr>
<tr>
<td>f 2</td>
<td>1.311*</td>
<td>.5146</td>
<td>.4404</td>
</tr>
<tr>
<td>f 3</td>
<td>1.254</td>
<td>.6385</td>
<td>-.7687</td>
</tr>
</tbody>
</table>

*Solution obtained in Step 1 of solution procedure*
where $a_1$, $a_2$, and $a_3$ denote the elements of $a$ corresponding to $y_2(k)$, $y_2(k+1)$, and $y_1(k)$ respectively, and $\zeta$ denotes the remaining noise terms.

It is clear that $x_{03}$ and $a_2$ modulate the effect of $\gamma_1$ on $p_1$. Qualitatively, as $|x_{03}|$ becomes large relative to $|x_{02}|$ (with all the noise covariances the same), the optimal $a_2$ will reduce in size (relative to $a_1$ and $a_3$) in order to keep the effect of $\gamma_1$ small. As $|x_{03}|$ increases, the signal to noise ratio of $y_1(k)$ also increases. Therefore, we expect $|a_3|$ to become large so as to make better use of the information provided by $y_1(k)$. Under conditions $b$, $x_{02}(-7.03) > x_{03}(-4.06)$, and under condition $c$, $x_{02}(-2.9) < x_{03}(-5.8)$. An inspection of (3-59) and (3-60) shows that the above reasoning holds.

Note that both $p_1$ and $p_2$ relate the first sensor with the second one, and $p_2$ is a higher order relation than $p_1$. Furthermore, the rows of $C_2$ are not linearly dependent for any value of $\gamma_2$. However, the parity error associated with $p_2$ is smaller than that of $p_1$ in all cases except condition $a$. This shows that a higher order parity function (which is likely to contain high order effects of $\gamma_1$) is not necessarily more vulnerable to modelling errors and noise. In addition, a parity function based on a $C$ matrix with rows that are linearly dependent for all values of $\gamma$ does not necessarily produce a smaller parity error than a parity function that is based on a $C$ with independent rows.

In Table 3-7 we have tabulated the signature to parity error ratio ($\Pi_1$) associated with the parity function for sensor bias failures under conditions $c$ and $d$. ($\Pi_1$ denotes the signature to parity error ratio associated with a
<table>
<thead>
<tr>
<th>TEST COND.</th>
<th>PARITY FUNCTION</th>
<th>$\pi_1$</th>
<th>$\pi_2$</th>
<th>$\pi_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>c</td>
<td>$p_1$</td>
<td>.243$v_1$</td>
<td>.504$v_2$</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$p_2$</td>
<td>.176$v_1$</td>
<td>.934$v_2$</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$p_3$</td>
<td>.022$v_1$</td>
<td>-</td>
<td>.107$v_3$</td>
</tr>
<tr>
<td>d</td>
<td>$p_1$</td>
<td>.390$v_1$</td>
<td>.788$v_2$</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$p_2$</td>
<td>.733$v_1$</td>
<td>.693$v_2$</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$p_3$</td>
<td>.046$v_1$</td>
<td>-</td>
<td>.126$v_3$</td>
</tr>
</tbody>
</table>

**TABLE 3-7:** $\pi$ Values for Selected Test Conditions
parity function for a sensor $i$ bias failure of magnitude $v$.) The parity function $p_2$ has a larger $\pi_2$ in condition $c$ and a larger $\pi_1$ in condition $d$; $p_1$ has a larger $\pi_1$ in condition $c$. The parity function $p_3$ has very small $\pi_1$ and $\pi_3$ in both conditions $c$ and $d$. Therefore, $p_3$ is not very useful for detecting a small bias in either sensor 1 or sensor 3.

**Further Discussion of Minimax Solution**

Earlier in this section, we discussed a simple method of solving the minimax problem when the objective function $aS(\gamma)a'$ is quadratic in $\gamma$. The simplicity of the solution is a direct consequence of the fact that the maximization of $aS(\gamma)a'$ with respect to $\gamma$ (3-50) can be replaced by the maximum among $aS(\gamma_i)a'$ at the finite number of corners $(\gamma_i)$ of $T$ (which is assumed to be a hyper-rectangle) for all $a$. Whenever this replacement can be done, this simple solution method applies. This is possible, for instance, when $aS(\gamma)a'$ is convex over $T$ for all $a$ ($\alpha\pi'=1$). Nonlinear dependence of the elements of $A$, $B$, and $C$ on $\gamma$ and higher order effects (due to products such as $CA$, $CA^2$, etc.) in $C$, $\Phi$, and $B$ will make the objective function of the minimax problem ($aS(\gamma)a'$ or $(\alpha\pi')S(\gamma)[\alpha\pi']$ when there are actuator terms) non-quadratic in $\gamma$. In such cases, the task of checking for convexity is generally difficult. Moreover, convexity is not a necessary condition for replacing the maximization of $aS(\gamma)a'$ over $\gamma$ by the maximum of $aS(\gamma_i)a'$, $i=1,...,M$ (where $M$ is the number of corners of $T$). By examining the geometry of the problem, some insights have been obtained, and we will discuss them in the following.
Suppose there is one scalar parameter $\gamma$ and there are only two elements $\sigma_1$ and $\sigma_2$, among all elements of $C$ and $\phi$, that are dependent on $\gamma$. (Although we will only consider $\alpha S(\gamma)\alpha'$ in this discussion, it is clear that the extension to include actuator terms is immediate.) Then, $\sigma_1$ and $\sigma_2$ are also dependent on each other. Let us write $h_{\alpha}(\sigma_1, \sigma_2) = \alpha S(\gamma)\alpha'$; $h_{\alpha}(\sigma_1, \sigma_2)$ is a positive quadratic function of $\sigma_1$ and $\sigma_2$ for any value of $\alpha$.

For each value of $\alpha$, we can draw the ellipses $h_{\alpha}(\sigma_1, \sigma_2) = \theta$ for different values of $\theta$ in the $\sigma_1-\sigma_2$ plane (Figure 3-3a). Note that the ellipses increase in size with increasing $\theta$.

Because $\sigma_1$ and $\sigma_2$ both depend on $\gamma$, they can only take on values along the curve $(\sigma_1(\gamma), \sigma_2(\gamma))$ with $\gamma$ varying over its range $\Gamma$. The curve is characterized by a scalar equation, say $G_{\alpha}(\sigma_1, \sigma_2) = 0$ (see Figure 3-36). By tracing along this curve (called $G_{\alpha}$) and noting the values of $h_{\alpha}$ and $\gamma$ along it, we can obtain the function $\tilde{h}_{\alpha}(\gamma) = \alpha S(\gamma)\alpha'$ for a fixed $\alpha$ (see Figure 3-3b). It is evident that the maximum of $\tilde{h}_{\alpha}$ does not occur at either end of $\Gamma$ (in the case shown in Figure 3-36). Now suppose the relationship between $\sigma_1$ and $\sigma_2$ is characterized by another curve $G_2(\sigma_1, \sigma_2) = 0$ (Figure 3-4a).

The plot of $\tilde{h}_{\alpha}$ versus $\gamma$ for $G_2$ (Figure 3-4a) shows that the maximum of $\tilde{h}_{\alpha}$ is at $\gamma^2$.

Based on the geometry described above, we can re-state the condition under which $\max_{\gamma} \tilde{h}_{\alpha}(\gamma) = \max[\tilde{h}_{\alpha}(\gamma^1), \tilde{h}_{\alpha}(\gamma^2)]$ for a fixed $\alpha$ as follows.

(We will let $\sigma = [\sigma_1, \sigma_2]'$ to simplify the notation). For each $\alpha$, consider the ellipses $h_{\alpha}(\sigma) = \tilde{h}_{\alpha}(\gamma^1)$ and $h_{\alpha}(\sigma) = \tilde{h}_{\alpha}(\gamma^2)$ that pass through $\sigma(\gamma^1)$ and $\sigma(\gamma^2)$ respectively. Define $\gamma^*$ such that

$$\gamma^* = \arg \max_{\gamma^1, \gamma^2} [\tilde{h}_{\alpha}(\gamma^1), \tilde{h}_{\alpha}(\gamma^2)]$$

(3-67)
FIGURE 3-3a: Contours of $h_\alpha(\sigma_1, \sigma_2)$ and $G_1$ for a fixed $\alpha$.

FIGURE 3-3b: $\tilde{h}_\alpha(\gamma)$ along $G_1$. 
FIGURE 3-4a: Contours of $h_\sigma(\sigma_1, \sigma_2)$ and $G_2$ for a fixed $\alpha$.

FIGURE 3-4b: $\tilde{h}_\alpha(\gamma)$ along $G_2$. 

\[ h_\sigma(\sigma_1, \sigma_2) = \theta \]

\[ \sigma(\gamma^1) \quad \sigma(\gamma^2) \quad G_2(\sigma_1, \sigma_2) \]
Note that $\gamma^*$ is dependent on $a$, and $h_a(\sigma) = \tilde{h}_a(\gamma^*)$ is the bigger of the two ellipses passing through $\sigma(\gamma^1)$ and $\sigma(\gamma^2)$. Then, $\max h_a(\gamma) = \max[h_a(\gamma^1), h_a(\gamma^2)]$ if and only if the curve $G$ (describing the relationship between $\sigma_1$ and $\sigma_2$) lies within the bigger ellipse $h_a(\sigma) = \tilde{h}_a(\gamma^*)$.

Mathematically, this is equivalent to the condition

$$h_a(\sigma) \leq \tilde{h}_a(\gamma^*), \quad \sigma \in \{\sigma: G(\sigma) = 0\} \quad (3-63)$$

It should be noted that a brute-force approach to testing condition (3-63) will result in the evaluation of $\tilde{h}_a(\gamma)$ for all $\gamma \in \Gamma$. A conceptually simpler approach to testing this condition is described below.

Consider the simultaneous equations

$$h_a(\sigma) = \tilde{h}_a(\gamma^*) \quad (3-64a)$$

$$G(\sigma) = 0 \quad (3-64b)$$

Assuming $\sigma$ is continuous in $\gamma$ (hence the curve $G$ is continuous), we can deduce that if the set of solutions to (3-64) does not contain any point $\sigma$ other than $\sigma(\gamma^1)$ and/or $\sigma(\gamma^2)$, then the curve $G$ is either completely inside or outside the ellipse $h_a(\sigma) = \tilde{h}_a(\gamma^*)$ (and touching it only at $\sigma(\gamma^1)$ and/or $\sigma(\gamma^2)$). Then, the curve $G$ lies inside the ellipse if the following is true.

$$h_a(\sigma) < \tilde{h}_a(\gamma^*), \quad \sigma \in \{\sigma: G(\sigma) = 0\} \quad (3-65)$$

Therefore, the testing of the condition (3-63) requires studying the solutions of the simultaneous equations (3-64). If the solution set of
(3-64) does not contain any $\sigma$ other than $\sigma(y^1)$ and $\sigma(y^2)$ and (3-65) holds, then $\max_{\gamma} \bar{h}_a(\gamma) = \max[h_a(y^1), h_a(y^2)]$ for a fixed $a$.

In order for the simple minimax solution described earlier to apply, condition (3-63) has to hold for all $a$ such that $\alpha \alpha' = 1$. This implies that we have to examine the solution of (3-64) and condition (3-65) as a function of $a$. This is generally a difficult task, because, even for a fixed $a$, the solution of (3-64) is difficult to determine for an arbitrary $G$. Nevertheless, this approach provides an important perspective on the problem, i.e. the objective function $\alpha \mathcal{S}(\gamma) \alpha$ is now separated into $h_a(\sigma)$, which is independent of $\gamma$, and $G(\sigma)$, which contains all the effects of $\gamma$. This explicit isolation of the effects of $\gamma$ will allow us to exploit the structure of $G$ (i.e. the inter-dependence of $\sigma_1$ and $\sigma_2$ through this mutual dependence on $\gamma$) to determine if (3-63) holds. However, future work is required to develop this concept into a practical procedure for testing (3-63). In closing, we note that the above discussion for the case of 2 $\sigma$'s and a scalar $\gamma$ can be readily generalized to include multiple $\sigma$'s and a vector $\gamma$.

3.6 **Summary**

In this chapter we have developed an approach to the design of robust residual-generation processes. We have examined in detail the three basic steps of the design method: i) the choice of parity structures in the presence of modelling uncertainties, ii) the design of parity coefficients, ii') the choice of parity functions for generating residuals based on signature to parity error ratios.
The conceptualization of analytical redundancy as parity relations together with the design method described in the chapter represent a new approach to the design of residual-generation processes for FDI. The formulation of the parity coefficient design problem as a minimax optimization provides a basis for exploiting analytical redundancy in a robust manner. Although the minimax problem is difficult to solve, a simple solution procedure has been found for some special cases. The insights provided by this solution method will aid in the study of the solution if more general minimax problems required to design robust residual-generation schemes.
CHAPTER 4

OPTIMAL SEQUENTIAL DECISION RULES

4.1 The Sequential Decision Problem—Background

The output of the residual-generation process is the random residual sequence, r(k). The behavior of the residual is described by a set of probability density functions \( \{p(r(1), \ldots, r(k) | (i, \tau, \nu)), k=1,2, \ldots, \} \) that is characteristic of the presence of the failure \((i, \tau, \nu)\) (the notation \((i, \tau, \nu) = (0, -, -)\) denotes the absence of any failure), and such probability density functions represent the signature of the failure. The FDI process involves monitoring the residual for changes from its normal (no-fail) behavior. Residual samples are observed in sequence. If a failure is judged to have occurred and sufficient information (from the residual) has been gathered, the monitoring process is stopped. Then, based on the past observations of residual, an identification of the failure is made. If no failure has occurred, or if the information gathered is insufficient, monitoring is not interrupted so that further residual samples may be observed. The decision to interrupt the residual-monitoring to make a failure identification is based on a compromise between the speed and accuracy of the detection, and the failure identification reflects the design tradeoff among the errors in failure classification. Such a decision mechanism belongs to the extensively studied class of sequential tests or sequential decision rules. In this research, we will extend existing concepts and formulations of the sequential decision problem to the design of decision rules for FDI systems.

The first important piece of work in sequential analysis was presented in 1947 by Wald [10], where the Sequential Probability Ratio Test (SPRT) was proposed as a procedure for testing a simple hypothesis against a simple
alternative. It was shown, a year later, by Wald and Wolfowitz [18] that the SPRT is optimal in the sense that among the class of sequential tests that have misclassification errors not greater than those of the SPRT, the SPRT will take the smallest expected number of samples to reach a decision. The conceptual and structural simplicity of the SPRT has made it the basis of many studies in the design and application of sequential tests. For example, the SPRT was employed as a means of identifying aircraft sensor failures [11], and SPRT-like tests were developed for robust signal detection [19]. In addition, modifications such as those investigated by Anderson [20] and Chien and Adams [21] have been suggested to enable the SPRT to deal with a wider class of problems in a satisfactory manner. Specifically, Anderson has modified the decision thresholds of the SPRT so as to maintain a reasonable expected sample size when the same SPRT is used in testing a simple hypothesis against a composite alternative, and Chien and Adams have introduced resets for the SPRT in order to detect a change from one hypothesis to another at some unknown time. In the latter case, the change in the hypothesis at an unknown time indeed models the occurrence of a (the only possible) failure.

The decision problem to which the SPRT is the solution is a special and very simple case of the general Bayes Sequential Decision Problem (BSDP) first studied by Arrow, Blackwell and Girshick and later described by Blackwell and Girshick [22]. The BSDP provides a general formulation that can be adapted to many meaningful decision problems. In particular, it is suitable for the FDI decision problem, where the occurrence of a failure may be regarded as a change from the normal (no-fail) hypothesis to some failure hypothesis at an unknown time. The optimal Bayes Sequential Decision Rule (BSDR) has a form
similar to that of the dynamic programming solution to the discrete time optimal control problems [17]. Even with the aid of modern computers, the BSDR can rarely be calculated for the general problem, and only in some limiting cases [23] [24] has some feel for the solution been obtained. For this reason, alternative suboptimal sequential procedures were often investigated as means of solving sequential decision problems e.g., [25] [26] [27].

The inclusion of changes among hypotheses at unknown times further complicates the computational aspect of the BSDR. As noted by Chernoff and Zacks in their study of estimating a parameter which may change in time [28], only suboptimal or ad hoc procedures are practical solutions. However, for the case where only a change from a simple hypothesis to a simple alternative is allowed, some useful results are available. As mentioned earlier, Chien and Adams were able to modify the SPRT to accommodate this feature. In addition, Shiryaev solved the problem in the Bayes formulation [29], where the Bayes objective used was a means of stating the desire to minimize the expected delay to detecting a change while keeping the probability of false alarm or the expected number of false alarms before the change to some fixed value. Such an interpretation of the Bayes formulation suggests the usefulness of the BSDP for incorporating the numerous tradeoff issues of the decision process in FDI into a single design objective. In this way, the BSDP provides a conceptually simple design objective for the FDI problem, and it has been the basis of our research in the design of sequential decision rules. Although the optimal solution is impossible to calculate, the structure of the Bayes formulation provides a framework in which simple
suboptimal rules can be derived. We shall report our work along this direc-
tion in the remainder of this chapter and the next. In section 4.2, the
Bayes formulation of the FDI problem is discussed. The nature of the optimal
BSDR and the difficulties in its calculation are examined in Section 4.3 for
ways of obtaining simple suboptimal rules. Chapter 5 contains the resulting
approach to designing suboptimal sequential decision rules.

4.2 The Bayes Approach for FDI

In this section we will present a formulation of the FDI decision pro-
cess as a BSDP, and we will discuss the advantages and limitations of the
Bayes approach as a tool for designing decision rules for FDI.

In a sequential decision problem, the decision maker is allowed to
make a sequence of observations. After each observation, he will decide
whether to stop sampling and choose a terminal action, or to continue sam-
pling and postpone the terminal decision to a later time. Hence the sequen-
tial decision rule consists of a stopping rule and a terminal decision rule
which, in the FDI problem, are used to determine when to interrupt the
residual-monitoring and what failure declaration to make, respectively. Each
sequential decision rule leads to a particular performance tradeoff determined
by the Bayes formulation. As we develop the Bayesian approach to FDI, we will
see how the inherent tradeoff issues are incorporated into the formulation.

The BSDP formulation of the FDI problem consists of six elements:

1) Θ: the set of states of nature or failure hypotheses. An
element θ of Θ may denote a single type i failure of size v occurring at time
t (θ=(i,τ,v)) or the occurrence of a set of failures (possibly simultaneously),
i.e. Θ = \{(i_1, τ_1, v_1), ..., (i_n, τ_n, v_n)\}. Although they do not add to the
structural complexity of the decision problem, multiple failures do increase
the size of $\Theta$ and hence also increase the computational burden in the solution
of the problem. In this study we will focus our attention on single failures
for simplicity. Moreover, since failures occur infrequently, it is unlikely
for failures to occur in rapid succession. Sufficient time is generally
available for detecting and identifying a failure and re-starting the decision
process before another failure occurs. From this vantage point, single fail-
ure indeed represent the dominant phenomenon.

In many applications it suffices to just identify the failure type
without estimating the failure size. Then we may consider composite failure
hypotheses of the form $(i, \tau)$ - a type $i$ failure of any size occurring at time
$\tau$. Moreover, it is often true that a detection system based on $(i, \tau, \nu)$ for
some appropriate $\nu$ can also detect and identify the type of the failure
$(i, \tau, \nu)$ for $\nu > \nu_0$. Thus, we may use $(i, \tau, \nu)$ to represent $(i, \tau)$. In the air-
craft sensor FDI problem [11], for instance, excellent results were obtained using
this approach. In situations where it is necessary to estimate $\nu$ in order
to identify the failure type or choose a post-failure remedial action, a
finite grid of failure magnitudes should provide sufficient resolution. In
both cases, the failure size can be absorbed in the index $i$ so that $(i, \tau)$ may
represent a composite hypothesis or a failure of a certain magnitude. Now
we have the discrete nature set

$$\Theta = \{(i, \tau), \ i=1,\ldots, M, \ \tau=1,2,\ldots\}$$

(4-1)

where we assume there are $M$ different failure types of interest and any one
of them may occur at time $\tau=1$, or 2, or ...
2) \( \mu \): the prior probability mass function (PMF) over the nature set \( \Theta \). This PMF represents the a priori information concerning the failure, i.e., how likely it is for each type of failure to occur, and when is a failure likely to occur. Because this information may not be available or accurate in some cases, the need to specify \( \mu \) is a drawback of the Bayes approach for such cases. Nevertheless, we will see that it can be regarded as a parameter in the design of a BSDR.

In general, \( \mu \) may be arbitrary. Here, we will employ a special form of \( \mu \). We assume the underlying failure process has two properties: i) the \( M \) failures of \( \Theta \) are independent of one another, and ii) the occurrence of each failure \( i \) is a Bernoulli process with (success) parameter \( \rho_i \). The Bernoulli process (corresponding to the Poisson process in continuous time) is a common model for failures in physical components [30]; the independence assumption describes a large class of failures (such as sensor failures) while providing a simple approximation for the others. In this framework, the set \( \Theta \) consisting of single failures only represents a subset, albeit a dominant one, of the exhaustive events defined over all possible outcomes including multiple failures. More precisely, \( \Theta \) only describes the arrival of the first failure. Hence the PMF defined over \( \Theta \) is a conditional PMF:

\[
\mu(i, T) = \sigma(i) \rho(1-\rho)^{T-1} \quad \text{i}=1, \ldots, M, \; \text{T}=1, 2, \ldots
\]  

(4-2)
where

\[ \rho = 1 - \prod_{j=1}^{M} (1-\rho_j) \]  \hspace{1cm} (4-3)

\[ \sigma(i) = \rho_i (1-\rho_i)^{-1} \left[ \sum_{j=1}^{M} \rho_j (1-\rho_j)^{-1} \right]^{-1} \]  \hspace{1cm} (4-4)

The parameter \( \rho \) may be regarded as the parameter of the combined (Bernoulli) failure process - the occurrence of a (any) failure; \( \sigma(i) \) can be interpreted as the marginal probability that the first failure is of type \( i \). Note that (4-2) indicates the arrival of the first failure is memoryless, i.e.

\[ \overline{u}(i, \tau | \text{no failure before } \tau_0) = \sigma(i) \rho(1-\rho)^{\tau - \tau_0 - 1} \]

\[ = u(i, \tau - \tau_0), \quad i=1, \ldots, M \quad \tau \geq \tau_0 \]  \hspace{1cm} (4-5)

This property will be useful in obtaining time-invariant suboptimal decision rules (see Chapter 5).

3) \( \mathcal{U}(k) \): the discrete set of terminal actions (failure identifications) available to the decision maker when the residual-monitoring is stopped at time \( k \). An element \( \delta \) of \( \mathcal{U}(k) \) may denote the pair \((j,t)\), i.e. declaration of a type \( j \) failure to have occurred at time \( t \). Alternatively, \( \delta \) may represent an identification of the \( j \)-th failure type without regard for the failure time \( (\delta = \bigcup_{t=1}^{k} (j,t)) \), or it may signify the presence of a failure without specification of its type or time, i.e. simply an alarm \( (\delta = \bigcup_{j=1}^{M,k} (j,t)) \). Since the purpose of FDI is to detect and identify failures that have occurred, \( \mathcal{U}(k) \) should only contain identifications that either specify failure times at or before \( k \), or do not specify any failure time. As a result, the
number of terminal decisions specifying failures times grows with \( k \) while the number of decisions not specifying any time will remain the same. In addition, \( D(\theta) \) does not include the declaration of no failure, since the residual-monitoring is stopped only when a failure appears to have occurred. By continuing the residual-monitoring, it is understood that no (or insufficient) evidence has been gathered to declare any failure.

4) \( L(k; \theta, \delta) \): the terminal decision cost (loss) function at time \( k \) defined over \( \theta \times D(k) \). \( L(k; \theta, \delta) \) denotes the penalty for deciding \( \delta \in D(k) \) at time \( k \) when the true state of nature is \( \theta = (i, \tau) \). It is assumed to be bounded and non-negative and have the structure:

\[
\begin{align*}
\tau(k; (i, \tau), \delta) &= \begin{cases} 
L(i, \tau), \delta) & \tau < k, \quad \delta \in D(k) \\
L_p & \tau > k \quad \delta \in D(k)
\end{cases} 
\end{align*}
\]  

(4.6)

where \( L(\theta, \delta) \) is the underlying cost function that is independent of \( k \); \( L_p \) denotes the penalty for a false alarm, and it may be generalized to be dependent on \( \delta \). It is only meaningful for a terminal action (identification) that indicates the correct failure (and/or time) to receive a lower decision cost than one that indicates the wrong failure (and/or time). We further assume that the penalty due to an incorrect identification of the failure time is only dependent on the error of such an identification. That is for \( \delta = (j, \tau) \),

\[
L((i, \tau), (j, \tau)) = L(i, j, (t-\tau))
\]  

(4.7a)

and for \( \delta \) with no time specification

\[
L((i, \tau), \delta) = L(i, \delta)
\]  

(4.7b)
Clearly L provides the means for penalizing the various cross-detections according to how undesirable each of them is.

5) \( r(k) \): the residual (observation) sequence. (We shall use \( r(k) \) to denote both the random variable and its value, but the meaning will be clear from the context.) We shall assume \( r(k) \in \mathbb{R}^n \). The residual samples need not be independent and identically distributed in general, but their joint distribution is dependent on \( \theta \) and is assumed to be known. We shall let \( p(r(1), \ldots, r(k)|i, \tau) \) denote their joint conditional density.

Assuming that the residual is affected by the failure in a causal manner, its conditional density has the property

\[
p(r(1), \ldots, r(k)|i, \tau) = p(r(1), \ldots, r(k)|0, -)
\]

where \((0, -)\) is used to denote the no-fail condition. In this research, we further assume that the residual is an independent Gaussian sequence with time-independent covariance function \( V(\text{covariance matrix}) \), i.e.

\[
p(r(1), \ldots, r(k)|i, \tau) = \prod_{s=1}^{k} p(r(s)|i, \tau)
\]

\[
p(r(k)|i, \tau) = \frac{1}{|V|^{\frac{1}{2}} (2\pi)^{\frac{n}{2}}} \exp\left(-\frac{1}{2} [(r(k)-g(k;i,\tau))^\prime V^{-1} (r(k)-g(k;i,\tau))]\right)
\]

where \( g(k;i,\tau) \) is the mean of the residual given that the failure \((i, \tau)\) has occurred. With the covariance assumed to be the same for all failures, the mean function \( g(k;i,\tau) \), characterizes the effect of the failure \((i, \tau)\), and
it is henceforth called the signature of \((i, T)\), with \(g(k; 0, -) = 0\) for the no-fail condition. For time-invariant systems \(g(k; i, T)\) becomes

\[
g(k; i, T) = \begin{cases} g_i(k-1); & k \geq T \\ 0 & k < T \end{cases}
\]  

(4-10)

We have chosen to study residuals of the form (4-9) and (4-10) because their special structure facilitates the development of insights into the design of decision rules. Moreover, the Gaussian assumption is reasonable in many problems and has met with success in a wide variety of applications, e.g., [5] [11]. It should be noted that the use of more general probability densities for the residual, e.g. time-dependent \(V\) and signatures that depend on both \(k\) and \(T\) (\(g(i, k, T)\)), will not invalidate the discussions in Section 4.3. The simple signature (4-9) and (4-10) considered here will facilitate the design of suboptimal rules (see Chapter 5).

6) \(w(k, (i, T))\): the delay cost function having the properties:

\[
w(k, (i, T)) = \begin{cases} w(i, k-T) & \geq 0 \quad T \leq k \\ 0 & \quad T > k \end{cases}
\]  

(4-10a)

\[
w(i, k_1 - T) > w(i, k_2 - T) \quad k_1 > k_2 > T
\]  

(4-10b)

After a failure has occurred at \(T\), there is a penalty for delaying the terminal decision until \(k > T\) with the penalty an increasing function of the delay \((k-T)\). In the absence of a failure, no penalty is imposed on
the sampling. In this study we will consider a delay cost function that is linear in the delay, i.e.

\[
c(i, k) = \begin{cases} 
c(i)(k-T) & \text{if } T < k \\
0 & \text{if } T > k
\end{cases}
\]

(4-11)

where \( c(i) \) is a positive function of the failure type \( i \), and may be used to provide different delay penalties for different types of failures.

We have described the setting of the BSDP for the FDI decision process. The most important feature presented is the tradeoff structure provided by the terminal decision and delay cost functions. Generally, the more observations the decision maker has, the more certain he is about the true state of nature, and this will lead to a lower expected terminal decision cost which is due to false alarms and incorrect detections. On the other hand, he is penalized for the delay in decision that results from taking more observations. Hence, the cost functions \( L \) and \( w \) together form the basis for considering the tradeoffs among the various performance issues (detection delays, false alarms, etc.) simultaneously when the design objective is to minimize the total expected cost. Now we proceed to characterize sequential decision rules for minimizing the total cost, employing the approach of Ferguson [31].

A sequential decision rule naturally consists of two parts: a stopping rule (or sampling plan) and a terminal decision rule. The stopping rule, denoted by \( \Phi = (\phi(0), \phi(1; r(1)), \ldots, \phi(k; r(1), \ldots, r(k)), \ldots) \) is a sequence of functions of the observed residual samples, with \( \phi(k; r(1), \ldots, r(k)) = 1 \), or 0. When \( \phi(k; r(1), \ldots, r(k)) = 1 \), (0), residual-monitoring or sampling is stopped.
(continued) after the $k$ residual samples, $r(1), \ldots, r(k)$ are observed.

Alternatively, the stopping rule may be defined by another sequence of functions $\Psi = (\psi(0), \psi(1;r(1)), \ldots, \psi(k;r(1), \ldots, r(k)), \ldots)$, where

$\psi(k;r(1), \ldots, r(k)) = 1$ (0) indicates that residual monitoring has been carried on up to and including time $(k-1)$ and will (not) be stopped after time $k$ when residual samples, $r(1), \ldots, r(k)$ are observed. The functions $\phi$ and $\psi$ are related to each other in the following way

$$
\psi(k;r(1), \ldots, r(k)) = \phi(k;r(1), \ldots, r(k)) \prod_{s=0}^{k-1} [1-\phi(s;r(1), \ldots, r(s))]
$$

(4-12)

with $\psi(0) = \phi(0)$. The conditional probability of stopping at time $k$, given that the true state of nature is $(i, \tau)$, is

$$
E_{i,\tau} \psi(k;r(1), \ldots, r(k)) = \int_{\mathbb{R}^m}^{\mathbb{R}^m} \psi(k;r(1), \ldots, r(k)) p(r(1), \ldots, r(k)|i, \tau) dr(1) \ldots dr(k)
$$

(4-13)

and the probability, $P_s(i, \tau)$, of eventually stopping given $\theta = (i, \tau)$ is

$$
P_s(i, \tau) = \sum_{k=0}^{\infty} E_{i,\tau} \psi(k;r(1), \ldots, r(k)) = 1
$$

(4-14)

If $P_s(i, \tau) \neq 1$ for all $(i, \tau) \in \Theta$, it is possible for the sampling to go on indefinitely even in the presence of a failure, and the expected delay cost will be infinite. Therefore, only stopping rules with $P_s(i, \tau) = 1$ are meaningful.
The terminal decision rule is a sequence of functions,
\[ D = (d(0), d(1; r(1)), \ldots, d(k; r(1), \ldots, r(k)), \ldots) \]
mapping residual samples, \[ r(1), \ldots, r(k) \] into the terminal action set \( D(k) \). The function
\[ d(k; r(1), \ldots, r(k)) \]
represents the decision rule used to arrive at an action (identification) if sampling is stopped at time \( k \) and the residual samples, \[ r(1), \ldots, r(k) \] are observed. Actually, \( D \) only needs to be defined for those \( r(1), \ldots, r(k) \) for which \( \psi(k; r(1), \ldots, r(k)) \neq 1 \). But it will become clear that it is useful to consider terminal decision rules independently of the stopping rule.

The FDI sequential decision procedure consists of two steps. According to the sampling plan, the decision maker determines if he is to continue the residual-monitoring. If he is to stop, he makes a failure identification according to the terminal decision rule. As a result of using the sequential decision rule \((\phi, D)\), given \((i, \tau)\) is the true state of nature, the total expected cost is:

\[
U_0[(i, \tau), (\phi, D)] = \sum_{k=0}^{\infty} \mathbb{E}_{i, \tau} \left[ \psi(k; r(1), \ldots, r(k)) \left( c(k, (i, \tau)) + L(k; (i, \tau), d(k; r(1), \ldots, r(k))) \right) \right]
\]  

(4-15)

The BSDP is defined as: determine a sequential decision rule \((\phi^*, D^*)\) so that the sequential Bayes risk \( U_g \) is minimized, where

\[
U_g(\phi, D) = \mathbb{E} U_0[(i, \tau), (\phi, D)] = \sum_{i=1}^{M} \sum_{\tau=1}^{\infty} \mu(i, \tau) U_0[(i, \tau), (\phi, D)] \]  

(4-16)

\((\phi^*, D^*)\) is called the Bayes Sequential Decision Rule (BSDR) with respect to \( \mu \), and it is optimal in the sense that it minimizes the sequential Bayes risk.
The BSDR can be determined by carrying out the minimization of (4-15) in

two steps: first with respect to D, then with respect to . While we post-
pone further discussions of the BSDR to the next section, we proceed to

examine the Bayes risk closely for a better understanding of the BSDP.

Using (4-6) and (4-11), we can re-write \( U_0 \) as

\[
U_0[(i, \tau), (\Phi, D)] = L_F \sum_{k=0}^{T-1} E_{i, \tau} \{ \psi(k;r(1), \ldots, r(k)) \}
\]

\[
+ c(i) \sum_{k=T}^{\infty} [(k-\tau)E_{i, \tau} \{ \psi(k;r(1), \ldots, r(k)) \}]
\]

\[
+ \sum_{k=T}^{\infty} [E_{i, \tau} \{ \psi(k;r(1), \ldots, r(k)) \} L(i, \tau), d(k;r(1), \ldots, r(k))]\]

(4-16)

In the following we will describe a special interpretation of the sequential

risk for the FDI problem. Let us define the following notation

\[
P_f(T) = \sum_{k=1}^{T-1} E_{i, \tau} \psi(k;r(1), \ldots, r(k))
\]

(4-17)

\[
D = \bigcup_{k=0}^{\infty} D(k)
\]

(4-18)

\[
\tilde{S}(k, \delta) = \{ [r(1), \ldots, r(k)]; \psi(k;r(1), \ldots, r(k)) = 1, d(k;r(1), \ldots, r(k)) = \delta \}
\]

(4-19)

\[
P_r(\tilde{S}(k, \delta) | i, \tau) = \int_{\tilde{S}(k, \delta)} p(r(1), \ldots, r(k) | i, \tau) dr(1) \ldots dr(k)
\]

(4-20)
where \( P_F(\tau) \) is the probability of stopping to declare a failure before the failure occurs at \( \tau \), i.e. the probability of false alarm when a failure occurs at time \( \tau \); \( D \) is the set of terminal actions for all times; \( \tilde{S}(k,\delta) \) is the region in the sample space of the first \( k \) residuals where the sequential rule \((\Psi,D)\) yields the terminal decision \( \delta \). Clearly, the \( \tilde{S}(k,\delta)'s \) are disjoint sets with respect to both \( k \) and \( \delta \), and we note that

\[
E_{i,T} \psi(k;r(1),...,r(k)) = \sum_{\delta \in D(k)} P_{\{\tilde{S}(k,\delta) | i,T\}}
\]  

(4-21)

Then (4-15) can be expressed as

\[
U_0[(i,\tau), (\Phi,D)] = L \cdot P_F(\tau) + (1-P_F(\tau)) \sum_{i=1}^{c(i)} \sum_{k=1}^{\infty} [(k-\tau)(1-P_F(\tau))^{-1} E_{i,T} \psi(k;r(1),...,r(k))]
\]

\[
+ \sum_{\delta \in D} L((i,\tau),\delta) \sum_{k=1}^{\infty} [P_{\{\tilde{S}(k,\delta) | i,\tau\}}(1-P_F(\tau))^{-1}]
\]

(4-22)

By (4-13), \((1-P_F(\tau))^{-1} E_{i,T} \psi(k;r(1),...,r(k))\) for \( k \geq \tau \) is the conditional probability that residual-sampling will be stopped at time \( k \), given a type \( i \) failure has occurred at time \( \tau \) and the sampling process has not been stopped before the failure occurred (i.e. no false alarm), and (4-21) then takes the form

\[
U_0[(i,\tau), (\Phi,D)] = L \cdot P_F(\tau) + (1-P_F(\tau)) \sum_{i=1}^{c(i)} \tilde{c}(i,\tau) + \sum_{\delta \in D} L((i,\tau),\delta) P((i,\tau),\delta)
\]

(4-23)

where
The expression $\bar{v}(i, T)$ is the conditional expected delay in decision (i.e. stopping sampling and making a failure identification), given a type $i$ failure has occurred at time $T$ and no false alarm has been signalled before this time. Similarly, $P((i, T), \delta)$ is the conditional probability of eventually declaring $\delta$, given an $i$-th type failure has occurred at time $T$ and no false alarm has been signalled. $P((i, T), \delta)$ is the generalized cross-detection probability. Finally, the sequential Bayes risk $U_S$ can be written as

$$U_S(\phi, D) = \sum_{i=1}^{M} \sum_{T=1}^{\infty} \mu(i, T) \left[ L_{F_F}(T) + (1-P_F) \right] \left[ c(i) \bar{v}(i, T) + \sum_{\delta \in D} L((i, T), \delta) P((i, T), \delta) \right]$$

Equation (4-26) indicates that the sequential Bayes risk is a weighted combination of the conditional false alarm probability, expected delay to decision and cross-detection probabilities, and the optimal sequential rule ($\phi^*, D^*$) minimizes such a combination. From this vantage point, the cost functions ($L$ and $c$) and the prior distribution ($\mu$) provide for the weighting, hence, a basis for indirectly specifying the tradeoff relationships among the various performance issues. The advantage of the indirect approach is that only the total expected cost instead of every
individual performance issue needs to be considered explicitly in designing a sequential rule. The drawback of the approach, however, lies in the choice of a set of appropriate cost functions (and sometimes the prior distribution) when the physical problem does not have a natural set, as it doesn't in general. In this case, the Bayes approach is most useful with the cost functions (and the prior distribution) considered as design parameters that may be adjusted to obtain an acceptable design.

4.3 The Bayes Sequential Decision Rule

In this section, we will describe the optimal solution to the BSDP. Before we do that, it is instructive to examine the (unconditional) expected delay and terminal decision cost at time \( k \), \( U(k) \), for a terminal action \( \delta \in \mathcal{D}(k) \)

\[
U(k) = \sum_{i=1}^{M} \sum_{\tau=1}^{\infty} \left[ c(k; (i, \tau)) + L(k; (i, \tau), \delta) \right] \mu(i, \tau)
\]

\[
= \sum_{i=1}^{M} \sum_{\tau=1}^{k} \left[ c(i; (k-\tau)) + L((i, \tau), \delta) \right] \mu(i, \tau) + \sum_{j=1}^{M} \sum_{\tau=k+1}^{\infty} \mu(j, \tau)
\]

where the first equality follows from the definitions, the second one is a direct consequence of (4-6) and (4-10), and the last one follows from the notation

\[
\mu'(k; i, \tau) = \begin{cases} 
\mu(i, \tau) & i=1, \ldots, M, \tau=1, \ldots, k \\
\sum_{j=1}^{M} \sum_{t=k+1}^{\infty} \mu(j, t) & i=0
\end{cases}
\]
where (0,-), i.e. \( i = 0 \) is an artificial failure state representing the event of a failure occurring after the terminal decision time \( k \). Alternatively \( (0,-) \) may be viewed as the no-fail state that has a dwindling prior probability as time progresses. Clearly, \( \mu' \) is a time-dependent PMF, and it effectively defines a growing nature set, \( \Theta(k) = \{(i,\tau) \mid i = 0,1,\ldots,M, \tau = 1,\ldots,k \} \), that corresponds to the increasing number of possible failure times. For failure-monitoring over the interval \([1,k_0]\) \( \mu'(k_0;0,-) \) denotes the probability of no failure over the interval with \((0,-)\) as the no-fail state. Since they can be used interchangeably in the calculation of the expected cost, \( (\Theta,\mu) \) and \( (\Theta(k),\mu'(k)) \) are equivalent for the BSDP. But the latter will be used, due to the resulting simplification in notation. We now proceed to describe the BSDR.

It is clear that the expected delay cost is independent of what terminal decision is made. Thus, once sampling is stopped the optimal terminal decision rule must be that which minimizes the expected decision cost. This implies that the Bayes terminal decision rule \( D^* \) is independent of the stopping rule and is a sequence of fixed-sample-size (FSS) Bayes rules[32]. Therefore, \( D^* = (d^*(0), d^*(1;r(1)), \ldots, d^*(k;r(1),\ldots,r(k)), \ldots) \) where \( d^*(l) \) is the \( k \)-sample Bayes rule (with respect to \( \mu'(k) \)) that minimizes the FSS Bayes risk:

\[
\pi(d(k)) = \int_{\mathbb{R}^m} \int_{\mathbb{R}^m} \cdots \int_{\mathbb{R}^m} \sum_{i=0}^{M} \sum_{\tau=1}^{k} \mu'(k;i,\tau) L((i,\tau),d(k)) p(r(1),\ldots,r(k) \mid i,\tau) dr(1) \ldots dr(k)
\]

(4-28)

Hence, the \( k \)-sample Bayes rule \( d^*(k) \) also minimizes the integrand of (4-28), By simple manipulations, the Bayes rule can be expressed in terms of the
likelihood ratios \( \Lambda \) or the posterior probabilities \( q \) of the nature states given the residual samples, \( r(1),...,r(k) \) [32]:

\[
d^*(k) = \arg \min_{d(k)} \sum_{i=0}^{M} \sum_{\tau=1}^{k} L((i,\tau),d(k)) \mu'(k;i,\tau) \Lambda(k;i,\tau) \tag{4-29}
\]

or

\[
d^*(k) = \arg \min_{d(k)} \sum_{i=0}^{M} \sum_{\tau=1}^{k} L((i,\tau),d(k)) q(i,\tau|k) \tag{4-30}
\]

where, assuming \( p(r(1),...,r(k)|0,-) \neq 0, \)

\[
\Lambda(k;i,\tau) = \frac{p(r(1),...,r(k)|i,\tau)}{p(r(1),...,r(k)|0,-)} \tag{4-31}
\]

and

\[
q(i,\tau|k) = \frac{\mu'(k;i,\tau)p(r(1),...,r(k)|i,\tau)}{\sum_{j=0}^{M} \sum_{t=1}^{k} \mu'(k;j,t)p(r(1),...,r(k)|j,t)} \tag{4-32}
\]

The Bayes rule given in (4-29) is in the form of a likelihood ratio test. In some cases, it is more convenient to work with the log likelihood ratios \( \tilde{L}(k;i,\tau) \):

\[
\tilde{L}(k;i,\tau) = \ln \Lambda(k;i,\tau) \tag{4-33}
\]

and (4-29) can be transformed accordingly. In general, the FSS decision rule divides the residual sample space into terminal decision regions \( \{T(k,\delta), k=1,2,...\} \) such that \( d(k;r(1),...,r(k))=\delta \in \mathcal{D}(k) \) if \( (r(1),...,r(k)) \in T(k,\delta) \). Then (4-28) can be re-written as
\[ \pi(d(k)) = \sum_{i=0}^{M} \sum_{\tau=1}^{K} \mu'(k; i, \tau) \sum_{\delta \in \Delta(k)} L((i, \tau), \delta) Q(k; i, \tau, \delta) \] (4-34)

where

\[ Q(k; i, \tau, \delta) = \int p(x(1), \ldots, x(k)) dx(1), \ldots, dx(k) \] (4-35)

\[ \sum_{\delta \in \Delta(k)} Q(k; i, \tau, \delta) = 1 \] (4-36)

The quantity \( Q(k; i, \tau, \delta) \) has the interpretation of a \( k \)-sample detection probability (i.e. probability of deciding \( \delta \) based on \( k \) observations when \( (i, \tau) \) is true) of which the probabilities of cross detection, correct detection, etc. of the \( k \)-sample decision problem are special cases. From (4-34) we see that the Bayes rule \( d^*(k) \) minimizes a linear combination of the detection probabilities where the decision cost function and the prior probability \( \mu' \) play the role of weights.

Now we will turn our attention to the optimal stopping rule. First we will consider stopping rules that terminate sampling at or before time \( k \geq 0 \), i.e.

\[ \sum_{k=1}^{K} \psi(k; x(1), \ldots, x(k)) = 1 \] (4-37)

A sequential decision problem using such a rule is said to be truncated at time \( K \). Then, the optimal stopping rule for the non-truncated problem can be obtained from the optimal truncated rule by letting \( K^{\infty} \). The optimal truncated rule can be determined via a straightforward application of the
principle of optimality [33], and we will state the result (which is contained in [22] and [31], for example) in the following.

Let us define $J(k)$ to be the total expected cost of stopping at time $k$ and applying the optimal terminal decision rule $d^*(k)$, given that $r(1),...,r(k)$ have been observed:

$$J(k) = \sum_{i=1}^{M} \sum_{\tau=1}^{k} q(k; i, \tau | k) \left[ c(i) (k-\tau) + L(i, \tau), d^* \right] + q(k; 0,- | k) L_p$$  \hspace{1cm} (4-38)

where

$$\delta^* = d^*(k; r(1),...,r(k))$$  \hspace{1cm} (4-39)

$$q(k; i, \tau | k) = \frac{\mu'(k; i, \tau) p(r(1),...,r(k) | i, \tau)}{\sum_{j=1}^{M} \sum_{t=1}^{k} \mu'(k; j, t) p(r(1),...,r(k) | j, t)}$$  \hspace{1cm} (4-40)

The minimum expected cost-to-go at time $k$, $J^*_K(k)$, for the decision problem truncated at $K$ is given by

$$J^*_K(k) = \min\{J(k-1), E[J(k)|r(1),...,r(k)]\}, \ k=1,\ldots,K-1$$  \hspace{1cm} (4-41a)

$$J^*_K(K) = J(K)$$  \hspace{1cm} (4-41b)

Note that both $J(k)$ and $J^*_K(k)$ are functions of $r(1),...,r(k)$.

---

* The principle of optimality: "An optimal policy has the property that whatever the initial state and initial decision are, the remaining decisions must constitute an optimal policy with regard to the state resulting from the first decision."
The optimal stopping rule for the truncated problem is

\[ \Phi_k^e = (\Phi_k^e(l; r(1)), \ldots, \Phi_k^e(k; r(1), \ldots, r(k)), \ldots) \]

where

\[ \Phi_k^e(k; r(1), \ldots, r(k)) = \begin{cases} 1 & \text{if } J(k) < \mathbb{E}(\tilde{J}(k+1)|r(1), \ldots, r(k)) \\ 0 & \text{otherwise} \end{cases} \quad (4-42a) \]

\[ \Phi_k^e(K; r(1), \ldots, r(K)) = 1 \quad (4-42b) \]

That is, sampling is terminated at time \( k \) if the total conditional expected cost \( J(k) \) of stopping at \( k \) to use the optimum terminal decision rule, given that \( r(1), \ldots, r(k) \) have been observed, is lower than that \( \mathbb{E}(\tilde{J}_k(k+1)|r(1), \ldots, r(k)) \) of taking an additional sample and using the optimum sequential rule from then on. The term \( \tilde{J}_k(k) \) is the total expected cost of using the optimal stopping rule (for the problem truncated at \( K \)) and the optimum terminal decision rule at times \( k, k+1, \ldots, K \), given that \( r(1), \ldots, r(k) \) have been observed. Hence, it is called the optimal expected-cost-to-go at \( k \). The sequential Bayes risk \( U_s(\Phi^e_k, D^e) \) for the truncated problem is simply

\[ U_s(\Phi^e_k, D^e) = \tilde{J}_k(0), \quad k=0,1,\ldots, \quad (4-43) \]

and we will let \( \tilde{J}_s(0) \) denote the (finite) Bayes risk \( U_s(\Phi^e, D^e) \) that is associated with the optimal non-truncated sequential rule \( (\Phi^e, D^e) \), i.e. the BSDR.
The set of all stopping rules that terminate sampling at or before time $k$ contains the set of all stopping rules that terminate sampling at or before time $k-1$. Therefore, we have the sequence of inequalities

$$\tilde{J}_0(0) \geq \ldots \geq \tilde{J}_k(0) \geq \tilde{J}_{k+1}(0) \geq \ldots$$

(4-44)

Due to the fact that the terminal decision cost function $L$ is bounded, it can be shown that $\tilde{J}_n(0) \rightarrow \tilde{J}_\infty(0)$ as $K \rightarrow \infty$ (see Appendix A). Consequently, the optimal sequential rule $(\Phi^*, D^*)$ for the non-truncated problem is the limit of $(\Phi^*, D^*)$ as $K \rightarrow \infty$, and the former can be approximated by the latter for a sufficiently large $K$.

Note that the determination of the optimal truncated stopping rule requires solving (4-41) backwards in time. In fact, (4-41) and (4-42) describe a dynamic programming problem for which the solution is extremely difficult to calculate due to the immense storage and computation required [17]. Consequently, the optimal stopping rule is generally impossible to compute, and suboptimal rules must be used.

Despite the impractical nature of its solution, the SSDP provides a useful framework for designing suboptimal decision rules for the FDI problem because of its inherent characteristic of explicitly weighing the tradeoffs between detection speed and accuracy (in terms of the cost structure). In the previous section we saw that a sequential decision rule defines a set of sequential decision regions $\hat{S}(k, \delta)$, and the decision regions corresponding to

---

* Since the posterior probabilities $q$, the likelihood ratios $\Lambda$, and the log likelihood ratios $I$ are alternative sets of sufficient statistics, it is easy to see that a sequential rule also defines sequential decision regions in the space of each of these set of decision statistics.
the BSDF yield the minimum risk. From this vantage point, the design of a suboptimal rule can be viewed as the problem of choosing a set of decision regions that would yield a reasonably small risk. This is the essence of the approach to suboptimal rule design that we will describe in Chapter 5.
CHAPTER 5
SUBOPTIMAL SEQUENTIAL DECISION RULES

From the previous chapter we see that the Bayes formulation of the FDI decision problem is a suitable one because of its built-in performance tradeoff structure. Although the optimal rule (the BSDR) is computationally intractable, practical, suboptimal rules with good performance may be determined using the Bayes framework. This chapter is devoted to the discussion of our approach to the design of such suboptimal rules for FDI. While it covers a wide range of issues, this discussion, by far, does not exhaust all possibilities. Rather, it will serve to demonstrate how this framework can be useful for the systematic approach to decision rule designs.

In Section 5.1 we will first examine an approximation scheme for the BSDR that is directed at alleviating its overwhelming computational requirements. The resulting simplified decision rule will provide the basic form for a range of suboptimal rules of varying degrees of complexity. As we describe these rules we will also examine their computational structure so as to assess their practicality. In Section 5.2 we will consider the risk evaluation for some simple suboptimal rules. An algorithm for approximating the risk will also be described. The choice of design parameters and the risk-minimization procedure will be discussed in Section 5.3, and a summary of the design methodology described in Section 5.1 - 5.3 is included in Section 5.4. Our experience with this decision rule design methodology through the study of numerical examples and simulations is reported in the next chapter.
5.1 Suboptimal Rules Based on the BSDR

5.1.1 The Sliding Window Approximation

The immense computation associated with the BSDR is partly due to the increasing number of failure hypotheses as time progresses. In fact, this phenomenon (often called the "growing-bank-of-filters") is common to detection schemes, such as the GLR [5], where the failure time is explicitly taken into account in the failure hypotheses. The remedy for the problem studied here, as in [5] for instance, is the use of a sliding window to limit the number of failure hypotheses to be considered at each time. The application of the sliding window approximation to the BSDR for the infinite time horizon problem yields a sequential decision rule that uses only a sliding window of a fixed number of residual samples. This brings a saving in the storage of residual samples, as the BSDR, in contrast requires all past samples. Furthermore, such a sequential rule is independent of time after a window-full of residual samples has been gathered, while the BSDR is a time-dependent rule. Because of these desirable simplifications, the sliding window scheme has become the backbone of our study of the design of suboptimal rules. We now proceed to describe this approximation scheme.

The only assumption made under the sliding window approximation is that essentially all failures can be detected within W time steps after they have occurred, or that if a failure is not detected within this time it will not be detected in the future. Thus, when we have progressed to time k we
can be quite confident that no failure has occurred before time $k-W+1$, and we only need to consider the possibility of a failure occurring at some $T>k-W+1$. Consequently we have modified the nature set and terminal decision set at time $k$ to be $\Theta^W(k)$ and $D^W(k)$, respectively:

$$\Theta^W(k) = \{(i,T), i=1,\ldots,M, T>k-W+1\},$$

and $D^W(k)$ contains all the elements of $D(k)$ that either specify failure times in the interval $[k-W+1,k)$, or do not specify any time at all. The prior probability mass function $\overline{\mu}^W(k;i,T)$ defined over $\Theta^W(k)$ may be regarded as the conditional probability that a type $i$ failure will occur at time $T>k-W+1$, given that no failure has occurred before $k-W+1$. Using the memoryless nature of $\overline{\mu}$ (see Section 4.2), $\overline{\mu}^W$ can be easily shown to be

$$\overline{\mu}^W(k;i,T) = \begin{cases} 
0 & T<k-W+1 \\
\sigma(i)\rho(1-\rho)^{T-k+W-1} & T\geq k-W+1
\end{cases}$$

For $k_1, k_2 \geq W$, the triplet $\{\Theta^W(k), \overline{\mu}^W(k), D^W(k)\}$ for $k=k_1$ is clearly a time-shifted version of that for $k=k_2$. It is convenient to define a new time variable $\overline{T}$ that is related to the failure time $T$ by $\overline{T} = k-T$; $\overline{T}$ has the interpretation as the failure time relative to the decision time $k$, i.e. a positive (negative) $\overline{T}$ indicates a failure time that is $|\overline{T}|$ step before (after) $k$. Using this notation, at each time $k$, we have the nature set, prior probability mass function, and the terminal decision set in the following forms:
Let us recall three useful properties of the BSDP under investigation:

i) the only time dependence of the failure signatures is manifested through the dependence on the elapsed times since the onset of failures,

ii) the cost of incorrect failure time identification is a function of the difference between the true and declared times, and

iii) the decision delay cost is proportional to the delay. It is now clear that the terminal decision problem at different times beyond \( W \) are time-shifted versions of the problem defined by \( \{ \Theta^W, \mu^W, \mathcal{D}^W, L, g \} \). Consequently the terminal decision rule \( d^W \) mapping the sliding window of residuals \( [r(k-W+1),...,r(k)] \) into \( \mathcal{D}^W \) is a W-sample (Bayes) rule that is the same for all \( k \geq W \). Similarly, the stopping problems encountered at different stages of the sequential decision process are defined by the same six elements: \( \{ \Theta^W, \mu^W, \mathcal{D}^W, L, W, g \} \), and the stopping rule \( \phi^W \) defined over the sample space of the sliding window of residuals \( [r(k-W+1),...,r(k)] \) is the same for all \( k \geq W \). Therefore, the sequential rule \( (\phi^W,d^W) \) is much simpler than the BSDR which consists of a
infinite sequence of time dependent rules. In addition, only a finite storage is required by \((\phi^W, d^W)\) for the window of data as opposed to the growing storage needed by the BSDR. Because of these desirable features, the sliding window approximation will be the basis of our suboptimal rule designs.

Since the sequential rule \((\phi^W, d^W)\) uses a sliding window of residuals (hence called a "sliding window sequential decision rule"), it requires mandatory sampling through the initial \(W\) steps in order to fill up the data window. One minor drawback of such a feature is increased delays in detecting failures occurring within the first \(W\) time steps. Fortunately, all practical window sizes are reasonably small so that the probability of a failure occurring within the first \(W\) time steps is negligible, and the above mentioned detection delays will not have any significant impact on the overall performance of the sliding window rule.

A more important design aspect introduced by the use of a window rule is the tradeoff between detection performance and computational complexity. A window rule with a long window is more likely to deliver good detection accuracy than one with a short window, because with a long window, more data is used and more possible failure times can be considered. But on the other hand, a long window rule requires more computations for both the off-line performance evaluation during the design process and the on-line processing of the window of data to generate the decisions. From our vantage point, the window size \(W\) is considered along with the prior probability \(\mu\) and the cost functions \(L\) and \(w\) as design parameters within the Bayes formulation that may
be adjusted to achieve a satisfactory sliding window decision rule. This
will be discussed further in subsection (5.3.2.) The Bayes design problem
now becomes: for a set of \( u, W, L \) and \( c \), find a \((\phi^W, d^W)\) that minimizes
the sequential risk \( u_s(\phi^W, d^W) \). As it stands, the solution of this problem
still requires a tremendous amount of computation, albeit much less than
that required for the BSDR. In the next subsection we will examine the
computational structure associated with the risk evaluation for sliding
window rules in order to indicate now how further simplifications may be
introduced.

5.1.2 Sliding Window Sequential Decision Rules

Similar to the BSDR, the window rule \((\phi^W, d^W)\) divides the sample space
of the sliding window of residuals, or equivalently, the space of vectors
of posterior probabilities \((q)\), likelihood ratios \((\Lambda)\), or log likelihood
ratios \((\tilde{L})\) of the sliding window of failure hypotheses into disjoint
sequential decision regions \(\{S_0, S_1, \ldots, S_N\}\). Because the residuals are
assumed to be Gaussian variables, the log likelihood ratios are simpler to
work with than the likelihood ratios or the posterior probabilities. We
will only use the log likelihood ratios as the decision statistics. Now
suppose there are \(N\) elements in \(D^W\) and these elements are indexed such that
\(D^W = \{S_1, \ldots, S_N\}\). In terms of the sequential decision regions defined in
the \(\tilde{L}\)-space, the sliding window rule states: At each time \(k \geq W\), we form the
decision statistics \(\tilde{L}(k)\) from the window of residual samples. If \(\tilde{L}(k) \in S_i\),
for \(i = 1, \ldots, \) or \(N\), we will stop sampling to declare \(\delta_i\); otherwise, \(\tilde{L}(k) \in S_0\),
and we will proceed to take one more observation of the residual. The
Bayes design problem is to determine a set of regions \( \{S_0^*, S_1^*, \ldots, S_N^*\} \) that minimizes the sequential risk \( U^W_s(\{S_i\}) \), i.e.

\[
\{S_i^*\} = \arg \min_{\{S_i\}} U^W_s(\{S_i\})
\]

Expression (5-4) represents a functional minimization problem for which a solution is generally very difficult to determine. A simpler alternative to this problem is to constrain the decision regions to take on special shapes, \( \{S_i(f)\} \), that are parameterized by a fixed dimensional vector, \( f \), of design variables. Then the resulting design problem involves the determination of a set of parameter values \( f^* \) that minimizes the risk \( U^W_s(\{S_i(f)\}) \)

\[
f^* = \arg \min_f U^W_s(\{S_i(f)\})
\]

In this study, we will focus our attention on a special set of parametrized sequential decision regions, because they are simple and they serve well to illustrate that the Bayes formulation can be exploited, in a systematic fashion, to obtain simple suboptimal rules that are capable of delivering good performance. Next, we shall describe this set of simple decision regions.

The window of failure hypotheses consists of

\[
0^W = \{(i, \bar{t}), \; i=0,1,\ldots,M, \; \bar{t}=\bar{W}-1,\bar{W}-2,\ldots\}, \text{ where } (0,-) \text{ denotes the hypothesis of no failure in the window.}
\]

Suppose the terminal decision set is of the form

\[
0^W = \{(j, \bar{t}), \; j=1,\ldots,M, \; \bar{t}=0,\ldots,\bar{W}-1\}
\]

with \((j, \bar{t})\) corresponding to
declaring a type j failure occurring at time k-t. The sequential decision regions we will study are of the form:

\[ S(j,t) = \{ \tilde{L}(k) : \tilde{L}(k; j, t) > f(j, t) \} \]

\[ e^{-1}(j, t) [\tilde{L}(k; j, t) - f(j, t)] > e^{-1}(i, t) [\tilde{L}(k; i, t) - f(i, t)], \]

\[ (i, t) \neq (j, t) \]  

(5-6a)

\[ S(0,-) = \{ \tilde{L}(k) : \tilde{L}(i, t) \leq f(i, t), i=1,\ldots,M, t=0,\ldots,W-1 \} \]

(5-6b)

where \( \tilde{L}(k) = [\tilde{L}(k; 1, 0), \ldots, \tilde{L}(k; M, W-1)]' \); \( S(j,t) \) is the stop-to-declare-j region, and \( S(0,-) \) is the continue region (see Figure 5-1 for an illustration in two dimensions). Note that this set of decision regions may be easily modified to accommodate the case where \( D^W \) has some of its elements replaced by a composite decision, e.g., if \( \{(j,0),\ldots,(j,W+1)\} \) is replaced by \( \delta = \bigcup_{t=0}^{W-1} (j, t) \) (i.e. declaring a type j failure without regard of the failure time), we have the stop-to-declare-\( \delta \) region

\[ S(\delta) = \bigcup_{t=0}^{W-1} S(j,t). \]

In (5-6) the \( f \)'s are known as the decision thresholds, \( e \)'s are the normalization constants. (As shown in Figure 5-1 for the 2-dimensional case, the \( e \)'s determine the slope of the boundary between two stopping regions). Generally, the \( e \)'s may be regarded as design parameters along with the \( f \)'s. In this study \( e(i, \bar{t}) \) is simply taken to be the standard deviation of \( \tilde{L}(k; i, \bar{t}) \).

Recall that the residual samples are Gaussian variables. Then the log likelihood ratio \( \tilde{L}(k; i, \bar{t}) \) is given by:
FIGURE 5-1: Sequential Decision Regions in Two Dimensions.
\[
\tilde{L}(k; i, \overline{\tau}) = \sum_{s=0}^{\overline{\tau}} q_s'(s) V^{-1} r(k-\overline{\tau}+s) - \frac{1}{2} \sum_{s=0}^{\overline{\tau}} q_s'(s) V^{-1} q_s(s)
\]  
(5-7)

Since the second term in (5-7) is a function of \( i \) and \( \overline{\tau} \) and is constant for all \( L(k; i, \overline{\tau}) \), \( k=W, W+1, \ldots \), it may be absorbed into \( f(i, \overline{\tau}) \) in the definition of the decision regions. As a result, the decision region may be re-defined in terms of a set of new decision statistics, \( L(k) \):

\[
S(j, \overline{\tau}) = \{ L(k) : \\
L(j, \overline{\tau}) > f(j, \overline{\tau}) \\
\varepsilon^{-1}(j, \overline{\tau}) [L(k; j, \overline{\tau}) - f(j, \overline{\tau})] \geq \varepsilon^{-1}(i, \overline{\tau}) [L(k; i, \overline{\tau}) - f(i, \overline{\tau})], \\
(i, \overline{\tau}) \neq (j, \overline{\tau}) \} 
\]  
(5-8a)

\[
S(0,-) = \{ L(k) : L(k; i, \overline{\tau}) \leq f(i, \overline{\tau}), \ i=1, \ldots, M, \ \overline{\tau}=0, \ldots, W-1 \} 
\]  
(5-8b)

where

\[
L(k; i, \overline{\tau}) = \sum_{s=0}^{\overline{\tau}} q_s'(s) V^{-1} r(k-\overline{\tau}+s) 
\]  
(5-9)

and \( f(i, \overline{\tau}) \) has absorbed the constant term in (5-7). The decision statistics \( L(k) \) can be viewed as the state of a linear time invariant system driven by the residual. To see this, we will define the following notations:

\[
L_{\overline{\tau}}(k) = [L(k; 1, \overline{\tau}), \ldots, L(k; M, \overline{\tau})] \quad \overline{\tau}=0, \ldots, W-1 
\]  
(5-10a)

\[
L(k) = [L_0(k), \ldots, L_{W-1}(k)]' 
\]  
(5-10b)
\[ G_{\tau} = \begin{bmatrix} g_{1}(\tau)v^{-1} \\ \vdots \\ g_{M}(\tau)v^{-1} \end{bmatrix}, \quad \tau = 0, \ldots, W-1 \]  

\[ G = \begin{bmatrix} G_0 \\ \vdots \\ G_{W-1} \end{bmatrix} \]  

\[ J = \begin{bmatrix} 0 & \cdots & 0 \\ I & \cdots & \cdots \\ 0 & I & 0 \end{bmatrix} \]

Then, from the definition of \( L(k) \), we have

\[ L(k+1) = JL(k) + Gr(k+1) \quad k=0,1,\ldots \]  

\[ L(0) = 0 \]

Note that \( L(k) \) is of dimension MW, and it is also a Markov process under any failure hypothesis.

With the sequential decision regions defined, we are now ready to examine their associated risk. First, it is convenient to define \( S_0(k) \)
to be the event that no failure declaration has been made up to and
including time \( k \), i.e.

\[
S_0(k) = \{ L(k) \in S(0,-), L(k-1) \in S(0,-), \ldots, L(W) \in S(0,-) \}
\]  

(5-14)

Since sampling through the first \( W \) time steps is mandatory, it is not
necessary for (5-13) to include \( S(k) \in S(0,-) \) for \( k \leq W \). Using the sequential
rule defined by (5-8) in the risk expression (4-26), we get

\[
W(f) = U_s \left( \sum_{i=1}^{M} \sum_{\tau=W+1}^{\infty} \mu(i,\tau) \sum_{k=W}^{M} \sum_{j=1}^{W-1} \Pr \{ L(k) \in S(j,\bar{\tau}), S_0(k-1) \mid 0,- \} \right)
\]

(5-15)

where we have used \( W(f) \) to denote the sequential risk due to a set of
sequential decision regions with window size \( W \) and parameterized by \( f \).

Note that the mandatory continuation of the sampling process through the
first \( W \) steps is reflected in the lower summation limits for \( \tau \) and \( k \).

To evaluate \( W(f) \), we need to determine the set of probabilities,

\[
\{ \Pr \{ L(k) \in S(j,\bar{\tau}), S_0(k) \mid i,\tau \}, k \geq W, j=0,1,\ldots,M, \bar{\tau}=0,\ldots,W-1 \},
\]

which, indeed, is the goal of many research efforts in the so-called level-crossing problem
[34]. Unfortunately, useful results (bounds and approximations of such
probabilities) are only available for the scalar case [35],[36],[37], i.e.
in terms of our problem, \( L(k) \) is a scalar and the decision regions become
intervals on the real line, and thus are not applicable to our problem. For the general multidimensional problem, we presently have to resort to numerical methods. As it stands, each of the probabilities is an integral of a kMW-dimensional Gaussian density over the compound region \( S(0,-) \times \ldots \times S(0,-) \times S(j,t) \), which, for large kMW, becomes extremely unwieldy and difficult to evaluate. However, the common structure of the probability events -- the \( S_0(k-1) \) of the event \( \{ L(k) \in S(j,t), S_0(k-1) \} \), may be exploited to obtain a more tractable computation structure for the probabilities. To accomplish this, we can use Bayes rule to arrive at an recursive expression for the probabilities:

\[
P(L(k+1) | S_0(k), i, \tau) = \left[ \int_{S(0,-)} p(L(k) | S_0(k-1), i, \tau) \, dl(k) \right]^{-1} \times \int_{S(0,-)} p(L(k+1) | L(k), S_0(k-1), i, \tau) p(L(k) | S_0(k-1), i, \tau) \, dl(k) \quad k \geq W
\]

(5-16)

\[
\Pr\{L(k) \in S(j,\bar{\tau}), S_0(k-1) | i, \tau\} = \Pr\{S_0(k-1) | i, \tau\} \int_{S(j,\bar{\tau})} p(L(k) | S_0(k-1), i, \tau) \, dl(k), \quad j=0,1,\ldots,M, \quad \bar{\tau}=0,\ldots,W-1
\]

(5-17)

with

\[
\Pr\{L(W) \in S(j,\bar{\tau}) | i, \tau\} = \int_{S(j,\bar{\tau})} p(L(W) | i, \tau) \, dl(W), \quad j=0,1,\ldots,M, \quad \bar{\tau}=0,\ldots,W-1
\]

(5-18)

where \( p(L(k+1) | S_0(k), i, \tau) \) denotes the conditional probability density of
L(k+1), given $S_0(k)$ and that a type i failure has occurred at time $\tau$;

$p(L(k+1)|L(k), S_0(k-1), i, \tau)$ is the density for the transition from $L(k)$ to $L(k+1)$, given $S_0(k-1)$ and $(i, \tau)$; $p(L(W)|i, \tau)$ is the (Gaussian) density for $L(W)$ under a hypothesis $(i, \tau)$. Using (5-16)-(5-18), we have to contend with $MN$-dimensional integrals instead of integrals with increasing dimensions as required by the straightforward evaluation of the probabilities. Nevertheless, this problem is still difficult, since even for $M=2$ and $W=10$ the integrals are 20-dimensional.

In the remainder of this section we will examine the computational complexity associated with the evaluation of (5-16)-(5-18). First, we will consider the transition density in (5-16). Noting that $L(k)$ is a Markov process we have

$$p(L(k+1)|L(k), S_0(k-1), i, \tau) = p(L(k+1)|L(k), i, \tau) \quad (5-19)$$

From (5-19), we have

$$L(k+1) = JL(k) = Gr(k+1) \quad (5-20)$$

The dimension of $L(k)$, $MN$, is generally greater than the rank of $G$, which is assumed to be $m > M$ ($m$ is the dimension of $r$). The increment $L(k+1) - JL(k)$ is due to $r(k+1)$ and can only lie in, at best, $m$-dimensional subspace of $\mathbb{R}^W$. That is, the one-step transition density in (5-19) is degenerate. Then, using the fact that $r(k+1)$ and $L(k)$ are independent of each other, it can be easily shown that

$$p(L(k+1)|L(k), i, \tau)$$

$$= u_0(||[I-G(G'G)^{-1}G][L(k+1)-JL(k)]||) |G'|^{-1}$$

$$\times p(r(k+1)=(G'G)^{-1}G'[L(k+1)-JL(k)]|i,\tau) \quad (5-21)$$
where $u_0$ is the impulse function, $|G'G|$ is the determinant of $G'G$, and $p(r(k+1)|i,t)$ denotes the Gaussian density of $r(k+1)$ under $(i,t)$. As expected, the transition density (5-21) for a given $L(k)$ is zero for some $L(k+1)$, namely those values such that $(L(k+1)-L(k))$ cannot be accounted for with any $r(k+1)$, i.e. when $[I-G(G'G)^{-1}G'](L(k+1)-L(k)) \neq 0$.

Finally, the recursive equation (5-16) for the conditional density of $L$ can be re-written as:

$$p(L(k+1), S_0(k), i, t) = \left[ \int_{S(0,-)} p(L(k) | S_0(k-1), i, t) dL(k) \right]^{-1}$$

$$x \int |G'G|^{-1} p(r(k+1) = (G'G)^{-1}G' [L(k+1) - L(k)] | i, t) p(L(k) | S_0(k-1), i, t) dL(k)$$

$$S(0,-) \cap F(L(k+1))$$

where

$$F(L(k+1)) = \{ L(k) : [I-G(G'G)^{-1}G'](L(k+1)-L(k)) = 0 \}$$

The set $F(L(k+1))$ is the set of all $L(k)$'s that together with some $r(k+1)$ will produce the given $L(k+1)$. If rank $G_0 < M$ (see (5-11)), the pair $(J,G)$ representing the system (5-13) is uncontrollable, and there are some values of $L$ that cannot be generated by (5-13). This corresponds to the case, for example, when two failure hypotheses represent different magnitudes of the same failure mode. The set $L$'s satisfying the above condition can be determined from $(J,G)$, and the probability density for such $L$'s will not have to be calculated, as it will always be zero. More generally, $F(L(k+1))$ is a linear variety in $F^M$ and becomes the empty set only for
certain values of $l(k+1)$. Hence the region of integration needs to be determined as a function of $l(k+1)$. Although the scalar version of (5-22), where regions are intervals on the real line and are independent of $l(k+1)$, has been successfully evaluated using numerical quadrature methods [38], there is presently no efficient method available for solving the general multi-dimensional problem. The difficulties are due to the large dimension of $L$ and the complex regions of integration, $S(0,-) \cap F(l(k+1))$, as indicated above. However, when the rank of $G$ is the same as the dimension of $L$, the region of integration will simplify to $S(0,-)$. This is because when rank $G = MW$, transitions from and $L(k)$ to any $L(k+1)$ are possible and $F(l(k+1)) = RW$.

An algorithm has been developed to perform the integration for this special case in low dimensions, and it will be described in Section 5.2. The condition that rank $G = MW$ is not as restrictive as it appears, and we will see that the algorithm based on this assumption is useful in determining the risks associated with some simplified decisions rules to be discussed in the next two subsections.

In this subsection we have examined the problem of designing sliding window sequential decision rules. Several simplifications directed towards practical solutions have been discussed. In addition, we have identified the structure of the computations required for evaluating the risk and performance associated with a sliding window rule. Based on these insights we will propose two simple decision rules (a simplified sliding window rule and a non-window rule) in Subsections 5.1.3 and 5.1.4 for which the risks can be evaluated or approximated by existing numerical techniques.
5.1.3 A Simplified Sliding Window Decision Rule

The multi-dimensional integrals (5-16)-(5-18) encountered in the calculation of the risk are due to the MW-dimensional vector of decision statistics \( L(k) \). These statistics correspond to the MW failure hypotheses, and they provide the information necessary for the simultaneous identification of both failure type and failure time. In most applications, such as the aircraft sensor FDI problem [11] and the detection of freeway traffic incidents [5], the failure time need not be explicitly identified. In such cases, the terminal decision set reduces to \( D^W = \{j: j=1,\ldots,M\} \), where the index \( j \) denotes the declaration of a type \( j \) failure. Since the decision does not directly concern the onset of failures, the failure time resolution power provided by the full window of decision statistics is not needed. Instead, decision rules that employ a few components of \( L(k) \) may be used. The decision rule of this type considered here consists of sequential decision regions that are similar to (5-8) but are only defined in terms of \( M \) components of \( L(k) \):

\[
S_j = \{L_{W-1}(k): \]
\[
L(k; j, W-1) > f_j
\]
\[
e^{-1}(j, W-1) [L(k; j, W-1) - f_j] > e^{-1}(i, W-1) [L(k; i, W-1) - f_j], \forall i \neq j \] (5-24a)

\[
S_0 = \{L_{W-1}(k): L(k; j, W-1) \leq f_j \quad j=1,\ldots,M\} \] (5-24b)
where $S_j$ is the stop-to-declare-\(j\)- region and $S_0$ is the continue region. At each point in time, the set of decision regions specified by (5-24) may be regarded as a decision rule for determining if a failure has occurred at the earliest point in the sliding window (i.e. at $k-W+1$), and it is similar to a $W$-sample decision rule for testing $M+1$ hypotheses. This vantage point readily provides a rough guideline for choosing the window size $W$, namely, $W$ should be sufficiently long so that enough residual samples can be used to achieve acceptable detection accuracy in the non-sequential testing of $M+1$ hypotheses ($M$ hypotheses indicating the possibility of one of $M$ different failures occurring at $k-W+1$ plus the hypothesis of no failure at $k-W+1$). Because the actual decision problem is a sequential one, rather than a static one this guideline will only serve to provide an initial choice of $W$ that may be later adjusted to achieve a better performance. (We will discuss the choice of $W$ along with other design parameters of the Bayesian approach in Subsection 5.3.1). It should be noted that the use of (5-24) is effective if cross-correlations of signatures among hypotheses of the same failure type at different times are smaller than those among hypotheses of different failure types.

Next, we will examine the risk associated with the sequential rule (5-24). The following equations for the risk computation are specializations of those of the previous section to the simplified sliding window rule.

We have

\[
U_s^W(f) = L \sum_{i=1}^{M} \sum_{\tau=W+1}^{\infty} u(i, \tau) \sum_{k=W}^{T-1} \sum_{j=1}^{M} P_x \{ L_{W-1}(k) \in S_j, S_0(k-1) \mid 0, - \} \\
+ \sum_{i=1}^{M} \sum_{\tau=1}^{\infty} u(i, \tau) \sum_{k=1}^{\infty} \sum_{j=1}^{M} [c(i)(k-\tau)+L(i,j)] \\
\max [W, \tau] \\
x P_r \{ L_{W-1}(k) \in S_j, S_0(k-1) \mid i, \tau \} \quad (5-25)
\]
where

\[ S_0(k) = \{ L_{W-1}(k) \in S_0, \ldots, L_{W-1}(W) \in S_0 \} \quad (5-26) \]

The probabilities required for calculating the risk (5-25) are given by

\[
p(L_{W-1}(k+1) | S_0(k), i, \tau) = \left[ \int_{S_0} \frac{p(L_{W-1}(k) | S_0(k-1), i, \tau) \, dL_{W-1}(k)}{\int_{S_0} p(L_{W-1}(k) | S_0(k-1), i, \tau) \, dL_{W-1}(k)} \right]^{-1} \]

\[ \times \int_{S_0} p(L_{W-1}(k+1) | L_{W-1}(k), S_0(k-1), i, \tau) \, p(L_{W-1}(k) | S_0(k-1), i, \tau) \, dL_{W-1}(k) \quad k > W \quad (5-27) \]

\[
\Pr\{L_{W-1}(k) \in S_j, S_0(k-1) | i, \tau\} = \Pr\{S_0(k-1) | i, \tau\} \int_{S_j} \frac{p(L_{W-1}(k) | S_0(k-1), i, \tau) \, dL_{W-1}(k)}{\int_{S_0} p(L_{W-1}(k) | S_0(k-1), i, \tau) \, dL_{W-1}(k)} \]

\[ j = 0, 1, \ldots, M \quad (5-28) \]

with

\[
\Pr\{L_{W-1}(W) \in S_j | i, \tau\} = \int_{S_j} \frac{p(L_{W-1}(W) | i, \tau) \, dL_{W-1}(W)}{\int_{S_j} p(L_{W-1}(W) | i, \tau) \, dL_{W-1}(W)} \quad (5-29) \]

In contrast to the MW-dimensional integrals associated with the sliding window rule discussed in the previous subsection, the integrals in (5-27)-(5-29) are M-dimensional. For M small, say less than 4, numerical integration of (5-27)-(5-29) becomes manageable.

Unfortunately, the transition density, \( p(L_{W-1}(k+1) | L_{W-1}(k), S_0(k-1), i, \tau) \), required in (5-27) is difficult to calculate, because \( L_{W-1}(k) \) is not a Markov process. As an alternative, the Markov nature of \( L(k) \) can be exploited
once again to determine the required conditional density and probabilities
as follows:

\[ p(L(k+1)|S_0(k), i, \tau) = \left[ \int_{S_0} p(L(k)|S_0(k-1), i, \tau) \, dL(k) \right]^{-1} \]

\[ \times \int |G'|^{-1} p(\tau(k+1) = (G'G)^{-1}G' [L(k+1) - JL(k)] | i, \tau) p(L(k)|S_0(k-1), i, \tau) \, dL(k) \]

\[ S_0 \cap \mathcal{F}(L(k+1)) \]  

(5-30)

\[ \Pr(L_{W-1}(k) \in S_j, S_0(k-1)|i, \tau) \]

\[ = \Pr(S_0(k-1)|i, \tau) \int_{S_j} p(L(k)|S_0(k-1), i, \tau) \, dL(k) \]  

(5-31)

where \( \tilde{S}_j \) is the extension of \( S_j \) in the \( L(k) \)-space, i.e. \( R^{MW} \), i.e.

\[ \tilde{S}_j = \{ L(k) : L_{W-1}(k) \in S_j \}, j = 0, 1, \ldots, M. \]

The obvious drawback in using (5-30) and (5-31) is that we have to deal with \( MW \)-dimensional integrals again. Therefore, in order to exploit the low dimensionality of (5-27) and (5-28), we will have to use an approximation for the transition density in (5-27).

In the remainder of this subsection we will describe a simple approximation of \( p(L_{W-1}(k+1)|L_{W-1}(k), S_0(k-1), i, \tau) \).

It is useful to note that in approximating the required transition density for \( L_{W-1}(k) \) we are, in fact, approximating the behavior of \( L_{W-1} \).

A simple approximation is a Gauss-Markov process \( L(k) \) that is defined by

\[ L(k+1) = AL(k) + \xi(k+1) \]  

(5-32)

\[ E(\xi(k)\xi'(t)) = BB'u_0(k-t) \]  

(5-33)
where A and B are MxM constant matrices and \( \xi \) is a white Gaussian sequence with covariance equal to the (MxM) matrix BB'. The reason for choosing the model (5-32) and (5-33) is twofold. Firstly, just as \( L_{W-1}(k) \), \( \ell(k) \) is Gaussian. Secondly, \( \ell(k) \) is Markov so that its transition density can be readily determined. In order to have \( \ell(k) \) behave like \( L_{W-1}(k) \), we set the matrices A and B and the mean of \( \ell \) such that

\[
E_{1,T}(\ell(k)) = E_{1,T}(L_{W-1}(k))
\]

\[
E_{0,-}(\ell(k)\ell'(k)) = E_{0,-}(L_{W-1}(k)L_{W-1}')(k)
\]

\[
E_{0,-}(\ell(k)\ell'(k+1)) = E_{0,-}(L_{W-1}(k)L_{W-1}(k+1))
\]

That is, we have matched the marginal density and the one-step cross-covariance of \( \ell(k) \) to those of \( L_{W-1}(k) \). It can be shown that (5-34)-(5-36) uniquely specify

\[
A = \Sigma'\Sigma^{-1} \quad L_0
\]

\[
BB' = \Sigma - \Sigma'\Sigma^{-1}\Sigma
\]

\[
E_{1,T}(\ell(k+1)) = E_{1,T}(L_{W-1}(k+1)) - \Lambda E(L_{W-1}(k))
\]
where

\[ \Sigma_0 = E[ L_{W-1}(k) L_{W-1}^\prime(k) ] = \sum_{t=0}^{W-1} G_t V^{-1} G_t^\prime \]  \hspace{1cm} (5-40) \]

\[ \Sigma_1 = E[ L_{W-1}(k) L_{W-1}(k+1) ] = \sum_{t=0}^{W-2} G_t V^{-1} G_t^\prime \]  \hspace{1cm} (5-41) \]

Moreover, the matrix \( A \) is stable, i.e. the magnitudes of all of the eigenvalues of \( A \) are less than unity, and \( B \) is invertible if \( G_0 \) or \( G_{W-1} \) is of rank \( M \). Because \( \xi \) is an artificial process (i.e. \( \xi \) is not a \( V \)-rect function of the residuals \( r \)), \( \xi(k) \) can never be implemented for use in (5-24).

It should be noted that the model specified by (5-34)-(5-36) does not provide the only Markov approximation of \( L_{W-1}(k) \). We may, indeed, choose to match the n-step cross-covariance \( (1 < n < W) \) instead of matching the one-step cross-covariance as in (5-36), or we may just approximate the cross-covariance function. Such a variety of possible models is the result of the relatively small number of free parameters available in the Markov model to be adjusted in order to describe the more complex \( L_{W-1}(k) \) process. The suitability of a criterion for choosing the matrices \( A \) and \( B \),
such as (5-35) and (5-36), depends directly on the failure signatures under consideration and may be examined as an issue separate from the decision rule design problem. Since our main goal is to demonstrate how the Bayes approach can be used in designing sequential decision rules, we will not pursue this issue further. Rather, we will proceed with the design problem assuming an appropriate Markov approximation (5-32) of $L_{W-1}(k)$ is available.

Now we can approximate the required probabilities in the risk calculation as

$$P_r\{L_{W-1}(k) \in S_j, S_0(k-1) | i, \tau\} = P_r\{\ell(k) \in S_j, S_0(k-1) | i, \tau\}$$

$$j=0,1,...,M \quad k>W \quad (5-43)$$

and

$$P_{\ell(k) \in S_j, S_0(k-1) | i, \tau} = P_{S_0(k-1) | i, \tau} \int_{S_j} p(\ell(k) | S_0(k-1), i, \tau) d\ell(k)$$

$$= P_{S_0(k-1) | i, \tau} \int_{S_j} p(\ell(k) | S_0(k-1), i, \tau) d\ell(k) \quad (5-44)$$

where we have applied the same decision rule to $\ell(k)$ as $L_{W-1}(k)$. Therefore, $S_j$ and $S_0(k-1)$ denote the decision regions and the event of continued sampling up to time $k$ for both $L_{W-1}$ and $\ell$. Assuming $B^{-1}$ exists, we have

$$p(\ell(k+1) | S_0(k), i, \tau) = \left[ \int_{S_0} p(\ell(k) | S_0(k-1), i, \tau) d\ell(k) \right]^{-1}$$

$$x \int_{S_0} p(\xi(k+1)=|\ell(k+1)-Al(k)| | i, \tau) p(\ell(k) | S_0(k-1), i, \tau) d\ell(k) \quad k>W \quad (5-45)$$

where $p(\xi(k) | i, \tau)$ is the Gaussian density of $\xi(k)$ under the failure $(i, \tau)$. 
If \( \hat{\theta}(k) \) satisfies (5-34) and (5-35)

\[
\Pr\{ \hat{\theta}(W) \in S_j | i, \tau \} = \Pr\{ k_{W-1}(W) \in S_j | i, \tau \}
\]  

(5-46)

In contrast to (5-30) and (5-31), the evaluation of (5-44) and (5-45) requires only \( M \)-dimensional integrations over the decision regions. The complication in the region of integration due to \( P(l(k+1)) \) (in 5-30) is absent. An algorithm exploiting existing numerical techniques for computing (5-44)-(5-45) has been developed and it will be discussed in Section 5.2.

In the event that \( B \) is not invertible, the region of integration in (5-45) will take the form similar to that of (5-22) in lower dimension (\( M \) instead of \( MW \)). Such an integral is very difficult to evaluate, and it represents an area for future research. Very often this problem can be circumvented by batch processing the residuals. That is, we may consider the modified residual sequence: \( \tilde{\hat{\theta}}(k) = [r'(v\hat{k}-v+1), r'(v\hat{k}-v+2), \ldots, r'(v\hat{k})]' \) for some batch size \( v > 0 \) with \( k = 1, 2, \ldots \) as the new time index. In using \( \tilde{\hat{\theta}}(k) \) we have to augment the signatures as: \( [g'_1(0), \ldots, g'_i(v-1)]', i = 1, \ldots, M \).

By a proper choice of \( v \), the rank of \( G_0 \) can be increased to \( M \) and \( B \) will be invertible. An example of the batch process is included in the next subsection. Therefore, we direct our attention to cases where \( B^{-1} \) exists. Under this condition, the algorithm in Section 5.2 can be used to obtain approximations of the sequential risk and the detection performance (i.e. the expected decision delays, probability of false alarm, etc.) of the simplified sliding window decision rule. Simulation aimed at assessing the accuracy of the probability approximations (5-43) resulting from the use of the Markov
model \( l(k) \) described by (5-32)-(5-42) are reported in Chapter 6 together with the actual design of decision regions of the form (5-24) for a two-failure-mode problem.

In concluding this subsection, we note that increased accuracy may be obtained by using a higher order approximation, i.e. when \( l(k) \) is given by

\[
\begin{align*}
  l(k) &= \bar{C} \bar{z}(k) \\
  \bar{z}(k+1) &= \bar{A} \bar{z}(k) + \bar{B} \bar{z}(k+1)
\end{align*}
\]

where \( \bar{A} \) and \( \bar{B} \) are \( n \times n \) and \( \bar{C} \) is \( M \times n \) with \( n > M \). The increase in accuracy is achieved at the expense of increased computational complexity, since we have to contend with \( n \)-dimensional probability integrals over regions of the form in (5-30). When \( n=M \), (5-47) and (5-48) will provide an exact description of \( L_{W-1}(k) \) and we are, once again, confronted with (5-30) and (5-31). Due to the lack of an efficient algorithm for calculating the required integrals, this subject of higher order approximation is not pursued any further in this thesis.

5.1.4 Non-Window Sequential Decision Rules

In the previous subsection we have discussed the simplified sliding window rule in which the \( M \) decision statistics are formed from a window of residual samples. Here we will describe another simple decision rule that has the same decision regions as the simplified sliding window rule.
(5-24), but the vector \( (z) \) of decision statistics is obtained differently as follows:

\[
\hat{z}(k+1) = \tilde{A} \hat{z}(k) + \tilde{B} r(k+1)
\]

(5-49)

where \( \tilde{A} \) is a constant stable \( \times M \) matrix, and \( \tilde{B} \) is a \( N \times M \) constant matrix of rank \( M \). Unlike the Markov model \( \mathcal{M}(k) \) that approximates \( L_{W-1}(k) \), \( z(k) \) is a realizable Markov process driven by the residual. The obvious advantages of using \( z \) as the decision statistic are: 1) less storage is required, because residual samples need not be stored as necessary in the sliding window scheme, and 2) since \( z \) is Markov, the required probability integrals are of the form (5-44) and (5-45), and the algorithm to be described in Section 5.2 can be directly applied to evaluate such integrals.

In order to form the statistics \( z \), we need to choose the matrices \( \tilde{A} \) and \( \tilde{B} \). When the failure signatures under consideration are constant biases, \( \tilde{B} \) can simply be set to equal \( C_0 \), and \( \tilde{A} \) can be chosen to be \( \alpha I \), where \( 0<\alpha<1 \). Then, the term \( Br \) in (5-49) resembles \( Gr \) of (5-19), and it provides the correlation of the residual with the signatures. The time constant \( \frac{1}{1-\alpha} \) of \( z \) characterizes the memory span of \( Z \) just as \( W \) characterizes that of the sliding window rules. When \( \alpha \) is close to one, residual samples from long ago are remembered, and when \( \alpha \) is zero, \( Z(k) \) is just \( \hat{r}(k) \). Therefore, \( \alpha \) (or \( A \) in general) can be regarded as a design parameter playing a role similar to that of \( W \) in the sliding window scheme.

More generally, if we consider failure signatures that are not constant biases. Then the choice of \( A \) may still be handled in the same way as in the
as in the constant-bias case, but the selection of a \( \mathbf{B} \) matrix is more involved. Qualitatively, the role of \( \mathbf{B} \) (just as \( \mathbf{G} \) in (5-19)) is to bring out the failure signature contained in the residual. Therefore the rows of \( \mathbf{B} \) should represent some characteristic directions of the failure signatures in question, e.g. in the constant-bias case, the rows of \( \mathbf{B} \) are simply the signatures of the failures. As the signatures are not constants the choice of such characteristic directions is not straightforward and is very much problem dependent.

With some insights into the nature of the signatures, a reasonable choice of \( \mathbf{B} \) can often be made. To illustrate how this may be accomplished, we will consider an example with two failure modes and an \( m \)-dimensional residual vector. Let

\[
g_1(k-\tau) = \beta_1 \tag{5-50}
\]

\[
g_2(k-\tau) = \beta_2 (k-\tau+1) \tag{5-51}
\]

That is, \( g_1 \) is a constant bias, and \( g_2 \) is a ramp. If \( \beta_1 \) and \( \beta_2 \) are not multiples of each other a simple choice of \( \mathbf{B} \) is available:

\[
\begin{bmatrix}
\beta_1 \\
\beta_2
\end{bmatrix}
\]

(5-52)

If \( \beta_1 = \alpha_1 \beta \) and \( \beta_2 = \alpha_2 \beta \), where \( \alpha_1 \) and \( \alpha_2 \) are scalar constants, the above choice of \( \mathbf{B} \) has rank one and is not very useful for identifying either signature. Suppose we batch process every two residual samples together, i.e. we use the residual sequences \( \mathbf{r}(k) = [r'(2k-1), r'(2k)]' \), \( k=1,2, \ldots \).
Then we can set \( \tilde{B} \) to be

\[
\tilde{B} = \begin{bmatrix}
\beta & \beta \\
\beta' & 2\beta'
\end{bmatrix}
\]  

(5–53)

Thus, the first and second rows of \( \tilde{B} \) capture the constant-bias and ramp nature of \( g_1 \) and \( g_2 \), respectively (and this \( \tilde{B} \) has rank two). The use of the modified residual \( \tilde{r}(k) \) in this case causes no adverse effect, since it only lengthens slightly the interval between times when terminal decisions may be made. A big increase in such intervals i.e., the batch processing of \( r(k), \ldots, r(k+v) \) simultaneously for large \( v \), may however, be undesirable.

The above simple example serves to show that the applicability of the decision statistic \( z \) is not as restrictive as it first appears to be. In any event, the matrices \( \tilde{A} \) and \( \tilde{B} \) may be regarded as design parameters just as the cost functions and prior probability mass function. The merit of any choice of \( \tilde{A} \) and \( \tilde{B} \) may be assessed by determining if the decision rule based on such choices yields good performance. The algorithm of Section 5.2 will aid in evaluating the risk associated with using \( z \) in the decision rule, and the risk-minimization algorithm to be discussed in Section 5.3 can be used in obtaining a decision rule that has as small a risk as is possible for a particular choice of \( \tilde{A} \) and \( \tilde{B} \). The design of a decision rule using \( z \) as the decision statistic for a two failure-mode problem is reported in Chapter 6.
While the statistic $z$ is potentially useful for a wide range of problems, we expect its effectiveness to diminish for problems where the signatures vary drastically as a function of the elapsed time, or the distinguishability among failures depends eventually on these variations. This is due to the fact that a constant $\beta$ is not adequate to capture the essence of rapidly varying signatures. In such cases the sliding window decision rule should provide better performance because of its inherent nature to look for a full window's worth of signature. However, this still leaves many applications for which $z$ is a useful statistics.

It is possible to use a higher order $z$ (similar to $T$ of the last subsection). It is not considered here, because in fact, it is mimicking the sliding window statistic $L_{W-1}$. In addition, the increased order complicates both implementation and the computation of the required probability integrals, now having the form (5-30) and (5-31). Such added complexity will negate the advantages of using $z$.

5.2 Evaluation of the Risk and Performance Probabilities

In this section we will examine the problem of computing the risk associated with the decision rules discussed in the last two subsections. An algorithm based on standard numerical quadrature techniques has been developed for calculating the conditional density (5-45) and probabilities (5-44) recursively. Since the decision statistic $z$ of subsection 5.1.4 and the approximation ($l$) of the sliding window statistic $L_{W-1}$ of subsection 5.1.3 are both Markov processes with the required calculations in the form
of (5-44) and (5-45), this algorithm is directly applicable to both cases. We will only describe the algorithm for the two failure-mode problem, although it may be easily generalized to an arbitrary number of failure modes. It will become clear, however, that due to the exponential increase in computational requirement as a function of the number of failure modes, the algorithm is only practical for decision rules dealing with a few failure modes. This problem is intrinsic to the numerical evaluation of multi-dimensional integrals and, in general, cannot be avoided. The approach to the design of a robust residual generation process undertaken in Chapters 2 and 3 will aid in limiting the number of failure modes to be considered simultaneously by a decision rule. Since each residual generation process is based on a part of the system, namely the most relevant and parameter-insensitive part, it will include only a subset of all the possible failure types of the whole system. Then, it is likely that a decision rule employing the residual from such a process will have to deal with only a small number of failure modes.

A brief review of the quadrature technique employed in this study is included in subsection 5.2.1, while the actual algorithm for calculating the conditional density and the required probabilities is described in subsection 5.2.2. In subsection 5.2.3, we will discuss the risk evaluation problem.

5.2.1 Gaussian Quadrature Formulas

Numerical integration generally involves the approximation of a definite integral by a finite sum. The most widely studied method is of the form
\[ \int_{\alpha}^{\beta} w(x) F(x) \, dx = \sum_{s=1}^{n} v^s F(x^s) \]  

(5-54)

where \( s \) is an index for the points used in the formula, \( x \) is a scalar variable, and \( w(x) \) is a function for which the integrals

\[ \int_{\alpha}^{\beta} w(x)^k \, dx, \ k=0,1,2,... \]

are defined and finite; \( v^s \) and \( x^s \) are known as the weights and nodes, respectively. When \( w(x) \) is nonnegative in \([\alpha, \beta]\), a set of weights and nodes can be found so that the approximation (5-54) becomes exact for \( F \) when it is a polynomial of degree less than \( 2n \). Such an approximation is known as a \( n \)-point Gaussian quadrature formula, or Gaussian formula [39]. Based on the theory of orthogonal polynomials, efficient Gaussian formulas have been determined for the 1-dimensional integral for a variety of \( w \) and intervals \([\alpha, \beta]\). Attempts to develop similar formulas for several dimensions has met with little success. The most common approach to \( M \)-dimensional integration is to regard the integral as a \( M \)-fold iterated integral and apply a 1-dimensional formula to each variable separately. The resulting formula is called a product formula, e.g. in two dimensions.

\[ \int_{a_2}^{\beta_2} \int_{a_1}^{\beta_1} F(x_1, x_2) \, dx_1 \, dx_2 \]

\[ = \int_{a_2}^{\beta_2} \int_{a_1}^{\beta_1} w_1(x_1)w_2(x_2) [w_1^{-1}(x_1)w_2^{-1}(x_2)] F(x_1, x_2) \, dx_1 \, dx_2 \]

\[ = \sum_{t=1}^{n_2} \sum_{s=1}^{n_1} v_1^{s_t} v_2^{t_s} w_1^{-1}(x_1^s)w_2^{-1}(x_2^t) F(x_1^s, x_2^t) \]  

(5-55)
where we have assumed $v_{\gamma}^{-1}(x)$ exists for $\gamma=1,2$, and $v_\gamma^s$, $x_\gamma^s$ are the weights and nodes of the $n_\gamma$-point Gaussian formulas:

$$\int_{a_\gamma}^{b_\gamma} w_\gamma(x)F(x)dx = \sum_{s=1}^{n_\gamma} v_\gamma^s F(x_\gamma^s), \gamma=1,2,$$  \hspace{1cm} (5-36)

This approach is the basis of our algorithm for evaluating the integrals of (5-44) and (5-45). The two 1-dimensional Gaussian quadrature formulas employed in the algorithm are

$$\int_{0}^{\infty} e^{-x^2} F(x)dx = \sum_{s=1}^{n} \tilde{v}_L^s F(x_L^s), \hspace{1cm} (5-57)$$

$$\int_{-\infty}^{\infty} e^{-x^2} F(x)dx = \sum_{s=1}^{n} \tilde{v}_H^s F(x_H^s), \hspace{1cm} (5-58)$$

Now, $\tilde{v}_L^s$ and $x_L^s$ are the weights and nodes of the $n$-point Laguerre-Gauss formula (5-57), and $\tilde{v}_H^s$ and $x_H^s$ are the weights and nodes of the $n$-point Hermite-Gauss formula. The weights and nodes for both of these formulas are tabulated for a wide range of $n$ [40]. (In fact, the nodes $x_L^s$ and $x_H^s$ are the roots of the $n$-th order Laguerre and Hermite polynomials, respectively.)

Provided the integrals exist and are finite, we have the following formulas:

$$\int_{0}^{\infty} F(x)dx = \sum_{s=1}^{n} v_L^s F(x_L^s), \hspace{1cm} (5-59)$$

$$\int_{-\infty}^{\infty} F(x)dx = \sum_{s=1}^{n} v_H^s F(x_H^s), \hspace{1cm} (5-60)$$
where

\[ v_L^s = v_L^s x_L \]  \hspace{1cm} (5-61)

\[ v_H^s = v_H^s (x_H)^2 \]  \hspace{1cm} (5-62)

For some finite regions of integration, such as a sphere, a cube, etc., estimates of the error associated with the product formula (5-55) are available [39]. These results are not useful for our problem, because they are dependent on the (higher order) derivative of the integrand function. The integrals of (5-44) and (5-45) involve the conditional density for which derivative information is very difficult to obtain. The fact that we are dealing with probability integrals, however, will provide us with some handle on the error magnitude. We will discuss this when we describe the algorithm in the next subsection. In closing, we note that further references on numerical integration may be found in the survey paper by Haber [41].

5.2.2 An Algorithm for Calculating the Conditional Density and Associated Probabilities

The computational procedure described here will be applicable to both \( \lambda(k) \) of subsection 5.1.3 and \( z(k) \) of subsection 5.1.4, since by setting \( \tilde{B}(k+1) \) to be \( \xi(k+1) \) we can see that both (5-32) and (5-49) have the same form. To facilitate discussion, we will use the simplifying notations:

\[ h_k(\lambda(k)) = p(\lambda(k) | S_0(k-1), i, \tau) \]  \hspace{1cm} (5-63)

\[ h_w(\lambda(W)) = p(\lambda(W) | 0, -) \]  \hspace{1cm} (5-64)
\[ p_k(l(k+1)-Al(k)) = p(\xi(k+1) = l(k+1)-Al(k)) \quad k \geq W \quad (5-65) \]

\[ p_k(j) = \Pr\{l(k) \in S_j | S_0(k-1), i, \tau\} \quad j=0, \ldots, M \quad k \geq W \quad (5-66) \]

where \( p(l(W)) \) is taken to be the steady no-fail density of \( l \), i.e. we assume that we begin in the steady state at \( W \). Note that the dependence on \((i, \tau)\) is suppressed. It is understood that the above quantities have to be interpreted in context with some \((i, \tau)\) pair.

For \( M=2 \), the decision regions have the form (see Figure 5-1):

\[ S_0 = \{l: l_1 < f_1, l_2 < f_2\} \quad (5-67a) \]

\[ S_1 = \{l: e_1^{-1}(l_1-f_1) > e_2^{-1}(l_2-f_2)\} \quad (5-67b) \]

\[ S_2 = \{l: e_2^{-1}(l_2-f_2) > e_1^{-1}(l_1-f_1)\} \quad (5-67c) \]

Then the propagation of the conditional density is governed by

\[
h_{k+1}(l(k+1)) = p_k^{-1}(0) \int_{-\infty}^{f_1} \int_{-\infty}^{f_2} p_k(l(k+1)-Al(k))h_k(l(k))dl_1(k)dl_2(k) \quad (5-68)\]

Substituting \( l(k) = f-y \), we get

\[
h_{k+1}(l(k+1)) = p_k^{-1}(0) \int_{0}^{\infty} \int_{0}^{\infty} p_k(l(k+1)-A[f-y])h_k(f-y)dy_1dy_2 \quad (5-69)\]
Similarly, we can write

\[ P_k(0) = \int_0^\infty \int_0^\infty h_k(f-y)dy_1dy_2 \quad (5-70) \]

\[ P_k(1) = \int_{-\infty}^\infty \int_0^\infty h_k \left( \begin{bmatrix} a_1(l_2(k))-y_1 \\ l_2(k) \end{bmatrix} \right)dy_1dl_2(k) \quad (5-71) \]

\[ P_k(2) = \int_{-\infty}^\infty \int_0^\infty h_k \left( \begin{bmatrix} l_1(k) \\ a_2(l_1(k))-y_2 \end{bmatrix} \right)dy_2dl_1(k) \quad (5-72) \]

where

\[ a_1(l_2(k)) = \begin{cases} f_1 & l_2(k) < f_2 \\ \frac{\epsilon_1}{\epsilon_2(l_2-f_2)+f_1} & l_2(k) > f_2 \end{cases} \quad (5-73) \]

\[ a_2(l_1(k)) = \begin{cases} \frac{\epsilon_2}{\epsilon_1(l_1-f_1)+f_2} & l_1(k) > f_1 \\ f_2 & l_1(k) < f_2 \end{cases} \quad (5-74) \]

The integrals (5-69)-(5-72) are in the forms that are suitable for the application of the product formula employing Laguerre and Hermite formulas. Using for the integral from 0 to \( \infty \) (5-59) and (5-60) for the integral from \(-\infty\) to \( \infty \), the above integrals can be approximated as
\[
\begin{align*}
    h_{k+1}(\ell(k+1)) &= P_k^{-1}(0) \sum_{t=1}^{n_L} \sum_{s=1}^{n_L} v_L^s t_L^k (\ell(k+1) - A) \left[ \begin{array}{c}
    f_1 - x_L^s \\
    f_2 - x_L^s
\end{array} \right] h_k \left[ \begin{array}{c}
    f_1 - x_L^s \\
    f_2 - x_L^s
\end{array} \right] \\
    P_k(0) &= \sum_{t=1}^{n_L} \sum_{s=1}^{n_L} v_L^s t_L^k \left[ \begin{array}{c}
    f_1 - x_L^s \\
    f_2 - x_L^s
\end{array} \right] \\
    P_k(1) &= \sum_{t=1}^{n_H} \sum_{s=1}^{n_L} v_L^s t_L^h \left[ \begin{array}{c}
    a_1(x_H^t) - x_L^s \\
    x_H^t
\end{array} \right] \\
    P_k(2) &= \sum_{t=1}^{n_H} \sum_{s=1}^{n_L} v_L^s t_L^h \left[ \begin{array}{c}
    x_H^t \\
    a_2(x_H^t) - x_L^s
\end{array} \right]
\end{align*}
\]

where an \(n_L\)-point Laguerre formula and an \(n_H\)-point Hermite formula are used.

The above approximations may be set to be equalities while keeping in mind that the quantities on the left hand sides become approximations of the true ones. Thus, (5-75) and (5-76) describe the propagation of the approximate conditional density. The probabilities of (5-44) can be approximated by using (5-76)-(5-78) in

\[
Pr\{\ell(k) \in S_j, S_0(k-1) | i, \tau\} = P_k(j) \prod_{s \in \hat{N}} P_s(0)
\]

Due to the fact that only approximate values of \(P_k(j)\), \(j=0,1,2\) are used in (5-79), the errors may accumulate as \(k\) increases. Some feel for this
cumulative error is obtained by means of comparisons with simulation results, and it is reported in Chapter 6.

Since the probabilities in (5-76)-(5-78) should sum to one, i.e.

$$\sum_{j=0}^{2} P_k(j)$$

should equal one, $h_k(\ell(k))$ and $P_k(j)$, $j=0,1,2$ are normalized for all $k>W$. This insures that $P_k(j)$ are valid probabilities and $h_k(\ell(k))$ will always be close to being a density function. The un-normalized sum,

$$\sum_{j=0}^{2} P_k(j)$$

can serve as a coarse indicator of the accuracy of the approximations. That is, if it is not close to one, we know that the approximations are poor and more points will have to be used in the quadrature. Although the fact that the sum is close to one does not necessarily imply the quadrature is indeed accurate, we would be more confident in the approximations if this is in fact the case.

Upon examining (5-75)-(5-78), we note that for every $k$, there are only a fixed number of points in the $\ell$-plane for which $h_k$ will have to be determined, namely, $n_L^2$ points in $S_0$ and $n_L n_H$ point in $S_1$ and $S_2$ each. Moreover, these points do not vary with $k$. In order to calculate $h_{k+1}$ for any point $\ell$, all $n_L^2$ points in $S_0$ will have to be used. An estimate of the computational requirement can be obtained as follows. For simplicity, let us assume $n_L=n_H=n$. Suppose we call the evaluation of each term in the summation in (5-75) a step. Then we need to perform $n^2$ steps to obtain a new point. Since there are a total of $3n^2$ points (due to three decision regions), $3n^4$ steps will have to be carried out at each iteration. Table 5-1 shows the
TABLE 5-1: Computation Requirements

<table>
<thead>
<tr>
<th>n</th>
<th>(3n^4) (steps/iter)</th>
<th>time/iter (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>12288</td>
<td>.61</td>
</tr>
<tr>
<td>10</td>
<td>30000</td>
<td>1.50</td>
</tr>
<tr>
<td>12</td>
<td>62208</td>
<td>3.11</td>
</tr>
<tr>
<td>14</td>
<td>115248</td>
<td>5.76</td>
</tr>
<tr>
<td>16</td>
<td>196608</td>
<td>9.83</td>
</tr>
<tr>
<td>18</td>
<td>314928</td>
<td>15.74</td>
</tr>
<tr>
<td>20</td>
<td>480000</td>
<td>24.00</td>
</tr>
<tr>
<td>22</td>
<td>702768</td>
<td>35.14</td>
</tr>
<tr>
<td>24</td>
<td>995328</td>
<td>49.77</td>
</tr>
<tr>
<td>26</td>
<td>1370928</td>
<td>68.55</td>
</tr>
<tr>
<td>28</td>
<td>1843968</td>
<td>92.20</td>
</tr>
<tr>
<td>30</td>
<td>2430000</td>
<td>121.50</td>
</tr>
</tbody>
</table>

Assuming \(5 \times 10^{-5}\) sec/step
total number of steps and the corresponding computation time for iteration as a function of n. (For this table we have assumed a time of $5 \times 10^{-5}$/sec/step, while using an un-optimized code on an IBM 370/168 computer we have experienced roughly $7 \times 10^{-5}$ sec/step.) For n=16, say, almost 10 seconds are required per iteration. Typically, a minimum of 30 iterations are required to calculate the risk approximately (see Section 5.2.3 for a discussion of risk evaluation). This gives 5 minutes per risk evaluation. In searching for a set of risk-minimizing decision regions (see Section 5.3.1), quite a few risk evaluations are usually needed. Therefore, even for the simple two-failure mode case, the computational burden is not insignificant. In general, the M-mode problem will require $(M+1)n^M$ steps/iteration. It is obvious that M does not have to be very large before the amount of computation becomes too much to handle.

In order to construct a Laguerre or Hermite formula that gives good results we need to choose two design parameters carefully - the number of points to be used in the quadrature and the scale factor of the variable of integration. Although we will use the Laguerre formula to illustrate the importance of these two parameters, the following discussion will apply to the Hermite case as well as to product formulas composed of Hermite and Laguerre quadrature rules. Figure 5-2 shows the location of the nodes of a 8-point and a 16-point Laguerre formula. It is evident that for a larger n, the nodes cover a larger range as well as providing a more dense covering for small values of x. Thus, a large n is suitable for integrands that are "spread-out". When more points are used, more computation is required. The choice of an appropriate n is based on the tradeoff between accuracy and computational
FIGURE 5-2: Nodes of Laguerre Formulas.

FIGURE 5-3: Effects of Different Scale Factors.
load. The importance of an appropriate scaling of the integrand can be illustrated by considering a simple 1-dimensional integral \( \int_0^\infty F(x)dx \).

With a simple scale change of the variable of integration, we can obtain

\[
\int_0^\infty F(x)dx = \int_0^\infty \frac{1}{a} F\left(\frac{y}{a}\right)dy,
\]

where \( y = ax \) and \( a \) is positive. The situation of applying the same Laguerre formula to the integral with different scale factors \( a \) is shown in Figure 5-3. The dots on the y-axis mark the nodes. A small \( a \) has the effect of compressing the integrand while a large \( a \) tends to spread it out. For an excessively large \( a \), the range of the nodes does not span the integrand sufficiently. On the other hand, for an excessively small \( a \), the nodes do not capture sufficient details of \( F \). In both of these cases, the approximation of the integral is expected to be poor. A good choice of \( a \) can only be made with some insights into the nature of the integrand.

For the present problem, these two parameters are chosen heuristically according to the above guidelines. Important considerations include the spread of the integrands of (5-75)-(5-78) and the thresholds (\( f \)). The spreads of the integrands of interest are generally difficult to calculate. Consider the integrand of (5-75). It is the product of \( p_k \) and \( h_k \). Therefore, its spread is roughly the spread of the minimum of the spreads of \( p_k \) and \( h_w \). Since the covariance of \( p_k \) is much smaller than that of \( h_w \), the scaling of the variable of integration is chosen to minimize the adverse effect (of Figure 5-3) on \( p_k \). For simplicity, the same scaling is used for all integrals, although different ones may be applied for more accurate results. Algorithms
using different scaling for each of the integrands in (5-75)-(5-78) should be investigated in the future.

Depending on their sizes, the thresholds may also be the source of error for the quadrature. To see this, let us consider the 1-dimensional analog of (5-75), i.e. integrating over the continuous region, as pictured in Figure 5-4. According to the formula (5-75), the nodes of the Laguerre formula are located relative to the threshold. For the larger threshold \( f^1 \), many of the nodes span the insignificant part of the integrand, while for \( f^2 \), the nodes of the Laguerre formula (with the same number of points) cover the integrand well. (Note that scaling will not improve the situation). Ideally, \( n \), the number of points in the quadrature formula, should be chosen as large as is practical so that sufficient number of nodes will cover the significant part of the integrand. In this study \( n \) is roughly chosen so that the span of the nodes (the distance between the minimum and maximum nodes) is a few times the sum of the magnitude of the maximum threshold and the scaled spread (the square root of the largest diagonal element of the covariance matrix) of \( h_w \). As the spread of \( h_w \) is an approximation of that of \( h_k \), this choice of \( n \) will provide sufficient covering for the integrands of (5-76)-(5-78) as well as that of (5-75). (The spread of the former is larger than that of the latter).

It is noted that the span of the Hermite nodes are very small even for \( n_H \) large (see the table of Hermite roots and weights in [40]). The Hermite formula is used in computing the stopping probabilities \( P_k(1) \) and \( P_k(2) \). In (5-77) and (5-78), the Hermite nodes are centered at the axes. Under the
FIGURE 5-4: Effect of the Threshold.
no-fail hypothesis this will provide a sufficient covering of \( p_k \) in \( S_1 \) and \( S_2 \). Under a failure hypothesis, \( p_k \) will shift into the stopping region. Thus, the short span of the Hermite roots together with the centering at the axes may not cover \( p_k \) in \( S_1 \) and \( S_2 \) well enough. To compensate for this, \( v \) will shift the Hermite nodes into \( S_1 \) and \( S_2 \). This is accomplished by modifying (5-77) and (5-78) as

\[
\begin{align*}
    P_k(1) &= \frac{\sum_{t=1}^{n_H} \sum_{s=1}^{n_L} \nu_{LH}^s t_{H} \left( \begin{array}{c}
        a_1(x^t_{H}) - x^L_s \\
        x^t_{H} + \lambda_1(k;i,\bar{T})
    \end{array} \right)}{\sum_{t=1}^{n_H} \sum_{s=1}^{n_L} \nu_{LH}^s t_{H} \left( \begin{array}{c}
        x^t_{H} + \lambda_1(k;i,\bar{T}) \\
        a_1(x^t_{H}) - x^L_s
    \end{array} \right)} \\
    P_k(2) &= \frac{\sum_{t=1}^{n_H} \sum_{s=1}^{n_L} \nu_{LH}^s t_{H} \left( \begin{array}{c}
        x^t_{H} + \lambda_2(k;i,\bar{T}) \\
        a_2(x^t_{H}) - x^L_s
    \end{array} \right)}{\sum_{t=1}^{n_H} \sum_{s=1}^{n_L} \nu_{LH}^s t_{H} \left( \begin{array}{c}
        a_2(x^t_{H}) - x^L_s \\
        x^t_{H} + \lambda_2(k;i,\bar{T})
    \end{array} \right)}
\end{align*}
\]

where

\[
\lambda_j(k;i,\bar{T}) = \min\{f_3-j, E(l_{3-j}(k)|i,\bar{T})\}, \quad j=1,2
\]

That is, as \( p_k \) shifts into \( S_1 \) and \( S_2 \) (under a failure), the Hermite nodes are also shifted into \( S_1 \) and \( S_2 \) by means of \( \lambda_1 \) and \( \lambda_2 \). Note that \( \lambda_1 \) and \( \lambda_2 \) are clipped at the threshold values. This prevents the Hermite nodes to move too far away from the thresholds into the stopping regions in the events that the expected value of \( l(k) \) under a failure grows indefinitely. Thus, we have constructed a moving grid to cover the conditional density \( p_k \) in order to obtain better accuracy in the quadrature. (Comparisons among the results from using (5-77) and (5-78), (5-77)' and (5-78)', and Monte Carlo
simulations have shown the moving-grid approach to be more accurate than the static method. The technique of using a moving grid should be further studied in future efforts in developing algorithms for computing the detection probabilities.

In summary, we have described an algorithm for calculating (approximately) the conditional density and the probabilities required for the risk evaluation, and we have provided an assessment of its practicality. Effective choice of design parameters, the scale factor of the variable of integration and the number of points used in the Laguerre and Hermite formulas, has been discussed. The performance is assessed via comparisons with Monte Carlo simulations for various types of signatures and thresholds, and the result is reported in Chapter 6. In addition to aiding the design of decision rules, the present algorithm provides a simple framework for exploring finer issues of computing the probabilities so that the design of more effective and efficient algorithms can be facilitated. Finally, we note that integration algorithms based on other 1-dimensional formulas [39] may be constructed for our problem, although they are not examined in this study.

5.2.3 Risk and Performance Probabilities

In this section we will discuss the computation of the risk and performance probabilities for a sequential decision rule in the form of (5-67) for the detection and identification of the various failure modes (but not failure time). Before we proceed with the calculation, we will examine the behavior of the conditional density \( p(I(k) | S_0^{(k-1)}, i, \tau) \) as a
function of $k$. Recall that $\ell$ is described by

$$\ell(k+1) = A\ell(k) + \xi(k+1)$$  \hspace{1cm} (5-32)

where $A$ is a constant stable matrix, and $\xi$ is a white Gaussian sequence with constant covariance $BB'$. In the absence of a failure, $\xi$ is zero mean, and thus, is a stationary process. Based on the fact that $A$ is constant, $\xi$ is stationary and the decision regions (in particular, the continue region) are time independent, we conjecture that the conditional density under $(0,-)$ will approach a limiting density function as time progresses, i.e.

$$\lim_{k \to \infty} p(\ell(k) | S_0(k-1), 0-) = \tilde{p}(\ell(k))$$  \hspace{1cm} (5-80)

Qualitatively, the propagation of the conditional density consists of the following process. After the density at $k$ outside the continue region is set to zero, it is normalized to become the density at $k$ conditioned on continuing. Then it is compressed (by the effect of $A$ with eigenvalues of magnitudes smaller than one) and convolved with the density of $\xi$. The convolution has the effect of spreading the density out again over into the continue region. Since the matrix $A$, the density of $\xi$, and the continue region are all time-invariant, a steady state density is most likely to be reached. In fact, convergence is evident in all propagations of the conditional density, by means of the algorithm described in the last subsection, for various values of $A$, $BB'$ and $f$ (the thresholds defining $S_j$). Following similar reasoning, we also conjecture that the actual conditional density of
the sliding window rule, i.e. \( p(L_{N-1}(k) | S_0(k-1), 0-) \), behaves similarly. Unfortunately, we have not been able to prove such convergence behavior using elementary techniques. More advanced function-theoretic methods may be necessary, but they are beyond the scope of this thesis. Assuming that this behavior holds, however, we will be able to obtain a simple approximate expression for the sequential risk. We will discuss this next.

Assuming no failure has occurred, the conditional density will essentially reach a steady state at some finite time \( T > W \). Then, for \( k > T \) we have

\[
\Pr\{t(k) \in S_j | S_0(k-1), 0-\} = \beta_j
\]

\[
\Pr\{t(k) \in S_j, t(k-1) \in S_0, \ldots, t(\tau) \in S(\tau-1), i, \tau\} = \beta_j(k-\tau | i) \quad k > T
\]

That is, once steady state is reached, only the relative time (elapsed time) is important. Generally, failures occur infrequently, and decision rule with low false alarm probabilities are employed. Thus, it is reasonable to assume 1) \( \rho << 1 \) ((1-\( \rho \)) \( T = 1 \)), i.e. the failure rate is low (see Sec. 4.2), and 2) \( \Pr\{S_0(T) | 0, -\} \approx 1 \), i.e. nearly no false alarm before steady state is reached. Using (4-3), the sequential risk (5-25) for \( M=2 \) can be approximated by

\[
W^S_\rho(f) = \frac{2}{L_\rho} \sum_{i=1}^{\infty} \frac{\sigma(i) \rho(1-\rho)^{i-1} \sum_{k=T}^{T-1} \sum_{j=1}^{\infty} \beta_j b_0^{k-T} \Pr(S_0(T) | 0, -)}{\beta_0^{k-T} \Pr(S_0(T) | 0, -)} + \sum_{i=1}^{\infty} \frac{\sigma(i) \rho(1-\rho)^{i-1} \sum_{k=T}^{T-1} \beta_j (k-T) b_0^{k-T} \Pr(S_0(T) | 0, -)}{\beta_0^{k-T} \Pr(S_0(T) | 0, -)}
\]

\[
= \left[ \frac{(1-\rho)(1-\beta_0)}{1-\beta_0 (1-\rho)} \right] L_\rho + \left[ \frac{\rho}{1-\beta_0 (1-\rho)} \right] \sum_{i=1}^{\infty} \frac{\sigma(i) \rho(1-\rho)^{i-1} \sum_{k=T}^{T-1} \beta_j (k-T) b_0^{k-T} \Pr(S_0(T) | 0, -)}{\beta_0^{k-T} \Pr(S_0(T) | 0, -)}
\]

\[
= \left[ \frac{(1-\rho)(1-\beta_0)}{1-\beta_0 (1-\rho)} \right] L_\rho + \left[ \frac{\rho}{1-\beta_0 (1-\rho)} \right] \sum_{i=1}^{\infty} \frac{\sigma(i) \rho(1-\rho)^{i-1} \sum_{k=T}^{T-1} \beta_j (k-T) b_0^{k-T} \Pr(S_0(T) | 0, -)}{\beta_0^{k-T} \Pr(S_0(T) | 0, -)}
\]

(5-83)
Next, we will seek to replace the infinite sum over \( t \) in (5-83) by the finite sum up to \( t = \Delta \) plus a term approximating the remainder of the infinite sum. Suppose we have been sampling for \( \Delta \) steps since the failure occurred. Recall the notation (5-66):

\[
P_t(j) = \Pr(l(t) \in S_j | S_0(t-1), i, 0) \quad j=0,1,2
\]

(5-84)

If we stop computing the probabilities after \( \Delta \), we may approximate

\[
P_t(j) = P_{\Delta}(j) \quad j=0,1,2, \quad t > \Delta
\]

(5-85)

and consequently

\[
b_j(t | i) = b_0(\Delta | 0) P_{\Delta}^{t-\Delta}(0) P_{\Delta}(j) \quad t > \Delta
\]

(5-86)

Under the no-fail hypothesis, (5-81) implies that (5-85) is good for \( \Delta \geq T \). When the signature of the failure mode \( i \) is a constant, the same reasoning behind (5-81) may be applied, and we can see that \( P_t(j) \) under failure mode \( i \) will reach a steady state value as \( t \) (the elapsed time) increases. In this case, (5-85) is also a valid approximation for a large \( \Delta \). Generally, the failure signatures of interest are not necessarily constant. However, for sufficiently large \( \Delta \), the probability of continuing after \( \Delta \) time steps (since the failure occurred) may be arbitrarily small. The error introduced by (5-85) in the risk (and performance probability) calculation is, consequently, small. Thus, we see that the approximation (5-85) is a reasonable one for a sufficiently large \( \Delta \).
Substituting (5-86) in (5-83), we get

\[ W(s) = P_F L_F + (1-P_F) \sum_{i=1}^{2} a(i) \bar{e}_i + \sum_{j=1}^{2} L(i,j) P(i,j) \]

(5-87)

where

\[ P_F = \frac{(1-p)(1-b_0)}{1-b_0(1-p)} \]

(5-88)

\[ \bar{e}_i = \sum_{j=1}^{2} \sum_{t=0}^{\Delta} t b_j(t|i) + b_0(\Delta|i) \Delta + \frac{1}{1-P(0)} \]

(5-89)

\[ P(i,j) = \sum_{t=0}^{\Delta} b_j(t|i) + b_0(\Delta|i) \frac{P_\Delta(j)}{1-P(0)} \]

(5-90)

\[ P_j \] is the unconditional false alarm probability, i.e. the probability of one false alarm over all time, \[ \bar{e}_i \] is the conditional expected delay to decision, given that a type \( i \) failure has occurred, and \( P(i,j) \) is the conditional probability of declaring a type \( j \) failure, given that failure \( i \) has occurred. From the assumption that Pr\{\( S_0(T)|0,-)\} \approx 1 \) and the steady condition (5-81), it can be shown that the mean time between false alarms is simply \( (1-b_0)^{-1} \). Now all the probabilities in (5-88)-(5-90) can be computed by using the algorithm of Subsection 5.2.2. Note that the risk expression (5-87) consists only of finite sums. In contrast to the original risk expression (5-25) for the simplified sliding window rule, (5-87) can be evaluated with a reasonable amount of computational effort. With such an
approximation of the sequential risk, we will be able to consider the problem of determining the decision regions \( (\text{the thresholds } f) \) that minimize the risk. We will discuss the risk-minimization problem in the next section.

It should be noted that we are not limited to only consider the risk as the objective function in the decision rule design problem. For example, we could consider choosing a set of thresholds that minimize a weighted combination of certain detection probabilities \( (P(i,j)) \), the expected detection delay \( (\tau_i) \), and the mean time between false alarms \( ((1-E_0)^{-1}) \).

Although such an objective function will not result in a Bayesian design in general, it is a valid design criterion that may be useful for some application. Since these non-Bayesian objective functions are also functions of the performance indices (expected delay, etc.), they can be evaluated using the approach described in this subsection and the previous one. Although we will not directly consider the non-Bayesian design problems, the risk-minimization algorithm and the choice of design parameters discussed in the next subsection are also applicable for these problems.

5.3 Design of Decision Rule - Choice of Design Parameters and Minimization of the Risk

For a given set of cost functions, prior PMF, and other design parameters, such as the window length \( W \), and the matrices \( \tilde{A} \) and \( \tilde{B} \) used in forming the decision statistic \( z \), the design of a suboptimal rule essentially amounts to determining a set of decision regions (characterized by the thresholds \( f \))
which minimizes the sequential risk. An algorithm, which is especially suitable for this minimization problem, is described in subsection 5.3.1.

The effectiveness of the resulting decision rule depends heavily on the choice of the above mentioned design parameters. For example, an improperly chosen cost function that overly penalizes false alarms will result in prolonged decision delays under failures. A window that is too short may not utilize sufficient data to achieve good detection performance regardless of any choice of cost functions. This aspect of the decision rule design problem will be discussed in subsection 5.3.2.

5.3.1 The Sequence-of-Quadratic-Programs (SOP) Algorithm for Minimizing the Risk

The risk minimization problem has two features that deserve special attention. Firstly, the sequential risk is not a simple function of the threshold \( f \), and the derivative with respect to \( f \) is not readily available. Secondly, calculating the risk is a costly task. Therefore, the minimum-seeking procedure to be used must require few function (risk) evaluations, and it must not require derivatives. The sequence-of-quadratic-programs (SOP) algorithm studied by Winfield [42] has been chosen to solve this problem, because it does not need any derivative information and it appears to require fewer function evaluations than other well-known algorithms [42]. Furthermore, the SOP is simple, and it has quadratic convergence. We will describe the SOP for the 2-dimensional case, but the generalization to higher dimensions is straightforward.
Applications of the SQP to the risk minimization involves iterating through the following steps:

1) Initially, six different sets of thresholds are picked, and the corresponding sequential risks are calculated. The threshold set having the smallest risk is called the base point (denoted by \( f^0 \)), and the remaining five sets are indexed according to increasing distance from \( f^0 \), i.e. \( f^1 \) is the closest and \( f^5 \) is the farthest from \( f^0 \).

2) A quadratic function described by

\[
U(x) = \frac{1}{2} x' H x + c' x + \frac{W(f^0)}{s^0} \tag{5-91}
\]

where

\[
x = f - f^0 \tag{5-92}
\]

\( H \) is a 2x2 symmetric matrix, and \( c \) is a 2-vector, is fitted through the six threshold-risk pairs (with the base point as the origin). That is, \( H \) and \( c \) are determined from the equations

\[
W_s(f^j) - W_s(f^0) = \frac{1}{2} (f^j - f^0)' H (f^j - f^0) + c'(f^j - f^0), \quad j=1,...,5 \tag{5-93}
\]

Note that \( H \) does not have to be positive definite. The quadratic function \( u \) approximates the risk in a region spanned by \( \{ f^0, ..., f^5 \} \).

3) The constraint region, \( R \), is defined to be the square region centered at the base point with sides parallel to the axes. It is over \( R \) that the minimization of \( u(x) \) will be performed in Step 4. The length of the sides, \( \gamma \), is given by

\[
\gamma = 2 \times .99 \times \frac{\epsilon}{\sqrt{2}} - \kappa \tag{5-94}
\]
where \( e \) is the distance between \( f^0 \) and \( f^5 \), and \( \gamma \) is limited by some appropriate \( \gamma_{\text{max}} \), which has the connotation as the maximum step size; \( K \) is a constraint region reduction factor that is initially set to one but as we will see, it may be modified in subsequent steps according to the outcome of the minimization effort at each step. In other words, \( R \) is a square inscribed in a circle centered at \( f^0 \) with radius \( .99 \cdot \gamma \).

4) The quadratic function \( u(x) \) obtained in Step 2 is minimized over the constraint region - this is a quadratic program. The square \( R \), in fact, has been specified to make the quadratic programming solution procedure simple. Let \( x^M \) denote the solution. From (5-92), \( x^M \) corresponds to a threshold set \( f^M = x^M + f^0 \). Since \( u(x) \) is quadratic, a solution lying in the interior of \( R \) has to be a global minimum. Therefore, \( x^M \) is such a solution if i) \( x^M \) is in the interior of \( R \), ii) \( H \) is positive definite, and iii) \( \nabla u(x^M) = 0 \). Otherwise, the solution lies on the sides of the square. Along each side of the square one component of \( X \) is fixed and \( u(x) \) is a quadratic function of the remaining free component. Therefore, this is a 1-dimensional analog of the previous condition, and similar reasoning can be applied to determine if a minimum of the 1-dimensional quadratic lies on the side but not at the corners.

There may be a maximum of four such minima. The smallest of these will be the solution. If no such minimum exists, the four corners of the square will be examined. The corner giving the smallest \( u \) will be the solution.

5) If \( W^s(f^M) < W^s(f^0) \), \( f^N \) is used as the new base point (and re-labelled as \( f^0 \)). Five points that are closest to the new base point are selected and
labelled as \( f^1, \ldots, f^5 \) according to increasing distance from \( f^0 \). The constraint region reduction factor \( K \) is set to one, and the procedure is repeated starting at Step 2.

6) If \( U_s(f^M) < U_s(f^0) \), the old base point is kept. Five points closest to \( f^0 \) are selected and labelled as \( f^1, \ldots, f^5 \) according to increasing distance from \( f^0 \). Since \( R \) excludes the old \( f^5 \) (see (5-94)), \( f^M \) will always be closer to \( f^0 \) than the old \( f^5 \) is, and \( f^M \) will be included in the five new point. This is the mechanism that provides the algorithm with the learning from mistakes. The reduction factor \( K \) is set to be smaller than one (say .95), so as to limit the searching a little closer to \( f^0 \). The procedure is repeated at Step 2.

As convergence is approached, the minimum of the quadratic program will occur inside the square. The procedure is terminated when it is evident that a local minimum has been approached. This algorithm prescribes a sequence of quadratic programs, hence the name SQP. Finally, we note that in theory all the thresholds and the associated risks may be kept so that they will be available as candidates for the 5 closest points in Steps 5 or 6. In practice, however, it is sufficient to store only a few more in addition to the active six.

5.3.2 The Choice of Design Parameters

There are basically two types of design parameters in the present methodology: those affecting the information content of the decision statistics and those that play the role of weights in the risk expression.
The former type includes the window length $W$ and the matrices $\tilde{A}$ and $\tilde{B}$ of subsection 5.1.4. The latter type includes the cost functions and the prior PMF. We will discuss them separately.

The window length determines how much data is to be used in forming the decision statistics. If the signatures do not vanish, an increased window length will improve the signal to noise ratio, and hence will also improve detection performance. For the simplified sliding window rule (that uses only $l_{W-1}(k)$), a long window will cause the decision statistics to remember the past too well so that they become sluggish in responding to failures. However, such an increase in detection delay is absent when a full window of decision statistics (i.e. the complete $l(k)$) is used as in the original sliding window rule (5-8).

Viewing the decision problem as a $W$-sample, non-sequential problem, as we have mentioned previously, may cast some light on how to choose $W$ for the simplified sliding window rule. From this viewpoint, the choice of $W$ becomes determining how many samples should be used. A more simplified situation may be obtained by considering each of the $M$ failure modes separately, i.e. we now have $M$ $W$-sample binary hypotheses testing problems at hand. Then, it is clear that $W$ should be chosen such that it is not excessively long but still give a high signal (signature) to noise ratio for each mode. In addition, $W$ must be large enough so that all failure signatures over the window are sufficiently different from one another. A reasonable choice for the window length is some value somewhat greater than all the $W$'s for the binary hypotheses testing problems. With some assumed value of probabilities of false alarm and detection for the binary hypotheses test, reasonable choices of thresholds
can be made. These thresholds may, in turn, be used as initial guesses of the thresholds required for the SQP algorithm for the risk-minimization. A refinement of the choice of \( W \) can always be made after evaluating the performance probabilities of the window rule using the initial choice.

Recall that the matrix \( \tilde{A} \) used in forming the Markov decision statistics \( z \) also plays the role of a memory parameter, and it may be chosen with the same considerations. We will let \( \tilde{A} \) be a bit more general here than in subsection 5.1.4., i.e. \( \tilde{A} \) is now a diagonal matrix with elements between 0 and 1, and the diagonal elements of \( \tilde{A} \) may be different from one another. A diagonal \( \tilde{A} \) is used to provide a separate memory for each component of \( z \).

Consider the \( i \)-th component of \( z \)

\[
z_i(k+1) = \alpha_i z_i(k) + b_i^r(k+1)
\]

where \( \alpha_i \) is the \( i \)-th diagonal element of \( \tilde{A} \) and \( b_i^r \) is the \( i \)-th row of \( \tilde{B} \).

The signal to noise ratio of \( z \) is its mean under the \( i \)-th failure divided by its steady state standard deviation. Since an \( \alpha_i \) close to one gives \( z \) a longer memory, \( \alpha_i \) should be chosen so that it is not extremely close to one and that the signal to noise ratio reaches a good level in a reasonable time i.e. not sluggish (the same issue as using \( W^{-1} \)). For choosing \( \tilde{B} \), however, there is not a simple general guideline as we have pointed out in subsection 5.1.4. We may, for example, employ the batch processing techniques and take the augmented vector \( [g_i^r(0), \ldots, g_i^r(v)] \) (where \( v \) is the batch size) to be the \( i \)-th row of \( \tilde{B} \) as in the example of subsection 5.1.4. Generally, each individual case will have to be examined separately. Just as in the choice of \( W \), the
values of $\tilde{A}$ and $\tilde{B}$ may be adjusted should the detection performance be not acceptable.

The prior PMF may be chosen according to the reliability of components, for instance. In such cases the inverse of the Bernoulli parameter has the significance as the mean time to failure. In other cases it may be regarded as a design parameter that is used to aid in specifying the tradeoff between false alarm and other (expected delay and cross-detection) costs.

The cost functions are chosen to reflect how undesirable false alarms, delays in detection, and incorrect detections are relative to one another. Unlike $W, \tilde{A}$, and $\tilde{B}$, which affect the information content of the decision statistics and the risk in a complex manner, the cost functions enters the risk linearly. Hence a change in the cost functions can be accommodated easily without having to re-compute all the performance indices (false alarm probabilities, conditional expected delays in decision, and conditional incorrect detection probabilities), provided they have been stored. In order to arrive at an acceptable design, very often a few sets of cost functions may have to be tried.

5.4 Summary

In this chapter we have described a Bayesian methodology for designing sequential decision rules for FDI. We have examined in detail the three step of the design process: 1) the definition of the decision rule structure, 2) the evaluation of the sequential risk and detection performance, and 3) the choice of design parameters and risk-minimization.
The suboptimal rules studied are time-invariant rules that partition the sample space of the decision statistics into decision regions. The two major types of decision rule examined are the sliding window rule and those that use the decision statistics \( z \). The computational requirement for determining different forms of these decision rules has been assessed. A numerical algorithm based on 1-dimensional quadrature formulas was developed to provide an approximate evaluation of the risk associated with two simple sequential decision rules. The SQP algorithm has been chosen to determine the set of thresholds that minimizes the risk. Finally, the issues involved in choosing the design parameters such as the cost functions, prior PMF, window size \( W \), and the matrices \( \tilde{A} \) and \( \tilde{B} \) used to generate the statistic \( z \), were discussed.
6.1 Introduction

In Chapter 5 we described a methodology for designing sequential decision rules for FDI. Here, we will apply this design approach to a numerical example in order to gain some insights into the nature of this methodology.

In the previous chapter we discussed the design of simplified sliding window rules, i.e. decision rules that use the log likelihood ratios \( L_{w-1} \) corresponding to the earliest point in the window (Section 5.1.3). Because the computation of probabilities associated with such decision rules is very difficult, we proposed to approximate \( L_{w-1} \) by a Markov process \( \ell \) for the purpose of design and performance analysis only, as this does not represent an implementable algorithm (see Section 5.1.3). A quadrature algorithm based on Gaussian quadrature formulas was developed for computing the probabilities associated with decision rules using Markov statistics (Section 5.2.2). Thus, this algorithm can be used to calculate the probabilities, and hence, the risk associated with the statistic \( \ell \). Such a risk provides an approximation to the risk associated with a sliding window rule (using \( L_{w-1} \)). As a practical alternative, we proposed the use of an implementable Markov statistic \( z \) in place of \( L_{w-1} \) in the decision rule (Section 5.1.4). The advantages of using such rules are that the statistic \( z \) is easier to compute than \( L_{w-1} \) and the quadrature algorithm can be applied directly (since \( z \) is Markov). Finally, the design of decision rules was formulated as the choice of a set of thresholds that minimizes the risk, and the SQP algorithm (Section 5.3.1) was proposed as a means for performing the risk minimization.
Through an exercise of these design concepts and simulation studies, we can 1) assess the accuracy of the quadrature algorithm for computing (detection) probabilities, 2) determine if the approximation of the sliding window decision statistic \( L_{w-1} \) by the Markov statistic \( l \) is reasonable, 3) gain some experience with the SQP algorithm for minimizing the risk function, and 4) compare the performance of decision rules using the sliding window statistic \( L_{w-1} \) with that using the simpler Markov statistic \( z \). These are the goals of studying a numerical example. We will describe the set-up of the numerical problem in Section 6.2, and we will discuss the results in Section 6.3.

To facilitate discussions, we will introduce the following terminology. We will refer to a simulation of the sliding window rule by SW, a simulation of the rule using the Markov statistic \( z \) as Markov implementation (MI), and a simulation of the nonimplementable decision process using the approximation \( l \) as Markov approximation (MA).

6.2 The Numerical Example

In the numerical example, we will consider the detection and identification of two possible failure modes (without identifying the failure times). We assume that the residual is a 2-dimensional vector, and the vector failure signatures, \( g_i(t) \), \( i = 1, 2 \), as functions of the elapsed time \( t \) are shown in Table 6-1. The signature of the first failure mode is simply a constant vector. The first component of \( g_2(t) \) is a constant, while the second
component is a ramp. We have chosen to examine these two types of signature behavior (constant bias and ramp) because they are simple and describe a large variety of failure signatures that are commonly seen in practice (see, for example [9]). A constant bias represents a constant failure effect on the residuals and such a signature often occurs in practice (e.g. in the detection of biases in sensors). Also, constant signatures can be used to approximate a slowly changing signature, while a ramp can be used to model failure effects that become more noticeable as time progresses. For simplicity, we have chosen \( V \), the covariance of \( r \), to be the identity matrix.

We will design both a simplified sliding window rule (that uses \( L_{W-1} \)) and a rule using the Markov statistic \( z \). In the remainder of this section we will discuss the choice of design parameters such as \( W, L, \) etc.

\[
g_1(t) = \begin{bmatrix} 1 \\ .5 \end{bmatrix}
\]

\[
g_2(t) = \begin{bmatrix} .5 \\ .25 + .25t \end{bmatrix}
\]

\[
v = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}
\]

\textbf{TABLE 6-1: Failure signatures.}
Recall in Section 5.3 that the window size $W$ of a sliding window rule should be chosen so that a reasonably high signature-to-noise ratio (denoted by $\eta_1$) for each failure mode is attained. That is, $\eta_1$ is the ratio between the expected value of $L_{w-1}(k)$, given that a type $i$ failure has occurred at $k-W+1$, and the standard deviation of the $i$-th component of $L_{w-1}$. From the expressions for $L_{w-1}$ given in (5-9)-(5-10), it is easy to see that

$$\eta_i = \Sigma_0^{1/2} (i,i)$$

(6-1)

where $\Sigma_0 (i,i)$ is the $(i,i)$ element of $\Sigma_0$, the covariance of $L_{w-1}$. For our problem, an $\eta$ of better than 3 can be attained for each failure mode by using a window size of 8, and we will consider simplified sliding window rules with $W=8$. The approximation ($\tilde{l}$) of $L_{w-1}$ is given by (5-32)

$$\tilde{l}(k+1) = A \tilde{l}(k) + B \xi(k)$$

The values of $A$, $BB'$, and $\Sigma_0$ can be directly determined using (5-33)-(5-41), and they are shown in Table 6-2.

The Markov statistic $z$ is given by (5-49)

$$z(k+1) = \tilde{A} z(k) + \tilde{B} r(k+1)$$

In order to achieve roughly the same memory span for $L_{w-1}$ and $z$ for this problem, we have chosen $\tilde{A}$ to be a diagonal matrix with both diagonal elements equal to .875 (which roughly gives a time constant of 8 steps for $z$). The first row of $\tilde{B}$ is set to be [1, .5], i.e. $g_1'$, because to detect a
type 1 failure we have to look for $g_1$ in the residual. The first component of $g_2$ is a constant ($=.5$). Therefore, the (2,1) element of $\tilde{B}$ is set to be .5. The second component of $g_2$ grows with the elapsed time. In order to exploit this behavior the (2,2) element of $\tilde{B}$ has to be a relatively large number. In this example, we choose it to be 2, the value of the second component of $g_2$ at a elapsed time of $\ell^\circ$. The values of $\tilde{A}$, $\tilde{B}$, and the steady state covariance ($\Sigma_z$) of $z$ are summarized in Table 6.3.

Recall from Section 5.1.3, the decision regions we have chosen take the form (5-24)

$$S_j = \{ L_{W-1}(k) :$$

$$L(k;j,W-1) > f_j$$

$$\varepsilon^{-1}(j,W-1) [L(k;j,W-1) - f_j] > \varepsilon^{-1}(i,W-1) [L(k;i,W-1) - f_i],$$

$$1 \neq j \}$$

$$S_0 = \{ L_{W-1}(k) : L(k;j,W-1) \leq f_j, j=1,2 \}$$

where $\varepsilon(j,W-1)$ is the standard deviation of the j-th component of the statistic $L_{W-1}$, i.e. $\varepsilon(j,W-1) = \sum_0 \Sigma_z(j,j)$. For the decision rule using $z$, we only need to substitute $z$ for $L_{W-1}$ and the standard deviation $\Sigma_z(j,j)$ for $\varepsilon(j,W-1)$. Using the data contained in Table 6-2 and 6-3,

* By choosing a large value for this component we are, in some sense looking for a large bias. This means that in using the resulting statistic we will have difficulty in detecting this failure at or shortly after the onset, because the ramp component will be small. A good choice of $\tilde{B}$ will depend on the signatures of all the failure nodes examined as a whole as well as the performance tradeoff prescribed by the use functions. As we have pointed out in Chapter 5 the design of $\tilde{A}$ and $\tilde{B}$ represents an interesting open problem.
TABLE 6-2: Parameters for \( l_{W-1} \) and \( \ell \).

\[
\begin{bmatrix}
0.875 & 0 \\
0 & 0.875
\end{bmatrix}
\]

\[
\begin{bmatrix}
1 & 0.5 \\
0.5 & 2
\end{bmatrix}
\]

\[
\begin{bmatrix}
5.33 & 6.40 \\
6.40 & 18.13
\end{bmatrix}
\]

\[
\begin{bmatrix}
1.25 & 1.50 \\
1.50 & 4.25
\end{bmatrix}
\]

TABLE 6-3: Parameters for \( z \).
the decision regions corresponding to rules using \( l_{w-1} \) and \( a \) are depicted in Figures 6-1 and 6-2 respectively. The decision rule design problem consists of choosing a set of thresholds \((f_1, f_2)\) that minimizes the risk.

The cost functions and prior probability mass function used in this example are shown in Table 6-4. All incorrect identification of failure modes are penalized with 10 units, while correct failure mode identifications are not penalized. False alarm cost is 9 units—false alarms and incorrect failure mode identifications are nearly equally undesirable. The delay cost for both failure modes is chosen to be one. Both failure modes are assumed to be equally likely, and the mean time to failure is 5000 steps. The prior probability \( \mu \) is fixed by this a priori information. Although it is not done in this study, we note that if the decision rules resulting from the present values of the parameters \( L, C, \mu, W, \tilde{\lambda}, \) and \( \tilde{B} \) are unsatisfactory, these parameters may be adjusted to get a new design.

Recall that the risk is an infinite sum over \( t \), the elapsed time \( t \in (5-83) \). In Section 5.2.3 we proposed to approximate it as a finite sum (i.e. the original infinite sum truncated at \( t=\Delta \)) plus a remainder term. For all decision thresholds considered in the present example, the value of \( \Delta \) is chosen to be 8, which is large enough so that the remainder term is small, but small enough so that the computational load (due to the propagation of the conditional density) remain manageable.

The steady state conditional density, given that no failure has occurred and no false alarm has been declared, is approximated by the
FIGURE 6-1: Decision Regions for Sliding Window Rule.

FIGURE 6-2: Decision Regions for a Rule Using $z$. 
\[ L_F = 9 \]
\[ L(1,2) = L(2,1) = 10 \]
\[ L(1,1) = L(2,2) = 0 \]
\[ C_1 = C_2 = 1 \]
\[ \mu(i,\tau) = .5\rho(1-\rho)^{\tau-1}, \ i=1,2 \]
\[ \rho = .0002 \]

**TABLE 6-4:** Cost Functions and Prior Probability.
conditional density propagated 8 steps. That is, we assume $T=8$ (see Section 5.2.3). Experimentation with larger values of $T$ indicated that the detection probabilities are not significantly changed and this approximation is a reasonable one. To maintain consistency, $T$ is kept at 8 for all thresholds examined.

In order to obtain accurate results, we have to use as large an $n_L$ and $n_H$ (the number of points in the Juyerre and Hermite formulas) as is practical in the quadrature algorithm. In designing decision rules for this example, we will use $n_L = n_H = 20$. With $\Delta=8$ and $T=8$, the evaluation of the risk for each threshold pair takes approximately 6 minutes of CPU time on IBM370/168 computer.

Recall (Section 5.3.1) that the six threshold pairs required to start the SQP algorithm may be chosen arbitrarily. No set rule is the best for all applications. Here, we will arbitrarily choose these thresholds to take on values within a range of threshold values. They are limited to be positive and within 2 to 4 standard deviations of the decision statistics.

Now, we will discuss the results of applying our design method to this example.

6.3 Results and Discussion

In this section, we will describe our experience with the decision rule design methodology through its application to the example introduced in the preceding section. We indicated that there are four main aspects of the design approach (see Section 6.1) that need to be examined. We will discuss them in the following.
Accuracy of the quadrature algorithm

The quadrature algorithm for computing probabilities is based on Markov decision statistics. In order to determine its accuracy, we have to compare the probabilities associated with a decision rule using Markov statistics (e.g. \( z \)) as computed by this algorithm to those obtained via Monte Carlo simulation of the same decision process.

A convenient set of probabilities to be examined include \( b_j(t|i) \) (5-82) and \( \beta_j(t|i) \) defined by

\[
b_j(t|i) = \Pr\{z(t) \in S_j, z(t-1) \in S_0, \ldots, z(0) \in S_0 | i\}, \quad i,j=0,1,2 \quad (6-2)
\]

\[
\beta_j(t|i) = \sum_{s=0}^{t} b_j(s|i), \quad i=0,1,2, \quad j=1,2, \quad (6-3)
\]

That is, \( b_j(t|i) \) is the probability of continuing sampling up to elapsed time \( t \) and choosing decision \( j \) at \( t \), given \( i \) is the true failure mode, and \( \beta_j(t|i) \) is the probability of stopping to declare a \( j \)-th failure at or before elapsed time \( t \), given \( i \) is the true failure mode. Another indicator of the accuracy of the quadrature algorithm as discussed in Section 5.2.2 is \( P_T \):

\[
P_T = \sum_{j=0}^{2} P_t(j) \quad (6-4)
\]

where

\[
P_t(j) = \Pr\{z(t) \in S_j | z(t-1) \in S_0, \ldots, z(0) \in S_0, i\} \quad (6-5)
\]
\[ P_c(j) \] is the conditional probability of choosing \( j \) at \( t \), given we have been sampling through elapsed time \( t-1 \) and the true failure mode is \( i \).

Therefore, if the algorithm is valid, \( P_T \) will be close to 1.

In Figures 6-3 to 6-7 we have shown \( b_0(t|0), b_0(t|1), b_0(t|2), b_1(t|1), \) and \( b_2(t|2) \), respectively for a decision rule using the statistic \( z \) (as described in Section 6.2) with thresholds \( f = [6.287, 11.867]' \).

Plotted against the elapsed time \( t \), \( b_0(t|0) \) shows the failure characteristics of the decision rule - a slowly decreasing \( b_0(t|0) \) indicates that a low false alarm rate is achieved. The rate of decrease of \( b_0(t|i), i=1,2, \) indicates the speed of response of the decision process to failures, and \( b_i(t|i), i=1,2, \) shows the ability of the decision rule to identify the failure correctly.

The results obtained via Monte Carlo simulation using 10,000 trajectories are marked as MI (see terminology defined in Section 6.1). The quadrature results using \( n_L = n_H = 20 \) are marked as Q20. The quadrature results using \( n_L = n_H = 14 \) is also shown in the above figures and they are marked as Q14.

Generally, the quadrature results Q20 are quite close to the simulation results MI, while the quadrature results Q14 are not. This shows that the quadrature algorithm may be used to provide a reasonable approximation of the probabilities, and the accuracy of the approximation can be improved by increasing the number of grid points used in the algorithm. The value of \( P_T \) for Q20 ranges from .998 to 1.05, while that for Q14 ranges from .994 to 1.2. Therefore, the value of \( P_T \) also indicates that Q20 will provide a close estimate of MI and that Q14 will not.
FIGURE 6-3: $b_0(t|0) -$ using $z$. 
FIGURE 6-4: $b_0(t|1)$ - Using $z$. C - 3
FIGURE 6-5: $b_0(t|2)$ - Using z.
FIGURE 6-6: $\beta_1(t|1) - Using z$. 
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FIGURE 6-7: \( \beta_2(t|z) \) - Using \( z \).
Now we compare Q20 with MT. From the trend of $b_0(t|\theta)$ shown in Figure 6-3, it is evident that Q20 will underestimate the false alarm rate of the decision rule. Both $b_0(t|1)$ and $b_0(t|2)$ indicate that the quadrature results underestimate the speed of detection. Q20 also slightly under-estimates the correct detection probabilities $\beta_1(t|i)$. On the whole Q20 has provided a reasonably good estimate of the true probabilities associated with the decision rule using the Markov statistic $z$ and threshold $[6.287, 11.867]$.

Finally we note that if we use the quadrature calculations for comparisons between different rules (e.g. for optimization purpose, or just to assess the effect of increasing W, adding a sensor, etc.), then small quadrature errors will probably have a small effect on the result. When the quadrature errors are consistently in the same direction, e.g. if the quadrature approximation consistently under-estimates false alarm probability and over-estimates detection delay, the relative performance of two decision rules (i.e. which is better than the other) will probably be correctly determined by the approximation method.

The Markov approximation $\ell$

Here we will describe a conclusion drawn from a simulation (SW) of the sliding window rule with $f = \{8.849, 12.047\}$ and a simulation (MA) of the nonimplementable decision rule based on $\ell$ and using the same thresholds. (Each simulation consists of 10,000 trajectories.) The resulting probabilities are shown in Figures 6-8 to 6-12. In addition, the probabilities associated with the Markov approximation $\ell$ are
FIGURE 6-8: \( b_0(t|0) \) - Sliding Window Rule and Approximation.
Figure 6.9: $b_j(t|1)$ - Sliding Window Rule and Approximation.
FIGURE 6-10: $b_0(t | 2)$ - Sliding window rule and approximation.
FIGURE 6-11: $b_1(t|l)$ - Sliding Window Rule and Approximation.
FIGURE 6-12: $b_2(t|2)$ - Sliding Window Rule and Approximation.
computed via the quadrature method using \( n_L = n_H = 20 \), and these are included in the above figures. (These probabilities are also marked Q20). SW may be compared with MA to determine the validity of the Markov approximation \( l \), and MA may be compared with Q20 to further assess the accuracy of the quadrature algorithm.

From the simulation results (Figure 6-8) it is evident that the Markov approximation (MA) slightly under-estimates the false alarm rate of the sliding window rule (SW). However, the response of the Markov approximation to failures is very close to that of the sliding window rule (see Figure 6-8 to 6-12). In the present example, \( l_{W-1} \) is a 7-th order process, while its approximation \( l \) is only of first order. In view of this fact, we can conclude that \( l \) provides a very reasonable and useful approximation of \( l_{W-1} \).

The quadrature results Q20 are very close to MA. The value of \( P_T \) ranges between .998 and 1.03. This is further evidence that the quadrature algorithm is useful for obtaining estimates of probabilities. Furthermore, this indicates that the results of applying quadrature to the Markov approximation provides a good approximation of SW. Thus one overall conclusion is that the quadrature technique for calculating approximate performance using the Markov approximation to the sliding window test represents an useful and accurate method for determining the performance of failure detection rules and for comparing and optimizing such rules. We now turn to the last of these possibilities.

**The SQP algorithm**

The SQP algorithm is used in conjunction with the quadrature algorithm \( (n_L = n_H = 20) \) to find the risk-minimizing threshold for both the sliding
window rule and the rule using $z$. The successive choices of thresholds by SQP for the two decision rules are plotted in Figures 6-13 and 6-14. The performance indices, such as the estimated mean time between false alarms (MTFPA), the detection delays ($\bar{t}_i$), and the correct detection probabilities ($P(i|i)$), along with the risks associated with these choices of thresholds for both decision rules are shown in Tables 6-5 and 6-6.

Note that we have not carried the SQP algorithm far enough so that the successive choices of thresholds are, say, within .001 of each other. In Tables 6-5 and 6-6, it is evident that towards later iterations the performance indices become relatively insensitive to small changes of the $f$'s. This together with the fact that we are only computing an approximate Bayes risk (see Subsection 5.2.3) means that fine scale optimization is not worthwhile. Therefore, with the approximate risk, the SQP is most efficiently used to locate the zone where the minimum lies. That is, the SQP algorithm is to be terminated when it is evident that it has converged into a reasonably small region, such as in the present example (see Figure 6-13 and 6-14). Then we may choose the thresholds that give the smallest risk as the approximate solution of the minimization.

In the event that thresholds that yield the smallest risk do not provide the desired detection performance, the design parameters, $L$, $\sigma$, $\mu$, and $W$ may be adjusted and the SQP may be repeated to get a new design. A practical alternative method is to make use of the list of performance indices (Tables 6-5 and 6-6), that are the by-product of SQP, and choose a pair of
| ITER | $f_1$ | $f_2$ | RISK | MTBFA | $P(\cdot|1)$ | $t_1$ | $P(2|2)$ | $t_2$ |
|------|-------|-------|------|-------|-------------|------|----------|------|
| 8.0  | 11.0  | 8.9029| 359  |       | .868        | 6.29 | .821     | 5.71 |
| 9.5  | 11.5  | 8.9282| 963  |       | .793        | 8.24 | .930     | 6.10 |
| 9.0  | 12.5  | 8.8856| 976  |       | .917        | 7.75 | .841     | 6.43 |
| 8.5  | 13.5  | 8.9418| 744  |       | .973        | 7.16 | .699     | 6.65 |
| 9.75 | 13.0  | 8.9742| 2014 |       | .909        | 9.05 | .888     | 6.74 |
| 8.75 | 11.75 | 8.8818| 676  |       | .879        | 7.28 | .858     | 6.10 |
| 1    | 7.563 | 12.654| 8.9433| 330  | .971        | 6.00 | .620     | 6.10 |
| 2    | 8.840 | 10.729| 8.9091| 510  | .768        | 7.14 | .914     | 5.72 |
| 3    | 8.616 | 12.110| 8.8942| 671  | .912        | 7.17 | .821     | 6.21 |
| 4    | 8.748 | 11.902| 8.8809| 703  | .891        | 7.30 | .849     | 6.16 |
| 5    | 8.801 | 11.978| 8.8803| 743  | .893        | 7.39 | .850     | 6.20 |
| 6    | 8.825 | 12.028| 8.8802| 766  | .895        | 7.43 | .850     | 6.22 |
| 7    | 9.180 | 12.740| 8.8871| 994  | .875        | 7.93 | .882     | 6.29 |
| 8    | 8.849 | 12.047| 8.8801| 783  | .895        | 7.46 | .851     | 6.23 |
| 8.867| 12.039|       |      |       |             |      |          |      |

**TABLE 6-5:** Performance of Sliding Window Rule with Thresholds Chosen by SQP.
| ITER | $f_1$ | $f_2$ | KISK  | MTBFA | $P(1|1)$ | $\bar{t}_1$ | $P(2|2)$ | $\bar{t}_2$ |
|------|-------|-------|-------|-------|----------|------------|----------|----------|
| 6.4  | 12.5  | 8.9389| 761   | .922  | 7.60     | .772       | 6.41     |
| 6.0  | 11.8  | 8.9290| 443   | .914  | 6.74     | .739       | 6.04     |
| 7.0  | 12.0  | 8.9947| 951   | .838  | 8.74     | .883       | 6.40     |
| 5.5  | 11.0  | 8.9389| 252   | .907  | 5.83     | .691       | 5.61     |
| 5.7  | 12.2  | 8.9406| 384   | .947  | 6.29     | .651       | 6.03     |
| 1    | 5.462 | 12.940| 8.9643| 344   | .975     | 5.97       | .541     | 6.09     |
| 2    | 5.975 | 10.996| 8.9311| 340   | .869     | 6.56       | .781     | 5.78     |
| 3    | 5.951 | 11.528| 8.9289| 395   | .903     | 6.62       | .746     | 5.94     |
| 4    | 5.776 | 10.771| 8.9337| 284   | .872     | 6.21       | .759     | 5.64     |
| 5    | 6.089 | 11.667| 8.9279| 454   | .901     | 6.88       | .763     | 6.03     |
| 6    | 6.117 | 11.545| 8.9279| 445   | .891     | 6.90       | .775     | 6.04     |
| 7    | 6.287 | 11.867| 8.9289| 563   | .897     | 7.27       | .787     | 6.16     |
| 6.158| 11.635|       |       |       |          |            |          |          |

**TABLE 6-6:** Performance of Decision Rule Using $z$ with Thresholds Chosen by SQP.
FIGURE 6-13: Thresholds of Sliding Window Rule Chosen by SQP.
FIGURE 6-14: Thresholds Chosen by SQP for the Decision Rule Using $z$. 
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thresholds that yields the desired performance. Usually the list of
performance indices provides sufficient information for deducing such a
pair of thresholds heuristically. This choice of thresholds may be
refined after its performance is determined via the quadrature algorithm.
This approach will save the computations required to apply the SQP the
second time (i.e. after we have adjusted the design parameters L, c, and μ).

**Sliding window rule vs decision rule using z**

Here, we will compare the performance of a sliding window rule with
that of a rule using z. We will consider these rules with thresholds de-
determined with SQP based on the same cost functions and prior probability
as described in Section 6.1. The thresholds for the sliding window rule
are [8.849, 12.047] (the 8-th iteration of SQP, Table 6-5), and the thres-
holds of the other rule are [6.287, 11.687] (the 7-th iteration of SQP,
Table 6-6).

Probabilities for these two decision rules based on simulations of
10,000 trajectories are shown in Figures 6-15 to 6-19. In fact, these are
the same results listed in Figures 6-3 to 6-12. Here, SW and MI are plotted
on the same graph to facilitate the comparison. We note that MI has a
higher false alarm rate than SW. The speed of detection for the two rules
is similar. While MI has a slightly higher type-1 correct detection
probability than SW, SW has a consistently higher β₂(t|2) (type-2 correct
detection probability) than MI. (Also see Tables 6-5 and 6-6).

Based on the results (Table 6-5 and 6-6) we can make the following de-
duction. By raising the thresholds of the rule using z appropriately, we
FIGURE 6-15: $b_0(t|0)$ - SW and MI.
FIGURE 6-16: $b_0(t|1) - SW$ and MI.
FIGURE 6-17: $b_0(t|2)$ - SW and MI.
FIGURE 6-18: $\beta_1(t|1)$ - SW and MI.
FIGURE 6-19: $\beta_2(t|2)$ - SW and MI.
can decrease the false alarm rate of MI down to that of SW with an increase in detection delay and slightly improved correct detection probability for the type-2 failure (with ramp signature). Thus, the sliding window rule is slightly superior to the rule using $z$ in the sense that when both are designed to yield a comparable false alarm rate, the latter will have longer detection delays and slightly lower correct detection probability (for type-2 failure). In view of the fact that a decision rule using $z$ is much simpler to implement, it is worthy of being considered as an alternative to the sliding window rule.

In summary, the result of applying our decision rule design method to the present example is very good. The quadrature algorithm has been shown to be useful, and the Markov approximation of $L_{W-1}$ by $l$ is a valid one. The SQP algorithm has demonstrated its simplicity and usefulness through the numerical example. Finally, the Markov decision statistic $z$ has been shown to be a worthy alternative to the sliding window statistic $L_{W-1}$. 
CHAPTER 7

SUMMARY AND RECOMMENDATIONS

7.1 Summary

The goal of the research reported in this thesis is to develop a methodology for designing FDI systems that deliver good performance and are robust in the presence of modelling uncertainties. We have viewed the FDI process as consisting of two stages: a residual-generation process followed by a decision process. Since modelling errors affect residual-generation directly, the robustness issue is most effectively tackled in the design of this process. Naturally, the issue of detection performance is the main concern in designing a decision rule. Therefore, the FDI design problem is decomposed into two tasks: the design of a robust residual-generation process and the design of a high performance decision rule.

Analytical redundancy is the basis for residual-generation. In Chapter 2, we presented a general formulation of the concept of analytical redundancy for LTI systems in terms of a parity space. A redundancy relation is simply a parity relation, which has to hold in the absence of a failure and noise. When such a relation is violated, a failure is evident. The use of parity functions (or parity vectors) as residuals for FDI was also extensively discussed.

In the presence of modelling uncertainties and noise, the parity relations of the system also become uncertain. Chapter 3 was devoted to the development of an approach for determining useful parity relations for FDI. The crucial problem of determining a set of appropriate coefficients for a
parity relation was formulated as a minimax problem, the objective of which was to minimize the worst case effect of noise and modelling error on the parity relation. Therefore, residual-generation based on such parity relations is robust (or as robust as any relation can be for the particular system under consideration). The notion of signature-to-parity-error ratio was also introduced to aid in the choice of parity functions for residual-generation.

The contribution of Chapters 2 and 3 rests on the precise characterization of analytical redundancy as parity relations and the formulation of the parity coefficient design problem as a minimax optimization. These concepts have formed the basis of a new approach to the design of robust residual-generation processes. Further development of this design method is possible, and we will discuss some of the future research directions in Section 7.2.

The design of a decision rule involves resolving the tradeoff among the various detection performance issues. In this research we followed the Bayesian approach. In Chapter 4, we formulated the FDI decision process as a Bayes sequential decision problem. The cost functions and the prior probability mass function of the Bayes method could be regarded as parameters prescribing the tradeoff among the various performance issues. Although the optimal Bayes rule cannot be implemented, this formulation provides a structure from which simple suboptimal rules can be constructed.

In Chapter 5, we discussed some suboptimal decision rules that are based on the Bayes rule as well as other suboptimal rules. Just as in the
design of a Bayes rule, the design of a suboptimal rule was also formulated as a risk-minimizing problem. A quadrature algorithm was developed to compute the detection probabilities and the risks associated with low dimensional problems. Thus, with a minimization algorithm that does not require derivative information, such as the SQP, the suboptimal rule design problem may be solved numerically.

This design methodology was applied in a numerical example. The results (discussed in Chapter 6) indicate that this approach is a valid and useful one. We also note that the limitations on the dimensionality imposed by computational considerations need not lead to a corresponding severe limitation in the applicability of our technique. Specifically, our work in Chapter 2 and 3 was aimed at breaking up the dynamics of a system into low-dimensional pieces in order to isolate robust parity relations. Thus we see that using low-dimensional decision statistics serves two purposes: it allows us to address the issue of robustness and it allows us to apply our decision rule algorithm.

7.2 Future Research Directions

In the course of this study, a number of open problems have been encountered, and they were mentioned in the text of this thesis. Some directions for future research based on these problems are outlined in the following:

1) In section 3.5, we described the solution to a special case of the minimax parity coefficient design problem. A solution procedure for more general cases is needed.
2) In Section 3.3 we indicated that if we postulate a PDF over \( \Gamma \), the parity coefficient design problem can be re-formulated as a minimization problem, which is much simpler to solve. This approach should be examined in the future.

3) Because a parity relation with a large signature-to-parity-error ratio \( (R) \) is desirable for FDI, we may re-define the objective of the parity coefficient design problem so that we consider

\[
\max \min_{\alpha, \beta} \pi(\alpha, \beta, \gamma, x_0, \tilde{u}_0, i) \quad \text{s.t.} \quad \alpha^i = 1
\]

where \( i \) denotes the failure of interest. This problem is generally more difficult than the minimax problem, because the objective function \( \pi \) is more complex.

4) The parity coefficient design procedure examined in Chapter 3 yields parity relations that are most suitable for robust open-loop residual-generation. The problem of determining parity coefficients (relations) for robust closed-loop residual-generation should be addressed.

5) In the present study, we did not consider in detail how to choose a set of "best" parity functions as measured by \( \pi \) or \( e^* \) (the parity error) for the FDI of a given set of failures. A systematic method for selecting this set of parity relations is a useful tool to be developed in the future.

6) The detection performance indices (such as correct detection probabilities), associated with the decision rules of Chapter 5 are based
on exact characterization of failure signatures. The effect of modelling error is not accounted for. It will be useful to make use of information such as \( n \) to couple the effect of modelling uncertainties into the detection performance indices. Then we can consider designing decision rules that minimize the risks based on the modified performance indices.

7) The quadrature algorithm developed in Chapter 5 provides reasonable estimates of the probabilities. However, it consumes too much computation time. An improvement of this algorithm aimed at reducing computations is desirable. For example, we may consider a better placement of the grid points of the quadrature so that fewer points will be needed. With reduced computational requirement, the quadrature algorithm may be used for higher dimensional problems. In addition, the utilization of other 1-dimensional quadrature formulas in place of the Laguerre and Hermite formulas used in the present quadrature algorithm should be explored in an effort to arrive at a more efficient integration formula that is applicable to higher-dimensional problems as well as the 2-dimensional case considered here.

8) In Chapter 6, the (implementable) Markov decision statistic \( z \) was shown to be simple and useful. In order to generate such a statistic, a choice of the matrices \( \tilde{A} \) and \( \tilde{B} \) is needed. A procedure for selecting these matrices for high detection performance is needed.

9) More experimentation is needed to confirm the general conclusions of our study of the decision rule optimization algorithm.
Consider the optimization problem

$$\min_{x \in X} \max \{f_1(x), f_2(x)\} \quad (A-1)$$

where $X \subseteq \mathbb{R}^n$. Both $f_1$ and $f_2$ are continuous over $X$ which is a connected subset of $\mathbb{R}^n$. For each $f_i$, there is a subset $T_i$ of $X$ such that for any point $x_0 \in T_i$ and any point $x \in X$, $f_i(x_0) < f_i(x)$. That is, $T_i$ contains the global minima of $f_i$ over $X$. We will assume that $f_i$ has no other local minima.

We can show that the solution to (A-1) can be determined as follows:

1) By defining

$$h(x) = \max\{f_1(x), f_2(x)\}$$

we can re-write (A-1) as

$$\min_{x \in X} h(x) \quad (A-2)$$

Let $\Omega$ be the set

$$\Omega = \{x: x \in T_i \text{ and } f_i(x) \geq f_{3-i}(x), \ i=1,2\}$$

It is clear that when $\Omega$ is not empty, it contains the minimum of $h$ over $X$. Assuming $\Omega$ is not empty, the solution of (A-2) is simply the element $x^* \in \Omega$ such that

$$h(x^*) = \min_{x \in \Omega} h(x) \quad (A-3)$$
Note that $X^*$ may not be unique. The solution of (A-3) is easy to compute if each $f_i$ has a single global minimum, because $\Omega$ will contain at most two points and the search required in (A-3) is extremely simple. When $\Omega$ is empty, the minimax solution can be found using the next step.

2) Define

$$\Lambda = \{x: x \in X \text{ and } f_1(x) = f_2(x)\}$$ \hspace{1cm} (A-4)

and let $\Lambda^C$ denote the complement of $\Lambda$ in $X$. Consider an element $\overline{x} \in \Lambda^C$.

Because $f_1$ and $f_2$ are continuous and $X$ is connected, we can find a neighborhood $N$ around $\overline{x}$ in $\Lambda^C$ such that either $f_1(x) > f_2(x)$ or $f_2(x) > f_1(x)$ for all $x \in N$.

Without loss of generality, we can assume $f_1(x) > f_2(x)$ in $N$. If a solution is not found by using step 1, we only need to consider $\overline{x} \notin T_1$. In this case, there is some other point $x_0$ in $N$(hence in $\Lambda^C$) such that $f_1(x_0) < f_1(\overline{x})$ (since $f_1$ has no local minima). Therefore, $\overline{x}$ cannot be a solution of (A-2) and $\Lambda^C$ does not contain the solution. The solution must lie in $\Lambda$. In this case, (A-1) becomes

$$\min f_1(x)$$ \hspace{1cm} (A-5)

s.t $x \in X$

$$f_1(x) - f_2(x) = 0$$

and we have a constrained minimization problem. Note that the objective function of (A-5) may be replaced by $f_2(x)$. 
Now we will apply the above result to the minimax problems considered in Section 3.5. First, consider (3-51), where $f_1$, $f_2$ and $X$ are

$$f_i(\alpha') = \alpha S(y_i^\dagger)\alpha', \quad i=1,2,$$

$$X = \{\alpha': \alpha\alpha'^T = 1\}$$

where $S(y_i^\dagger)$ is an $n \times n$ symmetric positive definite matrix and $\alpha$ is a (row) $n$-vector. It is well-known that $S(y_i^\dagger)$ has a complete set of orthonormal eigenvectors. The minimum value of $f_i$ is clearly the smallest eigenvalue of $S(y_i^\dagger)$. Now we will show that $f_i$ has no local minimum other than the global ones. It is clear that the eigenvectors $y_1^\dagger,...,y_n^\dagger$ of $S(y_i^\dagger)$ represent all possible local minima of $f_i$ over $X$. Let $y_1$ correspond to the eigenvalue $\sigma_1$ of $S(y_i^\dagger)$ which is greater than the smallest eigenvalue $\sigma_{\text{min}}$ (which associated eigenvector $y_{\text{min}}$). By taking $\alpha' = ay_1 + by_{\text{min}}$ with $b \neq 0$ and $a^2 + b^2 = 1$, we have $f_i(\alpha') = a^2\sigma_1 + b^2\sigma_{\text{min}} < \sigma_1$. Thus, $y_1$ cannot be a local minimum and $f_i$ has no local minimum other than $y_{\text{min}}$. Consequently, the two-step solution technique is applicable to (3-51).

When the smallest eigenvalue of $S(y_i^\dagger)$ is not repeated, $f_i$ has one global minimum at $y_{\text{min}}$. (Due to symmetry, we can consider $y_{\text{min}}$ only and not $-y_{\text{min}}$.) If this is true for $f_1$ and $f_2$, $\Omega$ has at most two points and the solution of (A-3) (i.e. in step 1) can be readily determined. When $\sigma_{\text{min}}$ of $S(y_i^\dagger)$ is repeated, we can also show that we only need to consider at most two points.
of \( \Omega \) in step 1. Suppose \( \sigma_{\min} \) is of multiplicity \( m \), and we let \( Y \) be the matrix of the \( m \) eigenvectors associated with \( \sigma_{\min} \). (Note that \( Y \) is not unique, but it has rank \( m \).) Then

\[
T_1 = \{ a' : a' = Yz, \text{ where } z \in \mathbb{R}^n \text{ and } z'z = 1 \}
\]

To determine if we can find an \( a' \in T_1 \) such that \( f_1(a') > f_2(a') \), it is only necessary to check if \( f_1(\bar{a}') > f_2(\bar{a}') \) where \( \bar{a}' \) is the solution of

\[
\min_{a} \; a' S(\gamma^2) a
\]

\[
\text{s.t.} \quad a' = Yz
\]

\[
z'z = 1
\]

Equivalently, \( \bar{a}' = Y\bar{z} \), where \( \bar{z} \) solves

\[
\min_{z} \; z' [Y' S(\gamma^2) Y] z
\]

\[
z'z = 1
\]  (A-6)

The solution to (A-6) is, of course, the eigenvector of \( Y' S(\gamma^2) Y \) (which is \( mxm \), symmetric, positive-definite) associated with the smallest eigenvalue. Note that \( \bar{z} \) may not be unique (due to repeated eigenvalues of \( Y' S(\gamma^2) Y \)), and hence, \( \bar{a}' \) may not be unique. Since all such \( \bar{a}' \) are equivalent (give the same value \( f(\bar{a}') \)), we only have to consider one of them. As a result, there will be at most two points in \( \Omega \) (which may be empty) in step 1.

Next, we will apply the above solution procedure to the case where the parity structure contains actuator inputs. The minimax problem is of the form
\[
\begin{align*}
\min \max \quad & [\alpha \lambda] \ S(\gamma) \ [\alpha \lambda]', \\
\alpha, \lambda \quad & \gamma \in [\gamma_1, \gamma_2] \\
\text{s.t.} \quad & \alpha \alpha' = 1
\end{align*}
\]

(A-7)

where S is the symmetric positive definite matrix given by (3-30) and λ is a scalar. Assuming S is quadratic in γ (a scalar parameter), (A-7) is equivalent to

\[
\begin{align*}
\min \max \quad & [\alpha \lambda] S(\gamma^1) [\alpha \lambda]', \ [\alpha \lambda] S(\gamma^2) [\alpha \lambda]', \\
\alpha, \lambda \quad & \text{s.t.} \quad \alpha \alpha' = 1
\end{align*}
\]

(A-8)

with \( X = \{[\alpha \lambda]' : \alpha \alpha' = 1\} \). Therefore, the 2-step solution procedure described above applies if we can show that \([\alpha \lambda] S(\gamma^i) [\alpha \lambda]'\) has no local minima other than the global one over X. According to multiplier theory [14], the necessary condition for a local minimum of \([\alpha \lambda] S(\gamma^i) [\alpha \lambda]'\) to exist over X is

\[
[\alpha \lambda] \begin{bmatrix} S_{11} & S_{12} \\ S_{21} & S_{22} \end{bmatrix} = \theta [\alpha \ 0]
\]

(A-9)

where we have shown S in the partitional form, and \( \theta \) is a non-zero scalar. Since S is positive-definite, (A-9) can be re-stated as

\[
\alpha [S_{11} - S_{12} S_{22}^{-1} S_{21}] = \theta \alpha
\]

(A-10)

\[
\lambda = -S_{22}^{-1} \alpha S_{12}
\]

(A-11)
Therefore, in studying the minima of \([\alpha\lambda]S(y^\dagger)[\alpha\lambda]'\) we only need to consider \(\lambda\) of the form \((A-11)\). Using \((A-11)\), we have

\[ [\alpha\lambda]S(y^\dagger)[\alpha\lambda]' = \alpha\left[ S_{11} S_{12}^{-1} S_{22} S_{21} \right] \alpha \]

Then, we can readily deduce that the global minimum is given by \([\bar{\alpha}, \lambda(\bar{\alpha})]\), where \(\bar{\alpha}\) is the eigenvector of \([S_{11} S_{12}^{-1} S_{22} S_{21}]\) (symmetric, positive-definite) corresponding to the minimum eigenvalue and \(\lambda(\bar{\alpha})\) is given by \((A-11)\). Moreover, \([\alpha\lambda]S(y^\dagger)[\alpha\lambda]'\) has no local minima, because \(\alpha[S_{11} S_{12}^{-1} S_{22} S_{21}]\alpha\) has no local minima.
APPENDIX B: The Convergence of \( \tilde{J}_k(0) \) to \( \tilde{J}_\infty(0) \)

Let \( \phi^* = (\phi^*(1;r(l)), \ldots, \phi^*(k;r(l), \ldots, r(k)), \ldots) \) be the optimal stopping rule for the non-truncated sequential problem. Define

\[
\phi^*, K = (\phi^*, K(1;r(l)), \ldots, \phi^*, k(r(l), \ldots, r(k)), \ldots)
\]

such that

\[
\phi^*, K(k;r(l), \ldots, r(k)) = \phi^*(k;r(l), \ldots, r(k)), \quad k = 1, \ldots, k-1
\]

\[
\phi^*, K(K;r(l), \ldots, r(k)) = 1
\]

That is, \( \phi^*, K \) is the same as \( \phi^* \), except the former imposes mandatory stopping at time \( K \), and \( \phi^*, K(k;r(l), \ldots, r(k)) \), \( k > K \) is arbitrary. Since \( (\phi^*, D^*) \) is optimal for the non-truncated problem, we have the difference \( \Delta \):

\[
\Delta = U_S(\phi^*, K, D^*) - U_S(\phi^*, D^*) \geq 0 \quad (B-1)
\]

Furthermore, from (4-16), we have

\[
|\Delta| \leq \sum_{i=0}^{M} \sum_{\tau=1}^{K} u^*(k; i, \tau) \sum_{k=K}^{\infty} \sum_{i=1, \tau}^{\infty} E_{i, \tau}^*(k; r(l), \ldots, r(k)) [L((i, \tau), d^*(k; r(l), \ldots, r(k))] \\
+ c(i)(k-\tau) \\
+ \sum_{i=0}^{M} \sum_{\tau=1}^{\infty} u^*(\infty; i, \tau) \sum_{k=K}^{\infty} \sum_{i=1, \tau}^{\infty} E_{i, \tau}^*(k; r(l), \ldots, r(k)) [L((i, \tau), d^*(k; r(l), \ldots, r(k))] \\
+ \sum_{k=K}^{\infty} \sum_{i=1, \tau}^{\infty} E_{i, \tau}^*(k; r(l), \ldots, r(k)) c(i)(k-\tau) \quad (B-2)
\]

Note that in order for a sequential risk to be finite (as is true with

\[
U_S(\phi^*, D^*)), \sum_{k=K}^{\infty} E_{i, \tau}^*(k; r(l), \ldots, r(k)) + 0 \quad \text{as} \quad K \to \infty
\]
\[
\sum_{k=1}^{\infty} k E_{i,T} \psi(k;r(1),\ldots,r(k)) \text{ must be finite. (Note that in (B-2), } c(0) = 0 \text{ because there is no delay cost if no failure has occurred.) Since } L \text{ and } c(i) \text{ are bounded, the two terms in (B-2) that are due to } L \text{ and the term due to } c(i)(K-T) \text{ vanish as } k \to \infty. \text{ Now consider the remaining term in (B-2):}
\]

\[
| \sum_{i=0}^{\infty} \sum_{\tau=0}^{\max\{\tau,k\}} \sum_{k=0}^{\infty} \nu^*(\tau;i,T) E_{i,T} \psi^*(k;r(1),\ldots,r(k)) c(i)(k-T) | \leq \sum_{i=0}^{\infty} \sum_{\tau=0}^{\max\{\tau,k\}} \sum_{k=0}^{\infty} \nu^*(\tau;i,T) c(i) \sum_{k=0}^{\infty} E_{i,T} \psi^*(k;r(1),\ldots,r(k)) + \sum_{i=0}^{\infty} \sum_{\tau=1}^{\max\{\tau,k\}} \sum_{k=0}^{\infty} \nu^*(\tau;i,T) c(i) \sum_{k=0}^{\infty} E_{i,T} \psi^*(k;r(1),\ldots,r(k)) \tag{B-3}
\]

From the prior discussion both terms on the right hand side of (A-3) vanish as \( k \to \infty \). Therefore \( \Delta \to 0 \) as \( k \to \infty \). The fact that \( \psi^*,K \) belongs to the class of stopping rules that terminate sampling at or before \( K \) implies \( U_s(\psi^*,K,D^*) \geq J_k(0) \). Using (4-44) and (B-1) we can deduce

\[
\bar{J}_K(0) = J_k(0) \leq U_s(\psi^*,K,D^*) = \bar{J}_\infty(0) + \Delta
\]

As \( k \to \infty \), \( \Delta \to 0 \) so that \( \bar{J}_K(0) = \bar{J}_\infty(0) \).
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