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ABSTRACT
,f

8•

This volumep Measures of Effectiveness, describes the development
of both quantitative and qualitative criteria that were used`;to evalu
a tev,conceptional systems for automating the functions for the FBI
Ide^'tification Division, Specific alternative systems for automation
ew r.^ , compared by using these developed criteria, defined as Measures

j

	

	 of Effectiveness (MOE) # to gauge system's ,performance in attempting to
achieve certain goals. The MOEp es,sentiall,y measurement tools that
were developed through the combination of suitable parametersy pertain
to each conceivable area of system operation. The methods and
approacthes used, both in selecting the parameters and in using the
resulting MOEp are described. For a synopsis of the entire reportp.
see the Executive Summary in the Compendium (Volume I).

ii

/ 	 t

Y
s,	 9

f

iv



CONTENTS

I.	 INTRODUCTION -------------------------------------------------------_--_---------- ---_ --------- 1-1

A. DEFINITION ------------------------------------------- 1-1

B. OBJECTIVES ------------------------------------------ 1-1

C. SCOPE ------------------------------------------------ I•-1

TI. GROUPING OF FEASIBILITY STUDY MEASURES ---------------- 	 2-1

III.	 DEVELOPMENT AND APPLICATION OF ,̂71EASURES OF
EFFECTIVENESS --------------- 	 ----- 3-1	 i

A. INTRODUCTION ----------1----- ----	 ---------------- 3-1

B. QUALITATIVE MEASURES -------------------------------- 3-1

1. M intainability -------------------------------------- 3-1	 ,a

f	 2.  ----^-------------------------	 -------Operability 	----- 3-2	 j

3. Observability -------------------------------------- 3-4	 as
i

7

4.
f

Flexibility ----------------------------------------- 3-5	 i
Af

5. Integrity -------------- -- --- ------------ -------- 3-5

6. Security	 ---	 -----	 _ 3-6

C. QUANTITATIVE MEASURES (DETERMINATION OUTSIDE
STUDY SCOPE) ---------------------------------------- 3-6

1. Response Time Benefit ------------------------------- 3-6

i	 D. QUANTITATIVE MEASU, ) ES (DETERMINATION WITHIN
r STUDY SCOPE) - ---1r-----	 -------------------------- 3-10

1. Throughput and Response' Time ------------------------ 3-10	 x

2. Reliability -- -------------------------------------- 3-14	
9

I

3.t^ -----------Availability	
S)

Y.3-21

f	 4. Utilization ----------------------------------------- 3-24

5. Accuracy and Completeness --------------------------- 3-29

7

o



APPENDIXES

A. PROBABILITY OF BUSY SERVERS ---------------r--------- A-1

B. ACRONYMS -------------------------------------------- B-1

G	 Figures	 l
i

2-1. Parameters for Measures of Effectivenuss --- ------ 2-2

F	 3-1, Response Time Versus Benefits in Dollars ------------ 3-7
F

3-2.	 Cost /Benefit Ratios for'Alternati .ves ------	 --i3-9

3-3.	 Respons, Time Se6ments of Three Alternatives -----y/-- 3-11
k

3-4.	 Response Time Insertions Needed for Each 	 (^
/j Alternative ------ 	 ------------- -- 3-12

3-5, Cumulative Density Function of a Normally
Distributed Response Time --------------------------- 3-14

&	 3-6. Components in Series System ----------------== ------ 3-15	 r

_	 3-7.__ Components in Parallel, System --- --______- =_== 3=16_	 S

3-8. Series and Parallel Component System
Reliabilities --------------- 	 ------ 3-17

3-9. Components in CombinedSeries /Parallel
Configuration --------------------------------------- 3-18

3-10. Composite Structure , System Reliability -------------- 3-19

3-11. Components in Combined Parallel /Series
Configuration --------------------------------------- 3-20

3-12. Component Versus System Redundancies -----	 ------ 3-21^

3-13. Example of System Decomposition 	 ------ 3-23

3-14. Average Waiting Time Versus^fFacility
Utilization ----------------,------------------- -- - - 3-26

3-15. Average Queue Size Versus Facility Utilization --- 3-27
^

3-16. Impact of Utilization on Feedback and
Control Strategy ------------------------------------ 3-29

vi
%



Tables

3-1.	 Cost/Benefit Comparisons for Differ ent
'ResponseTimes --------------------------------------- 3-9

3-2.	 Queue Length Increases for Various Values of
Utilization --------------- ------------------------- 3~28

J^

fl

"J

I

if

vii



Measures of effectiveness (MOE) are the parameters used to gauge
the state and performance of a system in attempting to achieve its
goals.

In this document, system is taken to mean people, equpmentp
schemes t and interfaces. The management is the entity in control of

r	 the system.
I

B. OBJECTIVES

The purpose of this document is to develop measures that are
significant in evaluating alternative designs for the automation of
the FBI Identification Division functions.

It is also the intent of this document to indicate, where
necessary t methods and approaches to be used in the course of applying
these measures.

C. SCOPE

This document covers qualitative and quantitative measures of

lei

tl

effectiveness of alternative designs for the automation of functions
specified in the Top Down Functional Analysis (TDFA) (Reference 1).
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SECTION II

;,GROUPING OF FEASIBILITY STUDY MEASURES

The MOE parameters are prescribed to match the four top-level
functions outlined in the TRPA. 	 These are:

(1) Provide fingerprint identification.

'	 (2) provide record keeping services.
i

(3) Management of the data base(s). {

(4) Executive direction and control+

The MOE parameter,	 are grouped into two major categories;

(1) Qualitative parameters that can, for the most part, be
expressed in terms of distinctive properties such as well
developed, insufficient etc.

(2) ` Quantitative parameters that can be expressed in terms of
measurable units.	 This category has two subcategories:

(4)	 Parameters whose determination is wi thin study scopes

(b)	 parameters whose determination is outside study scope.
r

A list of all measures of effact ,veness by category or
subcategory are listed in Figure 2-1

1A

I

n

2-1

_.^..	 ^r....+ewr-...../mow,.-	 .i.nar....:ilc..+.,rmw ,_,-..•_.	 —	 _	
_...	 ,:



..i	 tavp^r+^ aL^r+:iAn*r,vw^.+.+^w^..r

QUANTITATIVE	 QUALITATIVE

THROUGHPUT AND RESPOh',. TIME

RELIABILITY

7..

AVAILABILITY

x
UTILIZATION

ACCURACY AND COMPLETENESSw
0

RESPONSE TIME BENEFITS

w
`oNF

x0

MAINTAINABILITY

OPERABILITY

OBSERVABILITY

FLEXIBILITY

INTEGRITY

SECURV

W.

k

a

Figure 2-1. Parameters for Measures of Effectiveness
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SECTION III

DEVELOPMENT AND APPLICATION OF MEASURES OF EFFECTIVENESS

A. INTRODUCTION

A clear and definitive distinction between the MOE and trp
functional requiremente should be made at the outset.

While the functional requirements specify the capabilities that
should be incorporated into a design, the MOE address the parameters
that can test these capabilities. The MOE are not meant to reveal
deficiencies in designs because of a missing function but are designed
to provide a measurement tool to the functional requirements in
determining system design capabilities. As such., MOE are considered
complementary to the functior,;jal requirements.

The MOE were developed in a generalized format in order to
facilitate their application to alternative designs. However, their
general framework is the Identification Division functions.	 c;

Two assumptions were made when the MOE were developed:

(1')	 One of the alternative designs will be implemented
sometime in the 29th Century. During that time the
external and the internal environment will not change the
basic Identification Division functions from either the
current system environment or as they are stated in the
Top Down Functional Analysis document.

(2)	 All alternative designs will involve a document and/or
data flow system made up of a network of stages somehow
linked together in order to accomplish the identification
and record keeping functions.

B. QUALITATIVE MEASURES

1.	 Maintainability

Maintainability is a design and implementation attribute that is
related to restoration of components or subsystems to operational
status as a result of maintenance procedures and resources.

The objectives of maintainability are to;

(1)	 Decrease system complexity andd' Ilmaintenance duration.

(2) ..	 Decrease equipment maintenance cost.

(3) Provide positive fault isolation.

(4) Increase equipment up-time.

F
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The system designer is expected to perform the following at the
outset:

(1) Generate maintainability requirements at system and
subsystem levels.

(2) Develop methodology to control maintainability variables'.

(3) Specify a definitive plan to develop a department capable
of carrying out the functions of the maintainability
program.

The basic element of maintainability is the unit. of time. Xt is
used to measure maintainability factors such as:

(1) Equipment design characteristics. This includes physical
aspects, testing, tool requirements, and skill level,
needed.

(2) Maintenance personnel skill level, experience, and
technical proficiency.

(3) Logistics and maintenance organization support i; vol.ved
in maintaining the system.

System design features required to optimize mainta naii.l ,^Y
include:

(1) Quick and positive recognition of equipment malfunctiodo

(2) Quick and positive identification of defective components.

(3) Available maintenance skills and training to develop
adequate proficiency.

(4) Optimum a•ngessibility to equipment.

(S)	 Lowy mean time to perform maintenance.

2.	 operability

Operability focuses on the design aspects of the system . -Pertain-
ing to the interactions among the system, the support personhell the
management, the physical environment, and the current system during
and after implementation. This is necessary to maintain production;,
qualitatively and quantitatively, at the required level.

The items to be conaldered include level of difficulty in
directing system operationi4, -operatl3nal control model, man-machine
interfaces, technical support, coexistence of parallel operations, and
transition from the—,current to an automated system.

3-2
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a. Level of Difficulty in Directing System Operations. The
level of difficulty in direc o*-ing system operations should be viewed in
terms of functions performed by the YB1 personnel during system start
up $ normal operations, degraded mode operations, shutdown, and after a
crash.

b. Operational Control Model. System design is expected to
provide Identification Division management with techniques and proce-
dures to predict the environment. An operation model to determine
allocation of resources (people, space, equipment, money) in order to
maintain or to attain certain production level at a specific response
time is also expected. The level of detail should respond to questions
such as these:

(1) Now many continuous processing hours are required from
each work station to handle a specific workload?

(2) How many employee-hours, at a certain grade $ should be
scheduled to keep a work station hourly output at a
nominal rate?

(3) ;'How to man an assembly line work station 15 continuous
hours a day?

(4) what will operators do if subsystems crash? Will the' 'manage-
meet tolerate 300 .idle operators for 5 hours once a week?

C.	 Man-Machine Interfaces. Man-machine interfaces should
provide work space arrangement of elements, components, and subsystems
that maximize operator motor skills. Interfaces should use several of
the operator''s sensor channels, especially during critical periods of
system opergtIion. Display design, shape, size, and color should aim

,toward efficient mental processing. System support personnel should
be optimally allocated to handle daily workloads by type.

d. Technical Support. Phasing in automation will result in
the reductioFt of operating personnel as a production component in the
overall process. The functions that the human continues to perform
are. as a decision maker, detector of irregularity, and troubleshooter.

The automated system will need increased technical support. The
technical support needed for a production operation such as the
Identification Division is a mix of the following skills: Industrial
engineering/operation research, computer science {hardware, software
and data base management), programming, and maintenance support.

e. Coexistence of Parallel-OperationQ:=(Current and
Automated). System design should include the total system operation.
If the current system is to stay in operation for years to come, or

3-3
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even if it is to be the backup in case the automated system is
aborted, then the automated system should be compatible ;,,i th the
current system in the following areas:

(1) Nomenclature used in both systems should be clear to
employees in both systems who may be involved in the
interface.

(2) Allocation'of employees to both systems shaild be
based on response time requirements and •costs

(3) The design should impose response time requirements
when documents move from one system to another.

(4) The interfaces between the two systema should be
de.sijned to optimize operations. The exit point of
one system should correspond to an entry point of
another.

(5) The transportation mode between the two , systems
should be compatible.

(6) -Employees in charge of the interfaces should be
familiar with the operation of both systems

(7) Audit trails for exchanges of documents should be
maintained and criteria for exchanges should be
defined.

f.	 Transition from the Current to an Automated System.
Transition 'should use diagrams, sketches, networks, and bar charts to
indicate the dates of variou,- transitions by subsystems and the
duration of escb transiti1n. The layout of subsystem components for
each phase should ba described. Work load shifts, by type, from the..,
current to an automated system should be determined along with
personnel requirements (number, skill level ' and mix) for each
transition phase. Consideration will have to be given to noise
introduced with each phase. For example, the AIDS III technical file
conversion'had an adverse impact on fingerprint processing response
time in the,,manual system. Similar events need to be anticipated and
dealt with through reasonable projections and planning.

3.	 Observability

While operability is the active'measure of ;system operation,
observability is the passive measure that closes the loop in an
effective control system.

74

A system is said to be observable if it can produce measurements
at different stages and times that contain sufficient information to
enable the complete identification of the system and workload status.

y.	
M
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Two cate,ories of observability are identified: management
parameters and system control parameters.

;r

at	 Management Parameters. Periodic status reports including
workload throughput by typep turnaround time of documents by type,
operator performance, system availab.1lity, and cost per transaction
per week or month.

b.	 System Control Parameters. These parameters include:

(1) Subsystem status such as operational modes (batch,
real-time) and non-operational conditions (down - awaiting
maintenance, down - being maintained, and the expected
time to restoration).

(2) System configuration status. This item pertains to the
information relative to the number and configuration of
components and subsystems that are :functioning in a normal''
mode at any point in time. The level of details should be
sufficient to enable operators and managers to effect
decisions relative to the operability of-the system.

(3) observable .parameters. The parameters that assist in
identifying process control status at various work
stations or subsystems are: arrival rate, queues,

- -transactions waiting after being processed, service times,
response times, transaction status and location, and
turnaround time per subsystem and system per transaction
type.

	

4.	 Flexibility

Flexibility points to a design feature that will allow system
additions, upgrading, and maintenance in order to achieve the
following results:

(1) Keep maintenance cost at a reasonable level.

(2) Avoid major redesign of software, hardware, and
communication.

(3) Reduce the pos/sibility of near-term obsolescence. Two
features of this measure are standardization ok components
and modularity of subsystems.

	

5.	 Integrity	 j

Integrity is(^a measure of the procedures utilized to ensure that
data and information throughout the system will remain intact and

4

4
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accessible after starts, termination, crashes, transmissions, file
updates, manipulation, input, and output.

6.
11
	Security

This measure evaluates techn iques embedded in system designs to
ensure that no unauthorized person or agency gains access to data,
documents, or files, either physically or by using electronic or
photographic devices.

is

C.	 QUANTITATIVE 'MEASURE (W '%P11Q1NTION OUTSIDE ,STUDY SCOPE)

	

l	

^

1.	 Response Time Benefit 	 ^4f
,;1 	 4

It is highly probable that the identification system users
'

	

	 derive significant benefic increases from improved system response
time. The problem is that the quantitative re,la-tionship(s) between
response time and benefits are not known. Therefore, determining an
absolute cost/benefit ratio for alternative systems is not feasible

E	 within this study scope. Instead, two ,:^ther approaches similar to
cost benefit ratio are su ested: a. 	 equal response time a roach^	 88	 ^	 Q	 P	 PP	 s
and b.) response cost approach.

a.	 Equal Response Time Approach. This approach postulates
that system design alternatives can be compared on the basis ;of cost
alone if their respective response times are equal.

Assume that the system user benefits attributable to response
time are represented by a single-valued decreasing function of
response rime:

B fWT)	 o<dT!5k	 (Equation 1)

where

B	 benefits in dollars

dT weighted response time (as in 'Equation 6

k

	

	 required response *time threshold such as 4 9 8 9 48, or
96 hours

t

3-6	 ; >

I Or 1116 M



too

UjW

Z
W

e

}

0

-r1 
I

I.

Graphically that function may be represented by the curve shown in
Figure 3-1.

If there are n alternatives and Cn is designated to be the
total cost (laborp capital equipments maintenancep leasingp and
facilities) associated with alternative An, then the coat benefit
ratio is equal to:

C
n

An B 

or

C
A	

n	
(Equation 2)f(AT)n

}
.,	 'then comparing alternatives against a bench mark base case:

i
Cb	 Cn-1

f AT.b f(T)n-1
I	 _	 C	 x 100 for AT k hours	 ',(Equation 3)n-	

b
_f d T Vb

will result in percent difference (In-1) between alternative An-1
and the base case Ab. Cb and F(AT)b are the cost and benefits of
the base case.

I

0	 4	 a	 12	 16	 20	 24	 28	
1,f

AT (RESPONSE TIME, hn)

	

,•	
iir	 v

Figure 3-?F_. Response Time Versus Benefits in Dollars
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if enough flexibility resides in each alternative design'
production capacities can be modified to produce equal response times
for all the alternatives:

AT m AT  = AT3 ... - AT 

which will resulti,n having the benefits equal:

r

B(AT)1 R BOT) 2 - B(AT) 3 ...	 B(AT) n

i, The "new' coat associated with ATn modification can be

9

generated based on the modified capacities.

Since the denominators in the cost benefit ratio of all f.

alternatives become equals then the percent difference between
alternatives In_1 of Equation 3 is reduced to the cost variables
only;

10

Cb ^On-1 x 100 for AT . - k hours	 (Equation 4)
Yn-1 b ;f

}

,.	 Different In_1 values may be computed for different response
times.	 The results can be summarized in a table similar `to Table 4
3-1.	 Graphical representation such as Figure 3-2 of In-1 values
versus AT for each alternative could be helpful in revealing
interesting points of intersection. Similar plots covering a period ofyx
years could be attempted in order to test possibilities of cost /benefit
reversals due to systemdegradation because of workload or other p
factors.

} The equal response time approach is fear*%ble if simulation
techniques are used under similar workload conditions. 	 All
idiosyncrasies of alternatives should be either eliminated or added
eQual 'i;y to each alternative.

{
b)	 Response Cost. Approach. 	 This approach is a direct application.

=8

k

of costs and weighted response time of alternatives. 	 No modification
to capacities are required.	 Each alternative will have a response
cost equal toe

C

An	 (AT)	
for ATn a K hours	 (Equation 5)

i
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Table 3-1. Cost/Benefit Comparisons for
Different Response Times

Tl	 T2	 _ _	
Tk

Al	 1191	 I1p2	 -	 Il9k

A2 	 1211	 12,2	 - - -	 12,k

An-1	 In-1,1	 In-1,2	 - _	 In-ilk

f

where AT is obtained from Equation 6. The units of An will be in
terms of dollar/! per hour. Comparisons of values of A n for all
alternatives ca'?n be done in a manner similar to the equal response
time approach.

h	
,.

o
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W
W
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z

W
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0	 4	 8	 12,	 16	 20	 24

AT (RESPONSE TIME, hn)

Figure 3-2. Cost/Benefit Ratios for Alternatives
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The advantage of response cost approach is that it does not add
a layer of approximation, by using simulation, as the equal response
time approach does.

Parameters such an cost per transaction, or annual cost per
document type are considered subsets of Response Cost Approach.

	

D.	 QUANTITATIVE MEASURES (DETERMINATION WITHIN STUDY SCOPE)

	

1.	 Throughput and Response Time

a. Definitions. Throughput volume is the total number of
documents by type that are completely processed by the system during a
specific period of time called response time.

Response time''is the total' time interval between the instant a
transaction ij transmitted to the Identif+ration Division to the time
a system response reaches its point of impact.

b. Discussion. The throughput is the outcome of a workload
mix composed of the following type of requests.

(1) Expedite.

(2) Criminal Fingerprint.

(3) Applicant Fingerprint.

(4) Disposition notices..

(5) Miscellaneous.

For the purpose of this document, the response time is broken
down int6 six disCinct, non-overlapping segments;

dTl

	

	 Time interval from the instant a transaction is
originated to the instant it reaches Identification
Division.

dTZ _	 Time interval from the time a transaction reaches
the Identification Division to the time it enters
the system for processing.

AT3	Time interval for complete internal system
processing;; i.e., entry time to response generation
time.

dT4

	

	 Time interval from the time a response is generated
to the time it is transmitted.

,,	
Il

dT5 _	 Time interval from the time a response is
trA"ftM;tt0A to tha t4MP it rawehPA it,a nnint of



&6	 Time interval from the time a response reaches the
point of origin to the time it reaches its point of
impact.

Therefore the total response is

6
RT	 ^,; 4Ti

'%	 in 1

Alternative designs are expected to be evaluated on an equq°1
basis. Equal basis comparison is feasible if all segments of a
certain measure are complete. If in an alternative, a segment is
missing (eAg.p AT5, in the response time measure) that alternative
measure cannot justifiably be compared with the same measure of
another alternative whose segments are complete. In that case, a
"dummy" insertion is to be added to the alternative that has
incomplete segments to make the equal basis criterion applicable.

As it is not expected that all alternatives will address all
response time segments, a number of "reasonable" response time
insertions can be added wherever needed. "Reasonable" means an
estimate taken from the present method of performing a corresponding
function. For example, if alternative l is designed to modify
segment AT3 of the response time- t while alternative 2 modifies
segments AT AT and AT then values estimated for AT and
AT4 of response time 	 segmen	 its whould be inserted n alternative l'in
order for the two alternatives to have equal numbers of segments.'.+ If
a third alternative is considered which addresses the modification of
all response time segmentsp then alternative 1 will need 5 insertions
(AT I, AT2 , ATO AT5 p and ATO and alternative 2 will. need
three insertions (AT1 9 AT5, and ATO equal in value to ATlr
and AT5 and AT6 of alternative 2. Figures 3-3 and 3-4 summarize
this discussion.

ALTERNATIVE 1

ALTERNATIVE 2

ALTERNATIVE 3

ATE
'dT2

AT3 4T4 14T5 AT6

J

J ^ J

J J ^/ J J J

}	 Figure 3-3. Response Time Segments of Three Alternatives

i^
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wi

i

ATI) 4T2 4T3 AT, AT$ 4 T

X X 0 X X X

X
G
0 0 0 X X

0 0 0 0 0 0

ALTERNATIVE I

ALTERNATIVE 2

ALTERNATIVE 3

Figure 3-4. Response Time Insertions Needed for Each Alternative

In case all alternatives address the modification of the same
response time segements, then those segments that are not relevant to
the analysis should be dropped. For example, if AT3 is the only
segment to be modified in all alternatives p then, AT1,, 4421
ATO AT5, and 3T6 will not be considered and therefore dropped 0
from the computation.

It should be noted that response time is a variable dependent on
throughput, service times, And ,number of facilities.

C,	 Methodology of Application. Different documents/
transactions will be processed differently; will have different
response times, and flow along different paths on their way out of the
sys tem.

The variation in resppnse times could be attributed to
variations in the document parameters, variation among servers,
variation within each server, and/or interaction between two or more
of these factors. In this case it is reasonable to aissume. that
processing time at each work station is an independent random
variable, xi. Each one of these random variables could be
represented by a certain distribution with a mean of the xi and a
variance of a2.

Irrespective of the type of distribution functions, the sum of
processing times of all work stations (including transportation and
transmission) would have a limiting distribution. According to the
Central Limit Theorem that limiting distribution is normal* with a
mean equal to;

*as n approaches infinity. This is approximately true for large no.

3.12



and a variance equal to

0
2
 . 

n̂ 
p,2

,,l i

n
X ,.	 xxi

^J

7

+b91

si

;f

i

t

h

where n is the number of work stations.

if volume and priority by document type is introducedv the mean
response time would be equal to

m

1 ajl,Xj

AT	 (Equation 6)

a Q
j-1 '^ j

and the variance would be equal to

m

E
ajQj a.

u2 	 (Equation 7)
m

aj4J

where a • document type priority

Qj . volume by document type

Xj = response time by document type	 p

document type

m = number of document type

Response time samples (>_2n; n is the number of stations) can be
used to generate cumulative distribution function values in order to 	 =-
determine the.overall response time of processing each card/document
with probability P. Figure 3-3 illustrates the cumulative distributions
function of a normally distributed response time.

r
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Figure 3-5 Cumulative Density Function of a Normally
Distributed Response Time

In order to test alternative design response times using the FSI
guidelines, the following set ofequations may be used;

F(K)	 P(AT S K)

F(8)	 P(AT <$ hrs) - 0.95

F(48) - P(AT 548 hrs) • 0.99

F(96) . POT S96)	 . 0.999

where F (K) is the cumulative distribution function and AT is a random
variable representing response time.

Reliability*

a.	 Definition. Component reliability is the probability that
the component will function without failure over a specified period of
timer t,

R(t) = P(T>t)

where T is the time to failure of the component` eid R ( t) is the
reliability function.

*Although software reliability is of paramount significance} the nature
- of the feasibility study limits the use of the term to hardware reliability.

r	
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b. Discussion. For the purpose of this study, the time to
failure is considered a continuous random variable described by an
exponential distribution with a constant failure rate, A. Thus the
reliability function can be put into the following forws

RW	 (Equation 8)

The exponential failure distribution implies that the
probability of failure is independent of past history and so long as a.,
component is still functioning it is "as good as new."

For the purpose of this study, statistical independence is
assumed for all components,

For a system structure of two or more components ( subsystems)
functioning independently of each other, the reliability of the system
depends on two factors;

(1) The reliability of each component.

(Z) The configuration of system components#

The following generalized configurations are considered as data
from which particular system reliabilities can be computed.

1)	 Components in Series. Consider Ri to be the reliability
of ith component, Ci, in a series component system as shown in
Figure 3-6

In order for the system to functions each one of the components
must be operating successfully. Therefore the system reliability,
Rep i.s:

n
Rs	 II :.Ri

SYSTEM

C1	 CZ	 _	 C^



or

n

	

-t	 (Equation 9)
As  e

2)	 Components in Parallel. In order for the system toy
function # at least one component must 're operating successfullyp see
Figure 3-7, then tht system reliability, Rs, ism

Rs 1 - probability the system is in a failed state

n
It ^ I	 r7 t 1	 )

n	
(Equation 10)

Ra u 1	 11 (l - e wit)
iul

If all the components have equal relisbii-ities for all i, 4hen
I	 Equation,8 becomea ss

Rs	
1 - 

(1	
ne -J^t ) 	 x

Figure 3-8 is an illustration of series and parallel structure

system reliabilities.

SYSTEM

a	

l
I	

1

	

C2 	 `	
1

1	
Ia

C„ -

Figure 3-7. Components in Parallel System
l

a

`	
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Figure 3-8. Series and Parallel Component System Reliabilities

3)	 Components in Combined Series/Paral lel Cozfi uration
(Component Redundancies. In this configuration, the system will
function if at least one component is operating successfully in each
stage when needed. See Figure 3 -9.

The system reliability, Rs, is:,,

-	
k	 n

R	 17 1 - n (i - R. )	 (Equation 11)
s	

j =1	 i=1	 ''';1<

r

	

E	 .
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r
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SYSTEM

STAGE 1	 STAGE 2	 STAGE K

1

C^I'	 X2,2	 ^2 K

Cn ^	
M, 2.	 C"' K

Figure 3- 9. Components in Combined Series /Parallel Configuration

When components are identical within a stage, then system
reliability becomes:	 y

k
It = n 1 - (1 0 - R.)n

=1	 J

I
Figure 3-10 shows that the system reliability as a function of

component reliability is represented by a reverse curve. The shape of
the cu"Acve suggests the impact of component reliabilityp number of
stages_) and redundancy on the reliability of a composite structure
systen► .

4)	 Components in Combined Parallel/Series Configuration
(System Redundancy). In this configuration, Figure 3-11, the system
will function if any set of the series components is operating
successfully. The system reliablity,is,

	

n	
k

	

R	 1 - jf 1 = I7 R,	 (Equation 12)

	

s	
i-1	 j:1 1 rJ	 1
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COMPONENT RELIABILITY

Figure 3-10. Composite Structure System Reliability

When components ^^re identical within a series set, then system
reliability becomes:

k	 jn
Rs	1 - 1	 II Rj

When all components throughout the system sets are equal, then
the system reliability is:

n
R s = 1 1 R

t	 4	 ;

fa	
Sr:	 rr
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Figure 3-11.	 Components in Combined Parallel/Series Configuration 4i

The difference between system reliability of configurations 3- 9
and 3-11 indicates that redundancy at the component level is more
effective than redundancy at the system level. 	 Figure 3-12 is an f

`	 illustration of this remark using a 4-component system in each cage. ;y

Co	 Application.	 Reliability as a measure of effectiveness
may be included in the evaluation process for two reasons:.

(1)	 To compare reliability of alternative pystem designs with
:i

that of the functional requirements, if any. j

(2)	 To assess the adequacy of maintenatice strategy and
maintenance cost projections of each alternative. =f

G

The reliability computation can be handled by using a system
modular decomposition approach as follows;

A system is decomposed into its major subsystems. 	 Each major
subsystem is decomposed into subsystems. 	 Each subsystem is decomposed
into components.	 This process will continue to the level of parts
specified by each respective design. 	 From this information, the
reliability of each component will be determined, 	 Then",hen the
reliability of each subsystem will be computed. 	 The process will

G	
C	

continue up to the system level.

4
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Figure 3-12. Component Versus System Redundancies

3.	 Availability

a,	 Definition. Availability is the ratio of the time the
required elements of the system are operational to the total time the
system or any of its elements are expected to be operational.

For one simple production unit, availability is equal to.*

MTBF
A MTBF + MTTR

;f
where MTBF is the mean time between failures, in hours, and MTTR is
the mean time to restore, in hours. The MTTR includes the mean time

_

	

	 to request service, the mean time to respond, the mean time to travel,
the ,mean time to debug, the mean time to repair, and all other mean
times that will keep that unit from entering production assembly line.

I
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Three system availability configurations are considered:

(1) For series structure with one failee component,
functioning components suspended their operation during
the time that component is unavailable. System
availability, As, is given by

=	 1	 I
	As 	

n

	

R. 	 (Equation 13)

1 + 1 F.

where R MTTR, F = MTBF for component i.

(2) For a parallel structure systems the system availability
is:

n
	A

s
 = 1	 1] (1 Ai )	 (Equation 14)

1=1

Where Ai is the component availability.
r

(3) For a series/parallel structure, the system availability
is:

	k 	 n

	

A	 17 1 - 17 0 - A., .)	 (Equation 15)

	

s	
jai	 i=1	

L

^L
where i stands for components in a stage and j stands for stages in a

`	 system.

This study recognizes the fact that failures vary from "hard
failure'", where system operation completely halts, to "soft failure"
where the system continues to operate but in a degraded mode. However,
in this document component "hard failure" is assumed. Depending on
the system configuration and hierarchy, the previous assumption may or
may not lead to complete halt of system operations.

b.	 Application Methodology. Availability, unlike reliability,	 0
y	 relates directly to the productivity of the system. The most

sigidficant implication of availability is the factthat if a component
is not functioning ,,it will either add to the workload of other
components and increase the queue sizes or completely halt the system



2

n

IN T

The unavailability duration is what makes availability
consideration a critical measure of effectiveness for production	 j
systems such as those in the Identification . Di,visi.on operations.

The availability computatio n could be handled by system
decomposition in a manner similar``to reliability calculations. The
structure in Figure 3-13 is an example. It is a tree structure system
where the failure of one Hi or Vj is not associated with the
failure of other Mis or Vj s, but the failure of component C or E
will disable the system input-output flow for 411 intents and
purposes. Therefore, the system will be unavailable if all Vj s, all
Mis t complements of V • s and Mis r C, or E are unavailable. Then
the system availabligy of the given structure is

As Ai x Ac x 1	 H 1 -A
lt. 1 - 17 (1 Av )	 (Equation 15)

i-1	 i	 j-1

r`^ t

Figure 3-13 Example of System Decomposition
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4.	 Utilization

a.	 Definition.	 In a flow system network, utilization is the
ratio of the rateat which a workload is applied to a facility to the
maximum rate at which the facility can process this workload.

b.	 Discussion.	 in a fingerprint identification facility, a
server may be busy part timer most of the time } or all the time.	 If
he is busy all the time, we say his utilization is 1.0. 	 But if he is
busy 70% of the time and idle waiting for another fingerprint the
remaining 30% of the time, we say his utilization is 0.7. 	 Similarly
any facility,>hq it a computer, a terminal operator, or a communica-
tion controller, is regarded to be operating at a certain utilization
rate.	 ^..

In production systems one of the objectives is to maximize
utilization of operators and machines in order-: to get , the most
production at the least possible cost.	 Although it ib.desirable to
achieve a utilization of 1.0 for every facility, the side effects, as
a result of random service times, are large queues and long delays as
utilization approaches 1.0.

Utilization is dependent on two variables, the arrival rate E(n)
and the service time E ( t s ), so that:

u	 _

r

P = E(n) x E(t r )	 0 < p <1	 (Equation 17)
!

r

E

for a single -server facility and

P= E(n) x E(ts)	 0 SP < l	 ( Equation 18)m-

for a multi-server facility where P is called the facility utilization,
and m is the number of servers.

purposeFor the	 ur ose of illustration 	 assume we have the following
queueing system described by the notation:

x

M/M/m/oo/FCFS x

Where the first and second letters M denote that in4erarrival
time and service time are exponentially distributed, the third

i'	 descriptor stands for the number of servers. 	 The fourth descriptor .
denotes that no restriction on queue size is imposed and the fifth
descriptor indicates that the discipline is based on first come first
served.

r ;,

3-24



The steady state average wait time in the system( i.9^., average
wait time in queue plus mean service time in the facility) is
represented by the following algorithm:

= B 

E(t
E(t	

a) ; 
E(t )	 (Equation 19)q) m 1-P	 a

and the steady state average queue length in the system ( i.e. # units
waiting for the service plus those being serviced) is represented by
the following algorithm

E(q) • B 1: t mp	 (Equation 20)

where

B = probability that all servers are busy (see Appendix A)

m = number of servers

Note that B w Q when m = 1.

A plot of average waiting time in the system'in multipl,css of
service times versus facility utilization is given in Figure 3-14. A,;:,.

(	 plot of average queue size divided by number of servers versus
facility utilization is given in Figure 3-15.

In both cases when the facility utilization is higher than 	 !%'
0.8 „ the average waiting time and the queue size start accelerating
rapidly for small increases in workload volumes. This indicates that
d point of saturation is imminent if the workload volume increases
either steadily or through an impulse. For example, a delta increase
of input volume, dv, will increase queue size by:

1 + P(2 - P)2 x E (t s ) x dv	 (Equation 21)	 .°
(1 - P)

Table 3-2 lists queue length increases for various values of
utilization of a single-server facility. It clearly indicates that
marginal system designs with high utilization could adversely impact
throughput and response times.

I	 "	 Another importan'aspect of utilization lies in he area of
feedback and control loliic of production systems.

If the system logic were to simulate the movement of documents
and data throughout the system for the purpose of controly the
validity of the,tiodel and hence the effectiveness of the control

{
>s

I
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Figure 3-14. Average Waiting Time Versus Facility Utilization
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strategy could be adversely impacted for utilization factors exceeding
1.0 (this means departures and arrivals of transactions are not
balanced). figure 3-16, Case 2 illustrates a condition where the
utilization factor is 1.0. If this were to happen unchecked, then the
system network will be subject to perturbations as a result of loss of
tracking and orderly control: of transactions.

Table 3-2. Queue Length Increases for Various Values of Utilizton

Queue Length	 Queue Length Increase as
Utilization	 Increase	 Multiple of Base Cases

	

0.95	 400 x B(ts) x dv	 67

	

0.90	 100 x E(ts) x dv	 17

	0.80	 26 x Mt.) x dv	 4

	

0.70	 12 x E(ts) x dv	 2

	

0.60	 6 x Mt.) x dv	 1

`f

F

a i.e., with 0.6 utilization.

t

l

s

t

Another aspect to utilization in a flow system network is
storage capacity between nodes or work stations.	 If queue sizes can l
grow without restriction, then capacity has no bearing on
utilization.	 A close look at storage capacities may, in all
probability, reveal that restrictions are being ìmposed on queue
sizes at certain points of the system network.	 The impact could be
explained in the following scenario:

The system is made up of a series of stages. 	 A calling unit
'can leave stage j if the storage capacity between stage j and j+l is
not full.	 But if it is full, the calling unit will remain in stage j
and block any other calling unit from entering that stage. 	 The
result is a decreaue in the utilization of stage j. 	 If the blocking
effect is allowed to happen in every stager then the first stage will
be blocked most frequently: and the one before the last will be
blocked the least.	 If service times become insignificant compared to
delay time due to blocking, then utilization of the network will be 4
determined by the utilization of the first stage.

i
f i
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CASE 1	 E(n) < E(t)	 o :!S p 1

E(n)	 E(n) 2 + E(n) 3	I

CASE 2	 E(n) < E(ts) ! p > 1

E(n) > E(n) 2 + E(n)3

Figure 3-16 impact of Utiiitat on on Feedback
and Control Strategy

r

5.	 Accuracy and Completeness

a.	 Accuracy. This measure seeks to determine the level of
correct or incorrect identifications made at the system level. The
numerics can be expressed in percent or probability of occurence. Two
parameters of the accuracy measure are:

(1) False drop rate: Percentage level of incorrect subjects
returned by the system.

(2) Miss rate: Percentage level of subjects not identified by
the system although they are in f+lp

The above two parameters are composites of accuracy levels of
various subsystems; i.e., the overall result of combinations of name
search, fingerprint search * and verification to generate final results.

Subsystem accuracy level may be used for comparison purposes
among alternatives, but it cannot be used as an indicator for overall
system accuracy level since it is only one of several components.

An experimental design followed by analysis will be required in
order to address adequately the subject of system accuracy.

3-29	 t



The accuracy of file updates is considered a subset of the false
drop and accuracy rates, Evaluators any look for methodology used in
insuring accurate file update for various alternative designs.

b.	 Cow leteness. This measure points to the design approach
taken to insure thatall available information concerning a subject
available to the Identification Division is included in the files in a
timely manner and can be outputted on an Identification Division form
vh3n needed.
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APPENDIX A

PROBABILITY OF BUSY SERVERS

Values of Probability that All, m Servers Are Busy, 8
Facility
Utiliza- Number of Servers, m

tion

p m=1 m=2 m=3 m=4 m=5 m-6 m=7 I m=8 MM9 M- 10 m=11

0,00 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,040 0,000 0,000'
0,02 0,020 0,001 6,000 0.000 0,000 0,000 0,000 0.000 0,000 0.000 0,000
0,04 0.040 0,003 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000
0,06 0.060 0,007 0,001 0,000 0,000 0,000 0.000 0,000 0.000 0.000 0,000
0,08 0,080 0,012 0,002 0,000 '0.000 0,000 9,000 0,000 0.000 0.000 0,000
0.10 0,100 0,018 0,004 0,001 0,000 0,000 0.000 0.000 0,000 0,000 0,000
0,12 0,120 0,026 0.006 0,002 0,000 0,000 0.000 0,000 0,000 0,000 0,000

{ 0.14 0.140 0.034 0,009 0,003 0,001 0,000 0,000 0,000 0.000 0.000 0,000
0,16 0.160 0,044 0.014 0.004 0,001 0,000 0.000 0.000 0,000 0,000 0,000
0.18 0,180 0,055 0,019 0,007 0,002 0,001 0,000 0,000 0,000 0,000 0,000
0.20 0,200 0,067 0,025 0.010 0.004 0,002 0,001 0,000 0,000 0,000 0.000
0.22 0,220 0,079 0,032 0,013 0,006 0,003 0,001 0.0(11 0.000 0,000 0,000
0.24 0,240 0.093 0.040 0,018 0.008 0,004 0,002 0,001 0,000 0,000 0,000
0.26 0,260 0.107 0.049 0,023 0,011 0,006 0.003 0,001 0,001 0,000 0.000
0.28 0.280 0,122 0,059 0,030 0,015 0,008 0,004 0,002 01001 0,001 01000 i
0,30 0,300 0.138 0,070 0,037 0,020 0,011 0,006 0,004 0,002 0.001 *M
0.32 0,320 0,1$5 0.082 0.046 01026 01015 01009 0.005 0.003 0,002 0,001

i . 0,34 0,340 0,173 0,095 0,05S 0,033 0,020 0,012 0,007 0.005 0,003 0.002	 _I
0.36 0,360 0.191 0.110 0.066 0,040 0,025 0,016 0.010 0,007 04004 Ou003 rr
0,38 0.380 0,209 0.125 0.078 0.049 0,032 0.021 0,014 0.009 0.006 0.004

1 0=40 0,400 0,229 0,141 0s09l 0,060 0.040 0,027 0.018 0,013 0.009 0.006
0.42 0,420 0,248 0.158 0.105 0.071 0.049 0.034 0.024 0,017 0,012 0,009
0.44 0,440 0.269 0,177 0.120 0.084 0,059 0.043 0.031 0,022 0,016 0,012
0.46 0,460 0.290 0,196 0.137 0.098 0,071 0.052 0.039 0,029 0,022 0,016

' 0,48 0.480 0,311 0.216 0,155 0.114 0.084- 0.064 0,048 0.037 0,028 0,022
0,50 0.390 0.333 0.237 0,174 0.130 0,099 0,076 0,0$9 0,046 0.036 0,028
0,52 0,50 0,356 0.259 0,194 0,149 0.115 0.090 0,072 0.057 0,046 0.037
0.54 0.540 0.379 0,281 0.216 0.168 0.133 0,106 0,086 0.069 0.057 0,046
0.56 0,?i60 0.402 0.305 0.238 0.190 0.153 0,124 0.102 0,084 0,069 0.058
0.58 0)80 0.426 0.330 0.262 0.212 0,174 0,144 0.120 0,100 0,084 0.071
0.60 X600 0.450 0,355 0.287 0.236 0,197 0.165 0.140 0,119 0,101 0.087
0.62 9.620 0.475 0.381 0.313 0.262 0,221 6-188 0.161 0.139 0.120 0,105

! 0,64 /,% 0,640 0,500 0.408 0.340 0,289 0.247 0.213 0,185 0.162 0.142 0.125
0.66 0.660 0.525 0,435 0,369 0.317 0.275 0.241 0.212 0,187 0,166 0.148
0.68 0,680 0.550 0,463 0,398 0.347 0.305 0,270 0.240 0.215 0.193 0.173

i 0,70 0.700 0.576 0.492 0,429 0.378 0.336 0,301 0.271 0.245 0.222 0,202
1 0,72 0,720 0.603 0.522 0.460 0.410 0,369 0,334 0,303 0,277 0,254 0,233

0,74 0,740 0,629 0.552 0,493 0,444 0.404' 0,369 0,339 0.312 0.288 0,267
0.76 0,760 0,656 0.583 0.526 0.480 0,440 0.406 0.376 0,349 0,326 0,304
0.7.8 0,780 0.684 0,615 0.561 O.S16 0.478 0.445 0.416 0,390 0,366 0.345
0.80 0,800 0.711 0,647 0,596 0,554 0,518 0.486 0,458 0.432 0,409 0,388
0.82 0,820 0,738 0,680 0,633 0,593 0.559 0.529 0,502 0,478 0.455 0.435
0.84 0,840 0,767 0.713 0.670 0,634 0.602 0,574 0,548 0,525 O.SO4 0.485
0.86 0,860 0.795 0,747 0.709 0.675 0.646 0.621 0,597 0.576 0,556 0.538 t	 '
0.88 0.880 0.824 0,782 0,748 0.718 0.693 0.669 0,648 0.629 0.611 0.594
0,90 0.900 0.853 0.817 0.788 0,762 0,740 0.720 0.702 0.687 0.669 0,654
0,92 0.920 0.882 0.853 0:829 0,808 0.789 0.772 0,757 0.743 0,729 0,717

i" 0.94 0,940 0,911 0.889 0,870 0,854 0.840 0.827 " 0.815 0.803 0,793 0. 783
0.96 0,960 0.940 0,925 0.913 0,902 0.892 0,883 0.874 0.866 0,$59 O;SS2
0.98 0.980 0.970 0.962 0,956 0.950 0.945 0,940 0,936 0,932 0.928 0,924`
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.A

1

m*12 m-13 m=14 m-15 m-16 ma 17 m=18 m=19 m-20 m=25 14-30	 j
0,30 0.000 01000 0,000 01000 01000 0,000 0.000 0,000 0,1100 0,000 0,000
0,32 0,001 01000 0.000 01000 01000 0,000 0.000 0,000 0,000 0,000 0,000
0.34 0.001 01001 0,000 0,000 0.000 0.000 01000 0.000 0.000 01000 0.000
0,36 0.002 0,001 0,001 6',001 0,000 L0.000 0,000 0.000 0,000 0.000 0.000
0,38 0.003 0,002 0,001 0,001 0,001 '0.000 0,000 0,000 0.000 0.000 0.000
0.40 0,004 0.003 0.002 0.001 0,001 0.001 0.001 0,000 0.000 0,000 0.000
0.42 0,006 0.005 0,003 0,002 0.002 0.001 0.001 0,001 0,000 0.000 0.000
0.44 0.009 0,007 O,OOS 0,004 0,003 0.002 0.002 0,001 0,001 0.000 0.000
0,46 0,012 0.009 0,007 0.005 0,004 0.003 0.002 4,002 0,001 0,000 0.000	 3
0,48 0,017 0.013 0,110 0.008 0,006 0005 0,004 6.003 0,002 0,001 0,000
0.50 0,022 0.018 0,014 0.011 0,009 0;007 0.006 0.005 0.004 0,001 0.000
O.S2 0,029 0.024 0.019 0,016 0,013 0.010 0.009 0,007 0,006 0.002 0,001
0,54 0,038 0,031 0.026 0,021 0.018 0,015 0,012 0,010 0,008 0.003 0,001
0,56 0,048 0,040 0,034 0,028 0.024 0,020 0.017 0,015 0.012 0,005 0.002
0.58 0.060 0,051 0,044 0,037 0.032 0,027 0,024 0,020 0.017 0.008 0,004
0,60 0,073 0,064 0.056 0.048 0.042 0,036 0,032 0,028 0.024 0.012 0.007
0.62 0.091 0.080 0,070 0.061 0,054 0.041 0.042 0,037 0.033 0.018 0.010
0.64 0,110 0.098 0.087 0.077 0.0633 0.061 0,055 0.049 0.044 0,025 0,015
0,66 0.111 0.118 0,106 0.095 0,086 0.077 0,070 0,063 0,057 0,035 0,022
0,68 0,156 0,142 0.128 0,117 0,106 0,097 0.088 0,081 0.074 0.048 0.032
0.70 0.184 0.168 0.154 0.141 0.130 0,119 0,110 6,101 0.094 0,064  0.044
0,72 0,214 0,198 0.183 0,169 0,157 0,146 0.935 0.126 0.117 0.083 0.060
0,74 0,248 0,231 0.215 0,201 0.188 0,176 0.165 0.154 0.145 0,107 0.080
0,76 0,285 0,267 0.251 0,236 0,223 0,210 0,198 0.187 0.177 0,136 0,105
0.78 0.32S 0.307 0.291 0,276 0,262 0,248 0,236 0.225 0,214 0.169 0,136
0.80 0.369 0.351 0,335 0,319 0,305 0.292 0.279 0,267 0.256 0.209 0,173
0.82 0.416 0,399 0,382 0.367 0,353 0.339 0.327 0,31; 0.303 0.255 0,217
0.84 0,467 0,450 0.434 0,419 0:105 0,392 0.380 0,368 0.356 0,307 0.268
0,86 0,521 0,505 0.490 0,476 0.462 .0,450 0,438 0.426 0.415 0.367 0327
0.88 0,579' 0.564 0.550 0.537 O.S24 0.513 0.501 0.490 0,480 0.434 0,395
0.90 0,640 0.627 0,614 0.603 0,591 0.581 0,570 0,560 0,SS1 0.508 0.471
0.92 0.705 0,694 0.683 0,673 0,663 0.654 0,645 0.636 0,628 0,590 0.557
0.94 0,773 0.765 0,756 0.748 0.740 0,732 0,725 0.718 0,711 0.680 0,653	 l
0.96 0,845 0.1139 0.833 0.827 0,822 0.816 0.811 0.806 0,801 06779 0,759
0,98 0,921 0.918 0,914 0,911 0.908 0.905 0.903 0.400 0.897 0.885 0.874

0 m=35 m=40 m=45 m=50 m=55 fm=60 m=65 m=70 m=80 m=90 m=100

0.52 0,000 0.000 0.000 0,000 0.000 0,000 01000 01000 0.000 0,000 0.000
O.S4 0.001 0.000 01000 0.000 0.000 0.000 0.000 01000 0.000 01000 0.000
0.56 '0.001 0.001 0.000 0,000 0.000 0,000 0.000 0.000 O.OoU 0.000 0.000
0,58 '0,002 0,001 0,001 0,000 0.000 0,000 0.000 01000 0.000 0.000 0,000
0.60 0.003 0.002 0.001 0,001 0.000 0,000 0.000 0.000 0.000 0.000 01000
0.62 0.006 0.003 0,002 0.001 0,001 0.000 0.000 0..000 0.000 0,000 0.000
0,64 0.009 0.006 0.003 0.002 0.001 0,001 0.001 0,000 0.000 0,000 0,000
0.66 0.014 0.009 0,006 0.004 6,002 0,002 ' 0.001 0,001 0.000 0.000 0,000
0.68 0.021 0,014 !0.010 0,007 0,OOS 0.003 0.002 0.002 0.001 0.000 0.000
01 70 0.031 0,022 0.015 0.011 0,008 0,006 0,004 0.003 0,002 0.001 0.000
0.72 0,044 0.032 0,024 0.018 0.013 0,010 0,008 0.006 0.003 0.002 0.001
0.74 0.061 0.046 0,036 0,028 0.021 0.017 0,013 6,010 0.006 0,004 0.003
0.76 0.083 0,065 0,052 0.042 0.034 0,021 0.022 0,018 0.012 0.008 0.005
0,78 0.110 0,090 0.074 0.061 0.051 0,042 0,035 0.029 0.021 A.015 0.011
0,80 0.144 0,121 0.102 0.087 0.074' 0.063 0,054 0.047 0.035 0.026 0,020
0.82 0.186 0,160 0.139 0.121 0,106 0.093 0.081 0.072 0,056 0,044 0,035	 s
0,84 0.235 0,208• 6,184 0.164 0,147 0.131 0,118 0,106 0.087 0.071 0,059
0,86 0.293 0;265 0.240 0.218 0,199 0.182 , 0,167 0.153 0,130 0.110 0.094
088 0.361 6.332 0.307 0,284 0,264 0.246 0.229 0,214 0.187 0.165 0,146
0.90 0.440 0.412 0,386 0.364 0.343 0.325 0.307 0.291 0,263 0,238' 0,217
0.92 0,529 0.503 0.479 0.458 0.438 0.420 0.40,9 0.388 0,359 0,334 0,312
0.94 0,629 0.607 0.587 0.566 0,551 0.535 O.S19 0,505 0,479 0,455 0.434
0.96 0,740 0.724 0.709 0.694 0.681 0,669 0.657 0.645 0.624 0.605 0.587
0r98 0.864 0.855 0.846 0 938 0.831 0.823 0.816 0.810 0.797 0.786 0.775

k	
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AFRS

AHU

AIDS

ANS

ATS

ATSPS

AUTOCO.R

AUTORESP

A&R

BER,_

BLO

CCA

APPENDIX B

#	 ACRONYMS

Automated Classification System

Automated Fingerprint 'lsader System

Anti-Halation Underlayer

Automated Uentification Division System

AutomatedName Search

Automated Technical Search

Automated Technical Search Pilot System,

Automated Correspondence Station (part of AIDS)

Automated Response Generation (part of AIDS)

Automation and Research Section of Identification,:,

Division

B,it Error Rates

Blocking Out

Computerized Contributor Abbreviated Name

aF

a,

CCH	 Computerized Criminal History (part of NCIC)

CCN	 Computerized Criminal/Name

CCNR	 Computerized Criminal Name and Record (part of AIDS)
a

CCR `	 Computerized Criminal (Arrest) Record (part of AIDS)

CIR	 Computerized Ident Response File (part of AIDS)

CLASS-A	 Classification--A

CLASS -B 	Classification-B

CLASS--C	 Classification-C

CLCK	 Classification Check

CNR	 Computerized Non-Ident Response File"

COA	 Cutoff Age

CPU	 Central Processing Unit

B-1



M 4.

CRS Computerized Record Sent File (part of AIDS)

CRT Cathode Ray Tube

CSORT Centerline Sort

DATE STP Date Stamp, Count and Log

DBMS Data Base Management System

DEDS Data Entry and Display Subsystem (part of AIDS III)

DENT Data Entry

DENT-A Data Entry-Cards

C^

DENT-B Data Entry-Documents

DOA
i

Date of Arrest (on f/p card)

DOB Data of Birth (on f/p card)

ECL Emitter Coupled Logic

EMI Electromagnetic Interference

ENC Encode Input Data-Cards

ENCDOC Encode Input Data -Documents

ENCK Encode Check-Cards

ENDOCK	 Encode Check-Documents

ERR	 `lpdate Error File

EYE	 Color of Eyes (on f/p card)

FBI	 Federal Bureau of Investigation
i

FEP	 Front End Processor

FIFO	 First-In-First-Out
I

FLAB	 Film Lab Processing /Computer

FLOAD	 Film Load

FPC	 Fingerprint Classification

FPCS >	 Fingerprint Correspondence Section of the Identification
i	 Division

f/P	 Fingerprint

B-Z
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GDW4S General Purpose Data Base Management System

GEO Geog,aphic Location (on f/p card)

GPSS General Purpose Simulation System

HAI Color of Hair ton f/p card)

HOT Height (on f/p card)

IBM International Business Machines Corporation

ICI Image Comparison Identification

ICRQ Image Comparison Request

ICS Image Comparison Subsystem (part of AIDS IIIp actually
used for image retrieval for manual comparison)

ICV Image Comparison Verification

ID j I.D. identification Division

IDENT Identification

3PL Jet Propulsion Laboratory

KIPS Thousands of Instructions per Second (as executed by a
computer)

LEAH Law Enforcement Assistance Agency

MAIL Open Mail and Sort

MFILM Image Capture Microfilm.

MIPS Millions of Instructions per Second (as executed by a
computer')

MMF Minutiae Master File

MOE Measures of Effectiveness

MTBF Mean Time Between Failures

MTR	 Master Transaction Record

MTTR	 Mean Time to Repair

NAM	 Name (on f/p card)

NASA	 National Aeronautics and Space Administration

NCIC	 National Crime InformAtion Center

a
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`	 NCR National Cash Register Company

OCA Local Identification Number (on f/p card)

OCR Optical Character Recognition

y	 OMB Office of Management and Budget

ORI Originating Agency Identification Number (on f/p card)

PCN Process Control Number

PICS PCN and Image Capture Subsystem (part of AIDS III)

PMT Photomultiplier Tubes

POB Place of Birth (on f/p card)

QC Quality Control

QUERY On-Line Query

RAC Race (on f/p card)

READ Quality Control Check. Read, $ Annotate

"	 RFI
1

Radio Frequency Interference

RH Yelative Humidity

RVF Ridge Valley Filter

SACS Semi-Automatic Classification System

SAR Semi-Automatic Fingerprint Reader

SEAR Search Review

SEX Reported Sex of a Subject (on f/p card)

SID State Identification Number

SKN Skin Tone (on f/p card)

SOC Social Security Number (on f/p card)

SPM Search Processor Module

SS System Supervisor Subsystem (part of AIDS III)

SSM
r

Subject Search Module;

SSRG Subject Search and Response. Generation Subsystem (part of
AIDS III)

-B-4
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TDFA	 Tap Down Functional Analysis

TFC	 Technical File Conversion	 1

TR	 Transaction Record

TRC	 Transaction Control File
i
3

TSS	 Technical Search Subsystem (part of AIDS III)

TTL	 Transistor - Transistor Logic
s
s

VDENT-A	 Verify Data Entry-Cards	
1

vnvmT-n	 vari Fv nAf a Rntrv-T%nrumantn	 1
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