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ABSTRACT

The electrical conductivity of the upper mantle is estimated
from low latitude magnetic field variations (magnetic storms) caused
by large fluctuations in the equatorial ring current. The data base
is derived from satellite magnetic field measurements which offer
better global coverage than land based observatories. |

The procedures of ‘analysis consist of i) separation of the
dlsturbance field into internal and external parts relative to the
surface of the earth, ii) estimation of a response function "Q(w)"

which relates the internally generated magnetic field variatioms to

the external variations due to the ring current, and iii) interpretation

of the estimated response function using theoretical response
functions for kn§wn conductivity profiles. Special consideration is
given to possible ocean effects.

Magnetic field variations are derived from magnetic field
magnitude data measured by satellites Ogo 2,4, and 6 which collected
data frm October, 1965 to July, 1971. Flying nearly polar orbits,
these satellites sampled the field everf % minute over an altitude
range of 400 km to 1500 km.(Cain and Lange;,1971; Langel, 1974).

Best estimates of the response function Q(w) were obtained
using stacked, smoothed power spectra from eight storms, The frequency

range for these smoothed estimates is from 0.2 cycles/day to
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2.0 cycles/day. Also, to examine o possiiiw source of noise in the
data, a model of the crustal anomaly field (model by Mayhew, 1980)
was removed from the magnetic field data and a "corrected" Q was
calculated. Although the corrected Q differed sligntly from the
original Q for individual storms, the stacked corrected Q did not
differ from the uncorrected stacked results. It is concluded that within
the reliability limits of :he data, the anomaly field has no significant
contribution.

Using a finite difference algorithm, a cheoretiqal Q(w)
is calculated for a given conductivity profile. Matching a theoretical
Q tu the measured Q implies a model where most of the upper mantle
has a conductivity of order 10-2mho/m. This value agrees with Banks'
(1972) model but differs from Parker's (1970) value of order lo-lmho/m.
Considering the high temperatures implied by Parker's model, geochemical
and petrological evidence favors the lo_zmho/m mantle,

Since the frequency range (.2 to 2. cpd) extends beyond
that used by Banks and Parker, considerations were made for possible
ocean erfects. Representing the %op 3 km of the earth with a shell of
conductivity equal to a weighted sum of oceanic and continental
conductivities, the ocean effect did not appear in our frequency
range until the continental conductivity was raised to 10-2mho/m -= this
sete an upper limit of 10-2mho/m on the top 3 km of crust. Also suggested
by the data is a lower crust-upper mantle conductivity of 10-3mho/m ,

extending downward to 30 km (upper limit).
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A teméeratute profile is proposed using conductivity~
temperature data for single crystal olivine CMFogo) (Duba, 1976).
The resulting temperature profile is reasonable for depths below 150~
200 km, but is too high for shallower depths. Apparently, conductivity i
is not controlled solely by olivine at shallow depths. |
As a new application of satellite data, the results are ]
most promising. Reliability of the estimates of Q(w) will be greatly |

improved if more data sets are stacked.
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CHAPTER 1: INTRODUCTION

This thesis concerns the earth's electrical conductivity as
determined from low latitude magnetic field variations (magnetic
storms) caused by large fluctuations in the equitorial ring current.
Using satellite observations of these magnetic field variations,

information ubout the electrical conductivity structure and the

associated temparature profile can be obtained.

The procedures of analysis consist of 1) separatioh of the
disturbance field into internal and external parts relative to the
surface of the earth, ii) estimation of a response function "Q(w)"
which relates the internalily generated magnetic field variations to
the external variations due to the ring current, and iii) interpretation
of the estimated response function using theoretical response functions
for known conductivity profiles. Special consideration is given to
possible ocean effects.

1.1 Previous investigations.

In 1889, Schuster used observations of the diurnal (Sq)
magnetic variations to infer the general conductivity structure of the
earth. Using Gauss's spherical harmonic representation of magnetic
scales potential

m a2+l m r.f, ,m

where a is the radius of the earth, r is the radial distance of the
observer, ig is the internal source coefficient and e? is the external

source coefficient for spherical harmonic P?(6,¢) of degree £ and
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order m, Schuster estimated 1? and o? and concluded that the earth
could be ra, . esented by an equivalent conducting sphere with a smaller
radius thau the Earth's, Chapman (1919) improved upon Schuster's
analysis and concluded that the equivalent sphere has a conductivity

of 3. x 1072

mho/m and a radius of 250 km less than that of the earth.

Chapman and Price (1930) also studied diurnal variations and
obtained estimates of electrical conductivity compatible with Chapman's
(1919) earlier estimates. However, in their study of a non-periodic
phenomenon, namely magnetic storms, they found a significantly higher
conductivity estimate of ak>ut 4, x 10-1 mho/m. This higher conductivity
estimate was taken as an indication of a non-uniform conductivity
gstructure.

Lahiri and Price (1939) further developed the theory for non-
uniform conductors and obtained results which supported Chapman and
Price's view that an increase in conductivity existed at a depth of
250 km. They also concluded that an additional large increase in
conductivity (one to two orders of magnitude) exists at a depth of
700 km. Their results indicated an enhanced conductivity near the
surface of the earth, which they attributed to the oceans.

To improve the resolution of the electrical conductivity
structure, analysis of more magnetic variations of differing fre-
quencies was needed. Intujtively, this becomes apparent when one
considers the electromagnetic skin depth, 6.- (Z/wou)g, which is
inversely proportional to frequency w, conductivity O and magnetic

permeability . To obtain resolution near the surface of the earth,
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ons needs magnetic variations with small skin depths, These have high
frequency componentg which are attenuated bafore reacking far into
the interior. To probe deaper into the earth, the magnetic variations
must have larger skin daepths and therefore lower frequency components
so0 they can reach the interior bafore they are greatly attenuated.
Theoretically, a necessary condition for obtaining a unique model of
the earth's conductivity structure is that magnetic variations with
an infinite range of frequencies must be sampled (Bailey, 1970),
However, an infinite frequency range of magnetic variations is
not available for induction studies. At the low frequency end, below
10-3 cpd (cycles per day) the geomagnetic spectrum is dominated by
"secular' variations originating internally at the core-mantle boundary,
At the high frequency end, above 0.25 cpd, lack of global coverage
along with possible lateral variations in the upper 400 km of the
earth hinders application of induction theory (Anderson, et al,, 1979).
Not until the application of cross-spectral analysis tech-
niques (Banks, 1969, 1972) could the intervening continuum as well
as some major peaks associated with periodic phenomena (i.e. "Sq")
be included in induction studies. Using Gauss's potential field
representation (eqn. 1.1), Banks separated the observed magnetic
variations into internal and external origin., He then defined a
frequency response function Q?(w) by |
Ip (W)
Ej ()

Qpw) = (1.2)




where I:(w) and Ez(w) are the frequency spectra for the internal and
external coefficients of degree £ and order m in eqn. 1.1. Using
standard cross-spectral techniques (Blackman and Tukey, 1958), Banks
estimated the response function (mainly Qg(w) harmonic) and conducted
a Monte Carlo search fu: the most compatible conducting profile

(fig. 1.1).

Banks' estimate of Qg(w) and his resulting conductivity profile
are based on his analysis of magnetic variations of frequencies
0.003 cpd to 0.25 cpd. For frequencies above 0.25, estimates of Qg(w)
had nonphysical, negative phases. He attributed this lack of relia-
bility for high frequency estimates to lack of global coverage and/or
lateral variations in the upper mantle and crust,

Using Banks' data, Parker (1970) suggested another conductivity
profile. Pa.<xer obtained this profile (fig, 1.2) by applying inverse
theory after the fashion of Backus and Gilbert. As compared to Banks'
original 1969 model, Parker's model confirms the sharp rise in con-
ductivity at 400 km but differs in its near surface value: near 0.1
mho/m as opposed to Banks' figure of 102 mho/m.

In the models thus far presented, existence of the oceans is
not considered. Since the high frequency estimates of‘Qg(w), near
0.25 ¢pd, is from the zonal (local time independent) part of magnetic
storm variations, 'Dst,' which is assumed to have only PO

1

(eqn. 1.1), the effect of oceans are considered unimportant for Dst

component

variations (Lahiri and Price, 1939). For Sq variations (1 cpd and

harmonics) which have higher harmonic components, the oceans probably




Figure 1.1l: Banks' 1972 conductivity profile. (J. Geomag.

Geoelectr., 24, 337-351, 1972)

Figure 1.2: Parker's 1970 conductivity profile. (Geophys. J.

R. astr. Soc. (1970) 22, 121-138)
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have a significant effect (Lahiri and Price, 1939; Bullard and Parker,
1970; Banks, 1972, Jady, 1974a,b). Banks (1972) later reworked his
data to include Sq variations, but he does not include a layer for

ocean conductivity. Ocean effects are usually included in local studies
only. More discussion of ocean &iiacts will be presented in chapcer V.

As noted earlier, the low frequency end of the geomagnetic
spectrum is dominated by 'secular variations." Since these variations
are of purely internal origin, induction methods used in the studies
already described are not appropriate. However, secular variations
still can yield information about the earth's deep interior.

In a method developed by McDPnald (1957), the attenuation
behavior of a sinusoidal magnetic variation originating at the core-
mantle boundary is used as an indicator of lower mantle conductivity.
Assuming spherical symmetry and a power law function for conducticity,
McDonald calculates ratios of attenuation functions of differing
harmonic degree as would be observed at the earth's surface for differ-
ent conductivity structures. Comparing these predicted ratios to
those obtained from spherical harmonic representation of observed
secular variations, McDonald inferred a conductivity profile with the
lower mantle conductivity of 102 mho /m.

As McDonald's work estimates the conductivity of the lower
mantle, local magnetotellunic studies estimate crustal conductivities.
Local measurements show the first few kilometers of the}earth may be
fairly conductive, typically 0.01 to 0.1 mho/m while the underlying

rock may be as low as 10"4 mho/m (Gough, 1973). Sea water varies in




conductivity according to temperature and salinity, but typically
is 3.3 mho/m.
The global coverage essential to conductivity studies of the

upper 400 km of the earth can be provided by satellite observations.

———
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CHAPTER I1: SOURCES OF MAGNETIC VARIATIONS

Part of the objective of this study is to estimate a response
function (eqn. 1.2) relating the time-varying magnetic field external
to a conductor to that generated internally. Chapman (1919) concluded
that this "conduction' was within the earth and that the upper 250 km
and the surrounding space were noncenductors, Later investigations
concluded that the upper 250 km did have significant conductivity
and the boundary between conductor and nonconductor became the earth's
surface. In this study, the boundary shall be the surface of the
earth., This 1is a valid assumption if there are no electric currents
(hence, no conductors) between the satellite and the surface of the
earth. Ionospheric currents do exist between the satellite and the
earth surface, but these will be demonstrated to be unimportant in
this study.

Another assumption in this study is that the equitorial ring
current, represented by a P0

1
source of external magnetic field variations. This implies that the

harmonic magnetic variation, is the sole

observed magnetic variations of internal origin are due only to
induction effects from the ring current. This assumption is valid if
other current systems in the ionosphere and magnetosphere and their
induced fields are accounted for.

To examine the validity of these assumptions, we shall consider
the various electric current systems with regard to the position of
the satellite. The trajectories of satellites Ogo-2, 4, and 6 place

them in a polar orbit with altitudes varying 400 km to 1500 km. This
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orbit situates the satellite above the denser regions of the ionos-
phere and well inside the magnetosphere.

In the following section, electric current systems will be
presented as '"external" or "internal" to the satellite's orbit.

I1.1 External current systems,

The equatorial ring current and its associated magnetic
variations provides the source field for this study. Represented
approximately by a toroidal current flow, its influence on magnetic
field variations during magnetic storms is fairly uniform over the
mid- and low latitudes of the earth. However, as the earth's magnetic
field is distorted towards the sunward side, the ring current is also
asymmetric in shape with respect to the sun. This causes a slight
local time dependence for these variations. As for location, its
inner boundary is generally located at a distance greater than 3 earth
radii from the earth, though occasionally it will extend into the upper
ionosphere (fig. 2.1). In any case, it is located well outside of the
orbits of the satellites,

From a long tradition in characterizing land observatory data,
the magnetic disturbance field "D" is expressed in terms of an axially
symmetric part "Dst' and a longitudinal or local time dependent part
"DS." Dst or "storm time variation' is the average value of the change
in the horizontal component of the disturbance field measured along
the equator., This is the principal influence of the equitorial ring
current for low and mid-latitudes. DS or '"disturbance local-time

inequality" is the variation in D which depends on local time (Rishbeth
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Figure 2.1: (a) The earth's magnetosphere as viewed from the
equatorial plane.
(b) Location of the ionosphere in the atmosphere.

(Rishbeth and Garriott, Introduction to lonospheric

Physics, Acacemic Press, New York, 1969)
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and Garriott, 1969),

D = Dst(t) + DS
where 2.1)

DS = % 3; sin (n) + E;)

t is universal time, A is longiiude (relative to the sun), and E;
and E; are the series coefficients. For studies using land obser~
vatory data, the DS component of the variation must be removed opefore
analysis of the ring current variation can be made.

However, with satellite observations, the trajectories are
such that measurements over the mid~ and low latitudes are at a
constant local time. Hence, the disturbance field is measured at a
constant local time over successive orbits (see Ch, III) and local
time variations need not be removed. Unlike land observatories, the
satellite is constantly changing in latitude "8", so different sources
of magnetic variations are measured, This is particularly true in the
polar regions of the earth.

Current systems in the auroral zones are exceptionally active
during magnetic disturbances. During such times, charged particles
from the upper ionosphere and magnetosphere are absorbed in the polar
regions of the earth. These charged particles contribute to the
"polar electrojet" and other related current systems causing increased
magnetic variations in the high latitudes. Current systems asscciated
with auroral phenomena are more complicated in geometry and in tem-
poral behavior than the equatorial ring current. They also involve

regions of space both above and below the orbits of the satellites
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and hence are not suitable for induction studies, at least not in the
manner presented here, Therefore, the best way to deal with polar
current systems is to exclude magnetic data taken in the highev Jati~
tudes.

I1.2 Internal currents.

The electric currents induced within the earth by the magnetic

variations due to the ring current are the currents of interest in
this study., However, other currents exist in the earth and in the
intervening ionosphere between the earth and the satellite.

The daytime ionospheric current systems originate in the "E~-
layer" of the ionosphere at altitude ranges of 90-130 km. During the
course of a day, the tidal effects of the sun (and moon) produce
electric currents in the ionosphere, This ''Sq" system causes the
diurnal variations observed in daily magnetic records with its peak
disturbance at local nocn. 8Sq variations also induce electric
currents within the earth and oceans that contribute roughly one-
third to the total observed magnetic variation attributed to Sq
(Rishbeth and Garriott, 1969).

The geometry of the Sq current system is very complicated
and, when given a spherical harmonic representation, requires several
degrees of spherical harmonicsi, The currents induced in the earth,
particularly in the oceans, also are complicated in shape. In their
study of ocean effects, Bullard and Parker (1970) have analysed the
effect of Sq variations induced within the oceans. Becaﬁse of the
ocean shapes and the insulating effects of the continents, the main

influence of Sq is in harmonics higher than Pg.
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8q 1s associated not only with the tidal effects of the sun,
but also with the density of free electrons in the fonosphers; the
degree of ionization and, therefore, the magnetic variations due to
8q are local-time dependent (contribute to DS in equation 2.1), and
are at a minimum near local midnight.

Sometimes considered part of the Sq system is the "equatorial
electrojet.”" This current flows eastward along the dipole equator
during the day, causing large magnetic variations at equatorial land
observatories. A return current flows at night, but the effect is
much less intense than during tle day.

These '"quiet day variations,'" Sq, L (lunar variations), and

the equatorial electrojet, occur every dav and are periodic in nature.

R e

They are easily detected by land observatories. Their effects on the
data can ba minimized by applying a one-cycle/day filter to the data
or by simply considering data at one local time, particularly at night.
During magnetic disturbances, additional currents appear or
are enhanced in the ionosphere; in the polar regions, current systems
associated with increased auroral activity are stimulated., Higher
electron densities appear in the E-layer, principally in the high
latitudes. Other currents are induced in lower latitudes, but these
are strongly local~time dependent because of solar effects on ioniza-
tion. It then follows that DS variations from ilonospheric currents
are minimized during the night for the low and mid-latitudes; in the
polar regions where particle absorption from the upper ionosphere and
the magnetosphere takes place, magnetic variations can be active in

nighttime as well as the daytime. 3
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The Pg magnetic variations due to the ring current induce

currents within the ionosphere, However, the integrated conductivities

for the ionosphere, measured over hundreds of kilometers, vary from 10
to 1,000 mhos (dependent on direction of integration) and therefore
imply a very low conductance with regard to this study. Induction
effects in the ionosphere will be essentially noise in the data.

As for induction in the ocean from ring current fluctuations,
the Pg currents should be much less than the P; and P§ currents asso-
ciated with 8q. This reduced effect is because of the insulating
influence of the continents on a current that would have to flow
around the equitorial raegions of the earth. The ocean effect is

further discussed in Chapter V.
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CHAPTER III: DATA

II1.1 Data collection,

The magnitude of the magnetic field was measured by satellites
Ogo-2, 4, and 6 which collected data from Octohar, 1965 to July, 1971,
Flying ne:xrly polar orbits, these satellices sampled tha fiald every
1/2 minute over an altitude range of 400 km to 1500 km (Cain and
Langel, 1971; Langel, 1974). These magnetic field measurements were
made by a rubidium vapor magnetcmeter with an accuracy of 6 gammas

(lo'szauss- 10”7

tesla.).
With each orbit taking approximately 90 minutes, the flight

path from pole to pole essentizlly followed a longitudinal line.

Since it took about 20 minutes to fly between ~50° to +50° latitude,
meagurements at mid- and low latitudes were made at a constant local
time (relative position of the sun). During the course of one orbit,

the satellite crossed the equator twice and hence can be characterized

by two local times corresponding to the two equitorial crossings.
Over a period of a few days, these local times for equatorial crossings
remain almost constant.

Data types for these sate’ .tes included geographic longitude
and latitude, geomagnetic latitude, local time, universal timz., and
altitude for each data point. This arrangement allows for easy
elimination of data collected over the polar regions. It also allows

for selection of data at particular local times,.
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I1I.2 Data selection.

In studying magnetic field variations associated with
fluctuations in the equitorial ring current, one needs data drawn
from periods of large magnetic disturbances. Such data are here
defined as having negative deviations in magnetic field magnitude
greater than 50 gammas as compared to normal daily variatioms.

Further selection of data was hased on local time. Since
the satellite orbit is characterized by two local times which remain
constant over a few days, one has the option of selecting only that
data which corresponds to one local time. Since the field fluctua-
tions due to the ring current have a local time dependence, only
data from one local time can be used. Furthermore, the nighttime
data has been selected in order to minimize the effects of ionization
currents.

The data and local times for data used in this study are
presented in Table 3.1.

III.3 Field separation into internal and external coefficients.

For eauch data set listed in Tables 3.1 s two time
series e(tn) and i(tn) are extracted from the satellite data. These
time series correspond to tha external coefficient "eg" and internal

0y,

coefficient "il of a harmonic representation of the scalar potential

for disturbance field D

D = =VU

2
U= a(ecl) & + 12 &% pg (cos ) (3.1)
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TABLE 3.1: DATA
Date Modified Julian Date Local Time (Hrs.)
March 5, 1970 406350~40657 19.50
July 26, 1969 40428-40430 0.50
*April 21, 1970 40697-40698 1.75
June 11, 1968 40018-40022 23.00
December 31, 1967 39855-39860 15.75
‘ October 30, 1968 40159-40165 21.00
z February 8, 1968 39894~39900 23.00
% September 29, 1969 40493-40498 16.25
; tMarch 22, 1966 39206-39209 15.75

* included only in stacked data with anomaly correction.

1 included only in stacked date without anomaly correction.
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where a 1is the radius of the earth, r is the radial distance of the |
observer, 6 is the colatitude and Pg(cose) is the spherical harmonic
of degree 1 and order 0. During the course of the magnetic distur-

0

bance, the coefficients eg and il change with universal time t, so

the time series for eg and ig can be defined.

o

To identify these time series, the disturbance field D must
be extracted from the observed field magnitude data |B®|. This is

done by defining an observed change in total field, nAR®" by
AB® = |B°| - |B®| (3.2)

where |B"| corresponds to the quiet day field represented by a field

model of degree 12 (Langel, 1974). A theoretical ABt, which includes

i
i
‘!
|

disturbance field D,

At = |B® + B| - |B™ (3.3)
is then fitted to the observed AB®. Since D varies with colatitude 6,
this fit is performed for data points between -50° to 50° for each
orbit. This results in one estimate of eg and 12 per orbit. When

data 1s considered for the whole magnetic storm, each eg and 12 is

estimated at a different universal time t, defined to be the time of
crossing the geomagnetic equator.

The resulting time series e(tn) and i(tn) are equally spaced
in time by approximately 90 minutes and have a total period equal to
the duration of the storm.

This e(tn) and i(tn) analysis is a slightly different approach
than that applied to land observatory data. Since observations on

land vary with local time, the DS part of the disturbance field is
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subtracted from the observations--only Dst is used for magnetic storm
analysis. In this satellite data, local time is constant, so the
analysis includes more than just Dst.

An example of a ficld separation for the strong magnetic
disturbance of March 5-9, 1970 is presented in fig. 3.1.

A possible source of error in this field separation is the
crustal anomaly field. To explore this effect, a field model (courtesy
of Mike Mayhew, 1980) is subtracted from the total field measurements
before the field separation is performed. This anomaly field proved
to have small effect on large magnetic disturbances and on stacked
data (see Ch. IV), but has some effect on field separation for weaker

magnetic disturbances.
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Figure 3.1: Field separation into external (e(t)) and Internal (i(t)) é

parts for March 5, 1970 magnetic storm. ?
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CHAPTER 1IV: DATA REDUCTION AND ANALYSIS
The magnetic field data measured by the satellites are
expressed in terms of two time series e(tn) and 1(tn). n=1,.., .,
N for each magnetic disturbance observed. The external field varia-
tion represented by e(tn) ig the "input" and the internal field

variation represented by 1(tn) is the "output" for the linear system
i(t) = q(t) * e(t) (4.1)

where '"*'" denotes convolution and "q(t)" is the linear impulse function.

This operation can also be represented in the frequency domain by
I(w) = Q(w) E(w) (4.2)

where I(w) and E(w) are the Fourier transforms of 1i(t) and e(t) and
Q(w) is the "frequency response function." To ascertain the conduc-
tivity structure of the earth, we first must estimate Q(w).

From eqn. (4.2), the frequency response function can be defined
by

I(w)
Q) = %‘ﬁw 4.3)

1f the above definition were applied to the original time series e(tn)
and i(tn), n=1, ., . ., N, the resulting estimate of Q(mn), ns=1,
. + » » N/2 would have the highest resolution that the data could
provide, but the least reliability.

To improve reliability of an estimate of Q(w), one needs to
smooth the data, either in the time domain or the frequency domain.

However if one were to smooth the frequency spectra I(w) and E(w) and
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then estimate O(w) with eqn. (4.3), one would have a very biased
estimate of Q(w) (Bendat and Piersol, 1971). Instead, a better
estimate of Q(w) involves smoothed estimates of the cross-power
spectrum 612(w) and power spectrum ell(w)

. C, ., (w)
Qw) = 22 (4.4)
€11 @
knowing that the cross-power spectrum can be expressed as
*
Cp(w) = E (w) I(w) (4.5)

where * denotes complex conjugate, and the power spectrum Cll(w) is
*
cll(w) = E (w) E(w) (4.6)

one can easily see that eqn. (4.4) is an equivalent definition to
eqn. (4.3). The difference between the two definitions is in the
amount of bias when one smooths in the frequency domain. Eqn. (4.4)
will yield a less biased estimate than eqn. (4.3).

To obtain a reliable estimate of Q(w) for each data set listed
in Table 3.1 » the following procedure as recommended by Bendat
and Piersol (1971) was followed:

1) preprocess time series e(tn) and i(tn), n=1,..., N,

2) calculate the Fourier transforms of e(tn) and i(tn)

3) calculate the raw estimates of the cross-power spectrum

alz(w) and power spectrum all(w)

4) smooth the spectra 812((»1) and all(wi) for frequencies Wy

i=1, ..., M

5) estimate a(wi), i=1,.., M, M < N/2,

N vy
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The preprocessing in step (1) involves removing a linear trend,
defined as the line which was tangent to the endpoints of the time
series. The resulting time series starts and ends at the zero base
line with the maximum well above zero.

The Fourier transforms of e(tn) and i(tn) are routinely calcu-
lated using the tast Fourier transform or FFT algorithm. The resulting
spectra have half the number of original data points due to folding
around the zero frequency axis.

In step (4) the raw estimates alz(wn) and 611<mn), n=1l, ...,
N/2 are made using eqn. (4.4).

Smoothed estimates of alz(wi) and 611<mi) are made for selected
frequencies wi' i=1,,, ., M, where M << N/2. This is to improve
the reliability of estimates of a(wi). '

Finally, a(wi) is estimated for the selected frequencies Wy
i=1, ..., M

The best procedure found for step 4 was one formerly applied
to magnetotelluric studies, known. as a "constant Q" analysis (Thayer,
1975). After selection of '"centered frequencies’ W, i=1, ... ,M,
M < N/2, the raw estimates of alz(wn). 811(wn) and azz(wn).are smoothed

around each frequency wi using a G&ussian window w(wi-wn)

W) = (2/F/w,S) exp (~(u-0)%/u? s%)) (4.7)

where S is the "selectivity.” The selectivity defines the width of
the Gaussian windows, which was set at S = 0.2 in this analysis. A
"constant Q analysis' is one where the selectivity is held constant

for all frequenciles w This kind of window smooths less at longer

ic
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periods than shorter periods, which is necessary in order to waintain
relatively the same resolution at depth as near the surface of the
earth, Specific listings of the programs used for this window are
given in Thayer (1975).

As noted earlier, smoothing increases the reliability of the
estimate., Statistically, it increases the '"degrees of freedom" of
the estimate at frequency W . By increasing the window width, more
data points are included in the smoothing and higher degrees of
freedom are provided for the estimate. Since the constant Q analysis
varies the window width with frequency, the number of degrees of
freedom also varies with frequency.

Within the "95% confidence interval" around an estimate of
a(wi). there is a 95% probability that the true value of Q(wi) will
exist, This confidence interval depends upon the number of degrees
of freedom.

For complex number a(wi), the confidence interval is rdefined

in terms of a radius f(wi) and a phase range A&(wi) where
Q) | - Flu,) < 1Q@] < 18w) | + )
(4.8)
pwy) = A3(w)) < b)) < $(wy) + Adw,)

where '"' denotes "estimate." These are defined by Bendat and Piersol

(1971).

2 Con (w,)
A2 2 A 22'%y
rTWy) = gy Foon-2:al17Y12 @01 %

Cpq(0p)
A (4-9)
N - r(w,)
A¢(wi) = gin 1 [——~—1——]

L1

w gl g s e




28

where
n = number of degrees of freedom

F » 1000 percentage point of an F distribution

2,n=2:0
with n = 2 and n, = n-2 degrees of freedom
le(wi) = estimate of the coherency function between E(wib
and I(wi) defined by

2 181!

Y (w) = - bR |
120y ==
Cppwy) Cyplwy)

An example of |Q| and Q estimates for March 5-9, 1970 magnetic
storm is presented in fig. 4.la,b.

To obtain a better estimate of Q(wi). the power spectra of
612<m1> and all(mi) from several magnetic disturbances were "stacked."
Stacking wa) accomplished by forming a weighted sum of spectra at

each frequency w, from eight data sets listed in Table 3.1. Each

b 8
spectral estimate of elz(wi) and all(wi) at frequency wy for data
set j was weighted with the factor nj(wi)/gnj(wi) where nj is the
number of degrees of freedom for that estimate at frequency wy of
data set j. The results for magnitude and phase are in fig. 4.2a
and fig. 4.2b,

To improve the reliability of estimates of 6, power spectra
estimates at frequencies wi which had squared coherencies‘?iz(wi)
less than 0.60 were eliminated from the stacking procedure. This
resulted in estimates of a which have better reliabilities as shown

in fig. 4.3a and fig. 4.3b..

L
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Figure 4.1: Response fuaction estimates for the March 5, 1970
magnetic storm.

(a) Magnitude of Q
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Figure 4.1: Response function estimates for the March 5, 1970
magnetic storm.
(b) Phase of a
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Figure 4.2: Response function for stacked data listed in Table 3.1

(a) Magnitude of Q
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Figure 4.2: Response function for stacked data listed in Table 3.1

(b) Phase of Q
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Figure 4.3: Response function for stacked data of Table 3.1 with

2

Y12 2 .6.

(a) Magnitude of Q
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Figure 4.3: Response function for stacked data of Table 3.1 with

~2
Y12 > .6,

(b) Phase of Q
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A possible source of error in these estimates of a comes from
contamination of the total field measurements by the crustal anomaly
field. Using a field model developed by Mayhew (1980), the crustal
anomaly field is subtracted from the total field before separation
into e(tn) and i(tn) contributions (Table 3.1). In larger magnetic
disturbances such as of March 5, 1970, there is little change in
e(:n) and i(tn) or in the response function. In smaller magnetic
disturbances such as Sept. 29, 1969 there is a slight difference in
estimates of Q(w) between the anomaly corrected data and the uncor-
rected data (fig. 4.4 and 4,5). There appears to be no significant

difference between stacked corrected and stacked uncorrected data sets.

AR o P SN
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Figure 4.4: Response function for September 29, 1969 magnetic storm
with corrections for crustal magnetic aaomalies.

(a) Magnitude of 6
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Figure 4.4: Response function for September 29, 1969 magnetic storm
with corrections for crustal magnetic anomalies.

{(b) Phase of 6
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Figure 4.5: Response function for September 29, 1969 magnetic storm
without anomaly corrections,

(a) Magnitude of 6
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Figure 4.5: Response function for September 29, 1969 magnetic storm
without anomaly corrections.

(b) Phase of a ¢
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CHAPTER V: INTERPRETATION OF THE ESTIMATED RESPONSE FUNCTION Q.

In order to interpret the response function Q(w) obtained from
the satellite data (fig. 4.3), one must solve the "forward problem":
given a conductivity profile, what is the response function?

The response function Q is calculated for various conductivity
profiles and compared to our best estimates of a. All response
functions are calculated for periods 104 to 106 seconds which includes
the range of our data. Chosen conductiyity profiles include homogen-
eous sphere, profiles by Banks (1972), Parker (1970) and other profiles
with various upper mantle and near surface conductivities.

V.l. Solution of the Forward Problem.

The method presented here is a finite difference method operat-
ing with real notation.

Consider a sphere with some known conductivity profile depen=-
dent upon radius only. Surrounding the sphere is a nonconducting
space with some source of time varying magnetic field. From Maxwell's

equations, in MKS units

VXH?-'S?-FJf (5.1)

where magnetic field B = uH, D is the displacement field D = ¢E and
Ef is the free current density. For slowly varying magnetic field,

displacement current is negligible, %% = 0. So, inside of the sphere

VxH= Ef (5.2)

g s o L
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Taking the curl of (5.2) andusing B = ufl resuits in
2. -
VB = - uv x Jf (5.3)
= = = B
Knowing OF = Jf and V X E = ~ T this becomes
V%5 = uo%%-- uwo x E (5.4)

For constant conductivity, the Vo x E term will vanish. For conductivity
that varies only in the radial direction, the B field produced by

Vo x E term would only have 6 and ¢ components. Assuming that any
initial charge density would decay to zerc, Vo x E = 0 (Rikitake, 1966).

So, the final equation to consider is

SB

%3 - oz (5.5)

v

A complete solution to (5.5) is composed of a toroidal field
T which would be restricted to within the sphere, a poloidal field §
which would be detected outside of the sphere, and an arbitrary scalar
field W which can be assumed to be zero. Since the eventual goal is
to determine the field measured outside of the sphere due to both

(5.5) and (5.6), the only solution of interest is the poloidal field S:
§=-VxVx (rp) (5.6)

So field equation (5.5) can be reduced to

Vzp = uo §P (5.7)

St

where V x (rp) is the poloidal potential.
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Outside of the conducting sphere, where no free currents exist

VxH=0 (5.8)

Since (5.8) holds, P can be represented by a scalar potential U such

that

B=-vWU (5.9)

Since B of eqn. (5.9) consists of field contributions both of
internal and external origin (relative to the sphere of radius a), U

can be represented by

n+l

U=ta (e (&) & + 1 (1) G pg (cos 6) (5.10)

where a is the radius of the sphere, r is the variable radius, 0is the
magnetic colatitude, e is the external coefficient, in is the internal
coefficient, and Pg (cos 6 ) are the Legendre polynomials of degree n.

Assuming that the dipole term is sufficient to represent the time-

varying disturbing field used in this study, U can be simply represented

by

U=a (e, () & + 1) & P} (cos ©) (5.11)

Since the response function Q(w) is ideally
o) = le) (5.12)
F(e, (t))
where F(il(t)) and F(el(t)) are the Fourier transforms of il(t) and
el(t), it is convenient to represent ey and i1 in terms of a Fourier

series

v
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gE cos w, t + Ez sin w, t
(5.13)
11 = glln cos wnt + I

2 sin wnt

where el is the external field contribution and 11 is the induced field

contribution to the potential., E are the Fourier

In’ E2n’ I1n’ IZn
coefficients to the power series. Substituting (5.13) into (5.11) gives
a simple power series representation to the potential U,

From the poloidal field (5.7), p can also be represented by a

Fourier power series using the dipole term Pg (cos 9)
= r-le (r) Po(cos 0) cos w t + C_(r) Po(cos 8) sin w_ t (5.14)
P nn 1 n n 1 n

Substituting (5.l14) into the differential equation (5.7) results in a

coupled pair of eguations

2

d”A .
'*——% -2 r-z A = 1 w_ C

dr n P n n

(5.15)

2

d cn -2 1
2"2!: Cn""""""(.ﬂn n
dr P

where p = %ﬁ ,0 Isresistivity and 1 = My is the free space permeability.
(We assume U = “o for the sphere.)
Using the conditions at the surface of the sphere (r = a) for

continuity of the B normal and H tangential components, we arrive at

the boundary conditions at r = a
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dA
n 3 2
adr la tA(a) =Fa B
(5.16)
dc 3 2
a_'n +C (a) =%5a E
ar Ia n 2 2n

Since these equations (5.15) to (5.16) are solved numerically,
it is desirable to express them in nondimensional form; we make the

following change of variables

r =a- (1l-2)N§

A = a An ' (5.17)

Substituting (5.17) into (5.15) yields (5.18) where ¢ = N&/a and
$ = k2/uw0>1/2

2/\
d”A 2 n n
2n _ 2 c > An _— N2 Cn
dz (c(z~1)+1)
(5.18)
2A
d"C 2 ~ R
2n - 2 5 Cy= 2 N2 Ay
dz (c(z~1)+1)
with boundary conditions at z = 1
d?xn . 3
5;_| + ¢ An(l) = c E'Eln
z=1l
~ (5.19)
an “ 3
P 1 +ch(1)=c-§-E2n

B S R T
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where ¢ = %Q .

Examining the poloidal field, 5 must go to zero at r = 0, so
An(z-O) and Cn(z-O) goes to some small number as z-+>0, since the
strength of the inducing field decreases with depth. By normalizing
with "N" skin depths, z =0 implies that the field is very small when
it has penetrated N skin depths. So, additional boundary conditons at

z = 0 are

An(O) = 0
(5.20)
Cn(O) = g3

where o and 8 are small and are assigned according to "N".
The actual solution of (5.18) is accomplished using a Runge-
Kutta fiuite difference algorithm, for 4 simultaneous first order

differential equations

<
| ]

<
n
(@]
~
N
~r

<
]
(¢4
f= B0 Y
~~
N
N’

then (5.18) becomes
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dy
1-
=3 "N
2c2Y1 2
F2 - 3 + 2N Y3
(c(z=1)4+1)
dy (5.21)
3 dz 4
2
dY4 2¢c Y3 2
F4 "z T 2 2N Yl
(c(z-1)+1)

where ¢ = §§~and z is radirl distance.
A theorem for differential equations (Boyce and DiPrima, 1969)
states that for a system of n first order, linear, homogeneous differ-

ential ¢: vations

- :
X pll(t)x1 + e + pln(t)xn

.

! =
x! pnl(t)xl + ...+ pm(t)xn

each solutivn X = $Yt) of this system can be expressed as a linear

(1) (n)

combination of x s eee 5 X , with arbitrary coefficients e,

X = cli(l)(t) + .. + cn§(n)(t)

in exactly one way. Knowing this, 4 independent solutions to (5.20)
are obtained using arbitrary Kn(O), K&(O), an(O), 6;(0). The final
solution, clﬁnl(z) + czﬁnz(z) + C3Kns(z) + c43n4(z), must meet the

four boundary conditions (5.19) and (5.20). This requires solution

J
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to a set of four equations with four unknowns €15 Cys Cqs Cpt 1
(0) + ¢ A 2(0) +c, 3(0) +c, 4(0) =0
e,€ 1 (0) +¢,C (0) + e, ,(0) + ¢, (0) =8 |
e Al (1) + cpAl (1) + chhl (1) + ¢ Al (1) = (5.2

c(3/2 Eln ¢, n1(1) - c2An2(1) - CBAnS(l) - céAnbcl))
1(l) + ¢y 2(1) + c3C 3(1) + c C'a(l) -

c(3/2 B, -8 (1) = c,8 (1) - ey a3 = e,C (1))

where ¢ = %ﬁ , E;_ and E, are input amplitude (eqn. 5.13) and "'"

In 2n
denotes first derivative with respect to z.

Once the final solution for Kn(z) and an(z) is obtained, for
particular conductivity profile and frequency w, the response function

for the assumed Eln and E,_  input (arbitrary since Q involves a ratio,

2n
80 E1n = Ezn = 1) is computed
(w ) -3 1, (w) !
Q(wn) - 1n % 2n_n (5.23) %

2n

where j = v~1 and Iln and I2n are derived from the boundary conditions

(5.19). The response magnitude ]QI and the phase ¢(Q) can be

expressed by {
2 1/2 :
la| = o 2“) 7 .
2 2 \1/2
By, + Eop)
and - (5.24)
(T1nEon = TonEin)

$(Q) = arctan
(Iln In IZnEZH)



PR e T T T SRR

38

Alternative methods for solving the forward problem involve
solving the "R" part of the poloidal field equation (see aqn., 5,7)
after separation of variables. One method requires a series of shells
of constant conductivity where the analytical solution for each shell
is known (Banks, 1969). The Runge-Kutta method can also be applied
to the "R" equation in complex notation (Parker, 1970)., Eckhardt
(1963) transforms this same "R equation into a nonlinear first order

differential equation and solves it numerically,

V.2. Behavior of the Forward Problem Solution.

Response functions were calculated for periods 104 to 106

seéonds, mantle conductivities ,001 to 100 mho/m and an accepted
core conductivity of 3 x 105 mho/m (Stacey, 1977). This highly
conducting core also insured that the boundary conditions at N skin
depths would remain within the dimensions of the earth.

The response function for the range of periods considered is
most sensitive to the upper regions of the earth. Further, the degree
of sensitivity depends upon the conductivities involved and the rate
of ctuage of conductivity with depth, Large conductivities tend to
hide variations in conductivity while lower condﬁctivities are more
transparent. Large changes in conductivity over syall chenges in
depth are also more visible than gradual changes. For example, Parker's
1970 profile (fig. 1.2) compared to a homogeneous sphere of .1 mho/m
shows only a small change in response function (fig. 5.1). Parker's
profile is a smoothly varying model with the upper mantle having a

conductivity of .1 mho/m., 1In contrast, Banks 1972 model (fig. 1.1) is




, ]

Figure 5.1: Parker's 1970 model compared to homogenaous sphere of
.1 mho/m,
(a) Magnitude of Q
|
|
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Figure 5.1: Parker's 1970 model compared to homogeneous sphere of
.1 mho/m,

(b) Phase of Q

b
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composed of a series of steps with large changes in conductivity and
an upper mantle conductivity of .01 mho/m. Banks' model compared to
a homogeneous sphere of .0l mho/m (fig., 5.2) shows a large contrast
in response functions,

In assigning starting depths, it was found that the calculated
response function was fairly insensitive to changes in N (number of
skin depths) for N > 5 and o and B of order .001. This is particularly
true for conductivity profiles with near surface values greater than
.01 mho/m. Banks (1972) also calculated the response function for his
conductivity profile and for Parker's (1970) using the analytical
solutions for constani conductivity shells. Our response functions
agree fairly well with Banks' calculation of Parker's profile, but
disagree with Banks' calculation of phase for Banks' profile. Our
phases for small conductivities tend to increase more rapidly with
period than do Banks'. Low conductivities have large skin depths, &,
so "¢" (5.17) is greater than one. The phase is greatly affected
by how much of the layer with ¢ > 1 is included in the finite
difference calculation. The phases presented here are the largest
allowable. However, the magnitude calculation is essentially exact.

General behavior of the response functions is best illustrated
by calculating Q for homogeneous spheres (fig. 5.3a,b). As conduc~-
tivity increases, the magnitude of the response function, IQI,

increases whiie the phase, ¢, decreases as a function of period.

| —




Figure 5.2: Banks' 1972 model compared to homogeneous sphere of
.01 mho/m,

(a) Magnitude of Q
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Figure 5.2: Banks' 1972 model compared tc homogeneous sphere of
.0.. mho/m,

(b) Phase of Q
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Figure 5.3: Response functions of homogeneous sphere of varying
conductivity.

(a) Magnitude of Q
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"igure 5.3: Response functions of homogeneous sphere of varying

conductivity.

i

(b) Phase of Q
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V.3. Comparing Estimated Q to Calculated Q.

As a first step in interpreting the estimated values of Q,
calculated response functions for simple conductivity profiles were
compared to the estimated response., When response functions of
homogeneous spheres are compared to estimated responses (fig. 5.4),
the magnitudes lie in the vicinity of the ,01 and .02 mho/m curves
for periods greater than 105 seconds. For periods less than 105
seconds, the estimated magnitudes lie well below the .01 curve. For
all periods considered, the phase lies below or within the 95% confi-
dence interval of the .l mho/m curve. Neither estimated magnitudes
nor phase show the same monotonic shape as do the response function
curves of homogeneous spherec. Clearly, a homogeneous sphere of any
conductivity cannot explain this data.

Next, the estimated response function was compared to the
response function for Banks' 1972 profile (fig. 1.1, fig. 5.5a) and
Parker's 1970 profile (fig. 1.2, fig. 5.5b). The estimated magnitude
(fig. 5.5¢) 1s compatible with that of Banks' for periods greater
than 10S seconds, but the phase is not (fig. 5.5d). The phase curve
for Parker's model lies within the 95% confidence interval of the
estimated phases but does not show the same monotonic shzpe. In all
of the foregoing comparisons, the phase and magnitude estimates seem
to indicate conductivities which are nearly an order of magnitude
different from each other. Since the phase estimates contain non-
physical negative values, more credence is given to the magnitude

estimates. Modifications of Banks' conductivity profile (fig. 5.5a)




N
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Figure 5.4: Comparison of best estimate of response function to
those of homogeneous spheres,

(a) Magnitude of Q
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Figure 5.4: Comparison of best estimate of response function to
those of homogeneous spheres.

(b) Phase of Q
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Figure 5.5(a): Banks' 1972 conductivity profile as used in this

study.
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Figure 5.5(b): Parker's 1970 conductivity profile as used in this

study.
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Figure 5.5(c): Comparison of magnitude estimates to those of Banks'

and Parker.
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Figure 5.5(d): Comparison of phase estimates to those of Banks and

Parker.
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should yield response functions that are compatible with estimated
magnitudes,

Since the frequency range considered should be sensitive to
near-surface conductivity structures, layers of varying conductivity
were superimposed onto the top 500 km of Banks' model. With a 30 km,
,001 mho/m layer replacing the top 30 km of Banks' model, the calcu-
lated response magnitude agreed well with the estimated magnitude
for periods less than 105 seconds (fig. 5.6, fig. 5.7a), Changing
Banks' .0l mho/m layer to .02 mho/m, but maintaining the 500 km lower
boundary (fig. 5.7) in this model, improved the agreement of esti-
mated magnitude to the calculated magnitude in the vicinity of 105
seconds; the values for longer periods were too high. This establishes
a conductivity range of .01 to .02 mho/m for depths just greater than
30 km (fig. 5.7). To test the sensitivity to layer thickness, the
lower boundary of the .0l layer was varied from 500 km to 350 km
(fig. 5.8); the magnitude shows very little change in this frequency
range. Variance of conductivity from .0l to .02 mho/m with a lower
boundary of 350 km (fig. 5.9) also shows very little change.

Changing the conductivity from 2.mho/m to lL.mho/m for the layer below

500 km did not change the response function at all.

V.4. Ocean Effects on Response Function Q.

An electric current travelling a near-surface equitorial
path would encounter continents with a lower conductivity than the
oceans. The effective conductivity of an ocean-continental medium

can be considered as a simple model in which the oceans and continents

IO
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are slabs of uniform cross-section but have a variable thickness,
From Ohm's law one can calculate the sffective conductivity
of a medium made up of slabs of varying thickness and two conductiv-

ities o, and o,:

1 2
g, ©
0 = 1.2 e (5.25)
{ u - 23 .
T 2 T 1
where tli is the thickness of the ith slab of conductivity 01 and
t2j i8 the thickness of the jth slab of conductivity 02. T is the

cotal thickness and all slabs have the same cross-section area.
Applying equation 5.25 to an ocean-continental medium,

/T)

surface area fractions of ocean (L tli/T) and continent (? t2
i

h|
were estimated along the equator between 30°N and 30° S latitude.

Using a 5° x 5° grid, estimates were made for each 30° longitude
spread along the equator. Using typical continental conductivities

3

of 10~ to 1,0"1 mhos/m derived from magnetotelluric data (Gough,

1974), effective oceanic conductivities were calculated. For an

ocean of 3.3 mho/m, these values are:

3.78 x 10-3mhoshnfor 1073 crust |
3.76 x 1072 mhos/m for 10™% crust

3.49 x 10” mhos/m for 107! crust {

The above relationships indicate that the effective condﬁctivity is

dominated by the coantinental conductivity.

Resporse frnctions were calculated for effective ocean
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Figure 5.6: Comparison of estimated magnitudes to calculated magnitudes
for Banks' 1972 profile and for Banks' profile with & 30 km

surface layer at ,001 mho/m.
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Figure 5.7: Effects of variation of second layer (lower boundary at
500 km) from .0l mho/m to ,02 mho/m.
(a) with .01 mho/m layer

(b) with .02 mho/m layer.

G P W AN o o ML A L AN R b A B i e 4 e

Ty A S




90

30km

=001 nho/m

30km

o=

100

ot v e SRR R i st st

Y
2.

DR
i L
< O
L0
& £



91

Figure 5.7: Effects of variation of second layer (lower boundary at
500 km) from .01 mho/m to .02 mho/m.
(c) Response magnitude estimates compared to calculated

response magnitudes.
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Figure 5.8: Effects of variation of second layer thickness.
(a) Lower boundary of .0l mho/m layer at 500 km,

(b) Lower boundary of .0l mho/m layer at 350 km.
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Figure 5.8: Effects of varjation of second layer thickness.
(c) Response magnitude estimates compared to calculated

response magnitudes.,

i
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Figure 5.9: Effects of variation of second layer (lower boundary at

350 km) from ,01 mho/m to .02 mho/m,
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conductivities superimposed onto the model (fig. 5.7). The

00378 mho/m ocean of 3 km thickness made victually no difference

in calculated response function when compared to the original model,

The .0376 mho/m ocean raised the responsa function magnitude for
periods just below the data range., For effective ocean conductivities
greater than ,0376 mho/m, the response function magnitude is signifi-
cantly raised in the frequency range of interaest, Since our estimated
magnitudes are much lower than these values, an upper bound of .01 mho/m

is placed on continental conductivity for the top 3 km (fig. 5.10),

v D G R SR B A S O TS N UG 3k St o g €
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Figure 5.10: Conductivity profile for estimaced response function,
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CHAPTER VI: TEMPERATURE IN THE MANTLE

VI.l. Relation of temperature to conductivity

Electrical conductivity estimates for the earth are often
related to temperature. This is a valid relation if the conductivity
is intrinsicly controlled by temperature and if the composition is
known. Estimated electrical conductivity for the upper mantle and the

9 to 102 mho/m). For

crust is within the range of semiconductors (10~
these materials, conductivity depends upon populating the "conduction
band" (iig. 6.1) with electrons from the "valence band". In the
intrinsic temperature range, electrons are thermally activated into the
conduction band, where they become mobile and contribute to the
conductivity. This temperature dependence is expressed by
0 =0 exp (-Eg/ZkT) (6.1)

where k is Boltzman's constant, T is temperature, co is a constant
characteristic of the semiconductor, and Eg is the activation energy
or "gap energy". A plot of the logarithm of resistivity vs 1/T
veveals a straight line (fig. 6.2) if the semiconductor is intrinsicly .
controlled.

At higher temperatures, a semiconductor may become an
"ionic conductor". Here, the charge carriers are ions (lattice defects)
rather than electrons (electron-hole pairs). Conductivity is controlled
by the rate of diffusion of the ions. For sufficiently high temperatures,

ion diffusion is also temperature controlled, implying that conductivity

can be represented by
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Figure 6.1: In an intrinsic semiconductor, electrons are thermally
excited from the valence band into the conduction band, where they

become mobile. (Kittel,1971)
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Figure 6.2: A material may be an extrinsic semiconductor at low
temperatures and an intrinsic semiconductor at higher temperatures.
Here, germanium is doped with varying amounts of gallium resulting
in different temperatures for intrinsic semiconduction to occur.

(Kittel,1971)
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o= 0o exp (=E/KT) = Nqu exp (~E/KT) (6.2)
where oo = Nqu, N is ion concentration, q is charge, p is ion mobility,
and E is the activation energy for an ion to move from one location
to a similar one.

Pressure effects probably have little or no influence
on intrinsic semiconduction where the charge carriers are electrons.
Experimental results for pressures up to 8 kb indicate that conductivity
is weakly affected (Duba,et.al.,1974). Pressure effects might become
more significant where ionic conduction is the dominant mechanism
since lattice compaction may affect ion mobility. However, it is
difficult to say what such pressure efects might be (Misener,1973).
In any case, it is probably safe to assume that temperature effects
will dominate over preséure effects.

VI.2 Compositisn of the mantle

The velocity ot the seismic P-wave in the upper mantle is
8.2 + 0.2 km/sec which indicates a density of 3.3 g/cm3. This
observation along with petrological considerations, suggests an upper
mantle composition oﬁ perihotite (olivine + pyroxene + spinel) and/or
eciogite (pyroxene + garnet + quartz). Eclogites, which are thought to
be of mantle origin, tend to have slightly higher density than expected
for the mantle. Peridotite is generally considered the more likely
mantle material.

A peridotite mantle is also suggested by the common
occurrence of peridotite inclusions found in Kimberlite pipes.

Amoné these xenoliths, olivine (F°88-94) is the principal mineral,
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with an average olivine/orthopyroxene ratio of 2/1 (Ringwood, 1975),
Garnet lherzolite -- the most common peridotitic inclusion ~- is com-
posed of olivine 64%, orthopyroxene 27%, clinopyroxene 3%, pyrope - rich
garnet 6% (Ringwood, 1975). Such petrological observations lead to the
assumption that the properties of the upper mantle can be approximated
by the properties of olivine (F°88-94)' This single mineral model is
further supported by Birch (1969), who concluded that the elastic
properties of the upper 2C0 km of the mantle could be represented
to first order approximation by a homogeneous layer of olivine.

A peridotitic mantle, composed mainly of olivine, is also
a convenient model for explaining various seismological occurrences.
First, the almost worldwide increase in seismic velocity at the
Mohorovidié boundary could be attributed to the transition from a
gabbroic lower crust to a peridotitic upper mantle. Secondly, the
increment in seismic velocity observed at 420 km could be explained
by a phase transition of olivine from a low~pressure orthorombic form
to a high pressure spinel structure. Finally, the low~velocity zone,
occurring bhetween 60 and 150 km beneath the oceans and in the vicinity
of 200 km under shield areas, is believed to be due to incipient
partial melting., This localized phenomenon could be the result of the
depressed melting temperature of peridotite at 20-30 kb in a CO2 and
HZO environment (Eggler and Kushiro, 1979; Fig. 6.3).

Alternative mantle models have included an eclogite mantle
and an eclogite + peridotite mantle. As already mentioned, an eclogite
mantle would have a higher density than would be expected from seismic

observations. Also, an eclogitic mantle would require an intermediate
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Figure 6.3: P-T diagram for the reaction En + Mag = Fo + 002.
(A) Calculated boundary for the reaction. (B) Shown are the phase
. assemblages for a peridotite composition in the system MgO-SiOz-COZ-
HZO containing less than 20 weight percent COZ' The soiidus is for
2 small encugh to be buffered

peridotite with amounts of HZO and CO?

within the system. (Eggler and Kushiro,1979)
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step between the gzabbroic crust at 15 kb and the eclogite mantle at
pressures above 20 kb (Carmichael, Turner, Verhoogen, 1974). A garnet-
granulite assemblage (garnet + pyroxene + plagioclase) could exist

at the 20 + 3 kb pressure regime but, the complex 'phase transition"
of gabbro-granulite-eclogite is incompatible with the sharp Moho
discontinuity. Although an eclogite mantle is favored by some for its
compatibility with certain magma genesis models, a peridotitic mantle
seems the preferred model.

VI.3 Electrical condvctivity of olivine (Fogg o)

Early investigations (Misener,1973) indicated that olivine
(F°88s94> is an extrinsic (impurity controlled) semiconductor below
800°C. Later measurements (Duba, 1974) showed the expected temperature
dependence for temperatures greater than 800°C. Because of kinetic
effects and apparatus problems, accurate measurements of conductivity
is limited to temperatures below 150000.

A necessary condition in all high temperature experiments
is to have controlled oxygen fugacity (foz). Nitsan (1974) showed
that olivine (herein chosen to be the representative case of Fogo)
is stable over a limited range of oxygen fugacities. Outside of
the stability field, olivine will oxidize or reduce to other minerals,
Duba (1976) found that electrical conductivity varies less than 1/3
02 within the stability field. However,
for f02 variations outside of the stability field, conductivity can
change by several orders of magnitude (fig.6.4). These reaction

of a magnitude for changes of f

products apparently provide better electrical pathways.
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Figure 6.4: Stability field of olivine (F°9o) is defined with
regard to temperature and pressure (Nitsan, 1974). Also included
are buffers OQPM (fayalite-quartz-pyroxene-magnetite), OQM (fayalite-
quartz-magnetite), MW (magnetite-wustite), and WI (magnetite-iron).
"Error bars" are the region where Duba (1976) tested the variation

of conductivity with variation in £, within the stability field and

0
2
found that conductivity varied less than 1/3 magnitude,
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It is reasonable to axpect the upper mantla to be in
thermodynamic equilibrium. It is unlikely that laboratory experiments
totally reach equilibrium because of the brief time that they exist,
This idea is confirmed by Duba's (,et.al.,1974) observation at fixed

temperature, pressure, and f_  where conductivity varied with time

0
over a period of a few houru.2

Considering all of these experimental difficulties,
conductivity for two samples of olivine (wFogo) have been measured and
are presented in figure 6.5 (Duba and Nicholls, 1973; Duba, et.al., 1974,
Duba,1976). For comparison, the conductivity of basalt (Duba,et.al.,
1975) is included (fig. 6.6), but these results should be viewed with
caution due to the inherent experimental difficulties encountered when
dealing with a rock rather than a single crystal,

As previously mentioned, pressure effects on the intrinsic
conductivity of olivine is probably small for depths less than 400 km.

However, pressure could change the shape of the stability field with

regards to fo . This change can be estimated by (Carmichael,et,al.,l1974)

2
1
log(f. ). = log(f. ) = AVSOT(p-1) (6.3)
0,°P 0p71 bar  TT557 RT

where P is pressure, R is tin. gas constant, T is temperature, and AV801

is the change In volume for the solids in the reaction. For the reaction

3Fe, 510 (6.4)

27774 3
fayalite magnetite orthopyroxene

+ %02 = Fe304 + 3FeSi0

an oxygen fugacity of log(fO ) = -8 at 1378°K and 1 bar will
2
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Figure 6.5: Variation of conductivity as a function of temperature
for single crystal olivine (mFogo).(a) Olivine from San Carlos Indian
Reservation (Duba and Nicholls,1973;Duba,1976) (b) Olivine from St.
John's Island (Duba, et.al.,1974; Duba,l1976) All are under controlled

oxygen fugacity.
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§ Figure 6.6: Flectrical conductivity as a function of temperature

for basalt at controlled oxygen fugacity (Duba,et.al.,1975).
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become log(foz) = ~7,.94 at 32 kb and 1og(f02) = -6,02 at 124 kb. The
rate of change of log(foz) with pressure is different for different
reactions, so the overall shape and location of the stability field
will change with pressure. Compared to the stability field at 1 bar,
there will be little change at shallow depths (100 km, 32 kb) and some
change before the transition zone (400 km, 124 kb). Still, since the
electrical conductivity does not change drasticly for foz within the
stability field, this pressure effect is of minor importance in this
study.

VI.4 Temperature as a function of depth

Numerous chemical analysis of basalts from around the world
imply that the foz within the mantle should be near the fayalite-
magnetite-quartz buffer (fig.6.7). The olivine conductivities (fig.6.5)
used here are at controlled foz's within the stability field of
olivine (Fogo) but vary from the oxidizing side to the reducing side
as a function of temperature (Duba,l1976). Knowing that variations in
f02 within the stability field result in changes of conductivity up

to 1/3 magnitude, a certain amount of error is allowed for f_ . Also,

0

knowing that the depths obtained in the estimated condu:tiviti profile
(fig.5.10) derived from "Q" are upper limits, error is allowed for
location. Considering these error contributions, a temperature profile
based on the conductivity of olivine PMFogo) and basalt 1is presented
(£f1g.6.8). The two profiles differ a great deal, but this difference

may largely be due to experimental errors in the determination of

conductivity in basalts. .
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Figure 6.7: Oxygen fugacity celculations for basalts from around
the world. There is a strong tendency to follow the fayalite~magnetite-

quartz (FMQ) buffer (Haggerty, 1976).



6 ' y . : : '
F BASIC EXTRUSIVE )
81- S . &&8-
] o Vo

/
10 gg(v |
5 i ]
12F ”’o,/& )
b O/AA ]

4 v
14¢ A o@/ & -
e 5 o’ ¥° )
8,16r- %2 ]
< T Vo 8 i
18} o 1ok ' v AV- .
/ &
i /° - 8 4 1
20¢ / 12} /& i _
&
! P I 69 1
229 & 11 e DEEPSEA 4 -
-/’ Vo BASALTS | _
L{ 1 2 1 ' .
500 700 T°0900 1100

ORIGINAL PAGE I
CF POOR QUALITY

121




wage

122

Figure 6.8: Temperature profiles estimated from response function
6 and associated conductivity. Conductivity-temperature relation for
olivine is from fig.6.6. Conductivity-temperature relation for basalt

is frem £1g.6.7.
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Temperature estimates for depths down to 200 km were made

using detailed compositional analysis of kimberlites (Boyd, et. al.,
1973; fig. 6.9). The resulting temperature profiles (fig. 6.10) inter-
sect th» "Q" profile (based on electrical conductivity of olivine) in
the 150 to 200 km range. For shallower depths, the geochemical

geotherms are much lower than what is indicated by Q. This disagreement
may be due to several factors. One very likely error is in assuming that
olivine is the controlling agent for shallow conduction. Other materials
are probably controlling conductivity at shallow depths. At temperatures
below 800°c. coﬁductivity is impurity controlled rather than temperature
controlled -~ leading to conductivity values higher than would be
expected. Finally, very low conducting surface layers (10-“mho/m or
less) would rot be seen by the induction method employed here for

; frequencies of 0.2 to 2.0 cycles/day (according to tests employing

the forward problem calculation for Q). The pyroxene geotherm coinbined
with the olivine measurements indicate a conductivity of lO’smho/m

near the surface -~ this value is too low to be detected.
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Figure 6.9: Geotherm estimates based on detailed compositional
analysis of lherzolite nodules from kimberlites. Slight differences

in geotherm will occur depending on how pressure is calculated

(Boyd and Nixon, 1973).
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Figure 6.10: Comparison of "Q" geotherm to pyroxene geotherm of Boyd
and Nixon (f1g.6,9). Q geotherm is based on electrical conductivity
of olivine (fig.6.5).
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Figure 6.11: Expected electrical conductivity profiles for the upper
250 km if pyroxene geotherm is correct (£ig.6.9). Conductivity

estimates are based on olivine (fig.6.5) and basalt(fig.6.6).
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CHAPTER VII: CONCLUSION

A global electrical conductivity profile for the upper mantle
and crust is obtainable through analysis of satellite magnetic field
data. The resulting profile is based on estimates of Q(w) for
frequencies of 0.2 to 2.0 cycles/day. This range is higher than that
generally used in global induction studies using land observatory
data.

The upper mantle has a characteristic conductivity of order
lo-zmho/m. This result is compatible with Banks' (1972) model but is
not compatible with Parker's (1970) values of order lo-lmho/m.
Considering laboratory measurements of conductivity of olivine (Duba,
1976), Parker's conductivity would correspond to temperatures that
would melt the mantle.

Shallow structures are indicated by the response function
a(w). An upper limit of 10-2mho/m is placed on the top 3 km of crust.
Beneath this, a conductivity of 10-3mho/m extends downward to at
least 30 km dépth before increasing to values of order 10-2mho/m. The
bottom of the 10-2mho/m'layer is difficult to define because of the
limited range of frequency, but the lower boundary has an upper
limit of 350 km.

In relating temperature to conductivity, the temperature
profile derived from conductivity estimates is acceptable for depths
greater than 150 - 200 km., For shallower depths, temperatures based

on olivine conductivity are too high for a peridotitic mantle.
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This disagreement between the "Q" geotherm and the pyroxene geotherm
leads to several possible problems. One is in assuming that olivine is
the contolling agent in shallow conduction . We know from numerous
geological studies that it is not the main material in very shallow
depths. Basalt conductivity measurements may be more appropriately
applied to this study, but laboratory measurements tend to be
unreliable. Another problem concerns the sensitivity of this induction
method to shallow, low conducting layers. The pyroxene geotherm combined
with the olivine measurements would indicate conductivities of order

107°

mho/m -- such conductivites would not be seen by Q estimates for
frequencies 0.2 to 2.0 cycles/day. Whether or not the surface conducti-
vity is 10-4 or 10-5 is a moot point with regards to temperature since
at such low temperatures, the conductivity is impurity controlled.

As for the conductivity profile itself,magnetotelluric
measurements are compatible with the shallow structure =-- but local
field measurements also'indicate values both higher and lower than

estimated from Q. However, the upper mantle value of 10-2mho/m seems

quite reliable.



Appendix A: Polar Orbit

(11lustration on next page)

Characteristics of satellite orbits:
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Satellite launch date inclination perigee apogee
0GO 2 Oct.14,1965  87,3° 410 km  1510km
0G0 4 July 28,1967 86.0° 410 km 910 km
0GO 6 June 5,1969  82,0° 400 km  1100km
(Langel,1979)

A
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Append:x B: Main program for finding e(t) and i(t)
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OGN A0

400
501

PRIIGRAM NAME ]S VFIF]O
W AS NFE MARCH T,1980
ATTEMPTS TO WITE OM TEMPORARY NISK FILE,

NDTE .ICL ,
LALLS GUESSS FOR INTERPOLATION
CALLS ECOMP FNR AiOMALY CORKELTION '

PURPNSE 1S TU CALGCULATE E(T)el(T),
DRIGINAL PROGKANF WAS *TS2¢ WHICH CALCULATES
E(F)oI(F)RATIN. AND PLOTTING ROUTINES.
00 08 0 0 O o o 0 A 2 08 A O o 00 O O
INTEGER®2 IN(10450)41PASS
DIMENSION AREA(3N] ) 4MSIIS5N)
DIMENSION EIMAT(15043)
DIMENSTON OUT2(15044)
COAMNY ZRLDION/ST o 0T o SPHCPH R NMAX ¢RATo AP ¢ AR ¢ X
NATA RATIN/ 10/ RAD/BT 295775/
DIMENSTON PNT(54150)
REAL®R NTAPE
NDATA DTAPE/VNEL20A1 /o SEAS/ 1o/ INTYPE/L/¢MUNMIT/ R/ IPOSSY, O/
DATA 11/0/«NFILE/ZY/ o IX/I07/
EOUIVALENCE(IN(1e1) 9 AREA(S2)) +(MINJAREA(L) ) o(MSIt{))eAREA(2Z))
CHMMNN /CALs SWITCH
BRRHEIMAT FOR E ANMD T8
SWITCH=O,L,0
SWITCH=1,N INNICATES CALCOMP PLOTS
ITEST=0
16=n ‘
L=l
CALL FIELNG(0,000e0e0)96Re1ReLeANICoF)
REWIND 5
READ (154400) NJIDSNINEMSSMSE, IPR
WRKITE{Te40D0) NIDSeNINEMSSeMSEe IPR
FORMAT (215431100
WRITE (6450)) NJIDSeNJINESMSS<MSE +IPR
FORMAT (2X4215,3110)
TM=CNVJUL (NJDS)
LREAD = )
LPRINT=])
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OO0

450
470

NMX = 14
CALL MOUNT(IOTYPENUNITDTAPE) .. X
INC=0O ‘
DBM = 0,
1fFS = 0
INLeO
lPCIO [}
TTs0.0 .
RA=(,0
ICn0
NDUMMY VARIABLE IC USED FOR PLOT SUBRDUTINE. HAVE
MODIFIED ORIGINAL PROGRAM BY ADDITIONS AND 8Y

CALLING OTHER SUBROUTINES AT NUMBER 500 INSTEAD OF STOP2.

RE‘D (l505501 TU - AWR SR SRLMER S YR P
WRITE(74450) TU

FORMAT (1XoF5,2)

WRITE(6,470) TU

FORMAT (1Xo 'LOCAL TIME USED:'e2XsF5.2)

AxTU+ 1.0

BA=TU~1,0

CALL POSN(IOTYPENUNIT NFILE)

CALL FREAD(AREAJNUNIT(LEN+E500,E5)

IF(LENJNE.1204) CALL ABEND(S)

IF (MJDLT.NJDS) GO TO &

IF(MJD.GT.NJDE) GO TO 500

INC = INC + 1

PO 50 I= 1,50

IFIMSIN(T).EN.=999) GO TO &

IF(MSIN(1).LT.0) GO TO 50
IF(MJD<GT.NJIDS.AND.MID.LT.NJDE) GO TO 8
IF(MJDL.EQ.NJDS.ANDMSIN(T),LT.MSS! GO TO 50

1F (MJD.EQ.NJDE.AND.MSIN(1).GT.MSE) GO TO 500
IF{IPASS.EQ.0) GO TO 9 .
IF(1PASS.EQ.IN(8B. 1)) 60 70 40 R

IF (1P.LT.20) GO TO § ' = wryipvnisinya vdieenee
1F(DPM.GT.5.) GO TO 9

1F(A.LTe26.0.AND.BA.GE.0.0) GO TO 12 - '

1 HAVE REPLACED .OR. WITH .ANDs IN THE ABOVE STATEMENT!!

LOCAL TIME CHOICE CORRECTED HERE. I MOPEIf1111
IF(TMLoGT+0400ANDoTMLoLT<1.0) GO TO 2

IF(A,GE.24.0) GO TO 3

BAs BA+ 24,0

RA=ABS (TML=BA)

BA=BA-24,0

IF(RA.GT.1.0) GO TO 9

137

000004}
000004¢
0000043
000004«
0000045
00001044
000GU47
0000045
0000049
0000050
00000511
0000052¢(
0000053¢(
0000054
0000054,
0000055:
00000564
0000057
0Q0008~R!
0000059(
0000060C
00000410
00000620
00000430
00000640
000004&5¢C
00000AAN
0000047
00000AR(
00000A9U
00000700
00000710
00000720
00000730
00000740
00000750
00000760
00000770
00000780
00000790
00000800.
00000810
00000820
00000R30
00000840

e



1A

13

le

95

6N TN 15

RAsABS(A=TMI)

IF(RA,GT.2.0) GO TO ¥

6N TN 1% ,
IF(ALGEL24.0) GO TN 1A .
RASAHS(TML=RA)

IF(XALRTL2.0) GO TO 9

6 TN 18

ARA=24,0

Ra=AnS(A=THL )

hmhAe24,0)

IFIRALH(T LN RO TH v

G T3S

TRUTHL LT ¢RALORTML T 4A) GD T Q

Ft:-SapMs

UTHX = EKFS§/3400D000,

JSw = |

Nt 1NN XK=l Jp

TFIONT(] 9K ol TobS5,N, DR BNT(14K1eHTa135.) 6O IO 100
R o= PNTL24€) + A3T],

T = (90e = PIT(4ek ) )/RAN

$1 = SIN(TH)

CT = CiS(TH)

PH & PNT(54)/RaD

SPH = SIAM(PH)

OPd & (NS(Pw)

caLlL FIELD

ANR = AT /N

AlIRY & AlRMn3

THD = UNT(1.K)/%AD

STD = SIN(THD)

CTD = CNS(THD)

CiiSa = (,9K027 - CT=CTD)/STN/ST

IF‘CHSA.GTIl.’ cnsa = ), '
IF(CNSALLT.=14) CQSA = =], .
SINA = SORT (1, = LNSA%%?)

ATND = HTHCNSA = APwSINMA

ArD = HPECNSA + HT®SINA

IF(ISW.EQs1) 6N TO 1A

PH = =(E + ANR3I*F])IxSTN

N7 = (E =2,%A0R3FI)I®CTN

BN & SORT((DH=ATN)SR2 & (N2=HR)®=%2 & HPNERD)

NDH = BN - A

TFUIPRIENLL) WRITE(AHGISIIPNTIIDeK)oJBLo5)oNHINZeNKIRNGHK
FORMATY(//e2Xe10F1243)
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1+

100

ade}
1)
L]

87

25

9

vh

SCY = SO1 & (DA=POT(RK) )982

s Tvs }100

Fl = ATORST)

E? » AKN(ID .
RETL = B) 42,%E2

ALPHA w E} = E2 ’
Fl = ALPHA/A

F?2 = (HMETAwAOHY ) /N

SCL = SC14PAT(3,K)NEF)

SC2 = S(2 & POT(3,K)mE?

Sli = 5)1 + E2%F)

Sl = NI2 4+ FonE,

S 1 = S22 4+ FLlw@]

ClinT | g

IrCISHg Egl) L) TO 24

Eom (SCIRS]2=S0C2%ST1)/7(SELwS]P=S])=8]])

E] ==i{ZxSE1=C11/811

“aTlir = FJ/E

TTRUHTHR {40V J0S ) uDb 0

ICmlC+)

IE{1CLELISN) 6N T a8

WRITE (4 4HN)

FOk AT(IXe0=R1i0 HERE HAVE MOKE Team 180 BNIMTGY, //)
IFCIN.E,181) IC=)6D

I (1 e2,150) KN TN SO0

BIMAT(IC.1)=TT

BIMAT(]C 7 )me

EIMATI1C43)mF]

WKITE(A,90)

FURMATIZ2X o 'THIS IS MIUDGUTHR«TOTAL TIMEDBMLNCAL ToEol*)
WRITE(AWDT) KDY oUTHRTTeNAMTMLIESF L
FARMAT(2XI15:HFH,2)

JSu = 2

SCl = n, )
G0 TN 13

Av = 1P

SCL = SORT(SGYZAP)

WRITE(ReOH) -

FURMAT(2Xe *DRAMEoFI+RATIOAND SIGMAY )

WRITE (Aevh) NDRMGEGFIWRATIDLSC]

FIURMAT (5Xe85F12,.5)

ISw = }

IPASS = IN(H.T)

SCl = 0,

SC2 = 0,
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$11 = 0,
SI12 = 0, '
SEl = N,
NeM & |00,
nPM = 20,
v = n
1n NVLAT » IN(9.)) ,
NRLATeNVIL AT/ 0N,
APY = AKS(DPLAT) !
D » [V{Ag]}
DKk = Dr/10O,
TELaBR ,GT 20,0 GO TD 40
JF (oMY, BT NPE) GD TO 20
Nvd 8 alP
At Sav = JM(5,3)/7100
n JEIDR,GTNH) GO TD &0
11 Nisle. w Dn
ALT IKIETE R W
Ml = DOLAT
Tri, » 1(T7.1)
TiL = TYL/ZL000D,
my ® A8 ]
L€l 4 D]
bt} Iv & |» ¢ |
16 (1P T4 1580) GALL AnENNI4D)
HY = 1' (441}
ALl = [R(341)
ALAT = IN(R2.1)
PDT (1e1P) = GO, = DPLAT
POT(2.,1P) = WT/)D,
PNT{3,]v) = NH
PNT(G, 1P} = ALAT/I0ON,
POTIR,IP) = ALON/LOO,
TE(LITESTNELN) 6D TO AlO
WRHITE(AGAND) ALTPNTI2:IP)ebDT(341P)ePNT Ly [P )ePNT(8,]P)
~h00  FORMAT(LXe 1alTs ¢,EL0a3¢! HTe?E10,3,¢ NRe '0510031' LatT=?,
1€10.,34¢ LONGE',EL10.3)
- ITESTRITESTS)
ALD GCANTINUE
IRTPe
XLAT=PNT (& IP)
HEIGHT=PDT(2,10)
XLONGEAKINIPDT (S5, 1P 1435004360,)
lF(XLM’.LE.-SO-.nR.!LAT.GE.SG.i GO YD 4AD
Catt ECnHP(XLATolgDNG.HElGHTolRTPoDMA)
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NBe 1S aN ANAMOLY CORRECTIN
LET Dk = NA = NRA TN PNTI% 1P

SO

JE(nna AT =80, 10NT {310 )ePDTI3, 1P )=NKA
Rty CIINTINUE
TRUITESTMELL) GBU TO A20
WRITFLAGANL 1DNT (%6 P
A2 JTIESTR]ITEST )
m ] EIRAATIEX B IRal D IS V,E1N.T)
LY} (AT # LU T
Hiit T &
501) W TE(RARN) '
6H0 PUknaT (/o 5K ETMATI o) AS RUESSS SEES 17'./)
WeITE(AGTNN) ((BIAAT (o i) e im) B ) o fm),]C)
Tl PRMAT (I X ¢BE]2,.%)
CALY, GURSSE(EIFAT, 10 NUT2 1B AVE)
STiw
End)

Py
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Appendix C: Data reduction programs for estimating a(w)
includes:

Mad

INT3

Stack
Imsl and system library functions are also required.

Unlisted subroutines in Mad are listed in thesis by (Thayer,1975)
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PILE: HAD PORTRAR A% e4¢ Brovn OUniversity Computer Cen’
c BAGNETIC ANALYSIS PROGRAN n’
c OCTOBER 1979 n:
c al
DINENSION PERIOD éZS).Q(SOO}.!IIDOl(SOOQ +TITLE(1S) ,C(2) n.
DINENSION CORSQ(25) ,CON(25) ,QBAGT (25) ,QNAG2 (25) N
DINENSION oruusiczs).orlasz(zsp n?
CONPLEX C1(1000),C2(1000) ,P(2,2,25) ,X1Q(1000), 120(1000) n
COMPLEX Q1(25),02(2 ).!I!RG!(SOO; N

DATA HAIN/1000/,BAXPER/25/ ' L H
RADDEG=57,295%780 n

1 RBAD (5,1000,E¥D=111) INPUT,NPER,INAZ,LADD,NNIN,SEL,EXTERT ni
1000 PORNAT (515,2710.0) L H
READ (5,2000) (PERIOD(I),Xs1,NPER) K

2000 PORNAT (8P10.0) n!
WRITE (6,3000) ul

3000 PORNAT (1H1,13('e%) /71X, %6Y,11X,'9'/1X,%s RAGSAT ¢'/'X, n
1 80 11,900 /1X,13('¢") ////71X, u:

2 'THEE INPUT DATA SERIES:'//) n

C L H
c PPT CORPPICIRNTS ARE READ IN n:
c L H
CALL IOPPT (INPUT,IITLE,N,NCOEPP, NAXN,DT,C1,C(1)) a:

CALL IOPPT (INPUT,IPITLE,N,NCORFP,NAXE,DT,C2,C(2)) N/

c n;
IP (INAX.EQ.0) INAX=) L}

WRITE (6,8000) (C(X),I=1,2),SBL,LADD,INAX,NNIN,NPER, n:
1(PERIOD(I) ,I=1,NPER) n:

4000 PORNAT (///1!.'1!8 CONPONENTS USED IN THIS ANALYSIS ARL: Xi=', n;
: 4, X2=¢ AG/////71%,'GAUSSIAN SPECTRAL WINDOWS:'//1X, ur
2'SELECTIVITY 18',P8.4/1X, u

3¢ NIMBER OP INTERPOLATIONS BETWEEN EACH PAIR'/1X, n:

*'0F ADJACENT ¢, L1
§*HARHONICS IS SPECIFIED AS',I3/1X, L
S'THE NUMBER OF HARMONICS USED OF EACH SIDE OF BACE INTERPOLATION',N!

6* 1IS8',14/1X, L 13
7'PEWEST TOTAL ENERGY DENSITY VALUES ALLOWED IN EACE SPECTRAL', u

8¢ WINDOW IS',I&/1X, L}
9¢'THRRE ARE',I3,' PERIODS AWALYZED:'/(1X,10P12.2)) [}
T0=NeDT ! uA

WRITE (7,7000) (TITLE(I),I=2,15) L1

7000 PORNAT (18AN) 1)
Cc ) 1]
c TRANSIENT SPECTRA IN THE PREQUENCY BANDS ARE CALCULATED n:
C 1]
DO 10 L=1,NPER "

WRITE {6,17000) n:

17000 PORMAT (1!1 T2 80) /1%,72('**) /1X,20X,'¢0¢¢ BAND ANALYSIS sssa? n:
77N n:
WRITE (6,13000) (TITLE(I),I=1, 15),pl|xon(z).slz 1]

13000 PORNAT (1! 0 1548//,1X, 5!.'!!3100-'.112. ' SEC.',5X, L]
19 SELECTIVITYs? , PT.4) n

CALL PPARNT (¥,D7,HNIN,LADD,INTBRP,PERIOD(L),SEL,H, L1

Y ILON,IBIGH,WPPT,HBELOW,NABOVE, EXTERT) nA

CALL BCOV (C1,C2,BMERGY,ILOW,IKIGH,H) L1

1]
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PILE: RAD PORTRAN A1V

g BQUATION (7), PAGR 229 R.E. TEAYEBR PN.D. THESIS, 1975

NOSIPIX (S.0132565¢SELONODT/PERIOD(L) +1.)

NUSIPIX (PLOAT(NWO) / M) ,

CALL BAND (W,DT,INAX,N,Q,ILOW,INIGH,NPPT,INERP,NBELON,HABOYE,
1 €1,€2,X10,%20) ,

SHOOTHED EWERGIES ARE CALCULATED

Q0=T0/PERIOD (L)

CALL PWNDOW (Q, H,Q0,SEL,NINDOW, WEIGHT)

CALL PEWGRY (X1Q,X1Q,WINDON,WEIGET,N,P(1,9,L) ,ENERGY)
CALL PENGRY (X1Q,X2Q,VWINDON,WEIGHT,N,P(1,2,L) ,ENERGY)
P(2,1,L)=CONIG (P(1,2,L))

CALL PENGRY (X2Q,X2Q,WINDOW,NEIGET,N,P(2,2,L),BNERGY)

CALCULATE BSTIBATES POR Q = I/

Q1 (L) =P (1,2,1) 7P (1, 1,L)
Q2(L)=P(2,2,L)/P(2,1,L)
CONSQ(L)=REAL( (P(2,7,1)*P(2,1,1)) 7(P(1,1,L)¢F (2,2,1)) )
COH (L) =SQRT (CONSQ (L))
QEAGY (L) =SQRT ( REAL ( Q1(L)*CONIG(QI(L)) ) )
QPEASY (L) =ATAN2 ( AINAG(21(L)) , REAL(QY(L)) ) ¢ RADDEG
QNAG2 (L) =SQRT ( REAL ( Q2 (L) $CONIG (Q2(L)) ) )
QPHAS2 (L) =sATAN2 ( AINAG(Q2(L)) , REAL(Q2(L)) ) * RADDEG
: WRITE (6,14000) WOU,H
18000 PORNAT (///1%,'THERE ARE ',I4,' DEGREES OF PREEDOMN',3X,
19 (0 = 9,08.4,7) ")
WRITE (6,14500) COH (L)
14500 PORBAT (/1X,'CONERENCY: °,P12.8)
WRITE (6,°7000)
WRITE (6,2005) WU
2005 PORMAT (////1X,YSHOOTHED SPECTRAL ENERGY MATRIX',SX,' (',I&4,
; ' DEGRES OF PREEDOB) *///26X,'BIT®,27X,°INT/9%,%.%,60("_ 1)/
9!.. .,
WRITE (6,2001) ) 1,1,L) ,P(1,2,L) '
WRITE (6,2002) P(2,1,L),P(2,2,L)
2001 PORMAT (SX,°'BXT ¢,2(2%,2B18.5) /9%,¢ )
2002 PORMAT {SX,°'INT °*,2(2X,2B18.5)/9%,' !)
NU2=2¢%0
CALL COPZID (NU2,COHSQ(L),P(1,1,L),P(1,2,L) sP(2,1,1) ,P(262,1) o
1 QEAG1/L) ,QPHAS1(L) ,DELQ,DELP)
WRITE (6,2008) Q1(L),QNAG1(L),DELQ,QPHASY (L) ,DELP
2006 PORHAT (///1X,'RESPONSE PUNCTION BSTINATES:'//1X,
1901 = (',2B14.5,) ¢ /20X, 'HAGNITUDE = *,P12.4,1X,'+/=- ¢,P12.4/20X,
2 ' PHASE = 1,P12.2,1X,%¢/- 1,95.2,' DEGREES')
CALL CONPID (¥U2,CONSQ(L),P(1,1,L),P(1,2,L),P(2,1,1),P(2,2,L),
2 QMAG2(L),QPHAS2 (L) ,DELQ, DELP)
WRITE (6,2006) Q2(L),QNAG2(L),DELQ,QPEAS2 (L) ,DELP
2006 PORMAT (1HO,'Q2 = (*,2B14.5,°)" /20X, 'BAGNITUDE = ',P12.4,
1 1!,'0/- ',P12../20!'
1 ¢ PHEASE ".P13.2.i!.'0/- "'502" D‘GR!!S',
WRITE (7,7001) PERIOD(L),SBL,NU,CORSQ(L)
WRITE (7,7002) P(1,1,L),P(1,2,L)

o0

a0

¢¢¢ Brown University Coaputer Cen:

]
"
|
'E
't
n
a!
L H
u!
LY
u!
LE
a’
!
n!
L]
n;
L1
L
L}
L 1]
n!
nr
L}
L1
"
L1
n:
L1
ne
.1}
L1
L]
Ha
]

- HA

HA
L} ]
L
A
A

B .

1]
HA
HA
"a
HA
HA
HA
A
HA
HA
1)
L1
HA

b v

NESTE

st
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N\

PILE: BAD PORTRAN AW #¢¢ Brown University Computer Cent
WRITE (7,7002) P(2,1,L),P(2,2,1) ni

7001 PORNAT (P10.1,P10.2,110,210.5) n;
7002 PORMAT (2(2%,2B14.5)) , n’
10 CONTINOR L H
GO TO ¢ L1

11 sSTOP N

END LH
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INT3 FORTRAN C) TESY 6/1A/R0 211764

TO APPLY LINEAR INTERPOLATION TD MISSING DATA POIMTS
JUNE 14,1980

12A)eFI(12R),CONE(12R)
131289

DIMENSIAN T(124).E(
1 oF
T2(15) '
n
I

"]
NIMENSINN E3(12
DIMENSIUN T2(18
READ (85,100) (T
READ (542000 (T
REAN (5,200) N
FORKAT (1544)
ENRAT (13)
READ (5¢250) (TUIDeE(TIFTIIIGNNE(T)IEF(T)eFI2(TI)alm) o)
FORMAT(I1XeAHELN,3)

N LN Te2.N

16 (CONE(T)EO ) GO TO 10

1F (CINE(I=1).E014) 6N TO 10
NN 20 =] N

IF (CANE(1+J)END,) GN TO 30
CINTINUE

Als(E{T1¢)=EB{]=201/(T(140V=T{]=1))
A (FR( 140 )=B2( =11 1/(T(I+d1=T{1=1))
A2a(Fl{14J)=FI(I=1))/(T(I+J)=T(]=1})
AL (P13 14 =FI3(1=1))/(T(14d)=T(1=1))
AlsF(]=])=ALaT(]=]1)
R3IsEI(T=)1=A38T(]~])

R2sfl(1=1)=A2%T(]=])
A6sFI(]I~1)=A4T(]~])

NN 40 Ksled
Ell=14K)mA)eT{ [=]1¢K)2R]

E3(J=l+K)mAIPT([=]4K)eK3
Fl{lele<)ma28T{[=]14K)4H?

FId(l=14K)np4nT(]=]14K)eH&
CONTINUE

CONTINUE
MRITE (44100) (T1(])el=1,e15)
WRITE (44100) (T2(1)eIm1,15) )
WRITE (442000 N

eImlelB)

e
ny
Yo
3
2(1)elmle15)

WRITE (493000 (TOI)IeE(I)eFI(TIeCONEIT)eEI(TIIeFIB(T)o1®1oN)

FORMAT (6EL10.3)
STOp
Enn
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tREAD  STACK FORTRAN C1 TEST 3/26/R0 93139

DVEHOEMOAEY AN D

ST‘CK blhw ¢

NCT 2R 1979 SV1boey -

T SELELTIVELY STAK ENERGIES FOR A GIVEN PEKINN NR sTaguu:
FREDUENCY ANND WEIGHT EACH ENTRY AY ITS NN. OF NEGREFS OF EREENNE  STautiy.
NXsMNN, OF PRAINNS CONSINEREN . STayu:
NSETeNDO, OF NATA SETS CONSINEREN , STAG G
NIRNM( 1)mNN, NF NATA SETS STACKED AT PERINN PER(IT) STagae
Cl1C))4Cl201)4C21(1)4C22(1) ARE & SEPARATE ENERAGIY FUNCTINNS  STAuu:
AT PERI(T) STavuue

lf;'lNﬂ.OF NDEGREES OF FREENOM FOR SPECTRAL ESTIMATES AT Snue PFH(S;Awir
sTaviill
nNe BN, OF NEGREES OF FREENNM FNR PERI(]) STauirle
NNEG( T Y=E INAL NO, OF DEGREES OF FRENDM ENR PER(]) STALQ) -
aw JF WISH A SPECTRAL ELEMENT MOT TN RE INGLUDEND N STACKINAG STayole
AT THAT PERI(])s SET MmN STaoa] =
NIMEVSTON PERI25) «NOKM(25) «NDEG(25) Siamu L+
NDIMENSINN SUMLI25),SHM2(25), SUM3(25),SUML(25) STusily
DIMEMSION SELI25) sTaucol -
GOMPLEX SH11(25)45C12(25),86021(25),8C22(25) Staroale
COMPLEX ClI(28)e012(28).C21(28)4022(25) STav, 7
NATA S611/725%(0a0401,0)/4SCL12/258004000,0)/¢S021/25%(000aUe}/ dTavuel
1 §C22/725%(0,040,0)/ §$Tanngr
DATA SUML/25%0,0/4SIIM2/2580,0/:5UK3/25%0.0/¢SUMG/25%0,0/ STaan2s
NATA NNEG/25%0/ «NORM/25%0/ STawtza
NXsYy StTauued
NSET=AR STames
RANNEG=]1RN,/3,1415 STauw?2?
DO 20 IXm] (NSET ' STaugudw
NN 10 sl NX STagnge
REANIS4100) PER(IIGSELIT)WN ; STauy3n
100 FORMAT(FI0.1eFl02.110) STa131
REAN(5420N0) C11ET)CR2(1) Stauase
200 FNRMAT(2(2Xy2E1445)) STaunss
REAN(5,20n) C21(1).C22(1) STA. nbe
TF(NJNEDINORM( I )sHNRM(] 1 +]) Sfaou3hs
SC11(I1)=SCLYC1)oNNCLLIT) STau: 3
SCL2(11=SCL2(1)4N2C12( 1) STaoGa?
SC21(11=SC21( 1) eN%C21(]) S5Ta0O3R
SC22(1isSC22( 1 )+N®C22(]) S1AH03Y

NDEG(T)aNDEG( [ ) &N STauy &




1N
2n

7260

nr

NN FIRNAT( LN tam (G121 JFl2,bet O{L21)180,F 2.4
3 RO V,812,4)

CALL CONEIN(ENEGI])oCOHISCIL1eSC1208021450220012PHASEIDNELNNELY)

RO

CINMT IR

CHnT TNF

N A0 e gNiX

MNOFG()IRNNEGR( ] ) D g
WHITE(AG2601) PER(])NNDEGIT) JNORMIT) ’
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STa ma)
LN FTREIY
NiAaatead
ST 1né
N4 anas

FLRIATI I X VRERINDEY GF 1N e3e 9 NERREES NF FREFNNNEI 415, STORYNE, 1R)NTALuGA

W ETE(AAN0) SAYTIT)eS01201)8021(10,8C220 1)
FUCIATIOX G 1C1 )2 g 2E)150be 128 e 2E 15,40/ 45X0 021l 42EL1504
10,20-¢ , 2815 ,4)
U2uSNRT(=FA (SCL2(T) )umD4ATHAGISCL2(]) Yex7)
OV28012/SMRTinEALISCILI(T) )nn2)
N21sSONT(REALISG22(]1) 1en2)
N21wO2YJSORTIREALISA21(]) 1248 MAGISC21( 1) )Imn2)
PHASERATAM(AINMAGISCL2(T V) /REALISCI2(T)) InKaANNEG
AOMBREA_(SOSL2( 1) VMR @ LIMAGISNI2(] ) )N

Crne i/ (REALISCLI(T ) YRREAL(SC22(T )
WRITF(AGLNN) 11]12,17] 4PHASELNH

HE TS (AgADOY DELQJNELP
FIRCATIEX e PDELTA Do 1 4F12.4e? DELTA PHIm *4F17244e/)

30 GONT AN

SThw
)

M i
‘}’h.l" RS N

oo by

OHASER! G Fl7 b,

sty
STauuwésr
Statuhey
STLrvs R
STanusl:
Sftannay
STavuss
STAn&a
STanuss.
SNTau Re
Sine %7
STaunigs
STn gy
STatuks
NTu.rosk)e
STuaoke
NinrhAs
NTo) hé
StThtnihon
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Appendix D: Programs for calculating Q(w)
Program name: Multi
Subroutines:

Solve

Simul

Runge

Step

Safe

Requires IMSL library and systems library

Lt



oo

el -R - ¥ ¥-F M- 1

12

s
C
(]

C
C

CHAT (CGADERLIB, SYM~) XME X2CAL NS L6 NI17 8 8 72

501

IR )

MuLTI
JUNE 00,1900
TO COMPUT RESI'ONSE FOR MULT! LAYER MODEL

PECGRAN QCAL(NSP)
CALL CHAKGE(*+RUN®")
CALL AUSICN(3,18,"OUTPUT®")

REAL 11K,I12N

DiLENSION X(4,4) ,DEPTRM(50)

glgENSION SlGﬂA(SO).C(?O).H(SO).AHF(SO),ONF(S‘)

READ IN COJNDUCTIVITY MODFL

VAVTE(89,1)

FORNAT(1X,"NO. OF SIGMAS?")

REAN(ED,2) NS

FOILIAT (13)

DD 10 1=] NS

WRITE(59,8) ’

FORMAT (1X,"SIGMA AND DEPTH OF CHANCE IN METERS®)
READ(59,100) SIGMA(]1) ,DEPTHM(])
FONMAT(2F10.3)

CONTINUE
WAITE(Y,4) (SIGMA(]1) ,DEPTHM(I),1=] ,NS)
FORMAT(3X,"SIGMA *,F10.3," DEPTHM *,E10.3)

DO 500 JFREQ=]1,19
X(l.l)'.l

X(2,1)=,2

X(3,1)=.3

X(4,1)=.4

X(1,2)=.8

X(2,2)=.6

X(3,2)=,7

X(4,2)5.8

X(1,3)=,93

X(2.3)=.84

X(3,3)=,63

X(4,3)=.41

X() . 4)=.16 '
X(2,4)=,37

X(3,4)=.69

X(4.4)=.99

P=(FLOAT (JFREQ) ) %10 . %%4
IF(JFREQ.CGE.11) P=(FLOAT(JFREQ-9))%10.%x5
WRITE(3,5801) JFREQ,P

FORMAT(1X,"x JFREQ *,I3," %*x INITIAL PERIOD *,F10.3)
. EIN=1,

E2N=],
CALL STEP(P,N,R,NH,C, INAX,SIGMA ,DEPTHM,NS,ZIN)
WRITE(3,111) IMAX,NH

FORMAT(IX,"IMAX= “,I3,* AND NO. OF STEPS = *,13,/)

CALL SAFE(C,NH,H,NH,N,ANF,CNF, IMAX,X,ZIN)
FORMAT(1X,"USE ANF= " ,E10.3," ANKD CNF= *,E10.3)
JINzEIN/2,~ANF (1HAX)
12N=E2N/2.~CNF (1 MAX)

FOIUIATT(1X,"1IN *,E10.3,"I2N *,E10.3)

Q=] I N¥k2+ ] 2N*%2

Q=SQRT(Q/(EIN*E} N+E2N:-E2N) )

150
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PHASE* (1IN E20-|2N«EIN)

PHASE=sATAN(PHASF 7 (1 INXEIN+ 1 2NXE2N) )

WRI'TE(3,0) < ,PHASE

FORMAT(IX,"*x ,Q/ =" F10.8,* PHASE=: * ,E10.8,//)
CONTINUE

CALL EXIT(1)

END
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SUBROUTINE SAFE(C,IC,H,IH,N,ANF,CNF, IMAX,X,ZIN)
JULY 7,1980

UPWARD INTEGRATION, 4 SOLUTIONS, SOLVE

MATRIX FOR 4 CONSTANTS

DINENSION C(]C) ,RUIH) ,ANF(IMAX) ,CNF(IMAX) ,Y(4)
DIHENSION X(4,4)

DIMENSION AN(30,4) ,CN(850,4) ,DAN(30,4),DCN(50,4)
DIMENSION DANF(350), DCNF(30),A(4,4),B(4) ,WKAREA(16)

%% (NITIALIZE
EiN=], .
E2N=1 .,
1DGT=3
ALPHA=0,001
BETA=0.001
M=1{
I1A=4
IN=4
J=i ’
WRITE(3,100)N
100 FORMAT(1X,"FOR N= * 18," SKINDEPTHS®,/)
5 CONTINUE
110 FORMAT(1X,"READ IN INITIAL AN,DAN,CN,DCN xxx * /)
ANC1 ,J)=X(1,))
DANCE ,J)2X(2,J)
CH(1,J)=X(3,J)
DCN(1,J)=X(4,])
120 FORMAT(F10.3)
Y(1)=AN(1,J)
Y(2)=DANC(1,J)
Y(33=CN(1,J)
Y(4)=DCN(1,J)
Z=ZIN
125 FOILIAT(1X,"Y(K) ",4E10.3)

C
g SOLVE SIMULTANEOUS EQUATIONS

CALL SIMUL(Z,H,I1H,N,C,IC,Y,ANF,CNF,DANF ,DCNF, IMAX)
DO 10 1=1,I1MAX .
ANCI ,J)=ANF(I)
DANCE ,J)=DANF(1)
CN(]1,J)=CNF(1)
DCNCI ,J)=DCNF(1)
10  CONTINUE
130 FORMAT(1X,"1 *,18," J *,I8," AN ",E10.3," DAN ¥ ,E10.3,/,5X,
1* CN *,E10.3," DCN *,FE10.3)
JzJ+1
IF¢J.LT.5) GO TO &

Cc
g DEFINE ELEMENTS OF MATRIX

DO 30 J=1,4
A(1,J)=ANC1,J)
A(2,J)=CN(1,J)
A(3,J)=DANCIMAX,J)+C(IC)*ANCIMAX,J)
A(4,J)=DCNCIMAX,J)+C(IC)*CN(IMAX,J)
30 CONTINUE
200 FOMMAT(1X,/," ELEMENTS OF MATRIX",/)
205 FORMAT(1X,4E10.3)

acon

aon

e
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128 B(1)=ALPHA

129 B(2)=DETA

130 B(3)=8,/2.%C(1CIREIN

131 B(4)=3./2,%C(]C)%E2N

182 210 FORMAT(IX," B(l1)s *,4E10.3,/)

138 CALL LEQTIF(A.M,IN,IA,B, 1DCT,WKAREA,I1ER)

134 220 FORMAT(1X,“THE FOUR CONSTANTS AREs °,4E10.3)

1898 WRITE(D3,200) 1ER

:g: 0280 FORMAT(1X,”," ERROR PARAMETER *,18)

138 C USING THEOREM THAT THERE EXISTS ONE SOLUTION ,

‘23 g Y1:C1%Y11+C2%Y124CO%Y13+C4%xY14 ,ETC

1

141 DO 40 I=],IMAX

142 ANF(I)sB(1)®AN(],1)+B(2)%AN(],2)+B(3)%AN(]1 ,3)+B(4)%AN(] ,9)
143 DANFC1)=BC1)%DANC] ,1)+B(2)%DAN(] ,2)+B(3)%DAN(] ,83)+B(4)%DAN(] ,4)
144 CNF(1)=B(1)%CN(],1)+B(2)%CN(],2)+B(03)%CN(] ,83)+B(4)%CN(],4)
143 DCNF(1)sB(1)%DCN(I,1)+B(2)%DCN(I,2)+B(5)%DCN(]1,3)+B(4)%xDCN(],4)
I4g c40 CONTINUE !

14

148 g ARE CONTINUITY CONDITIONS MET?

14

130 WRITE(3,300) ALPHA,ANF(1)

181 200 FORMAT(/,1X,"ALPHA “,E10.3," ANF(1) *,E10.3)

152 WRITE(3,310) BETA,CNF(1)

133 310 FORMAT(1X,"BETA *,E10.3," CNF(1) *,E10.83)

134 TEST1s(~1)%C(JC)XANF (IMAX)+(3.,/2.%C(]1C)%EIN)

135 TEST2= (-1 )%C(IC)XCNF ( IMAX)+(3,-/2 ,»C(1C)<E2N)

156 WRITE(3,320) TEST1,DANF(IMAX)

167 320 FORMAT()1X,“TEST1 *,E10,3," COMPARED TO DAN(IMAX) *,E10.3)
158 WRRI'TE(3,330) TEST2,DCNF (1MAX)

139 330 FOWMAT(1X,“TESTZ *,E10.3," CONMPARED TO DCN(IMAX) *,E10.3)
160 :%TURN
161 A




201
203

209
210
211
212
213
214
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216
217
218
219
220
221
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104
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SUBROUTINE SIMUL(Z.H,IH,N,CC,IC,Y,AN,CN,DAN,DCN, 1HAX)

*x AS OF APRIL 28,1980

CALCULATES SOLUTION TO PAIR OF COUPLED SIMULTANEOUS

2ND ORDER DIFFERENTIAL EQUATIONS OF FORM D2A/DZ2= (2%Cx%2
BAN/(Cx(Z~1)+1 )xxB+2xNsx2%CN ,WHERE C 18 A GIVEN COEF-~
FICIENT. RETURNS AN AND CN AS FUNCTION OF DEPTH. Z IS
NONDIMENSIONAL AND VARIES @ TO 1. REQUIRES FUNCTION RUNGE

DINENSION ANCIMAX),CNC(IMAX),Y(4) ,H(IH),F(4),CC(I1C),DAN(IMAX)
DIMENSIOR DCN(IMAX)
INTEGER RUNGE '

INITIALIZE

FORMAT (OX, "wx INITIALIZATION »x*)
FORMAT(1X,"Y})* ,E10.8," Y2*,E10.3," Y3°*,E10.8,"° Y4* ,E10.3)
ANCI)=Y (1)
CN(1)=Y(3)
DANC1)=Y(2) ’
DCN(1)=Y(4)
FORMAT(IX,* AN(1)=",F10.8," CN(1)= *,E10.0,/,
G?X.'DAN(I)' *,E10.8," DCN(1)= * ,F10.8,/)
x]

START INTEGRATION

IF(IB.EQ.1) STEP=H(1)

IF(IH.EQ.1) GO TO &

STEP=H(I)

FORMAT(1X,"*I *,18," STEP " ,F10.3)
¥=*RUNGE(4,Y,F,Z,STEP)
FORMAT (9X, "K=",13," Z=",E10.3)
IF(K.EQ.0) CO TO 10

DERIVATIVES ARE DEFINED

IFCIC.EQ.1)C=CC(})

IF(IC.NE.1)C=CC(])

FORMAT(1X,*C= *,E10.3) .

F(1)=Y(2)

F(2)=2XCkx2/ ((CK(Z~1,)+1,)%%2) %Y (1) +Nkx2*2xY(3)

F(3)=Y(4)

F(4)=2RCxx2/ ((CK(Z~1,)+]1.)%%2)%Y(3) ~Nxu2%k2%xY (1)
Fgﬂ#hT;lX.“Fl*'.ElO-ﬂ.' F2=",E10,3," F3=",E10.3," F4=* ,E10.3)
GO TO

WHEN K 1S RETURNED AS @ , INTEGRATION 1S COMPLETED

12141

FORMAT(1X,"1=s *,]8,* Z= *,E10.3)
ANCI)=Y(1)

CN(1)=Y(3)

DANC]1)=Y(2)

DCNC1)=2Y(4)

FORMAT(5X,“I=",15," AN(1)",E10.3," CN(1)",E10.3)
IF(1.LT.IMAX) GO TO 4

1F(1.NE, IMAX) WRITE(3,400)
FORMAT (9X, "INDEX IMAX IS NOT CONSISTENT®)
RETURN

END
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FUNCTION RUNGE(N,Y,F.X.H)

mrummlmmmmnmmm-onmmz~

KUTTA METHOD WITR KUTTA*S COEFFICIENTS TO INTEGRATE A
SYSTEN OF N SIMULTANEOUS FPIRST ORDER ORDINARY DIPFERENTIAL
EQUATIONS F(J)sDY(J)/DX, (J+1,3,..,N), ACROSS ONL STLP OF
LENCTE B IN TRE INDEPENDENT VARIABLL X + BUBJECT TO

INITIAL CONDITIONS Y(J), (J'I,B....l). 'zAcH F(J), DERI~
VATIVE OF Y(J), MUST BE COMPUTED FOUR TIMES.PER INTE-
GRATION STEP BY THE CALLING PROGRAM. THE FUNCTION WUST BE
CALLED FIVE TIMES PER 'I'IP (PASS(1)...PASS(8)) 80 TEAT THE
INDEPENDENT VARIABLE VALUE X AND THE SOLUTION VALUES
(Y(1),..Y(N)) CGAN BE UPDATED USING THE RUNGE-KUTTA AL~
GORITEM. M IS THE PASS COUNTER.RUNGE RETURNS AS 178 VALUE
1 TO SIGNAL THAT ALL DERIVATIVES (TRE F(J)) BE EVALUA-
TED OR 0 TO SIGNAL THAT TIE INTERGRATION PROCESS FOR TRE
CURRENT STEP IS FIRISHED. SAVEY(J) IS USED TO SAVE TEE
THE INITIAL VALUE OF Y(J) AND PHI(J) 18 THE INCREMENT
FUNCTION FOR THE J(TH) EQUATION. AS WRITTEN, N MAY BE

NO LARGER THAN 80. CARNAHAN,LUTHER, ¢ VILKES,APPLIED
NUMERICAL METRODS, JOAN WILEY + SONS, I.Y..I“’.

INTEGER NUNGE
DIMENSION I'HI(80) ,8AVEY(88),Y(N) ,F(N)
DATA Wo/

M=M+)
FORMAT(7X,"PASS *,18)
Co TO (1,2,08,4,8) M

L B rml....‘
RUNGCE=1
RETURN

L BN ) "882“0'.
DO 22 J=1,N
SAVEY(J)sY(J)
PRICJ)=F(J)
Y(J)sSAVEY(J)+9.8%B%F(J)
X=X+0.0%H
RUNGE=1
RETURN

L ’”sal.l't
DO 38 Jsi,N

PHI (J)=PRI(J)+2.08F(J)
Y(J)sSAVEY(J)+0.5%HsF(J)
RUNGEs= 1

RETURN

LK I A P‘ss"ll.'
DO 44 J=1,N
PHI(J)=PHI(J)+2.0%F(J)
Y(J)SSAVEY(J)+H*F(J)
X=X+9 . 8%H
RUNGE=* 1
RETURN

[ X EE X P‘sssr/oovo
DO 88 J=}1,N

e R TR YNIRERY

Eéi
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“N2 88 Y(J)=SAVEY(J)+(PHI(J)+F(J))ul/6.0

203 M=0

234 RUNGEs=O
208 RETURN
2196 C

207 END
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307
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J12
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J14
318
316
v
318
319
320
321
822
323
324
25
326
3272
328
229
330
431
332
334
334
335
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237
328
339
J10
341
342
13
314
415
046
v

318
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200

25
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300

400
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450

157

SUBROUTINE STEP(P,N,H,NH,C,NZ,SI1GMA ,DEPTHM,NSS,ZIN)

SEPT.4,1980 (NOV2S,1980)

TO DEFINE STEP SIZES GIVEN CONDUCTIVITY PROFILE

P*PERIOD(SEC) ,N*SKIN DEPTHS NORMALIZATION,H(1)s

STEP SIZE,NH=NO. OF STEPS, CC(1)xNaDELTA/(6071x

10%x3) ,NZ*NO.OF DEPTHS Z=0 TO 1,I1.E. IMAX IN SUB.

SAFE., . )
DIMENSION H(30) ,HH(50) ,DEPTH(50) ,DELTA(50) ,CC(50),Z(50)
DIMENSION SI1CMA(50),C(50) ,DEPTHM(80)

NS=NSS

P1:3.1415

FREQ=1./P

DO 20 1=1,NS
DELTA(1)=SQRT(2.%10.%%7/(8.%PI#*2%FREQ¥*SIGMA(1)))
C(I1)=N*DELTA(I)/(6371.%10.%%3)
DEPTH (1) =DEPTHM(I)

IF(1.EQ.1) DEPTH(I)=1.-DEPTH(I)/(N*DELTA(I))

IF(1.NE.1) DEPTH(I)=*DEPTH(1-1)~((DEPTHM(1)-DEPTHM(I~1))/
1 (N¥DELT".’1)))

IF(C(1),GE.1.) DEPTH(I)=1,

IF (DEPTH(1) .GT. 1.) WRITE(59,10),1,DEPTH(I)
FORMAT(*ERROR I =*,I5,*DEPTH(I) = *,E10.2)
IF(DEPTH(I).LT.0.)NS=1
IF(DEPTH(1).LT.0.) GO TO 21
CONTINUE
GO TO 22
DEPTH(NS) =0,

NI=0

WRITE(3,200) (J ,DEPTHE(J) ; DELTA(J) ,C(J) ,J=1 ,NS)

FORMAT(1X,*J *,13," DEPTH *,E10.3," DELTA *,E10.3,°C *,E10.3)
DO 36 I=1,NS

DC 25 J=1,5

IF(].EQ.1) HH(NH+J)=C).~DEPTH(1))/5,

IF(1.NE.1) HH(NH+J)=(DEFTH(I~1)=-DEPTH(1))/5.
CC(NH+J)=C(1)

IF (HH(NH+J) .EQ.0) CC(NH+J)*C(I+1)
1F (HH (NH+J) .EQ.0)WRITE(S3,5) (NH+.) ,1,DEPTH(1)

FORMAT (1X, “SPECIAL CONDITIONS NH+J=*,13,* I *,I13,"DEPTH *,E10.3)
#*NOTE CONDITIONS ON STEP HH *x
COKNTINUE
NH=NH+5
CONTINUE
Z(1)=DEPTH(NS)

FORMAT(/,1X, "THERE ARE *,13,* STEPS",/)

DO 40 I=1,NH

K=NMH+1~-1

H(D) =IM(K)

C(1)=CC)

ZU+1)=Z(D+H(I) :

FORMAT(1X,"1 *,18,°Z= *,E10.3,"T0 Z= *,E10.3,* H= *,E10.3)
CONTINUE :

NZ=Nli+1

IF(Z(NZ) .NE.1,) N(NH)=1.-Z(NH)
WRITE(3,450) (1,Z(1),Z(1+1) A(1),C(1),1¢1 ,NH)
FORYAT(/,1X,"FINAL Z § ,E S, ANDC § *,/)
FORMAT(1X,"1 *,13,"2Z= *,E10.3,*TO Z= *,E10.3," H= *,E10.3,
1* C= *,E10.3)

ZIR=2(1)

RETURN
ERD-
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350 SUBROUTINE LEAQTIF (A M,N,IA,B,I1DGT,WKAREA,IER)
351 C
gsz g-LnnTlr--------s-—----—LanARY G mmm—re— 1 e 4 O e e e
83
3%4 C FUNCTI1ON = LINEAR BQUATION SOLUTION - FULL STORAGE
385 C MODE - SPACE ECONOMIZER SOLUTION.
3%6 C USAGE ~ CGALL LEQTIF (A ,M,N,IA,B, IDCT,WEKAREA,IER)
%7 C PARAMETERS A = INPUT MATRIX OF DIMENSION N BY N CONTAINING
458 C THE COEFF!CIENT MATRIX OF THE EQUATION
859 c Ax s B- ’
360 C ON OUTPUT, A IS REPLACED BY THE LU
g6l g RECOHPOBITIOH OF A ROWWISE PERMUTATION OF
62 .
363 © M - NUMBER OF RICHT-HAND SIDES. (1FKPUT)
464 C N = ORDER OF A AND NUMBER OF ROWS IN B, (INPVT)
368 C 1A = NUMBER OF ROWS IN THE DIMENSION STATYMFNT
366 C FOR A AND B IN THE CALLING PROCRAM. (INPUT)
367 C B = INPUT MATRIX OF DIMENSION N BY M CONTAINING
368 C RICHT-HAND SIDES OF THBE EQUATIOK AX = B,
369 C ON OUTPUT, THE N BY M SOLUTION X REPLACES B.
37e C 1DGT = INPUT OPTION.
371 C IF 1DGT IS GREATER THAN 0, THE ELEMENTS OF
372 C A AND B ARE ASSUMED TO BE CORRECT TO 1DGT
373 C DECIMAL DICITS AND THE ROUTINE PERFORMS
474 C AN ACCURACY TEST,.
378 C IF IDGT EQUALS ZERO, THE ACCURACY TEST IS
376 C BYPASSED.
377 C WKAREA - Wogg :REA OF DIMENSION GREATER THAN OR EQUAL
378 C .
379 C 1ER - ERROR PARAMETER
380 C TERMINAL ERROR = 128+N.
381 C N = 1 INDICATES THAT A IS ALGORITHMICALLY
382 C SINGULAR. (S{E THE CHAPTER L PRELUDE).
233 C WARNINC ERROR = 32+N.
334 C N = 2 INDICATES THAT THE ACCURACY TEST
348 C FAILED.
¢86 C THE COMPUTED SOLUTION MAY BE IN ERROR
387 C BY MORE THAN CAN BE ACCOUNTED FOR BY
338 C THE UNCERTAINTY OF THE DATA.
339 C THIS WARNING CAN BE PRODUCED ONLY IF
390 C IDCT 1S GREATER THAN 6 ON INPUT,
391 C SEE CHAPTER L PRELUDE FOR FURTHER
392 C DISCUSSION.
393 C PRECISION - SINGLE
394 C “EQD. IMSL ROUTINES - LUDATF ,LUELMF,UERTST
398 C LANGUACE - FORTRAN
396 C-~ ———— e ——————— e i € i O o 0 O
397 C
828 CC+ - - = o o e o o e o s o o st i e e o
599 CC+
400 CG+ LAWRENCE LIVERMORE LABORATORY
401 CC+ NUMERICAL MATHEMATICS GROUP ~- MATHEMATICAL SOFTWARE LIBRARY
402 CC+
198 CCH=rm—mmmm e e e e e e n e ————————— o e e - e e o«
404 CC+
405 CC+ CLASS TWO ROUTINE: LEQTIF
436 CC+ EDITION: §
407 CC+ DATE LAST CHANGED: 76-04-01
493 CC+

409 CC+ CLASS TWO ROUTINES ARE MADE AVAILABLE BY NMC AS A SERVICE TO THE

I
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Glossary of Symbols

radius of the earth

series coefficient for p

magnetic induction

series coefficient for p
cross power spectra for series i and j
cross power estimate

normalized skin depth = N §/a

constant coefficients

electric displacement field; magnetic disturbance field
disturbance local~time inequality

storm time variation

activation energy

electric field

series coefficients for e1=ei(t)

external magnetic field variation of order m, degree %

frequency, cycles/sec

differential equations

fourier transform of
magnetic field intensity

series coefficients for 11=ii(t)
internal field variation of order m degree /.

free current density
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M. counting, index i
N counting index; number of skin depths
n, o, number of degrees of freedom
p scalar part of poloidal field s
Pij coefficients
Pm’ p° legendre polynomials
n’ 1
Q response function
a estimate of response function
q electric charge
T radius vactor
r radius
s selectivity %
s poloidal vector field
Sq quiet time daily variations !
T total time; total thickness
t,tn time
€140 t2j thickness of ith slab (jth slab)with conductivity 9 (02)
U potential
W(wi—wn) Gaussian window
x,li variable
Yi derivatives for finite difference algorithm

z normalized radial distance




Greek

®wl ® T

ke

constant

constant

skin depth

change in volume

coherency between series 1 and 2

arvitrary coefficient

permittivity (electric)

longitude

permeability (magnetic); ion mobility
phase

function

1/ou

conductivity

summation

latitude

frequency, rad/sec
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