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ABSTRACT

The secondary electron emission coefficient was measured for
a charged polymer (FEP-Teflon) with normally and obliquely incident
primary electrons. Theories of secondary emission are reviewed and
the experimental data is compared to these theories. Results were
obtained for angles of incidence up to 60° in normal electric fields
of 1500 V/mm. Additional measurements in the range from 50° to 70°
were made in regions where the normal and tangential fields were
approximately equal.

In these experiments the surface of the dielectric was irradiat-
ed with a diffuse monoenergetic electron beam until a stable charge
distribution was observed. When a thin (0.15 mm x 1 mm) collimared
electron beam was injected into the specimen's enviromment with an
energy equal to 80% of the surface potential, the beam deflected and
struck detector wires as it left the chamber which contained the speci-
men, The initial input angles and measured output point of the elee-
tron beam could be analyzed with computer simulations in order to
determine the field within the chamber, The computer simulations
used conformal mapping, a Green's integral, and numerical integration
to trace particle trajectories.

When the field is knowm, the trajectories can be calculated
for impacting electrons having various energies and angles of inci-
dence. There was close agreement between the experimental results
and the commonly assumed theoretical model in the presence of normal

electric fields for angles of incidence up to 60°. High-angle
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results obtained in the presence of tangential electric fields did

not agree with the theoretical models.
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CHAPTIER I

INTRODUCTION

Spacecraft placed in geosynchronous orbits are subjected to
electrical charging by their environment. Overheating of these space-
craft is prevented by equipping them with thermal coatings which are
often electrical insulators and which unfortunately become churged in
the vacuum eavironment. This charging phenomenon creates electric fields
which, if allowed to become strong enough, will cause suriace breakdown.
Normal satellite operations and communications can be disrupted by
accumulated charges and transient currents; therefore a better under-
standing of these thermal materilals can aid in the design of more re-
liable spacecraft exteriors with the spacecraft modeling tochniques
as developed by D. E. Katz et al. (l1). The behavior of these thermal
materials is the subject of this report and preceding reports -7, 3,

4, 5, 6, 7) from this laboratory.

The software compiled by D. J. Tilley (6) and N. Quoc-Nguyen (7)
has been modified by J. W. Robinson (8) to suit the computational needs
of this current research project. The work of N. Qudc»Nguyen (7) was
mainly experimental and his thesis presented results concerning secondary
electron emission from a dielectric film subjected to various normal
elactric fields and charge densities.

Potential field distributious were obtained by D. J. Tilley (6)
from an analysis of measured electron trajectories. Tilley found ge:-~
eral solutions te Laplace's equation generated by summing multipole

fields using computer programs he compiled.
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This paper is an extension of the methods and results presented
by these previous researchers. Experiments conducted by this author
provided information concerning field distributions and secondary
electron emission from a charged dielectric using obliquely incident
electrons. The secondary electron emission results presented herein
and the results gathered by N. Quoc~¥guyen were for normal electric
fields.

A report (8) concerning the software required to process the
experimental data was prepared by J. W. Robinson in September of 1980.
This complementary report describes the computer programs used in the
estimation of field distributions. These approximate potentials were
used in determining electron beam trajectories for various angles of
incidence,

It was necessary to measure and model the pote;tial discribution
across the dielectric surface in order to gather data on secondary emils-
sion for obliquely incident electrons. Therefore the first task was to
¢reate a system into which electrons could be injected and their exit
points measured. A proper choice of the specimen's electrostatic en-
vironment yields a geometry which can be modelled with relative mathe-
matical ease., Figure 1 shows the geometry used whi: was that of a
half cylinder with the specimen placed in the center of the bisecting
plane. A two-dimensional simulation which employs conformal mapping
is used to compute potentials and electric fields within the electro-
static environment. A polynomial representation of the potential dis-
tribution is used where the potentials and electric fields are expressed

as integrals weighted by the polynomial coefficients.



Figure 1. Geometrical representation of the specimen and its
environment.
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The emphasis of this thesis is mainly experimental in nature,
yet a general knowledge of emission mechanics and mathematical models
is necessary for one to gain insight into the experimental results.
Therefore the remainder of this chapter is devoted to a review of lit-
erature on secondary emission from polymers and a number of equatilons
are derived which will be used to compare experimental results with

relevant theories.

Phenomenology of Theories for Secondary Emission

Secondary electron emission is the effect by which electrons
are emitted from a solid when bombarded by electrons. The mechanisms
are as follows: primarv electrons bombard the target material and
lose energy to the lattice; some electrons make elastic collisions and
are emitted with no loss of energy; other electrons make inelastic col-
lisions and are emitted at lower energies while the remainder are brought
to rest and become buried (9) within the dielectric. The true secondary
electrons, which are originally bound to the solid, gain sufficient
energy from the primaries to overcome the work function at the surface.
If these secondary electrons were not released the total secondary

electron emission coefficient could never exceed one.
Energy Spectrum of Secondaries

Figure 2 shows a typical plot, taken from Harrower (10), of the
density of emitted electrons, N(E), as a function of energy where EO is

the energy of the monoenergetic primary beam.



N(E)

!

£y

Figure 2. Energy spectrum of secondarv electrons.
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The first hump in Figure 2 corresponds to the true secondary
electrons which possess the lowest kinetic energies. Mathematically

the total number of secondaries is

N(E)dE = NS (L

whare El is about 50eV (1ll) for most materials. The inelastically
max

reflected slectrons are contained in the energy interval between El
and E,. The number of inelastically reflected primaries is given as

the integral of the number density between the values E, and El'

E,

N(E)dE = Ni (2)

E
1

The elastically reflected electrons are bounded to the interval given

by E_ and E,.
© o 2

E
o
N(E)dE = Ne (35

E,

It should be noted that the total number of primary electrons cannot be
deduced by any observations based solely on Figure 2. It is convenient
to assign a symbol to the total number of primary electrons which we

shall call Np.
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The relative heights of the humps in Figure 2 are not constant
as the primary energy is increased. Harrower (10) shows in his article
now the three classeas of electroms vary in relative strengths as a func-
tion of primary energy.

Harrower found for his Molybdenum target that at high primary
energies (ED > 500eV) the true secondaries will dominate the distribu-
tivn. In the hizh energy case the last two humps would be missing and
only the first hump present, Figure 2 illustrates moderate primary
energles (E0 = 30eV - 200eV) where all three classes of emitted electrons
may be identified. 1In the low energies case (Eo = 20eV) it is difficult
to distinguish between the three classes of electrons since the elas~
tically uand inelastically reflected electrons share the same average
energy 4s the slow secondaries, These observations are supported by
L. ¥. Dobretsov (11) when he states, "The energy spectrum of the true
secondaries electrons for metals is practically independent of the pri-
mary electron energy beginning at Eo = 18 — 20ev." It should be noted
here that our research could not measure N(E), and hence the relative
strength of each class, but it is mentioned here for instructive and
definitive reasons.

Tt is useful to express each of the separate emission processes
with a different symbol. The total number of emitted electrons is the
sum of the three svmbols referrad to above. If Np is the primary test
charge number and Ni, Ne, and Ns are inelastically, elastically, and
slowly emitted electrons, respectively; then we define the chree emis-

sion coefficients as follows.



{ = Ni/Np (4)
r = Ne/Np (5)
§ = NS/NP (6)

Each of these coefficients depends differantly on such factors
as primary beam energy, lattice symmetry, band structure, phonon colli-
sions, and surface ~leanliness. 4An excellent discussion of these inter-
actions is given by L., N. Dobretsov (1ll). If we define the total
secondary electron emission coefficient to ba o then the following

equation holds.
g=1+1 + 3§ (N

This and the following paragraph compare results various auth-~
ors have gathered on elastically and inelastically reflucted electron
coefficients for some insulators. At high primary beam energiles
(Eo > 200eV) many authors (10, 11, 12, 13, 14) neglect the elastically
reflected electrons. I. M. Bronshtien (13) estimates that v is equal
to 2-37 for metals and even lower for insulators. S. A. Fridrikhov
(12) neglects the quantity r, even at low primary energies, for the
mica sample he investigated. Figure 3 plots o, 1, and § at primary
energies up to 50eV for the mica sample. Therefore we will neglect
the term r in Equation (7) henceforth.

The role plaved by the inelastically reflected electrons for

mica as a function of primary energies is shown in Figure 3. When an
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Figure 3. Plot of 7, &, and i for mica taken from Fridrikhov.
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insulator 1s probed with high primary beam energies, i becomes small

compared to 8. Kanter (15) supports this view when he states, "As a

result, the correction for the 'backscattered energy' was always less
than 5% of the input energy for carbon and less than 8% for aluminum."
Since FEP~Teflon is composed mostly of hydrogen, carbon, and fluorine,
these figures are of interest. In general materials with a lower ef-
fective atomic number have lower inelastically reflected electron co-
efficsents (11). E. G. Martsinovskaya (14) found similar results for
the low density polymers he investigated. Because of these results i

will be neglected for high primary energies.

Classification of Dielectric Emitters

There are two basic classes of dielectrics as pertains to secon-
dary emission. The first class contains all dielectrics which are
relatively poor emitters and where O ax varies from one to four, This
class contains such substances as mica, Willermite, polyamide (Kaptom),
FEP-Teflon, PET (Mylar), CaFZ, LiF, € (DPiamond), SiOz, A1203, Sb253,
and Si. The second class of dielectrics are those with high emission
coefficients on the order of five to fifteen. This class contains such
compounds as MgO, BaQO, KBr, KI, NaCl, and NaBr. The fact that a sub-
stance has lattice symmetry does not seem to be the contributing factor
in maximizing o for dielectries. MgO and Si both have the same basic
lattice symmetry yet the ratio of their respective emissions coef-

ficients ig fifteen. Note that no polymers are good emitters but in

general o is smaller for metals and semiconductors than for insulators.



11
Band Structure in Secondary Emission

The band structure plays an important role in the emission of
secondaries from all materials; metals, semiconductors, and insulators.
If the energy difference between the conduction band and the valence

band (Eg = E ) is greater than the work function of the ma-

cond Eval
terial, then a secondary near the surface has only to leave the valence
kand to be free, An electron excited out of the valence will not be
stopped by any interactions with electrons in either band. The case
just stated applies to insulators of both classes where the better
emitters have a smaller bandgap than the weak dielectric emitters.- For
semiconductors (Si, Ge), where Eg < Ew’ secondaries must interact with
electrons in both bands and this 1s one reason semiconductors are poor
emitters. Fgr metals, potential secondaries lose energy readily through
collisions with other conduction electrons.

For insulators the interactions of secondaries with holes, pho-
nons, material defects and trapping centers are the main mechanisms by
which secondaries, with sufficient initial itine.lc energy to leave the
material, are stopped and not emitted. The re: mbination of holes
and secondary electrons is very ur'.kely and will be ignored. A col-
lision with a phonon can only cause a small loss of energy. Though 2
collision with an opfiical phonon causes only a small change in momentum,
a collision with an acoustical phonon can provide large changes in
momentum which can scatter the secondary or change its direction rela-
tive to the surface. Repeated collisions with phonons can slow a

secondary down yet the main stopping mechanism for secondaries is

their interactions with trapping centers and material defects.
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Dobretsov (ll) states, "The capture of an internal secondary by
a defect is a decisive factor in the secondary emission from substances
with a large number of defects.'" It is very likely that for polymer
dielectri:s like FEP-Teflon, where there is little lattice symmetry,
the:e 1s an abundance of dangling bonds and trapping centers.

The emission of secondary electrons from an insulator being
stimulated by a primary electron beam is a complex process. Important
factors which contribute to emission mechanies are the material band
structure, lattice defects, material work function, electron-phonon
interactions, and electron transition probabilities. Alsc secondary
emission can be influenced by experimental procedures which affect

surface contamination or surface roughnaess.

Quantitative Theory of Secondary Emission

It is helpful to start with a simple theory and modify it as
necessity demands. Many authors (11, 16, 17, 18, 19, 20, 21, 22, 23)
use the following model and theory to characterize secondary emis.-
sion from a dielectric. The empirical model is semilquantitative at
best, yet it nevertheless is quite useful. It should be emphasized
that the following model deces not describe the behavior of elastically
or inelastically reflected electrons. This fact will be emphasized
by using the symbol & in all equations using this model. Later in
this paper under the proper assumptions § will be replaced by ¢ but
until then we will use §.

We assume the true secondary electron emission coefficient will

be given as
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R
§ = n(x,ED)f(x)dx (8)

0

where n(x,Eo)dx represents the average number of secondaries produced
by one primary at depth x and layer thickness dx below the surface.
Figure 4 shows the one-dimensional geometry being considered by this
model where R is the maximum depth to which any given primary electron
can penetrate for a fixed inicial energy, E,-.

L. N, Dobretsov (11) refers to n(x,Eo) as the excitation density
for secondary electrons. Regardless of the name n(x,Eo) has the units
of number of secondary electrons (per primary) per unit length. The
function £(x) is the probability that a secondary electron will be
emitted from the material for any x. All authors assume that the
probability function associated with the release of secondaries from
a dielectric is a function which decreases exponentially with increasing

x. The standard form of f(x) foir normallv incident electrons is

f(x) = E(O)exp(—x/ys) (9)

where £(0Q) represents the probability of escape right at the surface.
The quantity xs ls a measure of the ability for a secondary electron
to leave the material. XS has the units of length and varies between
208 and 508 for most materials. As we would expect the probability

function must go to zero as x approaches infiaity.



e
Primary
Path
/A S A S A AN A A A A A
X
SV N N NN ANV R NS W NS Wt

Figure 4. One-dimensional analvsls of secondarv emission.
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Description of Mathematical Terms

The meaning of the quantities R, X, E, %, X, and 1, will be re-
vealed in this subsection. The statistical quantities £, x, and X, as
described by Dobretsov (1ll), provide a useful tool for gaining insight
into complex mathematical expressions.

The maximum depth to which any primary electron can penetrate
is a comstant, with respect to x, at a fixed primary energy and is de-
fined to be R. The range R 1s assumed to be functionally dependent
only on the impact energy Eo'

The physical meaning of XS is revealed in the following para-
graph. Let us suppose secondary electrons are generated at point "o
a5 shown in Figure 5., We assume here that the secondary electrons
will be scattered isotropically so that only a small number of them
will be peinted straight back at the surface, We also assume as did
Jonker (21) that "The secondaries are absorbed in the material accord-
ing to the exponential apsorption law.'" Therefore, as the secondaries
travel through the dielectric the probabilicy that they have not become
trapped decreases exponentially. What Equation (9) states is that
the probability of escape through the surface is alsoc an exponential
where XS is secondary range and f(0) is the probability that an elec-
tron may leave the surface at the plane x=0.

If we define a quantity 1.c to be the free mean path of a
secondary electron prior to being retrapped inm another trap center,
it should be clear that XS is less than lc. In a strict mathematical

sense the surface loss function, which may be derived from the bulk
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function, cannot be a simple exponential function. The surface loss
function was derived for the case of isotropic generation of secondaries
at an arbitrary distance x where the probability that a secondary is ab-
sorbed (trapped) is proporctional to exp(—x/lc). it is sufficient to
state here that there are other terms resulting from the integration
which must be ignored if one is to model the surface loss function as

a simple exponential as most authers do (11, 16, 17, 18, 19, 23).

Dekker (24) suggests a theory where if the primary range R is
greater than the secondary range Xs then the production of secondaries
per unit depth n(x,Eo) may be taken to be a constant. This theory de-
pends on a high trap density and leads t- > odel which states that the
probability or trapping secondaries is proportionmal to exp(-x/L) where
L i3 equal to the diffusion length of the secondaries. This theory
uses the stundard diffusion law equations and assumptions in modeling
the escape of secondaries for the insulator. These observations pro-
vide Iinsight Iinto the nature of Equation (9).

The depth to which the primarv electrons penetrate the surface
increases with increasing primary beam energy. The average depth at

which internally generated secondary electrons are created is

R
xn(x,Eo)dx

0
R

n(x,Eo)dx
0

(10}

Wi
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where Eo is the initial primary electron energy and {s taken to be a

coustant for each integration. As the primary electron energy is in-

creased x increases but the secondaries mean escape probability, ¥,

will decrease.

R

xf(x)n(x,Eo)dx

= <0

£ =—3 (11)
n(x,Eo)dx
0

The mean escape probabllity F(R) will give the probability of ascape
for secondaries o5 a funcetlon of the primary range, where the primary
range 1s a function only of the fixed initial primary energy

The mean electron escape erth 3 as is given by Egquation (12)

represents the depth at which secondary emission 1s most probable for

a given primary energy.

R

xf\x)n\x,ﬁo\dx

J N
R (12)

f(x)n(x,Eo)dx
J

nil
]

The significant difference between x and X is that x has been weighted

by the secondar. electron probability function whereas x depends only

on the excitation density.



Example of Statistiecal Quantities
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An example will illustrate the various roles played by the

terms defined in the previous subsection.

In our example we will use ¥(x) as stated and assume that the

excitation density is a constant over the region from x=0 to x=R.

This assumption is discussed in further detail later and the results

are stated below.

X = R/2

Xs(l-exp(-R/Xs)(R/X5+1))
(l~exp(-R/X5))

=

“

T = (X,/R)E(0) (l-exp(-R/X))

At low primzry energies when R is small, compared to Xs,

(13

(14)

(15)

X

reduces to R. This is accomplished by setting exp(y) = l+y in Equation

(L4). A similar expansion of the exponential term reveals that f = £(0)

which states that at low primary energies the preobability of escape is

ar its maximum. At high primaryv beam energies when R is much greater

than XS the escape probability T drops off rapidly as is indicated by

the exponential behavior of Equation (153). When R »>> XS, X will be

equal to XS and the ratio §/§ will be equal to R/EXS. When this ratio

is near one, under any assumptions, the secondary emission will be

very close to a maximum. The quantity R/):s as defined herein is an

important physical parameter we will refer to frequently in the dis-

cussions to follow.



Assumptions Used to Model Emission

Continuing with the development ¢f our model feor §, it is necesg-
sary to state the approximations which justify the use of Equation (8).
Four initial assumptions are as follows: (1) the primaries move in
straight trajectories through the dielectric along the direction of
incidence perpendicular to the surface, (2} the primary energy loss
per unit path length is given by Whiddington's Law

dE(x) _ _-A
dx E(x)

(16)

where A is a constant characteristic of each material and E(x) is the
amount of energy a4 primary has as it penetrates the surface, (3) the
number of secondaries produced in a layer of dx by a single primary is

proportional to dE(x)/dx, i.e.,

u\x,Eo) = =K (173

wilere lle reprusents the average excitation energy required to produce
a4 secondary, (+) rCfinally, it is assumed that the probability that a
secondary produced at a depth x can escape from the surface is given by
the‘exponential absorption law f(x) = E(O)exp(-xlxs).

It Eo is the energy which the primary electrons have as they
strike the surface, then the primary energy as a funetion af x (the

distance measured perpendicular into the surface) is given as

]

E(x) = E- - 2Ax (18)



which follows from integration of Equation (lb) from x=0 to some ar-
bitrary distance x, The approximate maximum depth of penetration of

the primaries becomes

R = E§/2A . (19)

If we substitute Equations (16) and (18) into Equation (17) we find

Y Kl(zn-:x)‘l“ = n(x,E ) = /—} Kl(R-x)_l/: (20)

The density of electrons n(x,Eo) is a maximum when the primary
electrons reach the end of thelr path. As a matter of fact, Equation
(20) tends to infinity as x approaches R (note the integral is still
finite Jdue to the damping action of the expemential in the integrand}.
It is important to the analysils used later in this report to determine
how § behaves as a function of high probe energies. When the primary
range R 1s much greater than the secondary range XS, Equation (20) may

be approximated as
Al{l
- = ; = r— -y
n(x,F) = n(0,E) = ¢ L
0
because within the integration of Equation (8) there is very little

contribution to the integral from n(x,Eo)f(x) for x »» Ks due to the

action of the exponential probability function. Hence § is given as

§ = n(O,Eo)f(x)dx
0
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& = E——f(ﬂ)exp(—xlxs)dx =
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0

t(O)stK

E

L (1-exp(-RX)
0

= —L - axn(—R/Y
3 E_ [}l exp R,ksi]

(9]

1
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Q

where exp(-R/Ks) = 0 for R »>» xs as we assumed originally.

Yower Law Model of Emission

The reader should note that we have derived a simple result
based on rather simple assumptions. Recent authors (lo, 17, 18) who
have published papers on secondary emission have found, however, that
this model does not predict correctly the behavior of all materials.

A more general expression for & is given below as
n )
§ = (E/E) {23)
C o

where n is some rational number and Ec is the critical voltage at
which 8§ = 1 for various matarials. Lye and Dekker (16) present
another model called the power law theory which predicts the experi-
mental behavior of 5 more precisely in the region of high probe ener-

gles. This correction is necessary for insulators and good for most



materials. Whiddington's law is modified by introducing a generalized
exponent (a constant for a specific material) in the primary beam

energy. Equation (16) is now replaced by Equation (24) stated below.
dE/dx = -A/E"(x) (24)

Integration of Equation (24) is displayed in Equ~tion (25) where the
upper limicts E and x are free running variables. E is the energy the

primary has left at an arbitrary distance x within the dielectric.

E x
Jr En(x)dEi]. ~Adx
E 0 (25)

o

The primary beam energy, as a function of depth, is given by the left

nand side of Equation {(26) which follows from Equation (25).

B0 = M - amrx (26)
Setting the left hand side of Equation (26) equal to zero and solving
for the primary range R, we find

-+l
E

_ o
R =16 . (27)

which is similar to Equation (19) stated earlier. .

An integration similar to that carried out in Equation {(20)
reveals that at high primary energles § varies as E;n , as stated in
Equation (23).

The previous case, called the power law theory, which is based

on an excitation density similar to the one shown in [quation (20), can
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be modified further in light of experimental results (25, 26). The
following model assumes n(x,Eo) to be constant as is done by Katz, et al.

(1) in one of the models used in satellite design simulations.

Straggle Theory of Secondary Electron Emission

The following theory has been presented by Lye and Dekker (16)
and is called the straggle theory. The main assumption of this theory
is that the excitation density n(x,EO) is a constant up to a point R,

where R is given by Equation (28)

R = K,E " (28)
where Kz and n are constants for various materials. The model is based
on the experimental results of Young (25, 26) and Kanter (15) whien
suggest that for primary energies from 2.5keV to 10keV the excitation
density n(x,Eo) is constant. This is equivalent to stating that the
prizary energy loss rate dE/dx is constant. Figure 6 shows Young's
results where he has plotted fraction of energy dissipated versus tha
fraction of range covered for A1203.

The derivative of the straight line shown is a constant and these
authors (16, 25, 26) argue that this implies n(x,Eo) is therefoure a
constant. The basic concept involved is that the number of primary
electrons in a beam of fixed initial kinetic energy decreases linearly
with distance into the surface and becomes zero at the primary range R.
The probability that a primary electron will pass through a solid layer

is given by
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Figure 6. Fraction of energy dissipated versus fraction of range covered for A1203 taken from Young.



p(x’EO) =~ 1 - x/R (29)

and defined to be zero for x > R. In the power law theory the probabil-
ity that 2 primary would pass through a solid layer was constant since
electrons traveled the entire distance R. Figure 7 shows the number of
primary electrouns (No) left within the initial pulse after traveling

a distance x into the dielectrie for each theory,

The probability functions p(x) and £(x) are not the same since
they describe different processes. The function f(x) models the absorp-
tion of secondaries on their way to the surface while p(x)} is the prob-
ability that a primary electron has beon stopped at a particular value
of x. It is assumed in beoth theories that the probability that a primary
electron has been stopped is proportional to the probability that a
secondary has been generated., Therefore if the primary beam is losing
a4 constant amouvnt of energy (electrons) as a function of distance x,
then a constant ameunt ¢f generuted secondaries per layer dx is implied.

Figure 8 shows the comparison of n(x,Eo) as defined by Equation
(21) in the "power law' case and by Equation (30) written below.

K.E K
. -to 1
n(h,Eo) T (30

a
K,E
-

Equation (30) is similar in form to Equationm (21) since both of these
quantities are constants with respect to x, the variable of integration.

Once again we integrate Equation (8) using Equation (30) and

the same probability function as before, Since R = K¢E0n+l , this is

written as
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KLEO
S = — E(O)exp(-x/ks)dx =
1]
KlEOXR
€(0) _“TT_HL [} - exp\-R/Xs{] (3L

The difference between Equation {31) and (22) is that here we don't
toree the ratie R/XS to be large as we did in the derivacion of fyuation
(22). For Equation (21), n(x,Eo) was allowed to be constant vnly if
R/X5 was large. In the straggle theory the exponantial is kept so that
this ssumption applies to the full cange of % and R, If R = K2E0n+l

then Equation (31) may ve rewritten as

[L - exp(—quon+l

(KB “+lfx )

- O 5

e /X))
Al ILO)le\) b\ i

This equacion applies to the full range of impact energles (Eo) where
Bquation (22) was only good for high (2keV) primary energies. It

should be noted however, that BEquation (3D reduces to Equation (23)

for aigh primary energies. It 1s curious that Lve and Dekler (1)

used Young's experimental results {25, 26} for high energy primaries

and applied them to the low ecnergy case also, in spite of no experimental
hasis. Nevertheless, othars (1) have assumed the same thing with no

Jjustification.

Emission Theory for Obliquelv Incident Electrons

We are now ready to extend this Jdiscussion a little further and

look at how Katz, et al. (1) modified these theories to suit the needs
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of the NASCAP program, The authors essentially changed the probability
function (9) and introduced a cos(d) term in the argument of the exponen~

tial.

F(x) = £(0) exp(—xcos(ﬁ)lxs) (3

Figure 9 shows the geometry used in modeling Equation (32).

Lf one assumes tnat it is the normal vomponent of the electron
depth that should be used for the probability exponentials argument,
then Equation (32) {s the logical choice. Two references, Jonker (21)
and Bruining (19) have done calculations which state that

0.71
ry
Lcos(@)inA)l’“

Emax(o} = (3.3)

where A is defined in Equation (24). Even for the straggle theory where

Bauation (24) i{s replaced by Equation (34), we have

Ee | -
dx R(E ) . o0
o KGEy (34)
where (ntl)A = Kq“l and Equation (33) is still valid.

Equation (35) expresses the ratio of two separate energy maxi-

mums measured at two separate angles.

Emax(el)

Emux(ez)

- (cos(ez)/cos(el))llz (35

This equation will be referred to later when our data is compared to

theoretical predictions,
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Ratz, et al. (1) integrate Equation (8) in their own form

where

R
" - dE
syl 4

exp(—xcos(o)lxs)dx (36)
0

and where Equation (32) is the probability function used before (19, 21).

The resulc of this integration where .JE/dx| is taken as a constanc is

S -xc -ggi i1 - exp(—RcosLﬂ)/Ks)] ~
s 2 (dx| cos (9) -
! . D K
XSCq %%‘ {1 - exp{~Rcos SIXS)] -
- .l

cos ()

03 1~ expi=]
cos () (37)

where {) = Raos(@)/xs and C . This predicts that at

3

high primary energies where Q > 1, the secondary electron emission co-

= (C,X) ldE/ dx

efficient will vary as a function of ¥ as a constant times sec(d).
Katz, et al. (1) make one last modification of the integral ex-—
pressed by Equation (36) and this is to estimate dE/dx as the first two

terms in & Tavlor series.
= = 4 4+ a,x (38)

No other referenced authors used this model, but they justify the usag:

aof Equation (38) based on energy range data presented in their text.

; - e o OFL
This model estimatad the primary range as before where R = aqho .

Integration of Equation (36) under these assumptions vields the

result stated below
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- - ] - -
S(E,,8) = C,ra L exg< DI 4 1%, Lo Hl)exn-0)]
Q (39)
where Q = Reos(d)/X_ and R = K2E0n+l For high primary energies the

second term in Equation (39) becomes negligible. Therefore for high

primary energies the ratio of § for two separate angles reduces to

5(61) cos (9,)
6(82) = cos(sl)

(40)

The equations stated in this first chapter will be referenced in Chapters

IV and V where data and theories are compared.

Summarv

The important features of Chapter I are that mathematical models,
as developed in the literature, have been presented so that they will
be available for comparing theorv and experiment. The assumptions in-
volved in the mathematical models have been reviewed as they pertain to
polvmers.

The important equations to keep in mind are Equations (21), (37),
and (40). Equation (23) will be used in Chapter IV in order to help
estimate the primary beam charge. Equation (39) reduces to Equation (37)

for high primary energies (Eo = lkeV) because Q is proportional to energy
and the second term varies as Qﬁz. Equation (40) is a further simplifi-
cation of Equation (39) where exp{(-Q) has been approximated as zero.

The term exp(-Q) was estimated to be negligible for FEP-Teflon
over the range of angles investigated herein and therefore the importance

of the term is not stressed here. If K, = 350 8/keV as is indicated By
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Katz, et al. (1) for TFE-Teflon then for primary eneigies of lkeV the
ratio of R/XS will be about seven and the exponential term will be

three percent at ¢ = 70°, At JkeV R/XS will be 21 and the exponential
term will be equal to three percent at ¢ = 80°, The angular limit of

the experimental data is about 70°, therefore the effects of the exponen-

tial term on data taken in the range lkeV = E0 = 10keV were not noticed.



CHAPTER II

EXPERIMENTAL APPARATUS

Two separate experimental procedures were followed in the c>l-
lection of data. Firstly, the potential field distribution within the
electrostatic environment was obtained from measured electron tra-
jectories. From knowledge of the field distributions it was possible
to conduct a second set of experiments where the primary beam impacced
the dielectric surface at specified angles of inclination. A description
of the apparatus used in each procedure is given below.

It was necessary to design and fabricate the entire apparatus
using few prefabricated parts. Each subsystem——probe gun, flood gun,
sipgnal monicoring equipment, motor drive mechanisms, deflection c¢ir-
cuitry-~had to be working as a separate part before any unified experi-
ments could be accomplished. The malfunction of any part ecnuld render
an experiment inconclusive.

The basic experimental system, as described in previous reports,

y

(5, 3) is shown in Figure 10, The dielectric sample is contained within
a grounded half-eylindrical shell. The sample is momnted on a flat
stainless steel platform and it is covered with & 5-mil sheet of stain-
less steel shim stock. A rectangular opening in this cover defines the
area of the specimen to be tested. A separate dielec:iric sheet isolates
the metalized backside of the FEP sample from the grounded platform.

A wire, which connects the specimen to the electrical monitoring equip-
ment, is attached to the specimen backside with silver—laced epoxy.

The electron probe gun and flood gun are firmly mounted to the

vacuum chamber floor and are unable to move. However, the platform may
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Figure 10. The specimen, the chamber where it is mounted, and the two
electron sources used for charging and probing the

specimen.
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be rotated so that the specimen surface may be exposed to either gun at

normal or non-normal incidence,

Vacuum System

All system measurements were made within a 45-em diameter stain-
less steel bell jar which is evacuated by a turbomolecular pump, and at
a pressure below lO~6 torr-~the lower limit of the gauge which was used.
The vacuum system was run continuously day and night, and it was also
"baked out" by leaving red hot tungsten filaments cn at all times which
aided in outgassing of surfaces. All metals placed in the system were
cleaned with trichlorethelene first, methanol second, and lascly acetone,
and were then baked under a heat lamp te aid in outgassing. The pump
was able to reach 10_6 torr within one hour after being at room pressure,
vet reproducible results were not attained until the system had been in

a vacuum for a few days.

Motor Drives

The cylinder and mounting platform are turned with stepper
motors which have 200 steps per revolution. These motors are located
outside the vacuum system. They turn shafts which pass through vacuum
seals, and the shafts in turn are coupled to the cylinder and platform
through spring-tensioned wires stretched over pulleys. This mechanical
arrangement provides precise, repeatable positioning of both cylinder
and platform., The motors themselves are drivem from an 11 volt scurce

through a control system which allows single-step operation or sequen-—
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tial stepping at four steps/sec in either direction. Decade counters
and 7-segment displays monitor the stepping sequences.

The platform and cylinder may be rotated independently from one
another. Thus the platform may be oriented so that the probing beam
approaches the specimen from any angle. Then the cylinder, which carries
the beam detector, may be rotated so that the beam exit pogitien can he
determined. As the necessary rotations are being made, the specimen
remains in a controlled electrostatic environment. The beam may fall
between discrete positions available tco the detector and if this happens,
a change of voltage on the beam deflection plates can provide Che slight
adjustment needed to center the beam on the detector. The detector
on the periphery of the cylinder moves 0.8 mm/step on the average with
some observed differences in step sizes being attributed to the motor

tolerances.

Flood Gun

Mono=-energetic elect nns drawn from a heated tungsten wire can
be accelerated toward the specimen in a broad beam. This technique
has been used before and it has provided more than adequate current
density to the specimen surface, charging it in a few seconds to po-
tentials as high as 20kV. A special feature of this system is that the
specimen can be tilted relative to the beam directiom such that skewed
charge distributions become possible.

Charging is done when the rotating cylinder has its window be-

tween the flood gun and the specimen. This allows the specimen to be
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charged so that after the cylinder is rotated back to the original po-
sition, the specimen is contained within a controlled electrostatic
environment.

Charging of the dilelectric surface is accomplished by first
biasing the flood gun asgembly at some negative potential and then in-
creasing the tungsten filament current from O to 5 A for a few seconds.
Accumulated charge is wmonitored with an electrometer so that the operator
will know when the charging has stopped. The current through the fila-
ment is then returned to zero, and lastly the flood gun assembly is re-
turned to ground potential, In this procedure the emitting filament
must be turned off before the high voltage bias is.

Discharging of the dielectric calls for a reversal in the order
just stated. When the surface is being discharged, the high voltage
bias is slowly (500V/s) turned down to zero. UNext the filament current
is returned to zero. By turning the high voltage power supply down
slowly the flcod beam povential is kept between the unity points on the
secondary emission curve and the specimen loses charge., If the high
voltage is turned down too quickly, total discharging might not occur.

Cycling of the dielectriec from charging to discharging and back
again can create dipole layers of charge witnin the dielectric. A paper
written by Beers, et al. (9) models the effect of buried layers within
FEP-Teflon and they found that, within the region where most secondaries
are released, the electric field created by deeply buried primary
electrons is small and independent of charging history. Therefore,
the effects on secondary emission caused by internal electric fields

generated through discharging and charging of the dielectric are igunored.
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It is useful to note that only those electrons right on the surface of
the dielectric (within 50 &) can be liberated during the discharging
process. In one cycle, equal amounts of charge are put onto the surface
and remaved, such that after one cycle the dielectric as a whole is un-
charged. Yet there is a positive layer of charge on the surface and a
negative buried layer in the substrate.

Another aspect of the charging systew that is worth mentioning is
that an uncharged specimen could be charged by rotating the platform
from a position parallel to the flux of electrons to a position where it
was perpendicular to the electron £lux. This procedure allows the spe-
cimen to be charged by a non~normal flux of electrons and it also allows
one to detect whether or not the pulley wires had become'broken or dis-~

engaged.

Collimated Electron Beam

The desired attributes of the probing beam are that it be mono-
energetic, deflectable, and shaped like a ribbon haviapg dimensions of
0.15 mm x 1 mm. The electrons are drawn from a heated tungsten filament
and are sufficiently mouoenergetic as long as the accelerating potential
has low ripple. Deflection is easily accomplished with the bilased
plartes shown in Figure 10. The shaping is a more critical problem
which is approached in this work by allowing the eleutrons to stream
through collimating slits. This is feasible since electrostatic defocus-
ing is not significant at the low operating cuvrent of 1 nA.

It was necessary to bend the probing beam with deflection plates

as shown in Figure 10. By rotating the specimen platform and adjusting



40

the deflection plate voltage it was possible to inject the primary beam
into the hemi-cylinder with various angular attacks., Figure 11 shows
two angles, &« and B, where a is referred to as the angle of cylindrical
incidence and B is referred to as the primary angle of inclination., A
third angle 9 is defined which is the angle of incidence the primary
electron has just prior to surface impact. In general, a is never equal
to J for charged specimens.

Angle & could be varied from 0’ to 180° while angle B could be
adjusted about 20°. Appendix A provides the details concerning hes
the defleation factor, D, was found for various primary beam energies.
Deflection factor D has the units of radians per volt, and when multi-
plied by a deflection wvoltape yields g, the angle of interest. Une
further angle is defined as y, which 1s the angle that a reflected pri-
mary bezm has with respect to the specimen platform. Figure 11 shows
a typical reflectea electron trajectory for normal incidence (a = 90°)
upon a chavged specimen where 3 is practically in the range of 1-50
miLlliradiang,

It was possible to measure the probe beam thickness, at the
cylinder entry point (up frent), by deflecting the beam onto two dis-
crete detector positions separated Lv one step (1.3° or 0.8 mm). The
difference in deflection voltages between the two discrete Jdetector
positiong is a measured gquantity Vdv' A plot of the probe beam current
as a function of deflection voltage 1is shown in Figure 13 - ¢ rwo dis-
crete detector positions. The Jdifference in deflection v

(Vdv) is given as (Vl - V..

-
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The difference between Va and Vb, or Vd and Ve, is defined as
the effective width of the probe beam, where the current levels at
Va, Vb’ Vd’ and Ve are all one half of the maximum currents measured at
Vl and Vg. Therefore it is possible to estimate the probe beam thick-
ness by taking tle ratio of Va - Vb and Vdv and multiplying this ratio
by the distance between the two detector positions (0.8 mm). The ratio
was found to be a constant, one [ifth, with respect to the probe beam
acceleration voltages while the magnitude of Imax’ Va, and Vb varied as
a function of the acceleration veoltage. Thus the approximate probe
beam thickness was equal to about 0.15 mm. Since the detector wires
were 0.12 mm thick, there was ne reason to reduce the beam thickness
further because the detector wire would be unable to sense any greater
resolution due to its dimensions.

The same procedure, and currents versus voltage plot, was con-
ducted for probe beams exiting the cylinder. These experiments and cal-
culations revealed that the probe beam thickness at the exit point was
about 0.2 mm and tiherefore the preobiny beam suffered little Jdivergence
in its path through the cylinder. For an accelerating potential of 10kV,
vdv was found to be 450 volts and Va - Vb was found to be 90 volrts for
the frontside case, while on the backside Vdv was approximately 30 volts
and Va - Vb was about 20 volts. These types of measurements were easily

made.

Pulse Circuitry

This fedature of the system was not used for potential mapping

but for deflecting the beam to arbitrary points on the dielectric



surface, Other researchers (11, 17, 27, 28) have used this pulsed beam
approach for probing charged and uncharged dielectrics. Willis and
Skinner (17) had a beam current on 10'9A for a pulse duratcion of 10—69
with a beam area of 5 mmz. Johnson and McKay (27) worked with 10"6A
for pulse durations of 10"55, while Dobretsov {1l1) used single pulses

- 2 - - 2
9-10 7A/cm“ for 10 6—10 55 with a beam area of 1 cm”.

of density 10~
Finally, Whetten and Laponsky (28) used a primary current of lOagA for
several milcroseccnds with a current density of 1 mA/cmz. Two authors
(11, 27) were using test charges on the order of 1 pC while the other
two (17, 28) could measure charges of magnitude 10-3 pC. The work done
by this lab was with a beam area of 1.5 x 10—3cm2, a current strength

of 10 ko070

A, and pulse widths of 10*3—10"23. In general, we were
‘ealing with charges on the order of 1 pC.

| Figure 14 shows the schematic for the pulse circuitry used. The
two TTL-7400 nand gates are connécted in a set-reset flip-flop configura-
tion where closing switch one will deliver a single chatter free pulse
as shown in Figure 15, Swaitch two (reset) must be pushed In order to
allow another pulse %o be created., Basically, the flip-flop is a re-
liable debounce circuit. The RC high pass filter and first TTL-7404
inverter (Il) differentiates the voltape shift from Figure 15 and gen-
grates a monostable pulse as shown in Figure 16. The pulse width is
controlled by the filter time constant and is from 10-2 to 10_39.

The second TTL-7404 inverter (12) inverts the waveform of Figure

16 and drives the base of a high voltage transistor (BV,. = 1500V) with

CEO

a base current strong enough to saturate the transistor. The base cur-

rent is sufficienc to saturate the transistor at any voltage (VH - VL)

of interest.
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Fisure 17. The final output of the pulse circuitry applied to the
def'lection plates.
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Figure 17 shows the final waveform applied to the deflestiua
plates when switch one, shown in Figure 14, is closed. One ei tue de-
flection plates is grounded while the other plate is connected to the
collector of the transistor shown in Figure l1l4. Note V. may be above,

L

below, or at ground potenti - = .
W, ground potential as long as VH VL BVCEO

Signal Monitoring Equipment and Svstem Joise

The charges deposited and released from the specimens were moni-
tored using two 600B Keithley electrometers. This data was recovded
permanently using a Sanborn 320 strip chart recordo:.

In the first set of experiments the probin; 2w impacted the
detector wires for specific deflection voltages. ‘ih.. magnitade of the
probing beam current was measured as a function of wwflection voltages
and these measurements were recovded for future reference. When the
probing beam was veflected back to the cyvlinder exterior, the angle 3
(siwown in Figure 11) could be controlled with the deflection voltagé,
30 that the experimentalist could adiust the voltage to obtain the mon-
itored detector current. Background current was present in these ex-—
periments as indicated in Figure 13, but maximums were easily detected
if the Jdetectors were shielded from stray currents.

The second set of experiments, which involved striking the spe-
cimen with the primary beam, did not require use of the detection wires
and therefore only the specimen charge was monitored. The changes in
surface charge were recorded permanently for future analysis using the

strip chart recorder.



Noise present in the monitored specimen charge was partially
filtered out using a simple RC low pass filter. The signal was muach
noisier for a charged specimen than for a discharged specimer which in-
dicated that the origin of the noise was not necessarily extern.l in
nature, but might be associated with transient discharges between buried
layers of electrons and the surface., It was noted that in oune experiment,
after the surface of the dielectric was bombarded once, the signal became
very noisy. The exact natura of n:i.e2 in the experiment was never iso-
lated and eluded a comprehensive analysis. The noise present set a
lower limit on the amount of charge that could be detected. It was
possible, in a charged state, to accurately measure (f 10%) at least
0.5 pC with greater accuracy for larger charges.

Figure 185 shows the change in the surface charge for a beam which
has Impacted the dielectric surface with a iO ms pulse of magnit:je
1.0 p¢. The noise 1is represented by the small {luctuations where the
step function is the important data representing charge released or
accumulated by the dielectric surface. The slope is 4 measure of how
quickly the sample was spontaneously discharging. This natural discharg-
ing was at a rate of 1 pC every few seconds, .ind rapresented a loss of
0.1% of the total accumulated surface charge dering a 10 minute experi-
ment cvele. In other words, this drifting of the surface charge caused
no significant leakage of charge (and hence perturbation of assumed
potentials) during the course of an experiment. There were three com-~
ponents present in the monitored signal: the noise, the drifting, and
the step funetion signal. For a charged specimen the noise and drift-

ing were present and placed constraints on the resolution obtained in
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measurements while for an uncharged sample the noise and drifting caused

no problems.



FUAPTER ITI

ESTIMATION OF POTENTIAL DISTRIBUTIONS

Chapter III describes the mathematical and experimental basis
used to model and measure potential distributions present on the di-
electric surface due to surface charge. The first section deals with
the mathematical modeling and assumptions made in approximating the sur-
face potential, Conformal mapping (7), and DeVogelaire's method (29)
of solving second order differential equations are used, along with
numerical integration, to plot electron trajectories based on assumed
potentieis., Real measured trajectories are compared to simulated tra~
jectorien, based on assumed potentials, and a best fit of measured and
simulated trajectories indicates which assum:] porential is a best
choice.

The second section describes how the experiments were actually
conducted while Appendices B-F describe the exact step-by-step Sequences
used in revording data. The second section presents the procedure in
a conversational manner while the data was actually taken using a
strict step by step procedure listed in the Appendices. The first sub-
section of section tweo describes how surface potential maximums (at
X = 0) were measured while the next subsection describes how trajectories

were measured and under what constraints the measurements were made.

Methods Using Conformal Mapping and Numerical Integration

All - " ulations are domne using a two-dimensional geometry even

though the system was three-dimensional. Three~dimensional modeling
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was attempted and abandoned due to computer time cost. Error in two-~
dimensional calculations has been estimated (30) to be negligible if
the cylinder length is 2.5 times the diameter, and if the specimen length
is equal to the cylinder diameter. Thus the semicircle discussed herein
1s a two-dimensional representation of a three-dimensional problem.
Robinson (8) describes how he used Quoc-Nguyen's (7) methods for
calculating the potential and fields in the half-cylinder electrogtatic
region of interest., The potential and fields were calculated by a com-
bination of z conformal mapping and an integration of a two-dimensional
Green's integral (7, 30). When the one-~dimensioral potential function
is multiplied by the normal derivative of the Green's function evaluated
on a plane, the resulting function may be integrated to yield the pnten-
tial at some point above the plane. Field components are found by taking
the gradient of that integral. Prior to the formulation of the integral,
the half-ecylinder must be mapped via conformal mapping into a semi-

infinite plane.

Conformal Mapping

Conformal mapping, illustrated Iin Figure 19, acts upon a semi-
circle (or half cylinder) with radius T and with a specimen width of
ZBO. If the region within the semicircle 1s described as the W-plane

(or U + 1V), then the mapping

. B— (41)

2
1+ (W/ro)
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Conformal mapping of the original plane (U, V) into the transformed plane (X, Y).
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cuts the circle at W = ir0 and opens it .into the upper-half plane de-
scribed by Z (cr X + 1¥). The three points W = L g, -~ do not
move but the edges of the specimen at W = ¥ B0 move to new positions at
z =3,
When uo is small compared with £ then B is approximately given
by2Bo and the transiarmed specimen is then twice as wide as the original.
The potential of a point in the transformed plane is the same
as the potential of the corresponding point in the original plane, but
the field compenents calculated in the transformed plane must be trans-
formed back to the original plane. The derivative of the conformal map-~
ping transformation,

dz _ 2 [1 - (/)]
oo e 2 (42>

5 4+ 1T =

is used to transform the field components back into the original spatial
plane (U + 1iV).

The spatial electric field components are given by

E, = SE + TE (43)

Ev = --'I.‘EK + SEy (44)

Surface Potential

In the transformed Z plane the potential at some point (X,Y),
is equal to an integral over the specimen's surface where the pctential

on the surface is Jetined as P' (X), (assumed for each computer runm).



The transformed potential then is given by Equation (45) where ¢ is

jnst a dummy variable.

3 )
' (X =~ )" + ¥~ (45)
-B

The surface potential P'(X) is expressed for the halt-cylindrical
case as a polynomial in X, the transformed variable, instead of in terms
of U, the veal spatial coordinate. The surface potential is

m

P =g, A, oyt (40)

where it s rinite. From known boundary conditcions it is assumed that
PY(-B) = P'"(B) = 0 and that, therefore, the sum of tha even Ais is zaro
and the sum of the odd Ais is zero. If the surtface 1s charged in a
symmetric manner, then the surface potential {s an evan function in X
and all odd Ais must be zero. If Ao 15 less than zero and dzl?‘/dx;3 is
positive, then it 18 assumed that all other even Ais are positive.

The expression describing the surface potential mav be subsrituted
into the dreen's integral so that the potential at some point in the

transtformed £ plane becomes

m

” » - }'_ (LIS i LA ]
PAX,Y) = NN /B (47
where
B=-X i
I = (¢ + X)"d¢
] 1
1L (6" + ¥ (48)

-B-X
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The electric field components are determined by taking the nega-

tive gradient of Equation (47) so cthat

m
> 4 ; i
b - iio (A,1,,/87)
2 n
__F 2 0 i
Ey ==yt 1;6A113i/3 )
where
B-X {
I = (o + X))~ do
2 3
2i (¢2 N Yz),
-B-X
B-X | i
[ = (o + X)) d¢
3i 2 2.2
(4~ +Y7)
-B-X

and ¢ again is just a dummy variable for integration.

The quantitiles T B, the assumed Ai

(49)

(50)

(51)

s, and a point (X,7) (with

a corresponding spati-l coordinate point U,V) are specified so that the

following procedure may be implemented to obtain the potential and field

components within the electrostatic enviromment. It is necessary to

evaluate the integrals in Equations (48), (51), and (52) for some assumed

coefficient index i. The results are then transformed back to the ori-

ginal semicircle (U + iV) by using Equations (43) and (44) and noting

that the potential does not change during the coordinate transformation.



DeVogelaire's Method

It is necessary to simulate electron trajectories within the
half-cylindrical region Lf an experimentalist is to know where and with
what attack an electron impacts the diciectric surface (experiuents
described in Chapter IV). The trajectory simulation routines are also
necessyry for interpreting measured reflected trajectories, The proce~
dures just described yleld electric fields which provide the accelera-
tions required by the trajectory tracing routines described in this
section.

The trajectory tracing routine used was developed by Tilley (6)
and Robinson (8) based on the mathod of DeVogelaire (29) where the
electric fields derived from conformal mapping provided the necessary
electron accelerations. DeVogelaire's method applies to second order
differential equaticons without explicit first derivatives and is correct
to fourth order. The spati:. - and velocity components must be known
at a time £y and also the spatial coordinates must be known at the time

corresponding to a half-step before t Electric field components are

i

evaluated at these points (xi’Yi) and a new halt-step 1s given by

¥
Xh = Xi + VxT/“ + qT™((3 + F)Ex - FE_ /24 (53)

where X is the transformed coordinate, T is the time step, V is the

velocity, E is the electric field at X E1 is the electriec field at the

1*
prior half-step point, and q is the charge/mass ratio. The quantity F
is unity {dimensionless) for most particle steps except when the size

of the time step is changed. After the half-step, the fields at the

new point are computed ind the whole step is completed so that
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7
- = Lod Al 2
Xipg = % ¥V T+ qI7(E + 2B /6 . (54)

Equations similar to (53) and (54) apply to the Y coordinates and are
evaluated simultaneously. After a step is completed, the new velocities

are evaluated from

V(1+1)x = Vx + qT (Ex + 4Exh + E(i+l)x)/6 (58)

where a similar equation applies to the Y component of velocity.

The conformal mapping, the Greeﬁ's integral, and DeVogelaire's
me hod are all implemented using computer routines and subroutines which
are described by Robinson (3). These routines were also used ro set up

the experiments described i Chapter IV.

Experimental Procedures Used Involving Reflected Trajectories

This section describes the experimental procedures for measuring
the peak surface potential Ao and electrun beam deflection y. The
first subsection describes measurements of Ao for charged samples and
the second subsection shows how electron trajectories were measured and

analvzed.

Determination of Surface Potential

The peak surface potential, defined earlier to be Ao, must f£irst
be determined experimentally before computer simulations can be attempt-
ed. When the surface has been charged with a flood gun acceleration

voltage of, for example, V the surface charge stabilizes at an

[~
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equilibrium stace where, for every electroa which impacts the surface
one is given off. The flood gun voltage Vf corresponds to the higher
of the two unity emission points in the curve, showing o versus primary
energy. The other point at which ¢ = 1 for polymers is usually 20 to
50 volts above the surface potential AQ and represents an unstable
equili. . fium.

The peak surface potential is experimentally defined to be the
lowest possible primary acceleration voltage Ao which causes the slight-

est perturbation of surface charge. This potential A, may be determined

experimentally by the following procedure, First, the ~cimen is
charped with a known high voltage bias on the flood gv . Liembly Vf.

Next the middle (X=0) of the specimen is probed with a series of
normally incident beams which have discrete energy steps of ldeV. The
energy is increased until the monitored charge indicates the specime:
hias been struck.

What is referred to in literature as the critical voltage VC
(or c¢ritical energy Ec = eVC) is the difference between Vf and AU.

For a charged specimen the critical energy 1s defined herein to be

Ec = e(Vf - Ao) . {56)

For voltages less than the peak surface potential it was possible
to cause discharging of the speciman near its edges, where the surface
potentials were lower than that in the middle. Care was taken not to
confuse discharging near the edges with discharging caused by striking
the middle of the specimen. Lt was sufficient to strike the specimen

with a variety of deflection voltages to insure that the center potential
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had been measured and not some other potential based on impacting the
surface off center. Table 1 shows the various peak surface poten-
tials Ao (energies) for different flood beam charging potentials.

The first column in Table 1 displays each flond gun potential
used while column two represents the measured surface potential for
2ach of these charging potentials, and column three shows the energy
spread (er - eAO) which corresponds to the critical energy in the
secondary emission curve. Column four shows the normal electric field
at X=0 for each case. There is an experimental error of x 20 V asso-
ciated with the measurements made in columns one and two where column
three would therefore have an error spread of about ¥ 40 V. These re-

sults are consistent with those found by Quoc-Nouven (10), for the es-

timated electric field strengths in these cases.

Reflected Electron Trajectories

Electron trajectories were determined experimentally based on
four known experimental quantities: the angle a of cylindrical inci-
dence (Figure 11), the primarv beam angle 5 of inclination, the primary
beam initial kinetic energy Ep (on entering the cvlinder), and the exit
angle ; for the reflected primary beam. The primary beam energy Ep
and the angle x were easily determined while the angle y was found by
looking for the reflected primary beam with the detector wires. Angle
3 was controlled by the deflection plate voltage.

For all potential mapping the angle of cyvlindrical incidence was

kept comstant at 90° so that the primary beam could interact strongly
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Table 1. Values for the flood beam potential, peak surface potential,
critical voltage and surface electric field.

evf eAu ch = e(vf - Ao) Ev (V/mm)
6000 4200 1300 980
3000 6150 1850 1500
10,000 3080 1920 2090
12,4000 10,040 1960 2730

14,000 2,000 2000 4080




with the potential field, The initial primary kinetic energy Ep was

kept at about 3keV below the flood beam enevgv L. and was about 80% of

£
the surface potential energy er. The thin collimated electron jprobe
beam was injected intoc the half-cylindrical electrcstatic environment
with an initial kinetic energy which was too low to impact the surface.
Therefore the electron beam was reflected back towards the detector
wires mounted on the circumference of the cylinder. The wires were set
at predetermined exit angles (where y = l44°, 126°, 108°, 90°, 72°,
54°, and 36°) and the deflection plate voltage was varied until the re-
flected primary beam struck a detector wire. Table 2 shows the ueflec-
tion volcages corresponding to each eait position for a flood beam po-
tential of 8kV and a probe beam voltage of SkV. The peak surface
potential at X=0 was measurad to be 6150 volets for this case.

The first column shows the exit angle, the second column shows
the actual deflection voltage required for the beam to strike a given
detector wire and the third column is a repeat of column two where the
deflection voltage (8.3 volts in this case) required to refleect the
primary beam straight back is subtracted tfrom all actual Jdeflection
voltages. It was not necessary to construct a probe gun which could
precisely inject a primary beam straight ianto the cylinder with an
actual deflection veoltage of zero. The 3.8 volts in Table I represent
the correction voltage required to center the beam., It should be noted
that the angle of inclination 8 is zero when the deflection voltage is
8.8 volts because if B was not zero the beam would not reflect straight
back to the point of origin. The adjusted deflection voltages tabulat-
ed in column three of Table 2 are multiplivd by the deflection factor

D (0.900432 radiang/volt for a 3kV beam) and the angle 3 is obtained
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Table 2. Injection angles, reflected angles, and deflection voltages
used in potential mapping for the case where Vf = 8kV.

Y DV DV - DV (90°) (ragians)
144° +42.0 +33.2 +0.0144
126° +33.6 +24.8 +0.0107
108° +20.6 +11.8 +0.0051

v0° + 8.8 0.0 0.0

72° -~ 3.6 -12.4 -0.0053

54° -16.2 =25.4 ~0.0105

36° ~25.0 -33.38 -0.0146
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In this manner. ¥Next the three known quantit! s, z, 3, and the pri-
mary energy, are used as input parameters to the electron tracing rou-
tines (8). Different coefficients in the polynomial expansion for the
surface potential are assumed and the exit angles dependiag on the four
quantities (o, B, primary energy, and coefficient choice) ara tabulated.
The final data is presented as a graph where the measured =:xit angle is
subtracted from the exit angle calculated using computer simulations
and plotted on the ordinate while the measured exit angle is plotted

alone on the abscissa.

Numerical Values for Surface Potentials

Figures 20 through 24 display the processed data for a flood
beam energy of 6kV, 8kV, 10kV, 12kV, and 1l4kV, respectively.
Equations (56) through (60) summarize how the surface potential

depends on the flood beam energy and positionm.

VEX) = 420001 - G/BYO] (56)
V(X) = 6150(1 ~ (X/B)°] (57)
v(Z) = 80801 - .5(X/B)” - .5(x/B)°] (58)
v(Y) = 10040[L - (X/BY)] (59)
U(x) = 12000{1 - .5(x/B)Y% - .5(x/B)*] (60)

The cases where Vf = 3kV (Ao = §150) and Vf = 12kV (Ao = 10040),
were used to determine how to choose 2 and 3 in order to impact the

specimen at the desired angle 9 and some point on the surface X.
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Chapter IV present. results which were generated using the potential

functions as described by Equations (57) and (59).
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CHAPTER IV

MEASUREMENTS OF SECONDARY EMISSION

Chapter IV describes how secondary electron emission experiments
were conducted and what criterion was used for interpreting data and
converting measurements into a plot of o versus the primary energy.
Section one explains how the mapgnitude of the primary beam charge pack-
et is estimated. The first subsection explains how the critical energy
Eco was determined for an uncharged sample., The second term explains
how the exponent n, referred to in Equation (23), was determined ex-
perimentally. The last subsection indicates how the total primary
beam charge was estimated from the measurements deseribed in the first
two subsections.

Tne second sectlon describes procedures used in determining o

as a function of primary energy and angle (9).

Estimation of the Primary Beam Charge

It was necessarv to measure the critical energy for an uncharged
specimen LECD) in order to estimate the amount of charge directed
tewards rhe surfaee, Evaluating the exponent n was disc aecessary and
this wag based on measurements outlined below. The calculation of the
primary impacting charge Qp (ox eNP) requires the use of Eco and o
which are the parameters of the theoretical model and the measurement

af the charge indiced in the substrate of _le specimen.



deasurement of the Critical Energy

One experiment not attempted in the work of Quoc-Nguyen (10)
was a measurement of the critical energy for an uncharged specimen,
defined herein to be Eco' This measurement was important because the
method used to estimate the primary charge directed at the sample de-
pended on knowledge of the critical « orgy.

Large packets of primary chu.ge impacted the center of the un-
charged specimen with primary energies in the range of 1.3keV to l.7keV.
The accumulated (charging} or released (discharging) charges were
monitored and recorded taking care not to strike the same area twice
with the primary beam. After a set of measurements was made, the
sample was discharged and the same procedure was repeated to insure
reproducible results.

It was possible to find a primary energy range where charge
was neither accumulated nor released by ta2 spocimen even though a
relatively large amount of charge (200 pC) was used to bombard the
surface, At l.453keV the specimen just barely displaved discharging
(0.3 pC released) while at 1.35keV the specimen just barely showed
charging. Between these voltages no clear step function signal
could be discerned due to drifting and noise present in the signal.
Theretfore the value of 1.5keV has been assumed to represent the uncharged

critical energy.

Determination of the Exponent n

The technique used to determine n in Equation (23) for FEP-

Teflon was to measure the amount of charge collected by a perfect



primary absorber (the collector) and compare this to the amount of
charge deposited on the uncharged specimen at a fixed primary energy.
The collector was made of stainless steel shim stock which had been
roughed up with 320 sandpaper and coated with black soot. The collector
was a rectangular box made with dimensions, 6 mm x 12 mm x 12 mm, and
with an opening at the top (6 mm x 12 mm plane) where alectrons entered.
The coliector was mounted within the c¢cylinder I mm from the specimen
edge and was electrically connected to the external world through well-
shielded cables and counections.

It was possible to pulse the primary beam cnto the collector
and then onto the specimen for equal pulse widths and determine g from
the collected charges, It should be emphasized that this method ig-
nores an& charges which might leave the collector surface w <2 it has
been bombarded. At che-primary energies which were used. we assumed
that for the collector ¢ is very small and therefore negligible. The
charge collected by the collectar is defined to be Qc while the charge
collected by the sample is defined to be Qm. These two experimentally
measured quantities can be used to estimate o for high energies (dkeV

or greater).

c {ol)

Equztion (6l) was set equal tou Equation (23), and the only un-
known, n, was determiued. It was necessary to make this measurement for
a variety of primarv energies, while for each measurement the specimen
had to be discharged to avoid errors which might have been caused by

accumulated charges deposited during surface probins.
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The value of n so determined was found to depend on the amount cf
time the system was under vacuum and it stabilized at a value of from
0.55 to 0.60 when the system was under vacuum for about five days.

This measurement was critical and was the basis for modeling to follow.
It was instructive tc note that Matskevich (34) estimated n to be 0.725
tor most polymers while the data of Willis and Skinmer (2) estimates n

to be U0.63 for P.T.F.E.~Teflon, and n = 0,5 for Polyamide (Kapton).
Therefore the value of n for FEP-Teflon (0.6 - 0.55) was found to be

in the same basic range as n found for other dielectric polymers investi-
zated by other researchers.

Table 3 is a list of the charge measured bv the specimen Qm,
the charge measured by the cellector Qc’ with 5 and n computed for each
separate primary energy.

Once n was found the collector was removed from the specimen's
electrostatic environment and the primary charge Qp was found using a
method depending on knowledge of Eco‘ i, EO, and Qm. The reason the
collector was not used in all experiments was that it perturbed the

environment to an intolerable degree.

Calculation of Primary Beam Churge

This subsection explains the method used to determine the amount
of charge present in the primary beam charge packet. With a known value
of n and the u.e of approximations justified in Chapter I, it was
pessible to estimate the magnitude of the charpe present in the primarvy

beam packs* defined as Qp. It should be noted that vne~ the collector
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Table 3. <cCharges measured by collector Qc and specimen Qm which vield
v and n as a function of probing enezovy,

Ep Qm Qc
(keV) (pC) (p<) S
4 6.00 12,75 0.53 b1
3 6.25 12,75 0.51 .55
) 3.30 5,75 0.43 .58
3 2.25 3.75 0.40 .35
10 6.50 4,20 0.34 .57




(described in the last subsection) is removed from the system, Qp is
no longer a directly measurable quantity. However, Qp can be astimated
by the procedure outlined below., In essence, Qp and Qc are the same,
yet the subscript ¢ means thai this charge (QC) was determined experi-
mentally, while the subscript p emphasizes the fact that the quantity

Q_ was no longer a directly measured (bv electrometers) quantity. Q

o

p
is derived from measured quantities, but it is not itself a single

measurement as Qc was. It is necessary to define six quancities, stated
below, so that any confusion of terminology may be avolded.

Qm~-This measured charge was obtained from a step function output
recorded by the strip chart recorder and was alwayvs negative. Qm was
measured when the primary beam was pulsed onte the uncharged specimen
with an energy of at least dkeV.

OP-—This charge was deduced from approximations, a knowledge of
n and Eca. This quantity is not directly measured a= is Qm.

Qc-—This is the charge collected btv the collector described in the
previous subsection and is a directly measurable quantity whict. should
be equal te Q.

P

an-The amount of negative charge measured by 1w electrometer
~hen the surface of a charged specimen was impacted. This symbol in-~
Jicates that the previously charged specimen has been further charged
locally bv the probe beam.

Qs——This is the amount of charge reflected hack from the un-
charged specimen when 1t has been struck by 1 primary beam ¢f energy
greater than Eco (1500 =V). This is a measure of the secondary rlec-

trons emitted from an uncharged specimen. Q_ i3 not a directly measur-

5

able guantitv,
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Qr-~This is the amount of positive charge measured by the electro-
meter when the primary beam impacts the surface of a charged dielectrie.
In this case o must exceed one since discharging is occuring when the
electrometer measures positive charges, It should be noted that posi-
tive charge is not really being deposited on the surface, but more
electrons are leaving the surface than are striking it, which the
electrometer senses as a positive charge.

By equating Equation (23) with QS/QP we have a means of expressing
Qp in terms of the measured quantities Qm’ n, Eco’ and Eo (the primary

kinetic energy of impact). Equation (62) expresses thiu equality.

.._H_C_Ql'l=
—o—(E )
4]

q
i

-5
W (62)

This equation states that the secondary charge divided by the primary
charge is equal to the theoretical (and experimentally verified) relation
(Eco/Eo)n = §, Here it is necessary to stress that the elastically and
inelastically reflected electrons have been included axperimentally
in Egquation (62) though theoretically the svaubol i includes only true
secondary electrous. iHowever, the distinction between & and 2 is not
important for determining Qp.

The following equation is based on the law of charge counservation.
Equation (63) states that the primary charge aimed at the specimen sur-
face must equal the sum of the measured charge deposited on the surface

(Qm) and the amount of charge that left the surface (QS).

3= 9 * 9 (63)
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he variables Qm’ Qp, and Qs are all different functions of pri-
mary beam energy. What is important to note is that Qm is a reliable
measurable quantity at discrete energies and that QS can be expressed
in terms of Qp at high primary energies as (ECD/EO)“. Rewriting

Equation (63) in light of the above argument we have
= D / n oot
Qp Qp(Eco’Eo) + Qm (64)
where the only unknown is Qp which may be solved for directly as

Q

- m
P n
L= (E_/E )"

Q (65)

and where Qm. Eco’ Eo’ and n are all experimentally known quantities.
Thererore, by measuring the amount of charge (Qm) deposited on

the uncharged specimen surface at some specific energy Eo, it is possible

to estimate the primary charge to an accuracy which depends on the un-

certainty of E o and n.
¢

Perturbation of Surface Charpge and Fields

Jdbtaining a value for 7 depended on measuring the quantities

Q

1 and Qr' It was desirable to make Qn and Qr easily detectable rela~
tive to the noise level yet not so high a level as to perturb the
original surface charge density Qo'

Whea the specimen surface was charged with the flood gun the

total accumulated negative charge was measured for each experiment,

Table 4 tabulates the flood gun energy, Ef, the total surface charge
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Table 4. Values of total surface charge, surface charge density and
local charge.

. Q

I:f Qt 02 Qa
(keV) (c) (C/em™) (pC)

T -

8 2.7 x 16 8.4 x 1075 126

12 4.2 x 107 1.3 x 1077 195
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Qt’ the average surface charge density, Qo’ and the amount of surface
charge present over the area of the probing beam Qa’ for the two cases
studied,

Qo is found by dividing the total surface charge by the s.irface
area of the specimea (3.2 cmz) and Qa is found by mulciplying Qo by the
area of the probing beam (1.5 x 10-3cm).

In all exrerimentcs Qn and Qr were kept within 2% of Qa so that
the localized surfac? charge density was not perturbed greatly by the
prabing beam. For obliquely incident probing beams the area of impact
would be snread and thus Qa would be larger. The beam spreading pro-
vided less perturbation of surface charge yet then the surface potential
sometimes varied over the area of impact. Thus‘the beam spreading had
good and bad aspects.

The primary beam current based on typical experimental values is

given by

p . _2pC _
; T 0mS 10pA (66)

where I 1s the beam current, Qp is the test charue and tp is the pulse
width of the probe beam. This current does not perturb the electro-

statiec fields significantly and such perturbationg are ignored.

Prrcedures Used to Measure o as a Funcrion of Angle

The following subsections describe the experimental procedures
implemented in gathering data used to calculate the secondary electron
emission coeificient ¢ as a function of primary emergy and angle of in-

cidence 3. The first subsection describes how measurements were taken
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for normally incident electrons (8 = 0°), The second subsection ex-
plains what modifications were used to record data for obliquely incident

electrons, and section three presents arl discusses the results for each

case.

Measurement of o for Normal Incidence

First, it was necessary to impact the uncharged specimen with a
beam of some fixed primary emergy. From that the amcunt of primary
charge was calculated for some specific energy E. WNext, the specimen
surface was charged up to a desired potential by following the procedures
outlined in Chapter II and tabulated in the Appendices. The cylinder
was rotated to a position where the window which permits charging was

underneath the platform. The high vcltage V., on the pulse circuitry

H
was selected and the probe beam was turned on.
It was necessary in these experiments to know at what voltage to
set VL 3o that the primary beam would impact the surface at X = 0.
For normal incidence this was not difficult since the reflected trajec-
tories referred to in Chapter II indicated what deflection voltage
would force the primary beam to impact the center of the specimen. The
surface of the dielectric was impacted all across its surfacs 7 insure
reasonable results and also to investigate how the surface potential
varied as a function of position. Therefore a measurement of charge
(Qr or Qn) wag recorded corresponding to the same primary energy used

to impact thc uncharged surface. If the surface accumulzted a negative

charge, then the equation usad to calculate ¢ is given by
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g=1- Qn/Qp . (67)

Here Qn is the accumulated negative charge measured by the electrometer
and QP is as previously defined.
If the surface of the dielectric releases charge on impact then

the enuation used to calculate o is

L0
QP (68)

g =1 z

where Qr is the positive released charge measured by the electrometer.
Therefore measurements were made in the above mentioned procedure and a
value of ¢ could be found for amny arbitrary flood gun potential and
probe beam psiential up to 19kV, which was the operating limit of our

experimental system.

Measurement of o for Oblique Incidence

The same basic procedure was £r.lor. f¢  tne obliquely incident
case as the normally incident case, except that the cylindrical angle
of incidence, o, had to be chosen properly so that the probing beam
would impact the surface at various angles of incidence 8. It was
necessary to use reverse trajectory computer simulations, which would
start a particle at X = 0 with the desired angle of impact (23° or
45°) and which would trace a path out of the system for a specific
impact energy.

The exi. angle of the reverse trajectory would then be used to
experimentally inject the probing beam into the system with the right
cylindrical angle of incidence, a, to obtain the desired final impact

angle 6. Table 5 shows the angles of cylindrical incidence o
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Table 5. Table of cylindrical angles of incidence and inclination
angles for the oblique incidence experiments.
B = 45° at X = 0 B = 23° at X =0
Ep s | s0° - a B ngzzsg 90° - o MD
(keV) (keV) |(degrees) | (milliradians)|(degrees) |(degrees) B !(degrees)
6.4 .25( 18.0 6.0 18.0 9.3 3.2 9.0
6.6 .45 22,5 7.5 21.6 11.6 4.0 10.8
7.2 .95{ 29.5 10.0 28.8 15.0 5.1 14.4
7.6 1,45 32.5 11.0 32.4 16.4 5.4 16.2
8.0 1.85| 34.3 11.5 34.2 17.3 5.6 18.0
8.2 2,051 35.0 11.5 34.2 17.6 5.6 18.0
8.5 2.35| 35.9 11.5 36.0 18.1 5.6 18.0
9.0 2.85 37.1 11.5 37.8 15.6 5.6 18.0
9.5 3.85| 38.1 11.0 37.8 19.1 5.4 159.8
10.0 3.85| 38.8 10.8 39.6 19.5 5.2 19.8
11.0 7.85| 39.9 10.3 39.6 20.0 4.9 15.8
12.0 5.85! 40.7 9.8 41.4 20.3 4.5 19.8
13.0 6.85] 41.3 9.3 41.4 20.6 4.4 19.8
14.0 7.85| 41.7 8.7 41.4 20.8 4.0 21.6
15.0 8.85( 42.1 8.2 4.4 21.1 3.8 21.6
16.0 9.85y 42.5 7.8 43.2 21.4 3.7 21.6
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computed for the various specified impact energies as required by a
surface potential measured to be V(X) = 6150[1 - (X/B)G] volts. This
is the case for an 8keV flood beam energy where the peak potential

at X = 0 is 6150 volts. Column one represents the probing beam
energies used and column two indicates the difference between probing
beam potential and peak surface potential. Columns three, iour, and
five are for the case where the probing beam impacts the specimen at
X = 0 with an incidence of 45°.

Column three tabulates the off-center angle at which the probing
beam will enter the cylinder. The angles tabulated in column three
are not o, the cylindrical angle of incidence, but 90° -~ a. This
was done so that the reader can see how 90° - o approaches 6 as the
primary energy is increased. Column four tabulates §, the angle of
inclination {in milliradians), which must be used in order to strike
the gpecimen at X = 0. Column five displays the discrete motor drive
positions which were used to inject the probing beam since the exact
values in column three could not be realized due to the fact that
the platform could only be moved in increments of 1.8° per step.
Columns six, seven, and eight are a repeat of columns three, four,
and five except that they are for the case where 8 = 23° at X = 0,

A similar set of angles were used to conduct experiments where the
surface potential was equal to 10040(1 - (X/B)A)V but these figures
are excluded from this report.

Tn order to conduct an oblique incidence experiment it was
first necesgsary to aim the probing beam at the platform with the

correct cylindrical angle . I incidence a, and then pulse the probing
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beam onto the specimen. A wide range of deflection voltages (VL)

were used in order to impact the surface of the specimen from X = 0

to the edge‘of the specimen., The released charges, Qr’ would increase
gradually with distance to a maximum and then fall off sharply as the
edge of the specimen was approached.

The abscissa on Figure 25 shows the X coordinate, the deflection
voltage, and the angle of incidence associated with a 9.5kV probe
beam and a surface potential where V(X) = 6150(L - (X/B)e). The angle
of incidence, 8, and the values of X are obtained from computer
simulations as described by Robinson (8)., The simulations use the
two entry angles o and B (dependent on deflection voltage), and gen—
erate X and 9 as a function of o and B, Next the value of ¢ obtained
for normal incidence at the primary energy of 9.5keV (o = 0.70) is
divided by cos(8) and this is shown as a solid curve in Figure 25.

The ordinate shows the value of o, as a function of theory (solid
line), and experimental data (circles), while also showing the normal-
ized surface potencial.

In the construction of Figure 25 it was necessary to adjust
all of the data points by 0.2 mm to the left. This was necessary
since there was a slight mechanical misalignment of the probe gun
relative to the eylinder. TFigure 25 was constructed by laterally
shifting all of the original data points by the same =1 ut.

Table 6 lists values of X, 68, V(X), sec(8), the :becretical
value of ¢ and the experimental value of o for the case shown in
Figure 25.

The drop in the surface potential in the region 2 mm Sx s

3 mm is the reason why the theoretical curve shown in Figure 25
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Table 6. List of impact parameters for Figure 25 where beam energy
is 9.5keV and peak surface potential is 6.15kV.
g 1 a g
X (degrees) V(X) cosh theory experiment

- .46 49.0 6150 1.53 1.10 1.00
-1.10 55.3 6150 1.76 1.27 1.23
~-1.34 59.4 6150 1.96 1.41 1.35
~-1.60 63.1 6150 2.20 1.58 1.52
~2.23 72.6 5400 3.34 2.00 2.10
~-2.55 77.3 4300 4.45 2.40 1.50
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flattens out. The impact energy Eo in this region is equal to Ep -
er(i - (X/B)G) and increases with X. The secondary emission co-
efficient may be approximated by Equation (23) whers g = (Ec/Eo)n or
by extrapolating between the data points for normal incidence. The
theoretical curve is obtained by finding ¢ at various values of X

(2 nm to 3 wm) and dividing this value by cos(8) for each X, 1In the
region where 2.4 mm 2x 229 mm, changes in the two factors offset
one another.

The agreement between experimental data and theory .s good up
to 2 mm but beyond this the data and theory diverge. One reason
why the data and theory might diverge at X = 2.2 mm is that the probing
beam is impacting at about 72° and the effective impact width is
0.5 mm. At 77° the effective width is 0.7 mm which implies that the
assumptions used to create the theoretical curve are in question.

The computer trajectory tracing routines are for primary beams which
are of infinitesimal width and this does not effectively model the
real electron beam at high angles of incidence.

Another possible explanation for the divergence is that in the
region 2.2 mm 2% 2 3.0 mn the tangential flelds are at least as strong
as the normal fields. In general the magnitude of the fields near
the edge are greater than near the center of the specimen.

Figure 26 shows a similar set of data points with a probing
beam energy of 7.2keV and an angular attack of 45° at X = 0. It
was necessary to adjust the data points to the left by 0.1 mm. Table
7 shows X, 9, V(X), sec(8), the theoretical value of o and the exper-

imental value of ¢ for the parameters indicated by Figure 26.
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Table 7, Table of impact parameters for Figure 26 where beam energy
is 7.2keV and surface potential is 6.15kV.

X 8 V(X) 1 g g
(mm) (degrees) (volts) cosh theory experiment
-0.90 24 6150 1.09 1.58 1.6
~0.53 34 6150 l.21 1.81 1.75
0.00 45 6150 1.41 2.12 2.20
+0.63 56 615G 1.79 2.68 2.6
+1.00 66 - 6150 2.46 3.69 2.0
+1.18 72 6150 3.24 4,85 1.8
+1.28 75 6150 3.86 5.80 1.3

+1.42 80 6100 5.76 8.64 1.0
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The agreement between theory and experiment is good up to
angles of incidence approaching 56°. For larger angles the agreement
is poor. Tangential electric fields in the region of impact are at
most 20% of :he normal fields, therefore it is unlikely that the
tangential fields are the cause of the disagreement. It is likely
that the spreading of the beam is the reason the agreement is poor
for § > 56“. Computer simulations indicate that the probing beam
will be unable to Iimpact the surface for X > 1.45 mm for the a and
g used. As the probing beam approaches the specimen in the range
0.7 mm < X < 1.45 mm, for large angles of incidence, part of the beam
strikes the surface while part of it reflects away. This is cne pos-
sible explanation for the divergence of experimental data and theoreti-
cal models.

Figure 27 shows data for a primary beam energy of 7.2keV and an
impact angle of 23° at X = 0. The data points were shifred 0.3 mm
to the left due to beam alignment problems. Table 8 lists X, 8, V(X),
sec(8), the theoreticsal value of o, and the experimental value of g,
No flattening of the theoretical curve is shoun (contrary to Figure
26) because the drop in surface potential is not significant in the
region where the theoretical curve is shown.

Ip the region where O mm < X < 1.5 mm the agreement between
theory and experiment is adequate yet beyond this region the measured
data does not agree with theoretical predictions. Once again beam
spreading and tangential electric fields could be the source of di-
vergence. It appears as if ¢ had saturated at the value of 2.5 and

remained constant regardless of the angular dependence., In all
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Table 8, Table of impact parameters for Figure 27 where 6 = 23°
at X=0 and Ep = 7.2keV.

X 8 V{X) 1 e} g
(om) (degrees) {volts) cosd theory experimental
0.00 23 6150 1.10 1.65 1.60

24 26 6150 1.10 1.67 1.65

.74 34 6150 1.21 1.81 1.80
1.18 45 6150 1.41 2.12 2.20
1.686 60 6010 2,00 3.00 2.50
1.95 70 5800 2.92 4.41 2.40
2.40 80 4953 5.735 5.76 1.380
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emission experiments for a surface potential where V(X) = 6150(1 -
(X/B)G) the emission coefficient never exceeded 2.6 regardless of 8.

It is improbable that the term exp(-Q), as it appears in Equa-
tion (37), is the cause of the discrepancy. From rangec data taken from
Katz, et al. (1), for polymers similar to FEP-Teflon (Kapton, PTFE-
Teflon), an estimate of R is found tr be 350 g at 4 primary energy of

lkeV (the present case). We have assumed K, = 350 &/keV in Equation

2
(t8) and that m = 0.58. If X_= 50 %, at worst case, then R/X =7
and the correction term becomes negligible for angles less than 653°
for Eo = lkeV. Fo:s the case shown in Figure 25 where Eo = 3,3keV,
R/XS = 45 and the exponential term is equal to 0.001 at 80°. It

is probable that the exponential term is not the reason for the diver-
gence of theory and data for Figures 25, 26, and 27.

Figure 28 preseunts data and trajectory parameters for the case
where V(X) = 6150(1 - (X/B)%], E, = 13keV, 0(0°) = 0.48, and © = 23°
at X = 0, Any lateral shifting of the data points was unnecessary.
Table 9 lists values of X, 6, V(X), sec(8), the theoretical and ex-
perimental values for ¢ . At the high energy of 13keV there was
little deviation of experiment frow theory over the range from 23° to
38°, The data points rose monotomically as the edge of the specimen
was approached and did net follow the theoretical predictions.

The reason that the theoreti.al curve in Figure 28 starts to
drop off in the region 2 mm < X £ 3 am is that the surface potential
is dropping off in the region and therefore the secondary emission
coefficient (for 9= 0°) is also decreasing. ’'he secondary emission

coefficient (for 8= 0°) in the region 2 mm xS 3 mmis appro:.imated

by Equation 23 where ¢ = (Ec/Eo)n and where E, = Ep - er(l - X/B)G)
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Table 9, Table of impact parameters for Figure 28 where 6 = 23°
at X=0 and EP = 7,2keV,

X 9 v(X) 1 g g
{mm) {degrees) (volts) cosf theory experiment
0.20 23 6150 1.09 0.52 0.53
0.91 28 6150 1.13 0.54 0.55
1.28 30 6120 1.15 0.56 0.58
1.66 34 6010 1.21 0.58 0.60
2.06 38 5670 1.27 0.61 0.62
2.49 44 4760 1.39 0.64 0.68
2.80 47 3200 1.47 0.55 0.70
3.03 49 1730 1.52 0.52 none
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is the impact energy. As the surface potential falls, Eo increases
which causes the decrease in ¢ over the region 2 mm 2X 23 mm. The
theoretical curve shows that ¢ is decreasing more rapidly than cos8
is decreasing and therefore the theoretical value of o decreases.
The beam does not suffer much spreading at 47° and this effect, pre-
sent in other experiments, is not the reason for the deviation of
experimental data from the theoretical model outlined. 1In the re-
gion of disagreement 1t is possible that tangential electric fields
are the reason that the experimental value of ¢ exceeds the theoreti-~
cal value. It is interesting to note that in Figure 28 the experi-
mental value of o exceeds the theoretical value rather than the
opposite as appears in Figures 25, 26, and 27. It is possible that

for o < 1 strong electric fields at the dielectric metal interface

enharce secondary emission above the predicted theoretical values,.

Grazing Incidence Measurements

The experimental results appearing in this section were ob-
tained by probing the épecimen near one of the edges at angles of
incidence in the range of 45° to 75°. The experiments were conducted
in the same manner as the experiment used to find ¢ for the case shown
in Figure 25. The specimen surface was probed with the primary beam
from the center to the edge of the specimen or to a point where po
further signals were detected. A maximum experimental ¢ was obtained
from each experiment as i1s indicated by the highest circle in each of
Figures 25, 26, 27, and 28. Tigure 29 summarizes the results obtained

in this manner.
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Plot of O ax for grazing incidence experiments where the gbscissa represents E -'er. The
surface potential for this case was V(X) = 6150(1 - (X/B) ) and Ef = BkeV.
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The value of ¢ for normal incidence is indicated in Figure 29
by the circles. Data points marked with a triangle are values of
O ax for those sets of trajectories which correspond to 23° incidence
at the center of the specimen, Data points marked with a square are
values of O ax for the cases where the trajectories impacted the center
of the specimen with an angle of 45°. In general each data point has
a different angle of incidence 8. In the range of primary energies
from 9keV to l6keV data points marked with squares are within t 12°
of 8 = 70° and those marked with triangles are estimated to be within
* 10° of 45°. Justification for these limits is provided in the
following text.

The abscissa represents the difference between the probing
energy Ep and the peak surface potential energy eAO while I nax is
indicated on the ordinate. The lowest solid curve is drawn through
the normal incidence data while the upper three solid curves are ob-
tained by dividing the values of o at normal incidence by the cosines
of 45°, 60°, and 709 respectively. Table 10 shows the values of Ep,
Eo, Qm, Qr’ Qp, and ¢ for each case plotted in Figure 29. A blank
space in the table means no data was taken for the position indicated
by that row and coclumn. Columns three, four, five and six are for
the normal incidence case; columns seven, eight, nine, and ten are
for the points marked with triangles; and columns eleven, twelve,
thirteen, and fourteen are for the data points marked with squares.
The charges are in pC and the energies are in keV.

It is necessary to estimate the angle of incidence of all

data points shown in Figure 29 as a triangle or square. The angles

of incidence for the eight data points (8 # 0) shown below the value
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Table 10. Values of Ep, Eo, Qm’ Qr’ stand ¢ for a surface potential
where V(X) = 6150[(1 - (X/B)].
g = 0° Triangle Data Points| Sguare Data Points
Ep Bl @ | & Qp Wi % Qp
(keV) (keV](pc) |(pe) [(pe) | o |G| (ped [(ped| o | G| % % | o
6.4 .25(0.75{1.13{1.321.85/1,13{2.25(1.98/2.13(0.60[1.50|1.06(2.42
6.6 .45]0.7211.501.2612,19 -- — | == | -— 10.74/1.85]|1.28(2.45
6.8 .65{0.93[1.55{1.60(1.97| == | == | — | -
7.2 1,05 == | ==} == | == 11,41]2,75(2.34{2.25(0.8§ 2.25|1.43|2.57
7.6 1.45(6.0011.25[9.80|1.15] ~= | == | == | e | o= ] == | == | ==
8.0 1.85}{ == { —— | —— |1.00}1.7012.00}2.68|1.75| —} === | —— | —
8.2 2,05 = | == § == | == == | =— | == | -- {1.85 4.70(2.95{2.59
8.5 2.35 -~ | — - - - _— | == == |2.00 4.703.15{2.49
9.0 2.85[4.40{1.50(/6.80(0.78! 1.60{ 1.50(2.47{ 1.61|1.700 3.70(2.63| 2.40
9.5 3.35{ — | -- - | =] == -— | == ] -= 1.33] 2.44(2.02|2.21
10.0 3.85[3.13}1.65}4.70}0.65 2.25 0.9313.28{ 1.28{1.50 2.60|2.25] 2.15
11.0 4.85(3.80/2.30}5.55/0.58 --| -- | -—11.00|2.00| 1.50(2.92f{ 1.51
12.0 5.85|2.90 2.00'4.14 0.5y == | — e | -~ 1,50 1.20(2.14]1.56
13.0 6.85(3.13!2.20{4.30]0,49 4.40| 1.86{6.16] 0.70{1.80 0.90(2.52} 1.36
14.0 7.85| ——- | - | _— ] = =] ==} - -— 13.75 1.1045.16} 1.21
15.0885 — | - |~ | -] —} — | == --16.30 1.5018.55 1.18
16.0 9.85] == | == | == | ==] ~=| == | == | -- |4.40 1.00}6.10 0.83
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of Ep = 9keV (or Ep - er = 3,85keV) were estimated to be about 80°
vet no attempt is made to compare these data points to a theoretical
model,

Table 11 shows the simulated angle of incidence 8 for primary
beam energies ranging from 9keV to l6keV for the data points associated
with squares. Four cases are shown for each primary energy where each
case has three parameters, the impact point X, the angle of incidence
8, and the surface potential V(X). Case one is shown in columns three
and four where X = 1.93 mm and V(X) = 5900V. Case two is shown ip
columns five and six where X = 2.15 mm and V(X) = 5500V. Case three is
shown in columns seven and eight where X = 2.35 and V(X) = 5100 while
case four is shown in columns aine and ten where X = 2,52 and V(X) =
4600. The simulated impact points in Table 11 are like the impact
parameters shown on the abscissa of Figures 25~28.

It should be noticedlthat any angles which are greater than
70° in Table 11 should be considered as experimentally impractical.
This is due to the beam spreading effect which occurs as 8 becomes
large. For instance, when EP = 9,5keV, X = 2,38 mm and 6 = 75.8°,

The beam width is about 0.6 mm. Information like that displayed in
Table 11 was used to plot the theoretical curves shown in Figures 25
and 28, The values of 8 listed in Table 11 provide the justification
that the data points marked with squares in Figure 29 are within the
limits of 70° By 12°. Error bars for individual data points are
smaller than = 12° as Table 11 also indicates.

Table 12 compares the measured values of O ax with the theoret-
ical values of o found for each of the four cases shown in Table 1l.

The theoretical values shown in Tahle 11 were found by computing the
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Table 1l1. Valueg for Ep, Ep - eAO, X, and 8 for four separate

cases where X = 1.95, 2.15, 2.35, 2.55, where (X = Q) = 45°,
V(X) = 5900 V(X)) = 5500 v({X) = 5100 V(X) = 4600

Y 0 X 6 X 8 X 8
(keV) (keV) [(mm) [(degrees)| (mm) |{degrees) (mm) |(degrees)| (mm) | (degrees)

9.0] 2.851.93 73.5 |2,17 76.2 | 2,321 79.7 3.51 82.4
9.5} 3.351.90 70.2 | 2.16 72.5 | 2.38( 75.8 2.55 77.3
10.0f 3.85]1.92 68.0 | 2.15 71.1 ) 2.34 | 74.3 2,52 76.5

11.0! 4.85 1.9 64.3 | 2.13 66.1

(3%

371 70.5 2.54 71.4
12.0| 5.85[1.92 61.2 }2.18 64.0 ! 2,39} 67.8 2.55 69.8
13.0] 6.85]1.94 59.4 | 2.15 63.1 t 2.35| 64.7 2.56 66.5
14.01 7.851.96 58.3 | 2.20 61.1 | 2.33| 62,2 2.53 63.9

15.01 8.8511.92 56.6 | 2.15 58.6 { 2.33| 60.0

o
L
3%

61.5

o
to

16.0} 9.85]1.95 54,2 12,20 56.1 .35 58.1 2.55 38.
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Table 12. Vazlues for the E s E 0, g{0%), = nax’ and ¢ for four
separate impact cases where V{X) = 6150(1 - (X/B) )
e LR Omax | Xx1.95 | X=2.15 | X=2.34 | Xx=2.51
(keV) (keV)|experimental |experimentall (mm) {mm) (mm) {ram)
9.0 2.85 0.78 2.40 2.67 2.98 3.41 4,61
9.5 3.35 0.72 2.20 2.13 2.36 2.65 2,44
10.0 3.85 0.65 2.15 1.73 1.95 2.23 2,25
11.0  4.85 0.58 1,51 1.37 1.40 1.56 1.56
12,0 5.85 0.52 1.55 1.07 1.14 1.27 1.31
13.0 6.85 0.48 1.36 0.94 1.01 1.02 1.07
14,0 7.85 0.44 1.21 0.83 0.89 0.87 0.88
]
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value of the surface potential at each value of X and then approximat-
ing the value of o for each case. TFor instance when X = 1.95 mm the
value 0(0°) = 0.72 is used when Ep = 9.5keV but for X = 2.51 the impact
energy 1s higher and ¢ is approximated as 0.58 even though Ep has not
changed. The values of o appearing in columns five through eight of
Table 12 are found by dividing the adjusted values of (8 = 0°) by
cos(9) where each 8 is found from Figure 11.

This complicated and laborious procedure was done so that the
reader may compare various theoretical options with experiment. The
author feels that the impact coordinate X = 2,15 is the point where
maximum ¢ is most likely to occur, though the experimertal procedure
and apparatus did not allow the author to know exactly where that point
cccurred. The reason column six is the most reasonable choice is that
the values of 9, for the cases where X = 2.34 mm and X = 2,51 mm, are-
so large and the impact points so close to the edge, that beam spread-
ing would make o smaller than it appears in columns seven and eight
of Figure 12.

For the high primary energies of 12keV, 13keV, and 1l4keV, the
theoretical values of ¢ appearing in columns five through eight of
Figure 12 do not agree with the axperimencal value for Gﬁax regard—
less of impact coordinate choice. This is the same observation which
was made in Figure 28. At l4keV no choice of X will provide a theoret—
ical value of ¢ equal to the experimental wvalue. This suggests that
a primary beam with high impact energy and a large impact angle near
a dielectric metal interface will possess a ¢ larger than theory would

predict, At Ep as high as 15.5kV, the experimental value of O ax is

-
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unity whera the impact angle, estimated from the simulations shown in
Table 11, is 60°. The theoretically predicted critical voltage for 60°
incidence is 7kV corresponding to Ep = 13kV.

Table 13 lists the same type of trajectory impact parameters
as Table 11 except that this is the case for trajectories associated
with triangles. Table 13 indicates that, at 8 = 45°, Vc = 5kV where
the inverse cosine law would predict a value of about 3.5kV. For graz-
ing incidence near the dielectric metal interface the critical wvoltages
measured were greater than those predicted by theory.

Figure 30 presents data similar to that presented in Figure 29.
The data points marked with circles are for a normally incident primary,
beam while the data points marked with triangles are for probing beams
which impact the surface at X = 0 with 6 = 23°., The data points marked
with squares are for trajectories which impact the center of the speci-
men with an angle of incidence equal to 45°. The surface potential in
this case is V(¥X) = 10040(1 - (X/B)4) where the abscissa stands for
Ep - er. Table 14 lists the values of Ep, Eo’ Qm, Qr’ Q, and o for
cach case outlined above. The solid line drawn through the circles
is for the normal incidence case. The upper solid lines are construct-
ad by dividing the normal curve by the cosines of 60° and 75° re-
spectively. The peak value of o(8 = 0°) appearing in Figure 30 is
larger than the corresponding value of o(6 = 0°) in Figure 29. The
ratio of emission coefficients is about 1.14 for normal incidence and
1.27 for large angles of incidence. This indicates that higher emis-
sion coefficients are obtained at higher electric fields contrary to

the work of Quoc-Nguyen (7).
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Table 13. Values of Ep, EP - er, X and 8 for three separate cases

where X = 1.90, 2.15, 2.35, where 9\X = 0 ) = 23°,

E E_-eA V(X)) = 5900 V{X) = 5500 v{(X) = 5100
P P o x g X X 8

{(keV\") {mm) (degrees) (mm) (degrees) (mm) (degrees)
5.0 2.85 1.85 46.7 2,17 51.6 2,32 54.2
16.0 3.85 1.85 42.9 2,18 48.6 2.37 51,5
11.0 4.85 1.89 40,3 2.16 43.8 2.38 46.6
12.0 5.85 1.92 38.9 2.16 41.3 2.37 43,7
13.0 6.85 1.94 36.6 2.18 39.6 2.34 41.7
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Table 14, Values of Ep’ Eo’ gm, Qr’ Qp and Umax for a surface potential
of 10040[1 - (X/B)7].
g = Q° Triaggle Data Points| Square Data Points
Ep Eo Qm Qr Qp Qm Qr Qp Qm Qr Qp
(keV)[(keV) | (pCY | (pC) J(pC), o |(pC) |(pC)| (pC)| o [{pC) j(pC)i(pC)| &

10.4 | .36]1.50/2.30)2.20(2.00(0.94]1.60[ 1.40(2.20)0.90{2.00{1.35} 2.50
10.7 | .66|1.70(3.80j2.50(2.50{0.88(2.20(1.30(2.700.75:2.50{1.00{ 3.30
11.0 .96(1.502.10(2.20(2.00
11.2 {1.16)2.60|2.80}3.80(1.70/1.30(3.50| L.90]2.90
11.7 {1.66(3.20{1.50{4.60(1.30(1.00(|2.00} 1.40{2.50]1.30(3.80(1.90] 3.00
12.2 j2.16
13.2 [ 3.16(6.00|2.00{8.70(0.76(7.40]3,70{10.7 11.30:0.96)2.50]1.34 2.90
14.2 1 4.16 ’ 1.00
15.2 | 5.16/6.8017.10{9.20]0.55|9.00|1.80{12.2 {0.86]1.00{2.00|1.35 2.50
17.2 17.16 1.30{1.50{1.70Q 1.90

19.2 1 9.16(6.40!6.30|8.20(0.48 1.40(0.681.80 1.40
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Table 15 parallels for the higher surface potential what

were presented in Tables 1l and 12 for the lower potential. Column

one represents the primary energy, column two represents some assumed
impact points corresponding to O ax’ column three is the angle of in-
cidence for the assumed impact point, column four is the potential

at the impact point, column five is the measured value of o for normal

incidence, column six is the measured value of Cnax and column seven is

the theoretical value of Ynax (6). Here Ep - er iz only about SkeV

(for Ep = 15,2keV) whereas in Table 13 Ep - er was about 8keV; there-

fore Table 15 does not represent the very high impact energies as

does Table 12.
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Table 15, List of values of Epy X, 0, V{X), o(0°), measured o, and
calculated g for the surface potential V(X) = 10040(1 -

(X/B)4).
g X g8 V{X) «(8) g(9)
p {mm) {degrees) (volts) a(0°) measured calculated
1.7  1.27 77.2 9800 1.30 3.0 5.87
13,2 1.53 72.6 9500 0.76 2.9 2.54

15.2  1.54 65.1 9500 0.55 1.35 1.30




CHAPTER V

SIMMARY AND CONCLUSIONS

Basically two experimental cases were investigated: (1)
measurements of o were conducted in the presence of normal electric
fields near the center of the specimen, and (2) mneasurements of «
were made at grazing incidence near the edge of the specimen where

tangential fields were at least as strong as the normal field.

Normal Incidence and Normal Fields

Values of the critical voltage (ths voltage spread between
the two ¢ = 1 points) were measured for normally incident electrous
where the flood gun charging potential Vf was equal to 6kV, B8kV,
10kv, 12kV, and 1l4kV. The secondary emission coefficient was measured
for two cases where Ef was 8kV and 12kV, and where the peak surface
potential Ao was equal to 6150V and 10040V respectively. When the
peak surface potential was 6150V the normal electric field was 1500V/mm
and when A = 10040V the normal field strength was 2730V/mm. The
exponent n (= 0.58) which characterizes high enefgy behavior of u,
as stated in Equation (23), was determined for an uncharged specimen.

This value of n seemed to hold equally well in the case of charged

specimens.

Oblique Incidence and Normal Fields

In Figures 25, 26, 27, and 28 experimental data indicated that

in the presence of normal electric fields and angles of incidence up



112

to 60° the experimental results agreed with the simple inverse cosine

law.

Oblique Incidence and Non-Normal Filelds

The section relating to measurements of T nax could not be
modelled accurately because the impact point was difficult to specify.
However, the secondary emission coefficient did pot in general obey the
inverse cosine law at high energles (Ep > 12kV) and in regions of
strong tangential fields. The emission coefficient was greater than
that predicted. Values of critical emergy were alsc bigger than the

inverse cosine law predicted.

Conclusions

In the presence of normal electric fields and impact energies
E0 > 500V the inverse cosine law for secondary emission is a good
model for the behavior of obliquely incident electrons. In the
presence of strong tangential fields near a dielectric metal interface
o seems to be consistently larger than it is modelled to be at high

primary energies.
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APPENDIX A

DETERMINATION OF DEFLECTION FACTOR
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APPENDIX A

The deflection factor D is defined to have the units of radians
per volt. It is a measure of the angle with respect to a normal drawn
outward from the cylinder exterior (angle B). By adiustment of the
deflection voltage various angles of incidence may be given to the
probing beam.

Tne probing beam is deflected at some point outside of the
cylinder by the deflection plates. This point was found to be 1.0 cm
from the exterior of the cylinder. This point was found experimentally
to be fixed repardliess >f probing beam potential. The point of de-
flection was feund by weasuring electron trajectories through the
frontside and backside of the cylinder for specific deflection voltages
as shown in Figure 31,

Figure 31 shows two probing beam trajectories which pass through
the cylinder when the platform has been removed. The entry and exit
peints are found for constant deflection voltages DVl and DVZ' Straight
lines are drawn through these points and the angle that is subtended by
these lines is called 2¥. The difference of the deflection voltages
(DVl - DVZ) is divided by 2¥ and yields a quantity we will call G.

It is necessary to introduce a correction factor to the quantity
G in order to obtain D, the deflection factor. Figure 32 shows the
geometry considered. The angle ¥ is shown as in Figure 31 and 8, the
probing beam angle of inclination, is alsoc shown. An analysis of the
geometry using the law of sines and the fact that the cylinder radius
is 2.54 cm and that the distance from cylinder to pcint of deflection

isl.0cm it is possible to estimate B given ¥. This analysis states
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“—Point of Deflection

A
6‘-\ 7

Figure 31. Figure showing two trajectories through the cylinder for
two different deflection voltages and.the angle subtended
by tie trajectaries, ¥.

Point of Injection —

Joint of
Deflection

Cylinder Exterior

Figure 32, Tigure snowiag how & is ubtained from ¥.
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that for ¥ and B small it is sufficient to multiply ¥ by 1.4 to obtain
the correct angle of inclination B. The angle B was one of the two
angles used as input parameters to the computer sgimulations.

Table 16 shows G for each probing beam energy Ep and the product
of the two. It was sufficient to multiply G by 1.4 in order to obtain

D.
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Table 16. Values far probing beam energy, deflection factor G, and
the product of G and EP.

Ep G

keV milliradians/G G x Ep
3 .512 1.57
3.5 LA444 1.55
5 312 1.57
7 .230 1.61
8 .216 1.73
12 145 1.69

14 126 1.78




APPENDIX B

PROCEDURE FOR CHARGING SPECIMEN
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APPENDIX B

The following procedure was implemented in order to charge the

specimen to a known potential with the system flood gun.

oy
(2)

(3

(4)

(5)

(6)

(7

(8)

(9)
(10}

(1)

(12)

Turn high voltage power supply to zero.

Set high voltage switch in the position to power flood
gun.

Rotate cylinder to the position where the charging window
is between the platform and the flood gum.

Rotate the platform from some arbitrary prsition to the
position where it is perpendicular to the flood gun beam.

Turn electrometer to the proper setting (Coulomb mode)
such that the anticipated measurements do not read off
scale.

Release electrometer needle lock.

Turn up high voltage power supply to the desired flood
gun potential.

Turn up flood gun filament current and wait until charge
monitored by electrometer stabllizes.

Turn off flood gun filament current,

Rotate platform and cylinder to positions for the coming
experiment.

Turn high vol*age power supply to zero.

Turn high voltage power switch to the position which
powers the probe gun.



APPENDIX C

PROCEDURE TO FIND THE TEST CHARGE



The

the amount

ey

(2)

(3)

(4)

(5)

(6)

(7
(8)

(9

(10)

(11)

(12)
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APPENDIX C

following step by step procedure was used in order teo find
of test charge Qm.

Set platform perpendicular to the probing beam and the
cylinder at a position where the detector wires do not
obstruct the beam.

Set high voltage power switch to the position which powers
the probing beam.

Set V. in pulse circuitry to about 1KV and set V. at the
voltage desired for each specific experiment. Set pulse
width as desired.

Switch the electrometer to 10—100 with a multiplier setting
of 0.03.

Turn high voltage switch to the position which powers the
probing beam,

Turn up the high voltage power supply to the probing beam
potential desired.

Tuyrn on strip recorder to speed of 20 mm/s.
Release needle lock on electrometer.

Close switch one in pulse circuitwyy and lock needle on
electrometer.

Label each recording and record (a) beam energy, (b) motor
settings, (e) pulse width, (d) VH and VL, (e} electrometer
settings.

Continue pulsing specimen with various voltages VL.

Turn down high voltage power supply.



APPENDIX D

PROCEDURE FOR DILSCHARGING SPECIMEN
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APPENDIX D

The following procedure was implemented in order to discharge

the dielectric spec--ien.

L
(2)
(3

(4)

(5)

(6)

(7
(8)

(9)
(10)

Turn high voltage power supply to zero.
Switch high voltage power to the flood gun.

Rotate platform to the position where it is perpendicular
to the flood gun beam.

Rotate cylinder until the window is between the specimen
and £lood gun.

Set electrometer to read positive charge on 10“60 scale
and release needle lock.

Turn up high voltage power supply to the potential at
which the specimen was last charged.

Turn up flood gun filament current.

Slowly (500 V/s) decrease high voltage to zero volts
while monitoring charge on electrometer.

Turn flood gun filament current to zero.
Compare the positive charge released to the negative charge

deposited and continue if charges are equal. If the
charges are unequal go back to (6).



APPENDIX E

PROCEDURE FOR FINDING o(8 = (%)
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APPENDIX E

The following procedure was implemented in order to f£ind ¢ for

normally incident electrons.

(1)
(2)

(3)
(4)

(3)

(6)

(7)

(8)

(9)

Charge specimen and lock needle on electrometer.

Set high voltage power supply at zero volts and apply this
voltage to the probing beam.

Set VH and VL as desired for specific experiment.

Set electrometer on lO_IOC scale and use appropriate multi-
plier setting (0.01, 0.03).

Turn up high voltage power supply to the desired potential
corresponding to the voltage used in Appendix C.

Check drift rate on electrometer to see which mulﬁiplier
setting is best (0.0, 0.03).

Turn strip recorder tape speed on (20 mm/s), release needle
lock, pulse deflection voltage, quickly push in needle lock
and turn off strip recorder tape drive.

Record Vi, Vy, pulse width, motor settings, flood potential,
probe potential, and electrometer settings for each measure-
ment.

Repeat eight for various low voltages VL'



APPENDIX F

MEASUREMENT OF REFLECTED TRAJECTORIES -
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APPENDIX F

The following procedure was used in order to measure reflected

trajectories used in potential mapping.

L)
(2)
(3

(4)

(5)
(6)

(D

(8)
(9)

Charge specimen to V.
Switch high voltage switch to probe beam positionm.

Rotate platform to the position where it is perpendicular
to the probing bean.

Rotate cylinder to the position where the detector wire

is 1° from an undeflected probing beam entering the cylin-
der,

Turn probing beam potential to 3KV below V..

Vary deflection voltage until the detector wire has been
struck and record that deflection voltage. No beam pulsing
is used.

Set detector wire at y = +54°, +36°, +18°,--18°, =36, uond
~54° and record the deflection voltages required to strike
the detector wires with the reflected probing beam.

Record Vg, Vp, and the various deflection voltages.

Turn down high voltage supply to zero.



