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1. INTRODUCTION

The value of satellite-based earth resources observation has been
well established by NASA's LANDSAT Program. As users have become familiar
with the capabilities and opportunities provided by the current system,
the potential operational uses of such data have become better defined.
This, in turn, has led to increased user requirements on spatial and spec-
tral resolution, spatial and spectral coverage, and timely delivery of
data. Accomplishment of these objectives will require sensors operating
at hundreds of megabits per second. At the same time, increased ground
processing capability will be required to effectively take advantage of
the large amounts of data. This will necessitate efficient data archiv-
ing, speedy transmission of data to the user, and effective image process-
ing to extract the desired information.

Data compression (or source encoding) can play a significant role in
each step of the data dissemination chain. By exploiting statistical
properties of the image data, the data rate required for transmission
to the ground can be reduced, simplifying data transmission and reducing
on-board storage. Similarly, the amount of data to be stored on the ground
can be reduced. Since a reduced rate implies faster transmission over a
channel with limited capacity, compression has the potential of speeding
data to the end user, and even making possible rapid interaction between
a user and a distant archive.

Going beyond the considerable amount of research in image data com-
pression over a number of years, several systems have been put into opera-
tion recently. These include a NASA system for transmitting weather satel-

lite imagery from Wallops Island to Suitland, Maryland and a NASA/ARC video
compression experiment using the CTS.

On-board implementation of data compressors has also become practical
now because of increases in reliability and reductions in size and cost of
digital logic.
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1.1 BACKGROUND

This study extends the work completed in the Study of On-Board
Compression of Earth Resources Data] (NAS2-8394). The preceding study
emphasized nonadaptive methods for data compression; that is, methods
that do not adapt to the local statistics of an image. The current
study had as its goal evaluation of potential gains achievable by allow-
ing adaptability to local statistics. In general, this means calculat-
ing data statistics for each block of some fixed size and coding the data
in the block in different ways, depending on the statistics.

The current study also considered extending the application of com-
pression algorithms to data dissemination tasks other than the transmission
from a satellite sensor to a ground station. Thus, the applicability of
compression algorithms to archiving and ground-to-ground transmission
was also considered.

1.2 STUDY TASKS

As previously stated, the main objectives of the current study were
to evaluate the performance of adaptive image compression techniques and
to determine the applicability of a variety of techniques to the various
steps in the data dissemination process. To effectively accomplish these
goals, the study was broken down into three phases. The study flow is
shown in Figure 1-1. The specific study tasks as defined at the outset
of the study are described in the following paragraphs.

Phase 1. The first phase of the effort includes a thorough review
of the adaptive compression strategies proposed in the literature in addi-
tion to those methods or combinations initially considered for study and
evaluation by the contractor. The first monthly report contains a summary
of the literature review and the 1ist of adaptive methods proposed for
investigation. The characteristics, advantages, and limitations are in-
cluded in this review and reported in the monthly reports.

The adaptive methods include the following general approaches:
a) Adaptive transform coding methods using:

1) An activity index

¢) Recursive quantization

3) Phase and amplitude quantization
1-2
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b)

c)

d)

Adaptive DPCM methods using:

1) Switched quantizers

2) Vvariable threshold — reconstruction levels

3) Adapiive blocked DPCM encoders

Adaptive hybrid methods such as:

1) Transform coding in the spectral ard horizontal
dimension and adaptive blocked DPCM in the
vertical dimension

2) Transform coding in the spectral dimension and
two-dimensional blocked DPCM in the vertical
direction

Adaptive cluster coding methods using:

1) A variable number of clusters in each block

2) Entropy coding to encode centroids and the
classified picture.

Factors to be considered in parameter optimizations and tradeoffs

include:
a)
b)
c)
d)
e)

Bit assignments for transformed vectors
Quantization cut-points and representative values
Types of transforms and DPCM algorithms

Types of activity index used

Numbers and kinds of modes used.

To the extent possible, theoretical or experimental justification

is given

for choices of factors, parameters, and techniques considered

under this task.

Phase 2. The second phase of the study is primarily devoted to:

po—

a)

b)

Developing the proposed adeptive strategies for application
to MSS data

Develuping computer programs to simulate the adaptive com-
pression aigorithms

Evaluating the techniques with the specified standard scenes
of MSS data

1-4




d)

Optimizing compression algorithm parameters from three points
of view:

1) Compression performance
2) Hardware implementation complexity
3) Compression uses in the data system functions:

On-board processing

Transmission

Central storage

Ground distribution

User storage

User anaiysis/interpretation process.

Phase 3. The final study phase consists of:

a)
b)

c)

d)

Comparing results from developed adaptive methods

Recommending methods best suited for each compression
application in the data system function

Preparing final report
Documenting and delivering to NASA computer proarams of

promising compression algorithms, and integrating these
programs on the NASA MSIC computer.

The criteria for performance evaluation of each of the adaptive
methods studied and tested on MSS scenes includes:

a)

b)
c)
d)

e)

Mean-squared error between the original and compressed/
reconstructed scenes

Classification accuracy
Computational complexity
Estimate of hardware implementation complexity

Subjective quality.

Evaluation shall be done primarily through computer simulations of
algorithms on MSS data.

Selection of MSS scenes for algorithm evaluation shall have approval

from the NASA technical monitor. NASA will supply to the contracior the
MSS scenes to be used as standards for evaluation of the compression
algorithms,

1-5




1.3 SUMMARY OF RESULTS

The most significant study results are the following:

a)

b)

f)

The adaptive techniques investigated are capable of
providing higher SNR with less cumplexity than the
methods recommended in the previous study. Without
requiring the complex kL spectral transform, the
adantive DPCM and adaptive hybrid techniques achieve
results approximately 2 to 3 dB better than those
obtained by nonadaptive techniques with the KL transform.

For low bit rates (below 1 bit per pixel), adaptive
cluster coding preduces the highest SNR reconstructions.

At 2 bits par pixel per band, all the selected adaptive
techniques produce sharp reconstructed imagery with
very few artifacts.

Below 2 bits per pixel per band, each algorithm intro-
duces different kinds of distortion. Adaptive DPCM
tends to blur the image slightly, the degree of blur
depending on bit rate. Adaptive hybrid Hadamard intro-
duces a blocky structure that might be partially re-
ducible using post filtering. The adaptive cluster-
ing technique produces crisp images but introduces
contouring. The adaptive 2D Hadamard technique pro-
duces some blockiness (less than the Hybrid technique)
and also yields edge precursors. The 2D Cosine transform
introduces slight blurring,

Effects of the various techniques on classification
consistency are extremely scene-dependent. Radio-
metric distinctness of the various classes in the
scene and the type ¢t distortion introduced by the
compressor both affect the results obtained.

Use of a fixed spectral transform preceding the spatial
compression algorithms yields mixed results. For one
scene, less than 1 dB improvement was obtained using the
Haar spectral transform. For the other scene, a 2 dB
degradation in performance resulted from using the spec-
tral transform. This is due to the fact that the scene
models that the spatial compressors take advantage of to
reduce the bit rate are not as appropriate for the trans-
formed bands as for the original bands. Alternate methods
for taking advantage of spectral correlation may produce
better results. N. Ahmed and T. Natarajan (2) have
studied an alternate approach involving adaptive
three-dirensional transform coding.

16




1.4 ASSUMPTIONS AND LIMITATIONS

In evaluating the results obtained in this .tudy and considering the
utility of the algorithms for a specific appl’cation, several ground rules

-
v

of the study should be kept in mind:

a)

b)

By the nature of the study it was impractical to apply the
techniques to more than a small set of typical scenes.
Performance is scene-dependent, and tnerefore for any
specific application and any particula: sensor, results
will be somewhat different. In evaluatinu the results
obtained during this study, we have attempted to draw only
those conclusions that could be verified in simulations
using both scenes,

In judging the effects on automatic classification of the
various algorithms, it is important to note that even a
classifier using ground truth information and uncompressed
data will make a significant percentaqe of errors for some
classes. This is due to the fact that reopresentatives of
different classes sorstimes have similar spectral responses.

Specific values for SNR or classification consistency
obtained in the simulations should not be interpreted as
defining the ultimate performince of these algorithms.
The parameters that determine performance of cach of the
algorithms were optimized based on prior experience and
preliminary simulations., Exhaustive simuldations varying
the parameters over a greater range may lead to somewhat
better performance., It is unlikely, however, that the
basic conclusions of the study would be affected in a
significant way.
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2, SURVEY OF ADAPTIVE IMAGE CODING TECHNIQUES

2.1 INTRODUCTIUa

In image data compression one is concerned with converting an analog
picture, often generated by optical sensors, to the samallest set of binary
integers such that this set of binary digits can be used to reconstruct a
replica of the original image. Although it is conceivable to think of a
single reversible operation that would convert the analog two-dimensional
imagery to a set of binary digits, existing systems perform this operation
with more than one processor. A common approach is to scan and sample the
analog data such that it is converted to a set of correlated samples. The
correlated data is further processed to eliminate or reduce its correlation
prior to quantizing each processed sample individually and optimally. The
quantized data can be encoded using entropy coding methods to give a bit
rate almost equal to the entropy of the quantized data. A block diagram
of the general coding system is shown in Figure 2-1, Adaptive systems are
divided into four categories, as illustrated in Figure 2-2. In the follow-
ing sections we discuss a theoretical system that performs the above opera-
tions optimally, before proceeding with the remaining suboptimal systems.

2.1.1 Karhunen-Loeve Transform and Block Quantization of Imagery

The Karhuren-Loeve (KL) transform is a statistical transformation that
can be used to generate a set of uncorrelated variates from an analog
signal specified by its autocorrelation function, A detailed discussion
of one- and two-dimensional KL transform is in References 3 and 4. Here
we give a brief description of the two-dimensional KL transform to point
out the theoretical and practical problems associated with this method
and the assumptions that one must make to overcome these problems.

The two-dimensional KL transform is a method of sampling a two-
dimensional analog signal u(x, y) to obtain a set of ordered samples Uis
i=1, 2,...« such that for any given n, ui(i=1, 2,...,n) has a maximum com-
paction of energy. This is an optimum sampling of u(x, y) if mean square

error is used as the criterion of optimality. The KL samplies are defined as

B A

wpe [ f wbe ) s ) e (2-1)
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Figure 2-1., Block Diagram of a General Image Coding System
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u(x, y) =:E; u; ¢5 (%, y) (2-2)
12

where A and B are horizontal and vertical dimensions of the image u(x, y)
and ¥ (x, y) is related to the correlation of the image by a two-dimensional
integral equation,

B A
A 6,0% ) =f f R(Xs %, ¥s ¥) &5 (X, ) dx dy (2-3)

(o} 0

Note that a continuous KL transform eliminates the need for scannirg
and sampling the continuous imagery and generates the uncorrelated ordered
samples uy directly from the analog data. This approach, although simple
and attractive, is almost impossible to implement. This is because of the
following considerations:

1) Solution to the integral equation in (2-3) is only known for
specific types of autocorrelation functions

2) Samples u; can be generated from analog imagery using analog
filters with impulse response function ¢ (x, y). These
filters are very difficslt to implement.

Because of these two problems a second approach has been considered
that uses already scanned and sampled imagery u(x, y); x, y = 1,...,N to
obtain uncorrelated samples u.,. In this approach Equations (2-1) and (2-2)

i
are replaced by their discrete counterpart, i.e.,

N-1 N-]
u; = u(x, y) ¢ (x, y) (2-4)
y=0 x=0
N-1 N-] . . .
Moty (6 ¥) =3 3T RG x v, ) 6y (% y) (2-5)
y=0 x=0

This mechod is known as the discrete KL transform or the Method of Principal
[
Compcnents.” The major problem here is solving Equation (2-5) which requires
*
a method for finding the eigen-matrices of a fourth order correlation tensor

~

* -~
R(x, x, ¥, y) is not exactly a tensor since it does not have all tensor
properties.
2-3
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R(x, ;. Y 9) and such a method does not exist at present. A second
problem is the computational complexity of Equation (2-4) which requires N4
multiplication and addition operations., Although some so called fast KL
transforms have been developed to reduce the required number of computa-
tions, these methods are only approximations and are only valid for data
with a simple exponential correlation.6’7

Two other points with regard to the above method are worth noting.
The first point is that both continuous and discrete KL transforms require
a knowledge of the image correlation. Most imagery data are character-
ized by sharp edges and areas of high and low details. Therefore, they
cannot be regarded as stationary processes over small regions, and an
accurate and valid knowledge of the image correlation is not available.
The second point is the performance of this system should not be confused
with the performance predicted by the Shannon Rate-Distortion function.
The Shannon Rate-Distortion function is the absolute lower bound on the
performance of any coding algorithm while the method of the two-di. ‘'sional
KL transform is one specific method and its performance is not the same as

that predicted by Shannon Rate-Distortion curve. In fact, for two-dimensional

stationary Markov data, the bit rate using the optimum KL transform is
about 25 percent more than the bit -ate predicted by the Shannon Rate-
Distortion function.

2.1.2 Suboptimal Systems

10 overcome the above computational and procedural problems, a number
of assumptions have been made. The problem of solving for the "eigen-
matrices" of the fourth order "tensor" is avoided by the assumption of
separability of the correlation function. This simply means that the cor-
relation of data depends on the horizontal and vertical separation of the
data and not on the distance separating the data. This model is not valid
for most imagery data. The number of computations have been made manageable
by using small block sizes. Dividing an image into K2
number of computations for an N by N image from N4

blocks reduces the
to N/K? additions and
multiplications. This, however, magnifies the stationarity problem. In
general, the smaller the block size, the less accurate is the assumption of
stationarity.

2-4
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Other attempts for a simpler processor have been to replace the KL
transform with a deterministic fast transformation. This was prompted
mainly by the fact that the performance of the Fourier transform is assymp-
totically identical to that of the KL transform for stationary processes
and also the fact that the number of operations required by a Discrete
Fourier transform is prouportional to 2N21092N. Other unitary transforms
such as Hadamard, Cosine, Sine, Slant, and discrete linear basis (DLB)8
transforms with similar desirable properties have also been used to replace
the KL transform. The theoretical performance of these transforms is fairly
close to the theoretical performance of the KL transform if the image is
assumed to have a stationary separable cnrrelation and the correlation is
exponential in both the horizontal and vertical directions. However, since
these assumptions are not true for most imagery, particularly on small blocks
of data, the simulated results using these transforms are quite inferior to
the theoretical results,

2.1.3 Block Quantization

The second step in the processor shown in Figure 2-1 involves quan-
tizing the uncorrelated or almost uncorrelated samples in the transformed
domain. Since in general the variances of the transformed sanples are
different, the number of binary digits assigned to each sample must be
different. An optimum block quantization algurithm for assigning binary
digits to transform coefficients has been developed. For minimum mean
square error, these methods require a knowledge of the sample variances in
the transformed domain. An optimum bit assignment simply involves assian-
ing binary digits to individual samples such that the quantization error
for each transform coefficient is the same. This requires assigning
binary digits to individual samples in proportion to the logarithm of

. . 3,9
their variances.™’

In developing nonadaptive transform coding systems, generally a deter-
ministic transformation on a fixed block size is used and the block quan-
tization is performed according to some pattern. The problem with this
approach is that due to the nonstationary nature of the image data, the
information content of the transformed samples changes from one block to
the other and this affects the performance of the encoder. The perfor-
mance of these systems improves by considering adaptive methods. These

2-5
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methods are based on the fact that images are composed of objects which
are in turn a combination of edges and areas of varying degrees of detail.
Using small block sizes, the degree of picture detail in each block changes
drastically. An efficient encoding of these blocks requires more binary
digits for arcas of high detail ard fewer binary digits for areas of low
detail. In the following sectic:. . survey the technical literaturz and
discuss the various adaptive meti. . - which have been developed in recent
years. In doing this we discuss adaptive transform coding methods sepa-
rate from adaptive DPCM methods even though DPCM can be considered a spe-
cial case of a transform coding where a lower triangular transformation

is used for transforming the data.9

2.2 ADAPTIVE TRANSFORM CODING METHODS

In adaptive methods we assume that the analog picture is raster
scanned so that it is converted to a one-dimensional signal and we are
concerned with the adaptive oparations of sampling, transformation, sam-
ple selection, and quantization. Changing the parameters in each of the
above operations such as the sampling rate, the size or the type of the
transformation and the method of sample selection and quantization affect
the overall performance of the encoder. In an optimal adaptive system
one would 1ike to have all of the above parameters change in response to
the variations in image statistics. In the following sections we consider
each of the above parameters individually and discuss the feasibility of
their utilization in an adaptive transform coding system.

2.2.1 Adaptive Sampling

In sampling an image, ideally one would want to sample more finely
in areas of high detail and sharp change, and coarser in areas of low
detail and slow variation. This assigns a larger number of samples (bits)
tc areas of high details -- improving the picture definition in these areas
while still keeping the number of total samples at a relatively low level.
In a variable sampling rate system the receiver must be synchronized with
the transmitter to know which areas are sampled at what resolutions.

Transform coding systems with variable sampling rates have not been
reported in the literature. The only result in this area is contained in

2-6
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unpublished research where a grid of fixed and known dimensions is over-
layed on the picture at the transmitter, Different regions are then
sampled at different resolutions, This approach requires minimal informa-
tion to inform the receiver of the particular sampling resolution at each
grid location. This system clearly is not desirable for on-board data
processing applications and will not be discussed any further,

2.2.2 Adaptive KL Transformation

In KL transform coding methods, implementational constraints require
using small block sizes. Nonstationarity of imagery data requires using
the proper correlation matrix for each block. This in turn requires one
to estimate the covariance cof each block of data, then use this covariance
to find the proper eigenvectors to be used for transforming the data in
that block. This approach presents a number of problems. One is the
problem of estimating an N by N covariance matrix using only N points.
Such an estimate 1is grossly inaccurate for large lag values. Using a
small lag value one has to use some model to find the large lag values.

A model frequently used to find large lag values from a iag value of
unity is the exponential autocorrelation mode].** The second problem
is the overhead information which is needed to transmit the covariance
matrix for each block. Still a third problem is computing a separate
set of eigen-vectors for each block. These problems severely constrain
the application of such arn adaptive KL transform method.

An adaptive KL transform coding method which eliuainates these prob-
lems at the expense of performance is one suggested by Tasto and wintz.]]
This system uses a block size of 6 x 6 samples mapped into a string of
36 samples by sequentially scanning each line in the block. The data is
then considered as a one-dimensional signal which eliminates the problem
of finding the eigen-matrices of a four-dimensional covariance "tensor."
Each block (36 sequential picture elements) is classified at the trans-
mitter into one of three possible classes. They use a rather complicated

- - -
A rule of thumb reported by Blackman and Tukey requires at least 10 : dat
points to obtain an accurate estimate of covariance for a lag value of 1.1

* % . . .

An exponential autocorrelation riodel is rather accurate for correlation
along the lines or the columns of low contrazt imagery. However, it is
not very accurate for high contrast imagery.

a
0
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procedure for classifying each block and the classifier must first be
trained on some typical imagery data. For each class a covariance matrix
and the corresponding set of eigen-vectors are used to transform that
particular class. Each class has its own quantization procedure to block
quantize the transformed data. The overhead information is minimal since
a maximum of 2 bits per block is needed to specify in which class a given
block belongs. They report an improvement of about 30 to 50 percent
reduction in bit rate over nonadaptive KL transform methods. Naturally,
considering a larger number of classes improves the results but this will
complicate the aiready complex classification procedure.

2.2.3 Adaptive Quantization and Sample Selection in the Transform Domain

Complexity of the adaptive KL transform has forced other researchers
to take diffarent approaches to adaptive transform coding problems. These
approaches involve using a deterministic transformation such as Hadamard
or Fourier transform on a fixed block size and using an adaptive procedure
for sample selection and quantization. 1In the following sections we will
discuss various approaches to adaptive sample selection and quantization
in the transform domain.

2.2.3.1 Threshold Quantization in the Transform Domain

The simplest system in this category is the method of threshold coding
in the transform domain. Using this method one selects a threshold level
and transmits only the transform coefficients which are larger than this
threshold. The transform coefficients below the threshold level are set
to zero at the receiver. This method is adaptive since the number and the
location of the samples that are larger than a fixed threshold level change
from one block to the other depending upon picture details. However, the
system requires a relatively high bit rate for transmitting the addressing
information. A simple form of this system that uses a 4 x 4 Hadamard trans-
12 Only the dc term and the largest coefficient
in the transform domain were transmitted along with the addressing informa-

form was recently reported.

tion for the largest ac component. The authors did not report any numeri-
cal results but the quality of their encoded images was not as good as the
result reported by Landau and Slepian]3 using a similar system with non-
adaptive zonal quantization.

2-8




Anderson and Huang made a more comprehensive study of the threshold
coding method for bandwidth compression of imagery data.M Their proposed
system used a two-dimensional Fourier transform on a block size of 16 x 16
. picture elements. The standard deviation of the samples in each block was
| measured first. Then amplitude, phase, and position of the L transformed
| samples with the largest amplitudes were transmitted where L was proepor-

l tional to the standard deviation of the samples in each block. The system's
adaptivity was increased by making the number of quantization levels in
each block proportional to the standard deviation of the picture elementcs

' in that block. The addressing information and position of the L largest
Fourier coefficients were transmitted using a run-length coding algorithm,

| They reported good results at 1.25 bits per picture element,

i o

Different adaptive transform coding methods use different measures

} for sample selection in the transform domain., The most frequently used
! measures are variances of the elements in the transform domain, the sum of
| the absolute v:lues of the ac coefficients, and the ac energy of the trans-
[ form coefficients. The sum of the square of the ac transform coefficients

for each block is the same as the sum variances of picture elements in

that bleck fcr orthogenal transformations. Therefore, the variances and
' the ac cnergy of the transform coefficients are measures of the uncertainty
or the randomness for the image. The sum of the absolute values of the
ac components is also a measure of image activity.

2.2.3.3 Use of the Activity Index for Sample Selection

The sum of the squares of the coefficients in the transform domain
or the sum of absolute values in the transform domain, referred to as the
activity index,‘5 can be used to classify each block to one of M possible
classes. This requires M-1 threshold values which can be chosen experi- ‘
mentally. One can choose these threshold values to have approximately a
fixed number of bits per sample averauved over a number of blocks. How- |
ever, in a practical situation, one would use a set of M-1 threshold values
that would be controlled by the fullness of the buffer. fach class would
use a different sample selection and quantization procedure. The class

N with high activity index employs rore binary diaits than the class with

» . Y - H . { -
lTow activity index. Girett'® and Claire'™ have recommended use of the
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activity index with four possible classes. They use a combination of

zonal and threshold sampling for each class. Their recommended bit assign-
ment for each class is shown in Figure 2-3 where cach 8 x 8 transformed
block is broken irto two or more regions by dashed lines. Numbers in each
sample location indicate the number of binary digits that is used for
quantizing that particular coefficient. Zero in a region indicates that
the largest element in that particular region should be transmitted with
its addressing information, More than one zero implies that the several
largest values in that region should be transmitted. Blanks indicate no
bits assigned to those coefficients. The authors do not report any results,
They state that their particular bit assignment is not unique or optimum
but is simply a reasonable bit assignment intuitively suited for the two-
dimensional Hadamard transform, The authors conjecture that combining
zonal sampling with that of threshold sampling will improve the results
significantly. However, Reader]7 has considered mixing threshold sampling
with zonal sampling in a situation somewhat different from that of Claire
and Gimlett and reports almost no improvements due to the addition of
threshold quantization.
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Figure 2-3. Coding Schemes for the Four Classes for 8 x 8 Hadamard Transform

As indicated in the previous paragraph, the sum of the absolute values
of the transform coefficients for each block is a measure of the image
activity in that block. The relative size of the different transform
coefficients indicates the degrec of imace activity in various directions

and frequencies. In a three-disiensional transformation of television

signals, rel .o amplitudes of three coefficients (vectors) adjacent to

the dc terrm ‘ect the image activity in horizontal, vertical, and the
2-10
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temporal directions. The accuracy of the quantization of vectors corres-
ponding to the image activity in various directions can be used to control
the coding fidelity in these directions, Km.m@r]8 uses this approach
adaptively to encode various degrees of movements in television using a

4 x 4 x 4 Hadamard trensform. In the adaptive mode of operation, the
processor monitors the appropriate vectors to determine the degree ot
movement for each subpicture. For rapid movements, an option giving high
temporal and low spatial fidelity is utilized. For slow movements, an
option giving high spatial but low temporal fidelity is utilized. These
options improve the subpicture quality of the encoded imagery since human
vision is very insensitive to spatial fidelity for rapidly moving objects,
but its sensitivity improves as temporal movements slow down.

2.2.3.4 MAdaptive Transform Coding Using Recursive Quantization

Instead of the sum of the absolute values of the transform coeffi-
cients, one can use the variances of the transform coefficients as an
"activity index" to classify each block into a number of classes for
subsequent sample selection and quantization. Variances of the coeffi-
cients may be used for adaptive sample quantization as well. Tescher
et a1]8’]9’?0 make use of the variances of the coefficients in the trans-
formed domain for adaptive bit assignment using two different approaches.
In one approach a two-dimensional Fourier transform of a 256 x 256 image
is generated. The complex Fourier coefficients are represented in terms
of their phases and their amplitudes. The variance of each component in
the amplitude plane is estimated and the bit assignment for that particular
coefficient is performed in proportion to the logarithm of its estimated
variance. The corresponding phase component is quantized using one more
binary digit than has been used for amplitude quantization.* The variance
of the amplitude of individual coefficients is estimated using a predictor
that combines the variances of a number of adjacent quantized elements to
predict the variance of a given coefficient. This system requires know-
ledge of the variances of some initial values to start the process. A
number of procedures for estimating the variances of the initial values

B G —

Experiments have shown that in transform coding the reconstructed picture
is more sensitive to degradations in phase than it is to degradations in
the amplitude.
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are discussed in reference 19, Tescher has used this approach to encode
both monochrome and color images. His results show an improvement of about
50 percent reduction in the bit rate compared to nonadaptive systems. He
has considered using both Fourier and Hadamard transforms with similar
results. Although for both transformations he uses an amplitude and phase
representation for the transform coefficients, the method would work using
other representations as well, i.e., real and imaginary representation for
Fourier transform or real numbers for Hadamard transform.

A second approach tc the problem suggested by Tescher ard Cox2] in-
volves dividing the image into blocks of 16 x 16 picture elements and scan-
ning of the samples in the transform domain to convert the two-dimensional
data to a one-dimensional format. They use the scanning pattern of
Figure 2-4 which is preferred over line by Tine scanning in the sense that
it gives a smoother decay in the size of the variances of the transformed
coefficients. The monotonic decline of the smoothed energy in the trans-
form coefficients supports the choice of the scanning pattern. Next, they
estimate the variance of the one-dimensional data sequence and make a bit
assignment in proportion tc the logarithm of the estimated variances.

When the variance of a coefficient is so small that the number of binary
digits assigned for its quantization falls below 0.5 bit, the processor
stops and the remaining samples in that block are substituted with zeros
at the receiver. The estimate of the variance for the nth transform coef-
ficient ;n2 is

“2 -2 )
n Al -1 ¥ (1 - Al) X1 (2-6)
where in-] is the quantized form of the (n-1)th transformed sample (in a

one-dimensional sequence) and A] is a weighting factor which is chosen
rather arbitrarily equal to 0.75 in their experiments. The system is
adaptive since more binary digits arc assigned to blocks with larger
transform coefficients. These blocks are assigned more binary digits since
more transform coefficients are selected and the coefficients are quantized
more accurately. Tescher and Cox report good results empioying this method
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with Cosine and Slant transforms for a variety of moncchro.e images. How-
ever, they do not report any direct comparison which would show the gain that
results due to this method of adaptive sample selection and bit assignment.

Be_

] .

Figure 2-4, Ordering of the Frequency Domain

The adaptive coding methods discussed in previous sections are
completely adaptive in that the number of binary digits assigned to each
block changes from block to block, resulting in a variable rate system,

In addition to these techniques, a number of adaptive methods have been
devised that use a fixed number of samples and a fixed number of quantizers
in each block. However, a different normalizing constant is used to nor-
malize the samples in that block prior to their quantization. The normal-
jzing constant must also be truasmitted for each block. Since these adap-
tive techniques have a fixed bit rate, they do not require a buffer and
buffer control logic to transmit their outputs over a fixed-rate channel.
Reader]7 uses a normalizing constant for each block of 16 x 16 samples
which is related to the measured variance of the samples in that block.
He considers various choices for the normalizing constant and reports
good results, out he does not compare his results with that of nonadaptive
. methods. Schamin922 has a similar approach except that he considers a
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different normalizing constant for each band* of a subpicture. He claims
that the variances of the transform coefficients within each band of the
transformed blocks are the sam@.** Thus, he makes the same bit assignment
and usec the same normalizing constant for the elements in each band. A
sample bit assignment for a block size of 8 x 8 for the Schaming method is
shown in Figure 2-5. Schaming also considers an adaptive approach which
allows him to change the number of bands that he would transmit for each
block. This choice is made by measuring the energy in each band and stop-
ping when the accumulated energy is a certain fraction of the total signal
energy for tnat particular block., Schaming also reports good results but
does not indicate the improvements due to using the adaptive approach
compared to his nonadaptive method.

COFFICIENT BASD AV LV SV AV EV4

- - > 7* 7 - 4

Figure 2-5. Typical Bit Assignment for First 36
Coefficients for Schaming Method

2.3 ADAPIIVE PREDICTIVE CODING SYSTEMS

In predictive coding systems the correlated data is processed to
generate a set of uncorrelated signals which is referred to as the differ-
ential signal., This signal is quantized by a memoryless quantizer. At
the receiver the inverse of the predictor operation is performed to obtain
a replica of the oriqinal signal from the quantized differential signal.
In designing predictive coding systems the predictor and the quantizer are

B . e b e e A ———
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In a square block each band of samples is separated from the adjacent
bands by a straight line running from North-east to South-west.
*

This corresponds roughly to Tescher's method of scanning an image to
form & sequence of one-dirensicnal signals discussed in Section 7 2.%.4,
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optimized individually ignoring the effects of one on the other, This
approach is due to the nonlinear nature of the quantizer that makes an
overall system optimization impossible. The most commonly used form of
predictive coding systems are DPCM and delta modulators. The DPCM system
uses a linear predictor which predicts the value of an incoming signal
based on a weighted sum of the adjacent elements. The quantizer is either
a uniform or nonuniforr quantizer that maps the differential signal to
one of 2" possible levels for a system using M bits per sample. A delta
modulator is a simple form of a predictive coder where the quantizer is
substituted by a comparator and the predictor is substituted by an inte-
grator {summer), Block diagrams of both DPCM and delta modulators are
shown in Figure 2-6.
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Figure 2-6. Block Diagrams of a DPCM and a Delta Modulator

2.3.1 Adaptive Delta Modulators

Adaptive delta modulators have received more attention than other
adaptive systems for coding both speech and video signals. One reason
for this may be that the performance of delta modulators improve signifi-
cantly by making them adapt to signal stalistics without introducing much
additional complexity to its already simple design.

In a delta mudulator each sample is compared to an estimate of it and
a [u~itive or negative signal is produced depending upon the comparative
val = of the incoming sample. The output of the comparator is multiplied
by a constant in the feedback loop and is used as an input signal to an
integrator whose cutput is the estimate of the incoming signal. The value
of the constant in the feedback Toop controls the step size of the delta
modulator. A large step size introduces granular noise in the reconstruc-
ted signal over the region that the signal is changing qradually while a
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small step size 1imits the ability of the encoder to follow large signa’
variations, thus resulting in slope-overload noise. Typical response of
a delta modulator showing both granular and slope-overload noise is shown
in Figure 2-7. Both granular and slope-overload noise can be reduced by
increasing the number of samples per second. However, this is not desir-
able since a higher sampling rate is equivalent to a higher bit rate,
Instead, the system noise is reduced by using adaptive methods that do not
increase the bit rate significantly.
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Figure 2-7. A Typical Response
of Delta Modulator

Adaptive delta modulators have been considered by a number of authors
in recent years. The most widely used approach is to change the step-size
of the system according to signal variation. An indication of the type of
signal variation is the polarity of the modulator output levels. Output
levels of the same polarity indicate large signal variations where output
levels of alternating polarities indicate smooth signal variations. There-
fore, increasing the step size when output levels of like polarity are
present and reducing it for outputs of unlike polarity reduces both granu-
lar and slope-overload roise. Tin s type of adaptive system does not re-
quire additional cverhead information for synchronizing the receiver with
the transmitter. This jseneral approach is used to develop a number of
different adaptive delta modulators.23’24’25 In the following sections
we will discuss the three most basic systems. Each system has a number
of variations whivn have been developed for various applications.

The first adaptive delta modulator we discuss uses the polarity of
the three previous output levels to match the step size to signal varia-
tion. The system uses step sizes of 1, +2, end +4 dependina upon eight
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possible combinations ior the polarity of the three past output levels.
The performance of this delta modulator is studied in encoding monochrome
images. Comparisons of the performance of this system with that of a
nonadaptive delta modulator and a DPCM system are made26 for a monochrome
image,

i second arproach. known as the SONG delta modulator, uses the step size

of the past sample to form a step size for the present sample.27 In this
method the current step size A is generated as
2D e, for |4, _q] < 2D
B = (2-7)
1
|81 (ek-1 ty ek~2) for |A 71 > 2D

where D is a constant which is the minimum step size of the system anid e,
is the sign of the comparator output for the kth sample. This system per-

forms well for voice signals and its performance for video data is dis-
cussed in reference 28.

A third approach ic adaptive delta modulators is one suggested by
Jayant.24 This is a modification of a system krown as high information
delta modﬂation.29 This adaptive delta modulator has a 1-bit memory which
stores the polarity of the previously transmitted output bit. The step
size for the kth sample & changes for every sample as

Ay © P L if e, = €y
(2-8)

by = - %-Ak_] if e # e

where P is a constant and e, is the polarity of the output bit for the kth
sample. The system is completely adaptive as the step size can increase
or decrease arbitrarily and the receiver is in complete synchronization
with the transmitter. Jayant used this system for coding both speech and
pictorial signals. In both cases he found an optimal value of about 1.5
for the constant P using mean square error as the criterion of optimality.
Jayant reports an improvement of about 10 dB in signal-to-noise ratio over
nonadaptive delta modulators for pictorial data. This gain is larger than
the improvements other researchers have reported for adaptive delta

mrdulators.
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2.3.2 Delta Modulators with a Variable Sampling Rate

An alternative approach to designing adaptive delta modulators is to
use a variable sampling rate. This method is based on the fact that slowly
varying signals convey less information than rapidly changing signals,

thus fewer samples (or equivalently bits) are needed for their transmission.

A delta modulator with variable sampling can be designed that reduces the
granular noise due to a small step size and reduces the slope-overload
noise due to large number of samples generated over regions of iarge vari-
ation. Hawkes and Simonpieri30 considered an adaptive delta modulator in
which, in addition to variable sampling rate, a variable step size was
considered. Both the sampling rate and the step size were controlled by
the polarity of the sequential output bit stream. Sequential polarities

of the same sign, an indication of large signal variation, increase both
sampling rate and step size where sequential polarities of opposite sign,
reduces both the sampling rate and the step size. The receiver is synchro-
nized with the transmitter at all times except for the presence of channel
errors. The authors' treatment of their proposed system is rather brief
and sketchy. The paper does not include either a subjective or an analyti-
cal comparison with nonadaptive systems.

2.3.3 Adaptive DPCM Encoders

In a DPCM system, the predictor uses a weighting of adjacent samples
to generate an estimate of the incoming signal value. The difference he-
tween the predicted and the actual signal value, known as the differential
signal, is encoded using a nonlinear quantizer. A nonlinear predictor in-
volves conditional expectation values which are difficult to implement.
Instead, in most proposed systems, a linear combination of adjacent samples
is included. These weightings are related to the signal correlation by a
set of algebraic equations. Experimental results have shown that using the
adjacent sample along the same 1ine, the adjacent sample on the previously
scanned line, and the diagonal sample of the previously scanned line is
sufficient for predicting the incuming sample for most pictorial data.

DPCM systems have an advantage over PCM systems because the differential
signal has a smaller variance and a well behaved orobability density func-
tion which allows one to design a ronlinear quantizer matched to the error
signal statistics.

2-18
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DPCM systems using a fixed optimized predictor generate a well behaved
stationary differential signal if the original data is stationary. The
stationary differential signal can be encoded optimally using a nonlinear
quantizer matched to its statistics. However, when the signal is non-
stationary and the predictor parameters are fixed, a nonstationary differ-
ential signal results. Optimal encoding of the nonstationary differential
signal then requires a variable quantizer which would change to accommodate
the variations in the differential signal. In designing an adaptive DPCM
system one must either us2 a predictor with variable parameters such that
the parameters would change with the variations in the signal, thus gener-
ating a stationary differential signal, or one can use a fixed predictor
with a variable quantizer to accommodate the resultant nonstationary
differential signal. In addition to the two adaptive systems mentioned in
the previous paragraph, the adaptivity can be incorporated in the system
by using a variable sampling rate and fixing both the predictor and the
quantizer.

2.3.3.1 DPCM_Systems with Adaptive Predictors

In a OPCM system with an adaptive linear predictor tiie weightings on
the adjacent samples used in predicting an incoming sample can change
according to variations in the signal value. Atal and Schroeder31 studied
the performance of such an adaptive system for voice signals. Their pro-
posed system included a 5 msec delay during which the incoming samples
were stored in an input buffer and were used to obtain an estimate of the
signal covariance matrix. The measured covariance matrix was used to ob-
tain a set of weightings for the predictor. These values were then used
for processing the stored signals. The updated values of the predictor
coefficients are then transmitted to the receiver once every 5 msec. They
used a variable predictor with a two-level quantizer and report good coding

results. Although identical svstems can be implemented for coding pictorial

data, this type of system has : *f* been reported in the open literature.
Instead, researchers have used -aptive DPCM systems with a fixed and sim-
ple predictor and an adaptive guantizer.
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2.3.3.2 DPCM Systems with Adaptive Quantizers

A DPCM system with a fixed predictor will have a nonstationary differ-
ential signal for nonstationary data. Using a fixed quantizer, the ronsta-
tionarity of the differential signal would cause an abnormal saturation
or a frequent utilization of the smallest level in the quantizer. To
remedy this situation, the threshold and the reconstruction levels of the
quantizer must be made variable to expand and contract according to sig-
nal statistics. Adaptation of the quantizer to signal statistics is ac-
complished using various approaches. Virupaksha and 0'Nea132 suggested an
adaptive DPCM system for speech signals that stores 25 samples of the dif-
ferantial signal to obtain an estimate for the local standard deviation
of the signal. Then the stored signal is normalized by the estimated
standard deviation and is quantized using a fixed quantizer. Naturally
the scaling coefficient must be transmitted once for every 25 samples for
receiver synchronization., Ready and Spencer33 use a similar approach in
a system called block-adaptive DPCM that they use for bandwidth compression
of monochrome images. In block-adaptive DPCM systems, a block of M samples
is stored and encoded by N possible quantizers. The total distortion for
all M samples using each quantizer is calculated at the transmitter. The
normalizing constant giving the smallest distortion is used to scale the
samples in the block prior to their quantization and transmission. The
system requires (1ogzn)/M binary digits per sample overhead information
for receiver synchronization. Ready and Spencer use a two-dimensional
DPCM system employing three adjacent samples in its predictor and use a
block of 16 samples with four possible normalizing constants. They report
an improvement of 36 percent reduction in bit rate over a similar nonadap-
tive DPCM system at about 2 bits per sample. The gain becomes smaller at
higher bit rates.

A different approach, which has not appeared in the technical literature,

is a DPCM system with a variable set of threshold and reconstruction levels.
This is the self synchronizing approach described in the adaptive delta
modulator discussion where the step size contracts and expands depending
upon the polarity of sequential output levels. In a DPCM quantizer the
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set of threshold and reconstruction levels would contract and expand depend-
ing upon the sequential utilization of inner or outer levels of the quan-
tizer. For instance, a variable quantizer can be designed where all recon-
struction levels expand by a factor of P (for some optimum value of P) upon
two sequential occurrences of the outermost level and they would contract
by a factor of 1/P upon opposite sequential happening of the smallest

level. This system has the advantage that it is completely adaptive and
does not require any overhead information because the receiver is self-
synchronizing.

2.3.4 Dual-Mode Predictive Coding Systems

In a dual-mode system two different coding methods are connected in
parallel where each method is optimum for a particular type of sianal
variation. A sensor responds to the input signal variation and switches
on the appropriate encoder. A dual-mode system using a DPCM and a delta
modulator is propased by Frei, Schindler, and Vettigcr34 for compressing
monochrome imagery.

For regions where the video waveform is relatively smooth the coder
operates in the delta mode, producing 1 bit per sample. The video wave-
form is firsti encoded by a fast delta coder producing.a bit rate of 3fS
(fs is the Nyquisl sampling rate). Subsequently, aroups of three delta
bits are compressed to 1 bit. This compression is performed at the Nyquist
rate according to the majority decision rule. Groups of three identical
delta bits are treated separately. At the receiving end the compressed
delta bits are reconstructed as indicated in the coding table. If the
delta coder produces threc equal bits within one sampling interval, the
coder senses a deviation from a smooth region and switches from the delta
mode into the DPCM mode. This mechanism provides for fast sensing of a
transient and minimizes slope-overload noise. After the above condition
(311 or 000) has been detected, the delta coder is disconnected and further
encoding of the video waveform is performed by the DPCM coder.

Switching from the delta to the DPCM mode occurs when a sharp transient
occurs in the video waveform. At the start of the transient (three 1s in
one sampling interval), the coder switches to the DPCM mode and remains in
the DPCM mode until a DPCM idling condition is sensed. The DPCM idling
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condition is defined by the occurrence of a smallest DPCM word (111 or 000)
preceded by a DPCM word of opposite sign. Here the transmitter and receiver
each switch to the delta mode of operation.

The state of the mode controller at the transmitter is uniaquely deter-
mined: stay in delta until a sequence of three equal delta bits indicates
a transition, then switch to DPCM and proceed in DPCM until the idling
condition appears in the bit stream, then switch back to delta, and so
forth. The operation of mode detection at the receiver, however, is am-
biguous, since a sequence of three identical bits can also be produced by
three compressed delta words. In order to avoid this ambiguity, redundant
marker bits M are inserted in the compressed delta bit stream after a
sequence of three equal compresscd delta bits. After three identical
delta bits indicating a mode transition (111 or 000), a marker bit M] of
equal polarity is inserted to indicate that the mode has to be switched
to DPCM. Since there might be up to two equal delta bits preceding the
mode transition, an additional narker bit M2 of opposite sign is inserted
into the bit stream, in order tc mark the proper position of the end of
the transition sequence. The introduction of marker bits slightly increases
the bit rate geneggted by a dual-mode coder.

The authors use the dual-mode system for coding both single frame
and television signals. They report good subjective results at about 1.5
bits per picture element for single frames of monochrome imagery. Their
result is further supported by an independent simulation of the dual-mode
system at the University of Southern Ca1if0rnia.35

In addition to the above methods, other adaptive DPCM systems have
been developed for various applications that use modifications of one of
the above approaches. These metlhods are discussed in references 36, 37,
and 38.

2.4 ADAPTIVE CLUSTER CODING METHODS

Unlike transform and DPCM coding techniques where the correlated data
is processed to generate an uncorrelated sianal prior to quantization and
transmission, in cluster coding techniques the data is grouped to form a
number of clusters. FEach cluster s then represented by a number of vari-
ates which must be quantized ond transmitied. In adaptive cluster coding
methods, two processes can be rade adaptive. One is the operation of the
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classifier, and the other is the operation of the quantizer. In the follow-
ing sections we discuss two cluster coding methods. These are the blob
algorithm proposed by Wintz and the multispectral cluster coding method

proposed by Hi]bert.39’40’4]

2.4.1 Blob_Algorithm

The blob algorithm developed by Wintz examines each four adjacent sam-
ples and uses a hypothesis testing method to decide if the samples are close
enough to be joined with the adjacent samples or if they belong to a new
rlass. Groups of samples having similar first and second moments are merged
into blobs. In this manner the entire imagery is partitioned into blobs
such that all picture elements within each blob have similar gray levels
and textures.

Since elements in each blob are similar in both gray level and texture,
one needs only the boundary information and one representative value for
each blob for the reconstruction of that blob at the receiver. The bound-
ary information regarding each blob can be extracted and encoded efficiently
using contour tracing algorithms. Efficient contour tracing algorithms
have been developed by various researchers in recent years.42 The effi-
ciency of a contour tracing algorithm depends upon the. average number of
picture elements in ecach contour, The larger the average number of pixels
per contour, the higher the efficiency of the contour tracing algorithm.
Application of the contour tracing algorithm to the blobs of data generated
with the blob algorithm results in a more efficient coder because the num-
ber of picture elements per contour has been increased.

The blob algorithm is an adaptive classification algorithm because it
partitions the entire image rather than image blocks. Using a variable-
length coding schewe, such as run-length or Huffman codes for encoding
directional information of cortours, one would have a fully adaptive data
compression system.

2.4.2 Multispectral Cluster Coding Technique
Multispectral clustering has been used for bandwidth compression

41.42,83 1) the casc of LANDSAT
multispectral data, tor each picture element we obtain four measurements:

and classification of multispectral data.

recorded energies in edach af four narrow speciral bands. The four measure-
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ment values are represented by a 4-tuple in a four-dimensional space which
is called the measurement space. Thus, picture elements recording approxi-
mately the same energy in corresponding bands will be represented by points
which lie close together in the measurement space.

The location in four-dimensional space of the center of the mass of
the sample values belonging to a cluster is called the centroid of that
cluster. Clusters are generated as follows: initial centroid values are
arbitrarily assumed. Then ail samples are assigned to the cluster contain-
ing the closest centroid. The centroids of each cluster are then replaced
by the center of mass of samples in that cluster. This procedure is iter-
ated until a small percentage of samples changes cluster.

Identifying all the picture elements corresponding to one centroid
with one class, one obtains a classified image which consists of as many
gray levels as there are classes in the measurement space. For n possible
classes this image requires 1092n binary digits per sample for its trans-
mission using a PCM system. The centroid values require 28 (4 x 7) bits
per block for each centroid.

In the adaptive cluster coding algorithm, the multispectral data is
first divided into small blocks of fixed size (e.g., 16 x 16 picture ele-
ments;. Then the elements in each block are clustered into a variable
number of classes. Two clusters are grouped into one cluster if the dis-
tance in the measurement space between their centroids is less than some
threshold. Using a fixed threshold value generates a larger number of
classes in hlocks with high details and a small number of classes in blocks
with Tow details. For each block the classified image is transmitted, along
with the centroids.

" The receiver reconstructs each block of the multispectral imagery by
generating the individual bands in each block from the classified image
and the corresponding centroids of these clusters. The procedure is to
examine each point in the classifiad image and specify to what class it
belongs. Then individual bands corresponding to the particular picture
location are reconstructed by choosing their values equal to the centroid
of that particular class.
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Bandwidth compression is achieved if the number of binary digits
needed to transmit the classified image and the centroids are smaller than
the number of digits required to represent the multispectra) data. Experi-
mental results using a fixed number of classes in each block and PCM coding
of the classified image and centroids have shown that large compression
ratios can be obtained at relatively low distortion 1evels.43

Additional compression can be obtained by using an adaptive method,
such as an entropy coding technique, to encode the centroids and the
classified imagery. Entropy coding takes advantage of the fact that
adjacent elements tend to belong to the same cluster.

2.5 ADAPTIVE ENTROPY CODING AND RELATED TECHNIQUES

To utilize entropy coding methods in compressing the bandwidth of
image data, one can measure the histogram of the data and use the opti-
mum code word for the distribution of the gray levels. This method is
efficient in reducing the bandwidth of the imagery if the distribution
of data samples is peaked at certain gray levels. For a uniform histo-
gram the entropy coding does not offer any advantage over the PCM system.
To make an effective use of entropy coding, one may process the data,
through a reversible process, such that the histogram,of the output sam-
ples has maximum nonuniformity. One such process is the operation of
differencing of adjacent elements. Since spatial correlation exists in
most imagery, the difference between adjacent elements tends to be smail.
Hence, the frequency of small difference values is much larger than the
frequency of large difference values. Experiments with various types of
imagery have shown that the histogram of the difference signal is a highly
peaked double-sided exponential function about zero.26’44 A modified form
of the difference entropy coding method is used for compressing the band-
width of weather pictures resulting in a compression ratio of about 2:1
involving absolutely no degradation. This system uses entropy coding for
transmitting differances that are smaller than a prespecified value and
uses a PCM code word for transmitting the actual value of the samples if
the difference is larger than the prespecified value. Similar results
have also been obtained using differential entropy coding and adaptive
differential entropy coding at TRW for earth resources multispectral
data.45
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Differencing is not the only process that can be used to increase
nonuniformity of the histogram of data samples. Other operations, such as
transforming the data using Hadamard or Haar transforms, can be used for
this purpose.

R'ice46 uses a sequence of 2 x 2 Hadamard transforms on imacery divided
into blecks of 32 x 32 samples. At each stage of transformation the
Hadamard components corresponding to the mean of the 2 x 2 samples at the
input of the transform stage are passed through the following stage of
transformation where the other components are encoded directly. A block
size of 64 x 64 samples requires six stages of transformation. The trans-
form coefficients at the output of the final stage of transformation, as
well as intermediate transform coefficients, are encoded using the adaptive

entropy coding method and are transmitted. Rice reports good coding results

at various compression ratios using monochrome imagery.

In adaptive entropy ccding one assumes that the statistics of an image
change significantly from block to block so that the code words which are
optimum for one block do not perform as well for the others. To adapt to
the changing statistics one must change the code words accordingly. This
is a difficult task since, in addition to measuring the statistics for each
block and assigning the code words, one must transmit this information to
the receiver so that individual blocks are decoded properly. An alternate
approach is to classify each block of data to one of a 1imited number of
classes. Then the proper code word for that class is used to encode the
data in that block. Of course, additional information is required to in-
form the receiver which class of code words have to be used for decoding
each individual block This overhead information is small for small number
of classes and for large block sizes.

May and Spencer45

use an adaptive entropy coding method for multi-
spectral data where the spatial-spectral difference signal is encoded
using the Huffman cede calculated for the statistics of the previous line.
This does not require transmitting the code table for each line since it
can be calculated at the receiver as well. The authors report an improve-

ment of about 10 percent reduction in the bit rate over nonadaptive Huffman
codes.

2-26




B o e

Rice and Plaunt?? developed a variable length coding system which is

strictly information preserving. Operating on a sequence of source symbols,
the Rice machine adapts by selecting one of three coding schemes with computa-
tional capability for optimally switching to that one of the three codes which
is compatible with the data activity. Code FS performs well with low data
activity, code FS performs well for data of medium activity, and code CFS
performs best with very active data., To adapt to rapid changes in activity,
the basic Rice compressor monitors data activity and selects the appropri-

ate code mode based on blocks of 21 data symbols.

The resulting coding system operating on a line-to-line basis produces
output rates within 0.3 bit per sample of the one-dimensional entropy of
the samples and cannot expand the data by more than 0.1 bit per sample
under any circumstance. Rice used this method for coding monochrome images
using first order differences between adjacent samples on each line. May
and Spencer45 utilized the Rice machine for coding multispectral data using
first order spatial-spectral differences as the input sequence. For mylti-
spectral imagery the performance of the Rice machine is the same as that
of the adaptive Huffman technique which uses the previous 1ine statistics
to generate a new coding table for each line.

A general treatment of universal codes (block codes which adapt to
obtain a performance measure arbitrarily close to the signal entropy with
increasing block length) is given by Davisson in reference 44.
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3. SELECTION OF TECHNIQUES RELEVANT TO MULTISPECTRAL IMAGERY

In this section adaptive compression techniques appropriate for MSS
jmagery are selected from those surveyed in Section 2. The rzcionale for
rejecting the less appropriate techniques is discussed in Section 3.1.

The selected techniques and detailed algorithms are described in the remain-
ing sections. These techniques have been simulated on a computer and thejr
performances on a LANDSAT-A image are evaluated and compared.

3.1 REVIEW AND SELECTION OF ADAPTIVE ALGORITHMS FOR MSS IMAGERY

In the following paragraphs, the adaptive compression techniques sur-
veyed in Section 2 (summarized in Figure 2-2) are reviewed individually,
and those most appropriate for on-board compression of multispectral imag-
ery are selected. In selecting the candidate adaptive techniques, we have
relied heaviiy on ine characteristics of the mult‘svectral data and our
experience on bandwidth compression of the MSS data using nonadaptive tech-
niques. Alsc, special emphasis is placed on implementation complexity of
these techniques and ccmpatibility with Thematic Mapper requirements.
Finally, the reasons for rejecting adaptive techniques or a class of adap-
tive techniques are discussed in the following sections. The surviving
candidate adaptive techniques are listed in Figure 3-1.

SELECTED ADAPTIVE CODING METHODS
]

[ v ] |
ADAPTIVE ADAPTIVE ADAPTIVE
TRANSFORM PREDICTIVE CLUSTER
CODING CODING CODING

— ADAPTIVE QUANTIZATION -ADAPTIVE DPCM
ADAPTIVE
AND SAMPLE SELECTION ® BLOCK-ADAPTIVE DPCM WITH M?J:Tfsl;\:pcfg/u

SCALING QUANTIZER

® BLOCK-ADAPTIVE DPCM WITH
MULTIQUANTIZER

DUAL MODE SYSTEM
ADAPTIVE HYBRID ENCODERS———— g bpcut GELTA MODULATOR

@ USE OF ACTIVITY INDEX CLUSTER COL "G

@ USE OF VARIANCES

Figure 3-1. Surviving Candidate Adaptive Techniques
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3.1.1 Adaptive Transforim Coding Methods

Among adaptive transform coding methods, we choose the adaptive trans-
form coding methods that use a fixed transformation with a variable sample
selec*ion and quantization. These are adaptive methods that use an "acti-
vity index" for sample selection and the methods that use recursive quanti-
zation in the transform domain,

3.1.1.1 Rejection of Adaptive Methods Using Variable Sampling Rate

The possibility of using a variable sampling rate with transform coding
methods is discussed in Section 2.1 of the literature review. It was
pointed out tha* use of adaptive transform coding systems utilizing a var-
jable sampling rate has not been reported in the technical literature.

This is partially due to the difficulty of controlling the sampling rate

at different regions of the signal and the synchronization problems. In
on-board compression of multispectral data, an additional prcblem is that
the data is already scanned and sampled. Introducing a variable scanning
and sampling mechanism in the system without ample justification is not
advisable. For these reasons the idea of variable sampling rate with trans-
form coding systems is rejected.

3.1.1.2 Rejection ot the Adaptive KL Transform

In a practical adaptive KL transform, the data is classified into a
number of classes and a different set of basis matrices is used for each
class. Here the main problem is classification of the incoming set of
picture elements to the particular class. Only one such method has been
proposed in the 1iterature]] which is very complicated to implement. In
addition, the gains reported using this adaptive method are almost the same
as the gains using other adaptive methods we have studied. For these
reasons, the adaptive KL transform has not been selected.

3.1.1.3 Rejection of Threshold Quantization Techniques

Due to the complexity of adaptive sampling and adaptive KL transforming
of imagery data, researchers have developed adaptive methods where a fixed
transformation and a fixed sampling rate are used; however, the operation of
sample selection and quantization is made adaptive. One such system uses
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a fixed threshold value. Only samples larger than this threshold are
quantized and transmitted. This coding technique, knuwn as threshold
quantization, will not be considered in this study because its perfor-
mance, as discussed in literature survey, does not offer any improvement
over nonadaptive transform coding methods.

3.1.2 Adaptive Predictive Coding

Adaptive predictive coding systems are classified into three groups:
adaptive delta modulators, adaptive DPCM, and dual-mode systems.

Adaptive delta modulators are not considered in this study for two
reasons:

1) Adaptive delta modulators utilize a binary comparator for
the quantizer, and thus operate at a bit rate of 1 bit per
sample, At this bit rate the signal fidelity is low. To
improve the system performance, one needs to increase the
sampling rate. 1In applications dealing with multispectral
earth resources imagery, the sampling rate is fixed. A
variable saripling rate increases the system complexity and
its recommendation necds ample justification which is not
present,

2) The performance of adaptive delta modulators is in
general inferior to the performance of the two-
dimensional DPCM systems. This is established in
reference 48 for the "girl' image.

Adaptive DPCM systems are categorized into two classes; in the first
class are systems using adaptive predictors, and in the second class are
systems that use adaptive quantizers. Systems using adaptive predictors
have not been studied for crding imagery data. This is due to the fact v
that the quality of coded imagery is more sensitive to the variations in
the structure of the quantizer than it is to variations in the weightings
used in the predictor. In add .tion, it is much simpler to design adaptive
quantizers than it is to design adaptive predictors. For these two reasons,
we concentrate our efforts on DPCM systems with adaptive quantizers.

A number of DPCM systems with adaptive quantizers were surveyed in
Section 2.3. Two block-adaptive DPCM sysiems were discussed. The system
suggested by Ready and Spencer uses multiple prediction loops while the
system suggested by Virupaksha and 0'Neal uses a single primary loop for
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encoding and a secondary loop for calculating the gain constant of the
quantizer in the primary loop. Both systems have similar performance.
The block adaptive system with multiple loops is inherently more complex
and is rejected in favor of the block adaptive DPCM system using a single

loop.

3.1.3 Adaptive Cluster Coding Methods

Among the adaptive cluster coding methods listed in Figure 2-2, we
select adaptive multispectral clustering for further investigation. The
BLOB algnrithm was rejected because in its present form,”” it is not opti-
mal for multispectral data; it could be extended to multispectral data but

this makes the technique extremely complicated.

3.1.4 Adaptive Entropy Coding

A study of entropy coding and adaptive entropy coding methods for
compressing the bandwidth of MSS data was performed at TRW. The salient
points of the study were tnat the entropy coding methods can be used to
compress the bandwidth of MSS data ty a factor of about 2:1 without any
derradation, and the compression technique can be fabricated for cn-board

processing using an acceptable number of parts and within reasonable weight,

power, and <..¢ imitations. For details of the stud}, the reader is
referred to »aferonce “3. Because of this comprehensive -tudy, we will
not consider entropy coding methods in compressing thc bandwidth of MSS
data in-ividually. Instead, entropy coding methods will be considered in

concatenation with other bandwidth compression techniques. This is because
entropy coding further reduces the bit rate of a bandwidth compression tech-
nique that generates an uneven distribution of symbois at its output. Here

the object is to study the improvements in the performance of each band-

width compression technique as a result of concatenating it with an entropy

coding method. For our application, the Huffuman encoder will be used
because of its simplicity as compar.d to other entropy coding techniques.
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3.2 DESCRIPTION OF SELECTED TECHNIQUES

In this section the selected techniques are described and their per-
formance on the green band of a sample LANDSAT-A image is evaluated.

3.2.1 Adaptive Transform Coding

Among the many adaptive two-uimensional transform techniques, we have
selected two for further study. The first utilizes recursive quantization
on the transform coefficients, while the second uses an activity index to
sort the transform blocks into various classes.

3.2.1.1 Adaptive Transform Coding Using Recursive Quantization

This method uses a fixed transformation and a fixed block size. The
number of coefficients seliected in cach block for transmission and the num-
ber of bits assigned to each coefficient changas from block to block. We
propose dividing the imaqge into blocks of 106 x 16 samples. After each
block is two-dimensionally transformed using either a Hadar d or Cosine
transform, a scanning ¢f the transformed samples is performed to convert
the two-dimensional data to a one»dimgnsiona] format. We use the same
scanning method suggested by Tescher.k1 Next, a first-order recursive rela-
tion is used to estimate the variance of each transfgrm coefficient as

.2 2 o2
Qg = WAy (0 - w) X (3-1)

-~

where Xi refers to the ith coefficient in the transform domain after it is

~

quantized, :12 is the estimated variance of ii’ and w is the weighting
coefficient. Experiments with different values of weighting coefficients
have shown that a weighting coefficient of 0.75 can be used with both the
Hadamard and Cosine transforms. A block diagram of this technique is shown
in Figure 3-2. The system parameters used with this technique are:

a) Type_of transform2’.on -- the utility of various types of
orthcgonal transforms in coding imagery data has been
considered by various authors. The results clearlyv point
out that the difference in the performance among various
transforms are minimal, and the choice in a particular
application should be based on implementational constraints.
In this study we use the Hadamard and Cosine transforms.
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It is anticipated that Cosine transform wiil give a better
result, but the difference should be minimal. The reason for
considering these two transforms is that the Hadamard trans-
form is simpler to implement with digital circuitry, while
the Cosine transform can be implemented using analog trans-
versal filters utilizing the Chirp-Z transform (CZT? tech-
nology.20 A feeling for the relative compliexity of the
Hadamard transform and the Cosine transform can be obtained
by examining the number of multiplies and adds required for
each. A Hadamard transform of N real elements requires

N Tog, N additions. According to W. Chen, in some work

that is to be published this summer the corresponding
Cosine transform can be implemented with N logy N - 3N/2 +
4 real nultiplications and 3N/2 (logp N - 1) +°2 real
additions. Thus for N equal to 16, the Hadamard transform
requires 64 additions and the Cosine transform requires 44
multiplications and 74 additions.

b) Bit assignment — the number of binary digits assigned to each
coefficient is obtained from*

R
-t N

!

- 1 SR ) -
m, = Integer lé-]ogz ) + 2} (3-2)

where D is the theorctical value of the distortion that results
by quantizing the variate with mj digits. In an actual system,

D is controlled by the output buffer. An empty buffer resuits

in small values for D, which in turn increases the output bit
rate where a full buffer increases D and reduces the output bit
rate. When the variance of a coefficient is so small that the
number of binary digits assigned for its quantization falls

below 1.0 bit, the processor stops and the remaining coefficients
in that block are not transmitted. They are substituted with
zeros at the receiver. The system is adaptive since more binary
digits are assigned automatically to blocks with larger transform
coefficients.

c) Quantization_of initial conditions and the dc coefficient — the
initial condition for the recursive relation (3-1) i< obtained
by taking the first four ac coefficients and averaging the

square of these quantities to obtain azz. This quantity is then
quantized to obtain-xzzusing a quantizer with 32 levels, and is

* : ' .

This bit assignuent differs from the optimal allocation of reference 1
because that equution assumes the total number of bits for all coefficients
is known. In the adaptive case the total number of bits is now known.
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transmitted. At the receiver, a 2 is used to start recursive
relation (3-1). The dc level is“quantized with a uniform quan-
tizer using 256 levels. This requires a total of 13 bits of
overhead information for each block of 16 x 16 samples.

d) Quantization of ac coefficients — the actual quantization of
the ac coefficients is performed as shown in Figure 3-2. Each
coefficient X; is normalized by dividing it by & before quan-

tizing it with a fixed quantizer. At the receiver, each Xi is
multiplied by aj before inverse scanning and inverse two-
dimensional transformation. The fixed quantizer can be a uni-
form or a nonuniform quantizer. In our simulations, we have
used a nonuniform quantizer designed for a Laplacian distri-
bution. Empirical results show that the probability density
function of the ac transform coefficients are best modeled by

a Laplacian function. This is particularly so for block sizes
smaller than 16.% Although Max's quantizer results in minimum
quantization error, an instantancous companding quantizer (ICQ)
can be substituted with almost identical results. We have used
an ICQ for software simplicity. The operation of the ICQ is
shown in Figure 3-3. A mapping g(+) of the transform coef-
ficients results in a signal z with a uniform probability den-
sity function which is quantized with a uniform quantizer. The
output of the quantizer must pass through a mapping g‘l(-) for
signal recovery.51 The mapping g(+) for an exponential prob-
ability density function is defined as

X [1 - exp(-Mx/X )] :
Z = g(x) = -2 .T-';“E-X—p-(.:ﬁy 952 (-8) =-2 (e) (3*3)

where we choose

M = m&tx.q
3a
and
X = 3o

o

The quantizer 1is designed for a unit standard deviation and
the input and output of the quantizer is scaled as shown in
Figure 3-3.

*
For large block sizes, the histogram of the transform coefficients is
better fit with a gaussian function.
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Figure 3-3. Instantaneous Companding Quantizer (ICQ)

The adaptive transform coding technique using recursive quantization
is selected as a candidate technique because of its adaptibility and the
excellent results reported in the literature using this technique on mono-
chrome imagery.?]

The adaptive transform coding system suggested by Schaming (discussed
in Section 2.2.4 of literature survey) is a special case of the system sug-
gested by Cox and Tescher. Schaming considers transmitting all the ele-
ments in each band as a group where in Tescher's method transformed samples
in each band are considered individually. Besides, Schaming uses a fixed
number of bits for a given coefficient where in this techniaue it changes
depending upon the estimated sample variance.

3.2.1.2 Adaptive Transform Coding Using the Activity Index

This technique uses a fixed transformation such as the Hadamard or
Cosine transform to obtain the two-dimensional transformation of each hlock
of imagery. The sum of the squares of the transform coefficients, except
for the dc term, is used to classify that particular block into one of M
distinct classes. For each class, a particular pattern of sample selection
and quantization is specified. This information is also available at the
receiver; therefore, only 1092M bits of information per block is needed to
specify what class each block of data belongs. This adaptive method is
simple and seems to offer distinct advantages over the nonadaptive trans-
form coding methods. The block diagram of the encoder for this technique
is shown in Figu:e 3-4.
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Figure 3-4. Adaptive Transform Coding Technique Using Four
Quantization Classes

The system parameters to be considered with thi§ adaptive method are:

a) Type of transforms — for this adaptive coding technique, we also
use Hadamard or Cosine transforms. The reasons for choosing these trans-
forms over other transforms are the same as those discussed in the previous

section.

b) Number of classes (M) — the number of distinct classes into which
various blocks are classified is an indication of the level of system adapt-
ivity. The larger the number of the classes, the more adaptive the system.
However, a large number of classes increases the implementation complexity
and increases overhead information. Authors suggesting use of an activity

index have proposed using four possible classes for sample selection and
15,16

quantization.
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c) Bit assignment of different classes — the optimal bit assignment
procedure for one block of imagery is one that gives the same distortion for
each coefficient.* When a number of classes are jointly considered, it is
desirable to have a bit pattern making the distortion for each coefficient
in the block as well as the total distortion in each block uniform. This
will result in a uniform distortion over the whole image. Unfortunately,
due to the nonstationarity of imagery data, such a bit pattern cannot be
specified theoretically. We have used the same bit assignment pattern for
both the Hadamard and Cosine transform. These patterns for the four classes
are shown in Figure 3-5. These patterns were selected by simulating the
system on the computer and experimenting with various bit patterns to mini-
mize the total mean square error.

T Y 2 2 v o 0 ¢ 7 ¢ 3 2 2 2 '
3 2 2 1+ 0o © o0 o 4 3 2 2 2 T 0
2 2 '\ o 0 0 o0 o 3 2 2 2 r o o
2 t 06 0o 0o © 0 © 2 2 2 1 0 o o
1 0 0 o ©0 © o o 2 2 1 1 0 0 o 0
o o 0 0o 0 0o o o 2 | o 0 0 0 o
e 06 0 o o o0 o0 o 1 '\ ¢ ¢ 0 0 o0 o
6 0 o 0o o0 o0 o o t ¢ 0 06 0 o o o
CLASS ¥ CLASS 2
7 & 4 3 23 2 2 2 7 ¢ 6 4 3 23 2 2
5 4 3 3 2 2 2 ¢ § ¢ 3 3 2 2 2
6 3 3 2 2 2 ] § ¢ 3 3 2 2 2 2
3 ) 2 2 2 1 1 4 3 3 2 2 2 2 2
3 2 2 2 1 'y © 3 3 2 2 2 2 2 2
22 2 ' 1 o © 3y 2 2 2 2 2 2 2
2 2 1 1 t 0 o o 2 2 2 2 2 2 2 2
2 1 1 1 06 o o o 2 2 2 2 2 2 2 2
CLASS ) CLASS 4

Figure 3-5. Bit Assignment Pattern for Four Quantization
Classes

*The coefficients with a variance smaller than or equal to this distortion
are not transmitted.
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d) Block size — the size of the blocks that the imagery should be
divided into before processing is a crucial parameter. In adaptive methods,
a small block size utilizes nonstationarity of the data more efficiently
than a larger block size, and is simpler to implement. A large block size,
on the other hand, utilizes a larger fraction of image correlation. One
other problem with small block sizes is that one needs a minimum number of
binary digits per block to eliminate the block structure in the reconstructed
imagery. Using small block sizes, one needs to assign this minimum number
of bits to the less active blocks which in turn results in having less
binary digits available for the more active blocks. Based on our experi-
ence with nonadaptive methods and the results relating to adaptive methods
reported in the literature, a block size of 8 x 8 seems to be the most
appropriate choice.

e) Threshold levels for partitioning ac energy -- after the ac en. rgy
of each block of 8 x 8 coefficients in the transform domain is calculated,
one must choose three threshold levels. These levels are then used to clas-
sify each block to one of four categories. Histograms of the ac energy of
the blocks can be used to choose these threshold values such that the aver-
age bit rate of the output data is a prespecified value. However, since
the MSS data is grossly nonstationary, one would need an extremely large
buffer memory to achieve a fixed output bit rate using prefixed threshold
values. We have simplified the problem by choosing the threshold values
that are linearly related when one parameter controls the output bit rate.
In the actual system, this parameter is controlled by the fullness of the
buffer memory. An empty buffer will reduce the size of this parameter,
thus increasing the bit rate. A full buffer increases the size of this
parameter and results in a lower bit rate.

f) Quantization of coefficients in the transform domain - the bit
assignment for different classes was discussed in part c) of this section.
Each coefficient is quantized using the number of binary digits that is
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assigned to it according to its position in a block, the classification of
that particular position in a block, and the classification of the particu-
lar block. To quantize these coefficients, one must utilize the variance

of each coefficient in the structure of the quantizer. This is accomplished
by scanning each block in the transform domain using a helical pattern and
using the recursive relation of (3-1) to find an estimate for the variarce of
each coefficient. Then the difference between this method and recursive
quantization is that the number of binary digits for each coefficient posi-
tion for each block is fixed, where in the other technique it varies
according to the size of estimated variances. The structure of the simu-
lated quantizer is the same as shown in Figure 3-3.

3.2.1.3 Comparison of Adaptive Transform Coding Techniques

The performance of the two adaptive transform coding techniques is
evaluated by encoding the green band of a sample LANDSAT-A image. The
simulated results for adaptive transform coding using recursive quantiza-
tion are shown in Figure 3-6 for a two-dimensional Hadamard transform and
a8 block size of 16 x 16. The performance is in terms of mean square error
for only the green band of the MSS data. This figure also shows the per-
formance of the adaptive transform coding technique using the activity
index. With this technique, the two-dimensional transform of each image
block is obtained, and the ac energy of the transform coefficients is
calculated. The ac energy is then compared to three fixed threshold values,
and depending on its comparative value, a particular bit assignment pattern
and quantization are employed. We have used a linear spacing of the thres-
hold values. The sample selection and the quantizatiorn pattern are shown in
Figure 3-5. This pattern is used for both Hadamard and Cosine transforms.
The performance of the nonadaptive two-dimensional Hadamard transform is
shown in Figure 3-6. The adaptive transform encoder using recursive quan-
tization is superior to the other two techniques.
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Figure 3-6. Adaptive Transform Coding Comparison

Figure 3-7 compares the performance of the adaptive transform coding
techniques using activity index and recursive quantization for Cosine and
Hadamard transforms. This figure shows the small improvement at lower bit
rates that results by using a Cosine instead of the Hadamard transform.
This smali gain, however, does not justify the additional complexity of
the Cosine transform.

3.2.2 Adaptive Predictive Coding

Among adaptive predictive coding techniques, we have selected block
adaptive DPCM, adaptive DPCM with a scaling quantizer, and the dual-mode
encoder that combines DPCM with a delta modulator.
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Figure 3-7. Cosine Versus Hadamard Transform Performance

3.2.2.1 Block-Adaptive DPCM System

A block diagram of the encoder is shown in Figufé 3-8. The DPCM loop
uses a third order predictor that utilizes the adjacent element in the same
line, the adjacent element in the same column, and the diagonal element to
predict each sample. The quantizer chooses one of M gain values for each
block. A block of 16 samples is used in the gain computation loop (without
a quantizer) to generate an estimate for the variance of the differential
signal as shown in Figure 3-8, Depending upon the value of the variance,
one of M gain factors is selected and used to scale the quantizer charac-
teristic in the prediction loop. For M = 8, this requires 3/16th of a bit
per sample for transmitting this overhead information.

3.2.2.2 Adaptive DPCM with a Self-Scaling Quantizer

This technique, which has not appeared in the technical literature,
employs a DPCM loop with a variable set of quantizer threshold and recon-
struction levels. It is a self-synchronizing system where the step size
contracts and expands depending upon the polarity of sequential output
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( levels. In a DPCM quantizer, the set of threshold and reconstruction
levels would contract or expand depending upon the sequential utilization
of the inner or outer levels of the quantizer. In this study, a variable
quantizer is designed where all reconstruction levels expand by a factor
of P upon two sequential happenings of the outermost level and contract by
a factor of 1/P upon two sequential happenings of the smallest levels, This
system has the advantage that it is completely adaptive and does not require
overhead information because the receiver is self synchronizing. A P value
of 1.5 is used in the simulation because it gives the optimum result for

adaptive delta modulators.

TR S —— e
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ENCODED
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4
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DELAY 1_ a conEn
[ ] +
| L ’
I T
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y PREDICTOR
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X=0.756 (A +C)-0.58

Figure 3-8. Block Adaptive DPCM

3.2.2.3 Dual-Mode Predictive Coding System

The dual-mode system uses a DPCM loop and a delta modulator. For
reaions where the video waveform is relatively smooth, the dual-mode system
operates in the delta mode, producing 1 bit per seémple. The video waveform
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is first encoded by a fast delta coder producing a bit rate of 3fs* (fs is
the Nyquist sampling rate). Subsequently, groups of three delta bits are
compressed to 1 bit. This compression is performed at the Nyquist rate
according to a majority decision, as can be seen from the codiny table in
Figure 3-9. Groups of three identical delta bits are treated separately.
At the receiving end the compressed delta bits are reconstructed as indi-
cated in the coding table. If the delta coder produces three equal bits
within one sampling interval, the coder senses a deviation from a2 smooth
region and switches from the delta mode into the DPCM mode, This mechanism
provides for fast sensing of a transient and avoids slope overload noise.
After the above condition (111 or 000) has been detected, the delta coder
is disconnected and further encoding of the video waveform is performed by
the DPCM coder.

DELTA CODE AT CODE FOR DELTA CODE
TRANSMITTER MODE TRANSMISSION AT RECEIVER
0o 0 1 [0 1 o
0 1 o0 DELTA 0 o 1 o
1 0o o 0 1 o0
1 1 0] (1 o6 1
1 0o 1 DELTA 1 1 0
o 1 1 J { 1 o0 1
0 0 O0 ) DELTA-=DPCM 9 0 1 —= 0 0 0
TRANSITION
R T 111 —= 11

Figure 3-9. Coding Table for Delta Mode

 Switching from the delta mode to the LPCM mode occurs when a sharp trans-
ient occurs in the video waveform. At the start of the transient (three 1s
in one sampling inverval), the coder switches to the DPCM mode and remains
in the DPCM mode until & DPCM idling condition is sensed. The DPCM idling
condition is defined by the occurrence of the smallest DPCM word (111 or
000) preceded by a DPCM word of opposite sign; then both the transmitter and
receiver switch to t.~ delta mode of operation.

*
In the sinulated system the number of samples is tripled by linear inter-
polation.
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The state of the riode controller at the transmitter is uniquely deter-
mined: stay in the delta mode until a sequence of three equal delta bits
indicates a transition, then switch tc DPCM and proceed in the DPCM mode
until the idling cendition appears in the bit stream; then switch back to
delta, and so forth. The operation of mode detection at the receiver, how-
ever, is ambiguous since a sequence of three identical bits can also be
produced by three compressed delta words. To avoid ambiguity, redundant
marker bits (M) are inserted in the compressed delta bit stream after a
sequence of three compressed delta bits as shown in Figure 3-10. After
three identical delta bits indicating a mode transition (111 or 000), a
marker bit M] of equal polarity is inserted to indicate that the mode has
to be switched to DPCM. Since there might be up to two equal delta bits
preceding the mode transition, an addition marker bit M2 of opposite sign
is inserted into the bit stream, in order to mark the proper position at
the end of the transition sequence. The introduction of marker bits
stightly increases the bit rate generated by a dual-mode coder.

3.2.2.4 Comparison of Adaptive Predictive Coding Techniques

We have simulated block adaptive DPCM, adaptive DPCM with a self-
scaling quantizer, and the dual-mode encoder, and havq used them to compress
the bandwidth of the green band of a sample LANDSAT-A image. The block adap-
tive DPCM system stores a block of 16 samples and uses these samples in a
predictor loop to find the standard deviation of the differential signal
for each block. The standard deviation of the differential signal in each
block is quantized to eight levels using a uniform quantizer and is used in
optimizing the quantizer for the particular block. This requires overhead
information of 3/16 bits per sample for a block length of 16.

The second adaptive DPCM encoder uses a fixed quantizer with a one-
word memory. The system keeps track oi the output levels. A sequential
occurrence of the inner reconstruction levels of opposite sign causes a
contraction of the reconstruction levels. Repeated occurrence of the
outermost lTevels of the same sign causes an expansion of the reconstruction
values. The contraction and the expansion of the reconstructed levels is
achieved by dividing and multiplying the reconstruction levels by a constant
factor of 1.5, respectively.
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Figure 3-10. Marker Insertion Scheme

The performance of the two adaptive DPCM systems and the dual-mode
encoder, as well as the nonadaptive DPCM encoder, are shown in Figure 3-11.
As one can see, the use of adaptive methods offers significant improvements
over the nonadaptive methods at low bit rates. However, the difference
between the adaptive and nonadaptive methods is rather insignificant at
high bit rates. This figure clearly shows that the performance of the
block adaptive DPCM encoder is superior to other adaptive DPCM techniques
we have considered at all bit rates.
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- 1 BIT MEMORY QUANTIZER

QO DUAL-MORF ENCODER

Figure 3-11. Performance Comparison of Predictive Coding Techniques

3.2.3 Adaptive Hybrid Coding

Hybrid encoders use a cancatenation of a unitary transform and DPCM
encoders. The hybrid technique uses a block size of 16 or 32 in the direc-
tion of the orthogonal transform and the transform coefficients are encoded
with DPCM loops. Due to the large block size required in the DPCM direction,
adaptive sample selection cannot be employed to improve system performance.

The proposed adaptive hybrid encoder uses a single timeshared block-
adaptive DPCM loop to encode the transform coefficients. A block diagram
of the proposed encoder is shown ia Figure 3-12. The DPCM encoder uses a
one element delay in the prediction loop. The gain in the prediction loop
and the bit assignment among the various transform coefficient encoders is
shown in Table 3-1. The gain values and bit assignments were chosen for
the best performance using typical MSS imagery. In an on-board bandwidth
compression system using this technique, oe should be able to change the
bit assignment among various coefficients for maximum flexibility. The
DPCM Toops use the same quantizer as employed in single-loop block-adaptive
DPCM. For details on the quantizer, refer to Section 3.2.1.1.

3-20




"'W'*-.-vw?..,

—p

—p
L}
1.0 DPCM S | Y —
8L.OCK
i ADAPTIVE

Loor L

o

-0
TRANSFORM
!
o
-

Figure 3-12.

PRED

INVERSE
TRANSFORM

Block Diagram of Adaptive Hybrid System

Table 3-1. Adaptive Hybrid Encoder Loop Parameters
for Individual MSS Bands
Coefficient No. 112143 utﬂs gl7ieiei0i1 211311441516
Gain Value in DPCM Loops 1SN N AN n
s ieslalapaciz sz iz 22 13
MSS-415 1313 13 1212421210 1V 1V 1Y i) (Y o
MSS-516 1313 |3 {3]3]212t2{2 {2 ;2 |2 |2 {2 1
2 Bits Per Sample Per Band H
MSS-615 13 13 J3 13133921212 12 12 11 1 1 Y
MSS-715 |3 {3 {2 {212!211{1jY {1 jC {0 {0 {0 |0
MSS-4;4 1312 |2 1211{11110(0 [0 ;0 |0 [0 [0 10
MSS-514 1313 12 f2;2i2]1;141 jo |o [o jo j0 |o
1 Bit Per Sample Per Band
PSS-6{4 1312 |2 {211{1{1]0{0 {0 {0 {0 {0 {0 {O
MSS-7f14 1212 |1 |1{130(040{0 {0 10 [0 {O {0 |0
o —t~ l-—«b—-p 1 +
t :
MSS-413 }2 11 41 1210105 v |0 JO {0 jO |O |O
MSS-513 {2 {1 {1 {1{1{0{0|0{0O {0 {O {0 |O {0 jO
0.5 Bit Per Sample Per
Band MSS-613 12 {1 {1 j1]010]0j0[0 {0 10 {0 [0 |0 |O
MSS-7{3 (2 {1 {1 {0{O{0O{0{Q|{0 10 {O JO [0 jO |0
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The performance of the hybrid encoder using both the Hadamard and
Cosine transform is shown in Figure 3-13. The performance of the hybrid
encoder using the Cosine transform is superior to the encoder that uses
Hadamard transform. However, the difference is fairly small and the tech-
nique using the Hadamard transform may be more desirable due to less hard-

ware complexity.

25
20—
A\ ADAPTIVE HYBRID
(HADAMARD ~ DPCM)
O ADAPTIVE HYBRID
(COSINE - DPCM)
16}
LOL
015 ——
0 1 1 | | ] ! 1
0 4 6 B 10 12 " 16

MSE

Figure 3-13. Hybrid Encoder Performance

3.2.4 Adaptive Clus*er Coding

In the adaptive muitispectral cluster coding method, the data is first
divided into small blocks of fixed size (i.e., 16 x 16 picture elements).
Then the elements in each block are clustered into a variable number of
classes. Using a fixed threshold value, a Targe number of classes are
generated in blocks with high detail and a small number of classes in
blocks with low detail. For each block, the classified image is trans-
mitted along with the centroids.
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The receiver reconstructs each block of the multispectral imagery by

generating the individual bands in each block from the classified image

and the co:rresponding centroids of those clusters. The procedure is to

examine each point in the classified image and specify to what class it
belongs. The individual bands corresponding to the particular picture
location are reconstructed by choosing their values equal to the centroids

of that particular class.
The method is made adaptive by generating a variable number of clusters
in each block and by using an entropy coding technique to encode the classi-

fied image.
The adaptive clustering method we have simulated uses a block size of

It starts with a maximum of 32 classes per block and reduces the

16 x 16.
This con-

number of classes by merging the most similar of the clusters.
tinues until the minimum distance bewteen two distinct clusters is larger
than a prespecified thre .hold value. Figure 3-14 shows the resuiting

number of clusters for the sample LANDSAT-A image using a threshold value

of 0.8. The hit rate (per sample) for the (i,j)th block is

R.. = 1% IC"Jl RRAST I (3-4)
W B N

where Cii is the number of clusters per block, B is the number of bands in
multispectral data, P is the number of bits used to quantize each centroid

2 is the number of samples per block. Equation (3-4) assumes

value, and N
The performance of the adaptive cluster

the classified image in PCM encoded.
coding method is shown in Figure 3-15 in terms of MSE versus bits per pixel

for threshold values ranging from 0.8 to 0.2. Figure 3-15 also shows the

performance of the nonadaptive cluster ceding method which is included here

Figure 3-16 shows a comparison of adaptive and nonadaptive

for comparison.
In obtaining

cluster coding methods in terms of classificatjon consistency.
classification consistency, the original and the encoded imagery are classi-
fied into nine classes. A point-by-point comparison of the two classified
images indicates what percentage of the samples is classified consistently.
This figure also centains the classification consistency of the nonadaptive

technique.
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Figure 3-16. Performance of Adaptive and Nonadapt Cluster

Coding Methods

The adaptive cluster coding method previously discussed uses a PCM
technique to transmit the classified picture for each block. The perform-
ance of the system improves if a more efficient encoder is used to trans-
mit the image. One such system can be designed by generating a difference
signal, then using a Huffman encoder to transmit the difference signal.

The difference signals Y(K,2); k, ¢ =1, ...
ated as

Y(k,e) = X(k,2) for 2
Y(k,2) = X(k,8) - X (k. 2 -1) for k
L
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where X(k,2) denotes the values of the classified image. The difference
signal Y(k,2) has a smaller entropy than the classified signal X(k,2);
therefore, it can be encoded using less binary digits. For a maximum of
32 clusters per block, the entropy of the difference signal Y(k,%) for the
block indexed by i and j is

31
Hij = E P [Y(k,z) = m] log, P[}(k,z) = m] (3-6)
m:.’

Note that m does not assume any negative values since mod 32 arithmetic

is used in generating Y(k,2) from X(k,%). ¢
The corresponding bit rate using a Huffman encoder is
~ Hioe PC,.
= __%l -

Figure 3-17 shows the variation of Hij and ﬁij for various blocks (16 x 16
samples in four bands) of the standard MSS data. The improvement in bit
rate versus MSE and classification accuracy is shown in Figures 3-15 and
3-16 by dashed 1lines. It is worth noting that the Huffman encoder improves
the performance of the adaptive clustering technique. The improvement due
to adaptive clustering is larger at higher bit rates when the additional
improvement due to Huffman encoder is more significant than at lower bit
rates.
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In implementing the clustering algorithm, emphasis was placed on
evaluating the algorithm's potential, rather than on speed of operation.
The number of computations required for each 16 x 16 block is variable,
depending on the data in that block. However, a first approximation is
based on the number of calculations required to assign each pixel to the
closest centroid. The squared distance from each pixel to each centroid is
calculated. Since there are four spectral bands, each distance measurement
requires four squaring operations and three summing operations. Thus for
32 classes, one iteration of the clustering algorithm requires 32 x 256 x 4
multiplies and 32 x 256 x 7 adds (32,768 multiplies and 57,344 adds).
Significant speedup of this approach can be obtained by defining distance
as the sum of the absolute distances in each spectral band, rather than
using Euclidian distance. This would eliminate all the multiplies but
would add 65,536 adds. Further reductions could be achieved by reducing
the number of iterations. This is done by increasing the permissible
number of pixels changing cluster at each iteration. Finally, by starting
the clustering procedure with Jess than 32 centroids, a speed improvement
can be realized.
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4, DATA SETS PROCESSED

4,1 DESCRIPTION OF SELECTED IMAGERY

Two sets of multispectral scanner data generated by NASA's LANDSAT
were used to test the performance of the various adaptive cu.r vession
algorithms on typical multispectral images. The four bands of each of
the images are shown in Figures 4-1 and 4-2. For convenience we call the
first scene the "agricultural scene" and the second scene the "Bald Knob
Scene." Results based on these scenes provide a good measure of perfor-
mance of the algorithm for several reasons. First, the scenes cover quite
different land uses, one being primarily agricultural and desert, the other
primarily vegetated mountainous terrain with relatively littie human influ-
ence, Thus, the agricultural scene has a great deal of regular rectangular
structure, while the Bald Knob scene has virtually none. Second, the
reflected energy is distributed among the spectral bands very differently
in the two scenes. This implies that the number of bits assigned to each
band should vary between scenes. Third, the agricultural scene was used
in the study of nonadaptive techniques and thus the results can be com-~
pared with the previous study. Finally, the Bald Knob scene is desirable
because ground truth data exists at NASA/ARC corresponding with this scene.

4.2 STATISTICAL MODELING OF THE DATA

To have the best possible compression results, it is necessary to
take advantage of the statistics of the data. The adaptive techniques
described previously adapt to the statistics of a single band in various
different ways. In each case, however, some statistics are computed in
a small block of the data and the compression technique uses this statistic
in the encoding process. For each successive block, the statistic is
recomputed. However, these statistics do not determine how much of the
total bit allotment should be used for each band (except with the cluste.
coding algorithm). The approach we have taken to this problem has been
to transform the original spectral bands into a new set of bands in which
the number of bits assigned to each (transform) band is roughly constant
for each scene and need not adapt. To this end this section describes
th: statistical properties of the two scenes used in this study.
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Agricultural Scene
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For each band of the agriculfural scene, the dimensions are 256 x 256

For the Bald Knob scene, the horizontal dimension is 256 pixels,

pixels.
Statistics were gathered for

but the vertical dimension is 192 pixels.
each band of both scenes. These results are tabulated in Table 4-1.

paring the variances of the data, it is apparent that the amount of vari-
ation is distributed very differently among the bands in the two scenes.
One should also note that the fourth band of scanner data provided by
LANDSAT is always 6 bit data while the other three bands are 7 bit data.

Com-

4-3




DAt o R ad

s

L2

Table 4-1. Scene Statistics
Scene

Statistic Agricultural Scene Bald Knob Scene

Band 1 |Band 2| Band 3| Band 4 |[Band 1| Band 2| Band 3 |Band 4
Minimum 24 15 10 2 21 14 9 2
Maximum |84 103 96 52 59 70 82 48
Mean 4,.326 | 52.17 | 59.579| 26.826 || 30.302 | 26.818| 39.377 {22.513
Variance |130.9) [333.65| 121.61| 41.083} 11.841| 22.86 | 103.58 [42.905
Standard |11.441 [18.266| 11.028 6.4096“3.441 4.78121 10.42 ]6.55
Deviation I

To illustrate the correlation between the various spectral bands, we

have made scatter plots of various pairs of bands.

Figures 4-3 and 4-4. Because the fourth band has half the number of bits

These are shown in

of the other bands, it has been scaled by a factor of 2 in these plots.
The primary point of interest in Figures 4-3 and 4-4 is the fact that, for

both scenes, bands 1 and 2 and bands 3 and 4 are highly correlated,

whereas the remaining pairs of bands have relatively low correlation.
This is true even through the data variance is distributed differently
The implication of this finding is
between bands 1 and 2 and the difference between
bands 3 and 4 (band 4 must be doubled first) contain relatively little
if we create four transformed bands, two of which
are.the difference between bands 1 and 2 and the difference between bands
3 and 4, bits can be distributed such that these two different bands get
relativ:ly few bits and the other two bands get most of the bits.

among the bands for
that the difference

information,

Thus,

the two scenes.
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A transform that creates four indepenr: . hands, two of which are
the desired bands, is the Haar transform. The :atrix that specifies the

transform for the 4 x 4 case we are interested in is

T N T
1 1 1
4 |vZ V2 ¢
0 0o V2 7
Thus, the first transform band is the average of the four bands, the last
two transform bands are scaled versions of the difference between bands 1

and 2 and the difference between bands 3 and 4, and the second transform
band is the difference between the average of bands 1 and 2 and bands 3

and 4. Figure 4-5 shows that the variance of the first two transform bands

is much higher than the variance of the other two. Each of the four dia-
grams shows the relative distribution of variance in four bands: 4a) for
the agricultural scene, 4b) for the Bald Knob scene, 4c) for the trans-
formed agricultural scene, and 4d) for the transformed Bald Knob scene.
In each case the sum of the variances has been set to 1. The variances
are presented in Table 4-2. The fourth MSS band has been prescaled by 2.

M) p———t ud
M2 pmnssrsimcrs——— =)
ORIGINAL M) m——-e r..__.__.
My p———— et ———————)
] ]
[] 1 0 '

B b e 12(ME e M2 M3 M
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Figure 4-5. Haar Compaction of Variance
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Table 4-2. Variances of Original and Transformed Bands

Agricultural Scene Beld Knob Scene

Variance
Band 1} Band 2| Band 3| Band 4 {Band 1| Band 2 | Band 3 |Band 4

Original | 130.9 | 333.65| 121.61| 162.332}11.841| 22.86 { 108.58 {171.62
Haar 339.57§ 302.22 | 48.66 | 48.14 |{201.02 102.58{ 3.77 6.70

In both cases more than 87 percent of the data variance is in the
first two bands. For one scene the first two bands had roughly equal
variance and for the other scene band 1 had almost twice as much variance
as band 2 A reasonable bit assignment for the Haar bands can be expected
to be 50 percent of the bits for band 1, 40 percent for band 2, and 5 per-

cent each for bands 3 and 4.
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5. COMPARISON OF SELECTED COMPRESSION TECHNIQUES

In this section we compare, according to several different criteria,
the most promicing techniques described in Section 3. The selected aigo-
rithms were simulated on a computer and applied to both test scenes at bit
rates ranging from 0.5 to 2 bits per pixel. Error as defined by the vari-
ous criteria was measured in each case and plotted. Specific bit assign-
ments used for the runs are presented in Section 5.1. The error measures
used are then defined and the performance of the algorithms plotted and
interpreted in Section 5.2. Finally, Section 5.3 covers the system con-
siderations that affect selection of a particular algorithm for real worid

applications.
5.1 COMPRESSION SIMULATIONS PERFORMED

The bit rate for each of the selected algorithms is determined in a
different way. For the adaptive DPCM technique, all that is specified is
the bit rate for each band. This algorithm operates at a fixed rate, and
therefore the number of bits per pixel specified applies to each pixel.

For the hybrid techniques, each coefficient of the 1D transform is coded
using DPCM. The rate used for each coefficient is selected independently
and is fixed. Thus, to specify the overall bit rate, the rate for each
coefficient in each band must be specified. For a block size of 16 and
four spectral bands, 64 rates must be specified. The resulting coder oper-
ates at a fixed rate. For the 2D transform coder, only the approximate
average bit rate is specified. The bit rate used for a particular coeffi-
cient is one-half the log (base 2) of the estimated variance of that coef-
ficient minus the sum of the approximate bit rate and the log (base 2) of
the maximum data value scaled down by 128. The average bit rate correspon-
ding to a particular distortion varies dpending on the scene properties.
Thus, the simultaneous rate produced by the encoder is variable from pixel
to pixel and scene to scene. The last selected algorithm, cluster coding,
also operates at a variable rate. For cluster coding, only one parameter
is specified to determine the compression ralio. This parameter is the
minimum "distance" between clusters. Any two clusters closer together than
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the minimum distance are merged into one cluster. This reduces the number
of cluster centroids that have to be transmitted and the number of bits
required to specify the cluster number of each pixel. The distance measure
used is described in Section 3.

In selecting parameters for each of the compression algorithms, opti-
mization for each scene was not attempted. Instead, reasonable parameter
values based on experience, judgment, and preliminary simulations were used.
Bit allocations to the various bands were kept the same for both scenes
since this is the most likely situation to arise in practice. Bit alloca-
tions to the four bands were kept the same when the Haar transform was not
used. When the Haar transform was used, initial processing was done allo-
cating the same number of bits to Haar bands 1 and 2 and the same num-
ber to Haar bands 3 and 4. The ratio between the bands 1 and 2 allocation
and bands 3 and 4 allocation was chosen to approximately assign 75 percent
of the bits to the high variance bands and 25 percent to the low variance
bands. This corresponds to most of the energy being in Haar bands 1 and 2
as shown in Section 4. Modifications of this basic bit assignment were made
to achieve the desired total bit rate. After running these simulations, the
bit assignment to the different bands was varied slightly if some improve-
ment could be anticipated. In the hybrid transform case, bit assignments
had to be made for each transform coefficient. Here; decreasing coefficient
variance as a function of frequency was assumed. Specific coefficient allo-
cations were determined iteratively. Table 5-1 summarizes the runs made and
the parameters used.

5.2 COMPRESSION PERFORMANCE

Evaluation of data compression schemes is accomplished by determining
for a fixed bit rate the fidelity between an original image and a recon-
struction using the compressed data. Various ways of measuring fidelity
have been developed. The applicability of one or more of these dzpends on
the specific applications for which the imagery is intended. We have used
several measures in this study. The same measures were used in the Study
of On-Board Compression of Earth Resources Data (NAS2-8394) — the pre-
decessor of this study which looked at nonadaptive compression techniques.
To make this final report self-contained, we will briefly describe each
of the fidelity measures. For greater detail, refer to the previous final

report.
5-2

N




SLTo- t Ghvd YveH G1£°0 | ¥ HWVH .
oL 0 € Uhvt dudil get "0 | € uuvH
£°0 2 CNvil YyRH Gy6°0 | 2 vwvi
IUALINITRIV 5670 1 CNuY dvvh 99L°0 L dvwid 290
o8l ‘¥ ONvE ¥WWH 1°0 ¥ ONYG HYVH 616°0 | ¥ YWVH
Oyl € Onve ¥vWH t°o € UNvd VW Ly5°0 | € dvwH
g2 2 ONvE Hvvd 69°0 2 GNvd dYwH 6lb L | 2 duvH
115 1 Owve YuwH WHOL WYY §9°1 L GNVE BwvH 805°L L dvvH [
t(INMAHOISSY 118 40 50 ¥ QNvd HYVH 6v6°0 | b dwwH
S3504ud ¥03) GMNSSY NTVA XH S0 £ ONVE HYVH [86°0 | € ¥vvH { QUVWYOVH)
5t 2 ONVE YVVH 1£0°€ | 2 YVVWH JAIL4VOV
Q300TONT SI QVIHEIAO IBNLNDIYIY v2 L ONVS ¥V¥H 918°2 L 3wWH G6°L 0z — dvvl
31Vd 3IVRIX0UdAV
2/1 2 e et
s2/1 *2f1 ‘2lL 2/t viE ‘vt
eyig “wlg ‘9t/6L ‘91/SL *91/6t 0‘0 p GNVE YYYH 25270 | b uvwH
g1 /51 *3uv SIN1ID11130) ¥012I0 o'u* € GNYE ¥vVH 262°0 | € ¥wyH
-3ud  -SNOILVIUTIY 118 QUIINOK goNA Qve 0'c* 2 ONV3 BVVH $5.°0 | 2 vvuid
HLIM SINIIDI43N0D X0 KoLV WENL NIV o’ 1 GNvE duvH $54°0 1 dvvH £05°0
X Z10°0 S QviHE3A0 3HL SNHL
~O¥IMYIAG OM ¥INGd S1I8 g0 p ONVE dVvH $05°0 | v dvvH
0837 GIKOISSV SINI1134300 0‘c € UNYd dVvH $05°0 | € dVvH
~CNOIIYI0TW 118 OU3IZNOM goN aWd 0* 2 anvg 3vvH gos1 | 2 uyvH
JAv4 SINIID143300 T 31 N1V 0 1 Ghvd duyH 905°L 1 3vvH 50074
oNve/13K14/118 21070 STed3
11 -03a010k1 SI Q¥3Hy3A0 ¥ y CNYS dvvH ¥60°L | ¥ uvvid
¥ £ ONYd HvvH $00°L | € uvvH ™
39K3¢03S OMISYIUIMI 40 20N Qva S 2 Qryg avvi 210°€ | 2 uvyd (QuYWYaVH) )
43080 NI N3AI9 S1N312144300 TN NIYIY S 1 ONvE HWVH 210°€E L ¥VVH 800°2 | GIYEAH — YVVH wn
8
€5 4 Osg + sy = X
x - -Fs 0 y (NYS dvvd vl 0| ¥ uvWH
. 0 € tikvd douH 3wl g | €uwr
g . - g oMY Qvd L PR RRAL LY 6L°L | ¢ wuw
. . TUNLINII IV i { UNvE dvvd 31Wd 6L71 L dVuH G65°0
04 §L°0 =3 0 v GHVd d¥vvid 3ivd 0| ¥ dvw
‘g0 <8 ‘G0~ =V 0 £ Chva wvvi 3ivd 0 | € HwwH
SyM 035N 801210384 gOWa ONYE 4 2 GNYE aYvH 3ivd 6L°Z | 2 BvwH
WENLINIIYOY 2 1 Onvg dyvH Jivd 6172 L ¥vVH 660" 1
Q3INhIY SI QY3HHIAO O
NGALY0TNV 118 Ld3Z L v CHVE dydH Juvd 6Lt | v
v 404 “Owva/13Kid A £ Onvg dvyr 3Lwd gL e | £ uvwd Wdd
/118 61°0 STwn03 LI 80NN Q18 2 2 OnyQ dyvd 11vd 6Lz | @ ¥ INT1dVCY
-g3001OMI S1 QU3Hu3A0 WAL NIV € L Gwvd dyvh 31vY 6Lt 1 ¥VVH 61°2 gz — ¥VYH
Y3LIMvavd EILL] anve (anve
/13414
NOISSAJSIA 333 /s118) WH11H09 W
Igvd SINIwd1130 SONYE A8 3ivd
1VHL d313avdyd 3ivd 119 119
pow.aoj43d suolie (s "i-g elqel
-
. e T Y LI .o wamdiapand




H T
AR AT AL i L RTNA L-S%a
LU : 9-%m WG 9-5%n i
LU0l 00000 ' 5=%n P 5-5%n
L M3V Al o AT ! . LS50 3 50
i)
Al Al AIAA i L aim s2L°0 FRA
IR AN A AN ! 9-%.m v o 95
AT AT ALY } §=%n 567, 3=%d
401193129V GG LB L G L : LA ¥l ¥-i5 901
LR S ST 5 5% Sy | L=55n
vttt 5 <o k2 9-%%
AL A S 3 5204 sy°2 5-5%n {GurwvCYd }
MWLM I8¢ [0 8 A A Sy [ | AT ] 2478 7S5 1o°2 Giadad
INIIII44360 HOW3 803 $113 |
5 | L-554 930 L5
6! 9 795 §-5%A
' 50 AR 14 & -ia ! i
MUY S, $-Cm 1256 y-55n 5°0 - I
t 878 ILMIX(sacy i
1
ozt -5 1%°1 L-55#
%3 9-5% 66L°1 5-5Sn
02, 5364 €272 5-$Sn (341503}
WAL WULIIeS N TN LY 62y ¥-55h L6E°L y-554 13°L | G2 3AI1d¥aY
“ "4°3 ILVWIXGuddy
Q3ZLTND SI CY3maIA0 m |
. ¥
oMl C323i5073 B ! ! { ;
10 LaCuiN3 ¥ICH0 S5l i . i {
MISN Q312[03dd 1 3.v¥ .! 900 A8 t m IWYLSIO r3 wiyvs | sezyioltonve T 56290 ,
{96} WGIiYHILl MIaSNTI B0NA GIVE §°0 | IDNVISIO N3 WIvMS | 1930°L)STNVE 1Y 80
Ho¥3 K1 WOISE3ANG) 07 |
~1%32u3¢ ML (L) SIS5¥TI 90kx 07Y8 LT, IMYLSID Dz owived L951{STNYE 1Y ot |
10 ¢IBANN ARINIA 342 H H
*{91, $255¢13 20 dIBWN LM%Y €5 FOMVLOIC M wIsms | SELELIGINTE T SEL8°¢ !
WILIND 3uL 3¥Y e ! SKIOCS
ML 30 SEII MW 43D WL W80y Lo w JINISIT T4 Nams 2427 |50N9E 7Y 232°L m ¥1L50TT |
5270 | ¥ N9 cdin 24 B ;
S2°0 | £ Thad afid 1% B ; §
SL°G | IRAYCIET £ 19°0 e ; i
20K Qe 8Ly onsd 2fue PR I .
M 56 yougz erad | 00i] v enws .
{ ' STL £ Lhuioatun tEu ¢ esd !
[ 2 Ondd awin ’ 2 eiin i
SUNX GTv8 5°1 1 ONYG 295n I o¥ie ¥58°0 ,
i ¥ ONYR add 4L b odevn C3ITNILNCD)
! € ChYa o 196870} € avud A I8 TR
20K TR £ 2 CNYGE cfH SL°T 2 wdd IATL4YIY
£ L ONY3 dyvh 6720 b oavim £9°1 02 - d¥¥n
ILTA ! 83.13AVavd 3ive SNYE (AT
: /3301a
NO1SSA251Q IN3S 75118} WHLI1309TY
11vd SIkInd1.30 SCIYE AS I
1. 83[3nvave 1ivd 118 al

(panuLjuo)) paumojuad suoLje|{nuis °[-G a|gel

F»Fl'vt» - .

5-4



T Ty

— - ——w

5.2.1 Mean Square Error

Mean square error (MSE) is the most frequently used criterion of opti-
mality in data compression as well as in most other estimation and filter-
ing problems. This is due partly to the inherent simplicity of this cri-
terion which allows for closed-form analytical solutions, and partly to the
fact that many sensing systems respond directly to the energy contained
in the stimulus and that energy and MSE are closely related.

Experiments with the MSE have shown that it does have some correlation
with the subjective quality of the reconstructed imagery. Human vision is
more sensitive to error in the darker portions of the image than in lighter
areas. However, because many users will have the capability to computer
enhance, spatially expand, and contrast stretch Thematic Mapper type imagery,
specific properties of the eye, such as sensitivity to particular spatial
frequencies or different sensitivity to errors at different illumination
levels, are not as critical to include in performance measures as they would
be in video applications. For multiband data, we take as our measure of MSE
the average of the MSE in the several bands. Thus

MW, -
NCTRED (5-1)

where
Xjj = sample i in band j of original imagery
;ij = sample i in band j of reconstructed imagery
M = number of bands
N = number of samples per band
e = RMS error

Figures 5-1 and 5-2 are plots of the MSE performance of the four selected
algorithms for the two different LANDSAT scenes. For the three noncluster-
ing techniques, the Haar spectral transform was applied before compressing
the data. Selected runs were also made without using the Haar transform.
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The number of bits assigned to each resulting band was the same for both

scenes.

While this does not yield the optimal compression for either

scene, in a real application a fixed bit allocation between bands is

most 1ikely.

The plots of Figures 5-1 and 5-2 lead to several interesting
conclusions:

a) At a rate of 2 bits per pixel, performance of the adaptive

b)

c)

DPCM technique is close to that of the best technique.

This corresponds with results obtained by other researchers.
The good DPCM performance applied both with and without the
Haar transform. This basically says that the predictor error
within any 16 pixel block can be well represented by only
four levels.

DPCM performance degrades faster than that of any of the
other techniques as the bit rate goes below 2 bits. This
is partially due to the fact that bit rates assigned to
each band must go in discrete increments of 1 bit per
pixel. Thus, one band cannot be assigned 1.5 bits and
another band 0.5 bit. This muwans that the bit allocation
between bands can only be roughly fit to the data statis-
tics. Another contributor to performance degradation
below 2 bits per pixel is that at 1 bit per pixel the
predictor has just one positive and one negative level.
Even the relatively small changes in one 16-pixel block
cannot be represented by one level. Consequentiy, slope
overload and araininess become significant, resulting in
substantially increased MSE,

The Haar snectral transform produces mixed results. On

the Bald Knob Scene, a small performance improvement was
produced by introduction of the Haar transform. However,
on the agricultural scene, introduction of the Haar led

to an even greater loss in performance. This loss was
particularly pronounced for the DPCM technique. One

would initially expect that by decorrelating the spectral
bands and compacting niost of the energy into just two
bands, some compression improvements could be obtained.
This was in fact observed in the study of nonadaptive
techniques (an improvement of about 1 dB in SNR) that
preceded this study. Several factors prevent the Haar

from realizing its potential. The three that are likely

to be most important are the following. First, by taking the
spectral transformation, the block-to-block nonstationarity
of data is reduced. Since adaptive techniques are designed
to utilize this nonstationarity the lack of it impairs
their performance. Second, the third and fourth transform
bands have a creater percentace of their energy in the
higher frequencies than the original bands. This means

5-7




Ramda o 2erdd

T ..

that the statistical model that the compression algorithms
depend on is not as appropriate for the transform bands

as for the original bands. At the heart of all the tech-
niques is the assumption that, on the average, data changes
are gradual. Third, since the spatial frequency content
varies between transform bands, to take full advantage of
the energy compaction achieved, the compressors need to
have different parameters in each band. For example, the
predictor in the DPCM algorithm should have different
weights for the different bands. At the same time, the
set of gains used to make the DPCM adaptable should be
adjusted to the ranges of each of the transform bands.

In conclusion, the fact that the Haar spectral transform
yielded mixed results does not imply thzt effective use
cannot be made of spectral correlation, but rather that

to take advantage of this correlation requires modifica-
tion of the spatial techniques according to the scene
statistics of each transform band.

d) Results are very scene-dependent. For a fixed algorithm
and bit rate, absolute MSE is considerably less for the
Bald Knob scene than for the agricultural scene. On the
other hand, the relative performance of the algorithms
is approximately the same for beth scenes. In both
cases DPCM performance degrades rapidly below 2 bits
per pixel, cluster coding is one of the best performers,
and the 2D Hadamard and hybrid Hadamard/DPCM perform
comparably.

5.2.2 Signal-to-Noise Ratio

A criterion closely related to mean square error is the signal-to-
noise ratio (SNR). Indeed this criterion can be considered a normalized
form for the MSE. Peak-to-peak signal to root mean square (rms) value of
the noise as well as rms signal-to-noise ratio are widely used by the tele-
vision industry as a measure of television signal quality. The advantage
of this measure is that it is independent of scale — if the data is scaled
by a factor of 2 and the MSE is scaled by a factor of 2, then the SNR
remains the same. It also gives a feel for the number of bits of mean-
ingful data there are. For example, an increase in SNR of 10 dB corres-
ponds to roughly 1.7 additionai bits of useful data. The definition
used in the previcus study for SNR is

. o
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where ¢ is as defined in Equation (5-1) and p is the peak-to-peak possible
range of the data. P was taken to be 127. The same measure is used in
this study. However, because band 4 of the LANDSAT data is only 6 bit
data rather than 7 bit as are the other uands, a slightly more appropriate
measure of SNR would be obtained by scaling the error in each band accord-
ing to its own range. Then

2

M
SNR = 10 logy -‘ﬁ- % (5-3)
=1 ~J

=

™

where
pj is the data range in band j
ej is the mean square error in band j
M is the number of bands

For purposes of comparison with the previous study results we use
that definition. The difference in results between the two definitions
is less .han a dB.

Figures 5-3 and 5-4 ave plots of the SNR performance of the four
selected algorithms. Since 3NR is basically a way of normalizing the
mean square error, conclusions based on the MSE can also be derived from
the plots of SNR. Several additional conclusions can be best described
using the SNR plots:

a) The two-dimensional Cosine transform encoder performs about

2 dB better than the two-dimensional Hadamard transform
encoder in the reygion of 0.5 to 2 bits per pixel.

Better performance from the Cosine is to be expected, sin-e
the basis functions are smoother and less sensitive to
orientation. This comparison was performed only fo: the
agricultural scene.

b) The clustering algorithm and the 2D Cosine transform are
the best performer<. Their results are within 1.5 dB of
one another. As one weuid expect, these are also the most
complex algorithrs to implement.
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c) The hybrid (Hadamard) technique provides higher SNR than
any of the recommended techniques of the previous study,
Cn-Board Compression of Earth Resources Data (NAS2-8394).
See Figure 9-2 of the previous study. The significance
of this finding is that the complexity of the hybrid
transform is considerably less than that of the previously
recommended algorithm. It does not require calculating
correlation matrices and their eigenvectors, as does the
KL transform, ncr does it require the numerous iterations
of the clustering algorithm.

5.2.3 C(Classification Consistency

Many important uses of the earth resources data rely heavily on the
use of computerized pattern classification and pattern recognition of the
multispectral earth resources imagery. For pattern classification appli-
cations, the multispectral data is frequently first used to obtain a
clustered image. This clustered image is then used for image data extrac-
tion and classification. Thus, it is of importance that a particular band-
width compression method not result in significant changes in the resulting
clustered imagery, and a criterion of performance which can be employed
for evaluating various coding algorithms is the performance of various
encoders in maintaining clustering consistency. That is, the clustered
image obtained from the encoded multispectral data should be identical to
the clustered picture obtained from the original set of multispectral data.
The degree to which the clusters differ is a measure of compression-induced
change in classification.

To test the degree of classification consistency, a set of programs was
developed for TRW's Interdata 80 Image Processing Facility. These programs,
which are described in the previous study (NAS2-8394), make it possible to
do classification on multispectral imagery; to compare results obtained for
compressed and uncompressed data; and to display the image itself, the clus-
tered imagery, and the difference between pairs of clustered images. A flow
diayram showing the sequence in which these programs are used in obtaining a
measure of preservation of classification accuracy is shown in Figure 5-5.
The clustering programs' flow is shown in Figure 5-6.
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Figures 5-7 and 5-8 are plots of the classification consistency pro-
the four selected algorithms. Results for two variations of the
For all other simuia-

vided by

cluster coding technique are given in Figure 5-8.

g - e

tions the minimum number of clusters allowed in each block was seven.

Figure 5-8 we have plotted results for a minimum nuriber of clusters per

block of
a)

b)

seven and of one. Implications of the plots are:

Small changes in intensity can make a significant difference
in how data cluste~s together. For example, at 2 bits per
pixel per band, MSE was less than 5 for the bald knob scene,
yet the classification consistency varied between 60 and 70
percent. This indicates that the intensity distinguishing
the various clusters was very small for the Bald Knob scene.
Inspection of the images corroborates this conclusion.

Classification consistency is not strongly correlated with
MSE. Classification consistency for the agricultural scene
is generally higher than that for the Bald Knob Scene. This
may be due to the cluster centroids in the Bald Knob scene
being closer together than in the agricultural scene.

The effect of a particular compression algorithm on classi-
fication is very scene-dependent. Hence, evaluation of
effects should be done on an application-by-application
basis. It should be noted that, even with noncompressed
data, automatic classification leads to mixed results —
depending on training samples, the classes to be distin-
guished, and overall scene content.

5.2.4 Subjecctive Quality

To determine the general qualitative effects of using a particular
compression algorithm, photographic prints were made of the compression
These prints were also valuable in making sure that the soft-

results.

ware was performing correctly.

- Mean square error, SNR, and classification consistency are all
measures that provide an average value over an entire data set. Sub

jective

duced by compression algorithms.

image.

examination of photographs reveals local error structures i tro-
For example, the 2D Hadamard compression !
algorithm at low bit rates introduces some rectangular structure in the
This structure is nct revealed by the quantitative measures de-
scribed atove, but is readily visible in photographs of the reconstructions.
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Figures 5-9 through 5-19 allow one to judge subjectively the performance
of the algorithms at different bit rates for both scenes processed. The
protos correspond to the following algorithms:

e Haar/ADPCM

o Haar/hybrid (Hadamard)

e Haar/2D Hadamard

e Clustering.

The rates are as indicated in the figures. Only two bands are provided
because they are enough to illustrate the essential behavior of each
algorithm. Qualitative evaluation of the photographic results leads to
the following conclusions:

a)

b)

At 2 bits per pixel per band, all the algorithms yield
excellent results with virtually unnoticeable artifacts.

At bit rates below 2 bits per pixel per bhand, adaptive

DPCHM produces a blurred appearance — edges are less sharp
and overall contrast is reduced. These effects are particu-
larly pronounced on the agricultural scene because of its

many edges. A1l these effects can be attributed to slope
overload. The predictor error cannot be quantized accu-
rately to follow sharp edges.

At bit rates below 2 bits per pixel per band, the hybrid
(Hadamard) algorithm yields blocky results. These blocks
are due to the fact that few of the transform coefficients
have nonzero bit allocations.

The clustering algorithm leads to crisp images at all bit
rates. However, contouring is evident somewhat at 1 bit
and a significant amount at 0.5 bit. The crispness and
contouring are both due to the same feature of the alyo-
rithm. The clustering algorithm does not use the small
difference between adjacent radiance values to obtain
compression. Instead, it groups elements into classes
using an entire 16 x 16 block of data. Thus, edges can
be very sharp. On the other hand, all elements in the
same classes are represented by the same radiance. This
means that at Tow bit rates, where there are very few
classes, large regions of constant intensity (contours)
result.
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5.3 SYSTEM CONSIDERATIONS

In addition to the criteria of optimality which are used to evaluate
and compare the performance of various techniques, there exists a differ-
ent set of criteria which deals with the systems aspects of the various
techniques. This set of criteria is particularly important in design and
operation of the system under the imperfect conditions imposed by the real
world. These criteria are discussed in the following sections.

5.3.1 Computation and Implementation Complexity

The complexity of any technique is eventually measured in terms of the
total number of parts, weight, power, and the volume required. However,
before one can specify the above design parameters, one must specify the
number of operations, the memory which is required for implementing a par-
ticular bandwidth compression technique, and the environment in which the
compressor will operate. In Section 7, several of the algorithms are sized
for a Thematic Mapper type application. Considerations such as data format
and scanning properties are included in the evaluation.

5.3.2 Sensor Imperfections

A number of different sensor phenomena contribute to degraded com-
pression performance compared with that expected for an ideal senser.
To explain those sensor properties which adversely affect compression,
first two types of multispectral sensors which are most likely to be
used for future satellite-based gathering of earth resources data are
examined. They are the Thematic Mapper and High Resolution Pointable
Imager. The most important sensor parameters which may affect the band-
width compression performance of the selected techniques are:

e Photodetector nonuniformity

e Signal-to-noise ratio

e Radiometric nonlinearity

e Spectral misregistration

e Geometric distortion due to satellite attitude variations
o Geometric distortion due to scan pattern

o Data rate.
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The affect of these parameters on various bandwidth compression
methods is analyzed by measuring the impact of the above imperfections
on the correlation of the data and relating that to the expected perform-
arce of the selected bandwidth compression algorithms. Based on results
of the On-Board Compression of Earth Resources Data Study, these effects
are likely to have little impact an compressor performance.

5.3.3 Channel-Error Effect

A different type of imperfection present in most communication systems
is the channel error. This, in general, includes perturbation of the trans-
mitted signal due to atmospheric turbulence, natural and man-made inter-
ference, and thermal noise present in the transmitter and receiver of the
system. In digital communication systems, the overall effect of the above
imperfections is expressed in terms of bit error rate (BER) which is the
percentage of binary integers which are detected erroneously. Naturally,
this depends on the type of receiver and the modulation technique that
is used in a particular communications system. A fixed bit-error rate
affects some bandwidth compression methods more severely than others. For
instance, in a transform coding system the channel error occurring at a
particular transform component distorts a specific frequency component of
the image. This degradation appears at all points in the image having a
contribution from that particular frequency component: As such it has a
different effect on a human observer than an equal perturbation occurring
in the spatial domain directly, as happens in DPCM systems. For adaptive
techniques the overhead information is particularly important. The key
to obtaining good results is that the overhead be protected against errors.

To adequately study these effects, one must complete an overall
system design, including transmission channel formatting, before the
total effect of channel errors on data reconstruction can be evaluated.

5.3.4 Effect of Scene Dynamic Range

Haze and other atmospheric conditions can cause the effective scene
contrast to be reduced at the sensor. It is important to know the effect
that such contrast attenuation has on data compression performance. To
get a feeling for compressor contrast sensitivity, we made selected
additional simulations.
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{ For the Bald Knob Scene we reduced the contrast in each band by a
factor of 2 by scaling each band by 0.5. Then we performed compression at
1 bit per pixel (not including overhead) using the adaptive Haar-2D Hadamard,
Haar-Hybrid Hadamard, and Haar-ADPCM techniques. The mean square error
between the original data and twice the reconstruction was then calculated.
Table 5-2 compares the results with the corresponding results for the
unattenuated data.

Table 5-2. Corresponding Mean Square Errors
for Bald Knob Scene

Mean Square Error
Algorithm Original Attenuated
Data Data
Haar-20 Hadamard 4.5 7.3
Haar-ADPCM 7.6 8.0
Haar-Hybrid Hadamard 5.8 7.1

The DPCM algorithm is least sensitive to attenuation of the data and
the 2D Hadamard technique is most sensitive. Approximately 0.5 is added to
the mean square error because of quantization of odd valued samples when
they are scaled down by a factor of 2 and the reconstruction is doubled.
Thus, the DPCM technique itsel{ introduces no significant additional error
in the case of a factor of 2 attenuated signal. This is to be expected
since the quantizer is adjusted in proportion to the data standard deviation
in each block. On the other hand, the two-dimensional transform techniques
determine how many bits to assign to successive coefficients based on the
quantized value of the previous coefficient. This recursive bit assignment
means that any error introduced in the {irst coefficient can propagate to
the other coefi.cients, leading to increased overall error.
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6. ALGORITHM APPLICABILITY

There are several sequences of steps that data can take in going from
the sensor to the ultimate user. Data compression may be applicable in
several of these steps. The type of compression that is most appropriate
for any particular link in the data dissemination chain depends on a vari-
ety of criteria such as encoding complexity, decoding complexity, sensiti-
vity to channel errors, channel capacity, and compression ratio. In this
section we specify che characteristics that define each 1ink in the chain
and propose specific forms of compression best suited for each link.

Figure 6-1 summarizes the data flow for LANDSAT. For each step the
salient properties are listed.

The key elements in the chain are the data gathering platform, in this
case called LANDSAT; the direct readout station {an end user receiving data
directly from the sensor); the central processing facility that collects,
archives, and disseminates data to users; the intermediate user then can,
for example, transmit data to a remote user in a van; and the end user who
actually analyzes and draws conclusions from the data. Having a remote
user in a van allows an image processing facility to be taken to a variety
of users while maintaining access to a large data base through a communi-
cations link. The parameters that constrain each element in the data chain
are indicated in Figure 6-1.

Table 6-¢ indicates the suitability of each compression algorithm for
each task in the data flow. The rationaie for recommendations made in
Table 6-1 are provided in Table 6-2. Since detailed analysis of algorithm
implementation complexity was beyond the scope of the study with the except-
jon' of the Thematic Mapper application described in Chapter 7, the conclu-
sions are based primarily on compression performance, computational com-
plexity, and the function of each element in the chain. Applicability of
each of the adaptive algorithms is considered for high, medium, and Tow
(2, 1, 0.5 bits per pixel per band) data rates.
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Table 6-1.

(v Indicates Suitability)

Compression Applications — Suitability

APPLICATION
TECHNIQUE

SENSOR TO
USER DIRECT

SENSOR 1O
CENTRAL

ARCHIVING

PROCESSING
FACILITY

TROAT TLONG |
TErm | TERM

CENTRAL
FACHITY
TO USER

INTERMEDIATE
USER TO END

user
STORAGE

USsERr
ANALYSIS

EDITING

DISTORTION FREE
(ENTROPY CODING)

PATTERN CLASSIFICATICN

CLUSTERING

HIGH RATE 2 BITS

MEDIUM RATE 1 8IT

LOW RATE 0,5 BIT

2D ADAPTIVE TRANSFORM

HIGH RATE 2 BITS

MEDIUM RATE 1 BIT

LOW RATE 0.5 BIT

ADAPTIVE HYERID

HIGH RATE 2 BITS

MEDIUM RATE 1 BIT

LOW RATE 0.5 BIT

ADAPTIVE 2D DPCM

HIGH RATE 2 BITS

MEDIUM RATE 1 BIT

LOW RATE 0,5 BIT

ADDITION OF SPECTRAL
TRANSFORM

v

-_

‘I

‘I

<\
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Compression Application — Rationale
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7. HARDWARE IMPLEMENTATION CONSIDERATIONS FOR
THEMATIC MAPPER IMAGERY

In this section emphasis is placed on data compression techniques as
applied to Thematic Mapper (TM) imagery. Basic premises are: 1) the TM
is implemented with the full-up eight-band growth capability, and 2) the
communications 1ink has a fixed 15 Mbps capacity, thus requiring an average
8:1 compression ratio.

Two techniques are examined with increasing levels of flexibility and
performance. The first approach is a 2D-DPCM predictive technique which
can be either nonadaptive or adaptive. The 2D-DPCM approach is easily
implemented and can yield excellent results if made adaptive. It suffers
somewhat, however, in that it is not as flexible as may be desired. This
is because the bits per pixel ratio per band is limited to integer values.

The second appreach is a hybrid Hadamard-DPCM transform/predictive
technique that ‘. exiremely flexible and reprogrammable, and timeshares
equipment to reduce paris and power. A cosine transform can be easily
substituted for the Hadamard transform with a subsequent parts and power
penalty.

Total parts and power summaries for these techniques are shown in the
following table.

Integrated Power
Circuit Count (Watts)

20-DpCH
Nonadaptive 115 24.1
Adaptive 220 36.5
Reconfigurable and Adaptive 300 43.8

Hadamard-DPCM

Nonadaptive 347 32.4

Adaptive 44 42.6

Reconfigurable and Adaptive 521 49.9
7-1
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A1l of these techniques can be adopted with components available or
announced in vendors' catalogs. Total parts count and power consumption
are practical for spacecraft use, even for the most flexible configuration
listed :n the table.

The data compression hardware design presented in this section is
based upon interfacing with a TM instrument concept proposed by TRW. Sub-
sequently, our instrument lost in the competitive procurement. However,
the major instrument concepts have not rhanged drastically and, in general,
would not affect the majority of the data compression hardware design.

7.1 THEMATIC MAPPER CONCEPT

The TM is an advanced space sensor designed to obtain high resolution
multispectral imagery,

The TRW proposed TM uses a multifaceted mirror rotating at a constant
rate to sweep an optical field of view past eight detector arrays. Two of
the detector arrays are offered as growth potential. Each sweep scans a
ground swath 185 km wide and 0.96 km along-track at a rate of seven scans
per second from an orbital altitude of 705 km. Each detector array is opti-
mized for a different spectral band, ranging through the visible to the
infrared. Except for band 6, each array has 32 detéctors, each of which
has a resolution field of view (RFOV) of 30 x 30 meters. Bana 6, which is
optimized for the 10.4 to 12.5 micron infrared region, has an RFOV of 120
x 120 meters with growth capability of 60 x 60 meters., Figure 7-1 illus-
trates the TM multiplexer design. Each color band is treated separately
from the detector to the final multiplexer on the right side of the figure.
The optics are such that the detector RFOVs form an along-track column or
footprint, which is swept in a cross-track direction by the scanning mirror
(Figure 7-2).

Detectors within each array simultaneously generate analog outputs for
exch RFOV advance of the scan mirror. Each output is sampled and digitized
to the 8 bit level before being multiplexed with spacecraft telemetry for
transmission to a ground terminal,

Key characteristics of TM imagery and output data rates are tabulated
in Figure 7-2. Because of the swath area being mapped, and the excellent
spatial and radiometric resolution, the total output data rate is 118.24
Mbps for the full-up 8 band system, or 88.68 Mips with only six bands.
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Figure 7-1. Thematic Mapper Signal Processing Concept
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OUTIUT WORD RATE (PARALLEL) | 14 780939 MWPS | 15 Mwrs SCAN TOTAL 142.13398 MSEC 140 MSEC
COLOR BAND WORD RATE 18076174 MWPS | 1.85 wrs SCAN TIME ACTIVE 10619810 MSEC 105 MSEC
A/D CONVERTER SAMPLE RATE | 3.695238 MSPS | 3.70 MsPs SAMPLES PER SCAN ACTIVE] 6131.671 SAMPLES | 4100 SAMMLES
DETECTOR SAMPLE INTERVAL | 17.319608 ySEC |  17.32 8EC SAMPLES PER SCAN TOTAL | $206.538 SAMPLES | 6200 SAMPLES
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DETECTOR CLOCK RATE 7.3904606 MHz | 7.4 MHx EARTH TRACK 67541905 KM/SEC | 6.75 KM/SEC
A/D CLOCK RATE 47.29920¢ MHx 473 MHe
&
\

Figure 7-2.
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7.2 SELECTION OF CANDIDATE DATA COMPRESSION APPROACHES

The high output rate from the TM instrument (88 to 120 Mbps) must be
compressed by the spacecraft to <15.062 Mbps for compatibility with S-band
ground stations. Therefore, the on-board data compression system must pro-
vide a maximum data compression ratio of 8:1, which depends upon the num-
ber of spectral bands implemented in the TM instrument or the number of
bands actually selected for compression.

From the results of our study, we have narrowed the set of applicable
TM compression algorithms to three:

1) Adaptive hybrid Hadamard-DPCM
2) Adaptive hybrid Cosine-DPCM
3) Adaptive spatial 2D-DPCM.

A spectral transformation preceding the spatial encoder * - rejected due

to its complexity and small, if any, performance improvement when used in
conjunction with the three selected algorithms. Implementation complexity
was due to correspo:.ding pixels in differing spectral bands being generated
at different times. In fect, the spatial separation between bands was as
much as 146 pixels in the TRW-proposed design. d

We recommend using 2D-DPCM on each sractral band at 2 bits per pixel
or greater, and a hybrid approach on each spectral band at 1 bit per pixel.

7.3 DATA COMPRESSOR DESIGN CONSIDERATIONS

The goal of a data compressor designer is to create a system which
provides good performance, is flexible, and minimizes parts and power
consumption. These requirements are somewhat at odds with each other,
but we have created such a design through emphasis on adaptivity, repro-
grammability, and timesharing.

This section reviews the preliminary considerations appropriate to
the hardware design of a data compressor, including:

e Interfaces between the TM and the data compressor

® Reviewing candidate approaches from a sizing and complexity
viewpoint

7-5
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( e Describing the elements of the data compressor which make
the system adaptive

e Reviewing timesharing and reprogramming consideration.

Figure 7-3 shows a generic data cempression system, consisting of
concatenated elements. Since it has been shown that spectral encoding
offers little help in reducing the data rate, we have elected to omit
spectral encoding.
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THEMAT L M PPEK
MAPPER OUTPUT 1O
%.‘&f&:"‘“‘oh‘ KEY STATUS DATA
m——————————— —— - — - ot ———— — — —— 1
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Figure 7-3. On Board Data Compaction Processing Flow

Both 2D-DPCM and hybrid spatial encoding techniques are described,
along with the problems of allocating and assigning the bits available for
a total transmission rate of 15 Mbps. It is shown that it is uceful to
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group detectors in groups of 16, corresponding to the top and bottom halves
of the seven 32-detector bands, and to the complete 16 detectors of band 6.
These 15 groups can then be accommodated by timesharinc a single 16-point
transform element.

7.3.1 TM Interfaces

Figure 7-1 illust.:v.s the TM multiplexer design. Each color band is
treated separately from the detector to the final multiplexer on the right
side of the figure. The final multiplexer has an interface which provides
band-separated 8 bit parallel word outputs for the data compressor. Also
shown in Figure 7-1 is a parallel-to-serial interface format converter for
each band to reduce the number of wires in the interconnect cable to the
data compressor. With the parallel-to-serial converter, the interface
consists of clock and word sync lines plus eight lines carrying serial
image data at 1.856 Mwps, except for band 6 which generates 0.926 Mwps
for the 16-detector growth configuration.

The format of the data received at the data compressor is indicated
in Figure 7-4a. The data is received out of detector sequence, primarily
because of the detector chip design which places odd and even datectors
in adjacent interleaved rows. A pixel alignment circuit, illustrated in
Figure 7-4b, is used to resequence the words to appear in numerical order.

7.3.2 The Bit Allocation Problem for Fixed Channel Rates

Figure 7-5a indicates TM source data rates in each of the eight spec-
tral bands, and the associated telemetry and synchronization data. Seven
of the eight bands have 32 detectors. The eighth band (band 6) has eight
detectors in the basic design, and 16 in the growth version. For the bal-
ance of this discussion, band 6 will be assumed to have 16 detectors, as
in the growth configuration. With 16 detectors, band 6 has 1/4 the resolu-
tion of the remaining bands, instead of 1/16 as in the basic system; accord-
ingly, it generates data at a rate that is 1/4 the rate of the other bands.

It is convenient to partition the 32-detector bands into two 16-detec-
tor groups, as illustrated in Figure 7-5b. Some compression techniques
work very well with data from 32 parallel sources, for example 2D-DPCM.

7-7
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A INPUT AND OUTPUT SEQUENCES

DETECTOR READ-OUT SEQUENCE

INPUT 1,9,17,25,3,11,19,27,5,13,21,2,7,15,23, 2, 10, 10,26,4,12,20,20,4, 14,22,30, 8,14, 24,32

LE
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ROM TM
OO I o0 deTeCTORS EVEN DETECTORS c1ons
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O]
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o
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DETECTOR 32 Lo bR ARt
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L RE-SEQUENCE ey | o] 25w | )
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FRAME SYNCH THE SEQUENCE AT THIS
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WITH ALL DATA
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Figure 7-4.

Pixel Alignment Logic Sequences Pixels to be Compatible
With all Data Compression Concepts
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A DETECTOR AND DATA RATE DISTRIBUTION AMONG SPECTRAL BANDS
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Figure 7-5.

Assignment of Cetector Bands and Data Compressors
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The hybrid Hadamard-DPCM approach also works very well with 32-point in-
puts, but the Hadamard transform requires four times as much power and
parts. Since the Hadamard-DPCM approach is more flexible, it is conven-
ient to adopt a basic building block sized for 16-detector channels. This
grouping vields a total of fifteen 16-point compressors with an average
input rate of 8 bits per pixel and an output rate of 1 bit per pixel for

an 8 band system. Band 6 is the one exception, since it receives one set
of data for every two sets received by the other bands due to the different
resolution.

Conceptually, the data compressor consists of fifteen 16-poirt com-
pressors, or a reduced number of compressors which are timeshared. Each
compressor receives data in pipeline form from 16 detectors at 8 bits per
detector and outputs 16 bits that represent the imagery from all 16 detec-
tors. Conceptually, there need not be a one-for-one relationship between
the 16 output bits and the 16 input detectors, as long as the required
compression ratio is achieved. Due to the character of the algorithm,
2D-DPCM encoders are limited in the assignment of encoded bits per pixel,
such that each pixel must be allocated 1, 2 or more bits. It is not easy
to obtain fractional bits for DPCM systems. This necessarily requires
eliminatiny some of the bands hefore encoding.

Figure 7-6a illustrates a Hadamard-DPCM compressor with a 16-point
Hadamard pipeline transformer, followed by 1D-DPCM encoders. The output
of the transformer represents 16 coefficients in the transform domain,
with the magnitude of each coefficient related to the frequency content
of a single column of input pixels. In general, the lower frequency com-
ponents are larger and have more information content, whereas the higher
frequency components are often very small and carry little information,
except for very busy scenes such as a city.

Because of the varying coefficient amplitudes, it is appropriate to
allocate the available 16 bits in a manner which assigns more bits to the
larger coefficients and fewer to the smaller coefficients. Figure 7-6b
illustrates several possible bit assignment patterns. Four cases are illus-
trated in which 16, 18, 20, or 24 bits are allocated to the 16 coefficients.
Considering the 16 bit case first, it is evident that there is a large
variety of possible bit assignment patterns, with most of them having some

7-10
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Figure 7-6.

Allocation of Available Bits tn Hadamard Coefficients
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coefficients that are allocated "zero" bits. Experience has shown that on
the average, the best reproduced imagery is obtained for patterns such as
the 4, 3, 2, 2, 2, 1, 1, 1, 0,... pattern in which half of the coefficients
receive zero bits. This permits discarding approximately half of the
Hadamard coefficients, while obtaining improved fidelity with the remain-
ing coefficients.

In the more general case, it is not necessary to assign 16 bits per
channel, as long as the overall channel average is 16. Thus, it is a
simple matter to allocate 18, 20, or more bits to the 16 coeffiLients, and
to use fewer than 16 bits in other cases. It is therefore fairly easy to
obtain a noninteger average bit per pixel rate for a Hadamard-DPCM encoder.

The preceding example is based on an average 8:1 compression ratio.
If only six bands are implemented in the mapper, then only a 6:1 ratio is
required, which makes 4/3 x 16 ~ 21 bits available to each coefficient set.

Figure 7-7 addresses the total number of bits from all 15 16-point
compressors for each new pixel in the scan direction. Part A is a histo-
gram which indicates the number of bits assigned to each of the 15 com-
pressors. As presented, the area under the histogram envelope is the total
output bit rate per each column of pixels in the scan direction. For an
average 8:1 compression ratio, the area is 232 bits.’

In the event there is more interest in certain detector bands, they
may be allocated more bits at the expense of a less interesting band, as
long as the area is constant. In general, this increases the bits per pixel
ratio and reduces the compression ratio in the bands of interest. This
process is quite straightforward for the hybrid encoders, with a large
variety of options available. Conversely, with 2D-DPCM, only integer bit
per pixel ratios are allowed, and it is not possible to improve fidelity
in some bands without jumping from 1 bit per pel to 2 bits per pel. This
steals bits from some other band to the point where it is completely
eliminated. Of course, if some bands are of no interest, with either
approach it is possible to eliminate them and to redistribute their bits
among the remaining bands, as illustrated in Figure 7-7b.
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7.4 ADAPTIVE HYBRID COMPRESSOR

Figure 7-8 shows the functional block diagram of the reconfigurable
adaptive Hadamard-DPCM data compressor system. Figure 7-9 shows a func-
tional logic diagram of this system, This system performs a Hadamard
transform on pixel column data, followed by one-dimensional DPCM compres-
sion on transform coefficients of adjacent pixel columns.
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Figure 7-8. Adaptive Hadamard-DPCM Data Compressor Functional Block Diagram

Data compression is obtained with the Hadamard transform encoder (HTE)
by eliminating some of the higher order coefficients at the maximum com-
pression ratio of 8:1. The remaining compression is obtained from the
DPCM encoder. The auaptive Hadamard-DPCM compressor accepts a total of 15
million 8 bit words per second from all of the color and processors, outputs
15 Mbps, and achieves a maximum compression ratio of 8:1.

Flexibility is provided by uplink programming of the number of bands
selected for processing, the number of HTE coefficients processed, and the
selection and content of the DPCM quantization patterns. A feature of this
system is the automatic selection of the "best fit" available quantizer on
a block-by-block basis.
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7.4.1 Hybrid Compressor Functional Blocks

This system is comprised of the following blocks, each of which is
discussed below:

o Input multiplexer and pixel alignment logic

o Hadamard transform encoder and adaptive coefficient selector
o Adaptive quantizer selector and rate buffer

e Adaptive 1D-DPCM encoder and reprogrammable quantizer

o Output multiplexer and rate buffer.

7.4.1.1 Input Multiplexer and Pixel Alignment Logic

The input multiplexer serves to sequentially sample each of the eight
TM color band outputs and to reformat this data into a single bit parallel,
word serial data stream. The input multiplexer output data rate is approxi-
mately 15 Mwps. The multiplexer samples all bands, whether the data is to
be used or not. Band 6 i3 sampled at the same rate as all other bands The
timing and control logic, in conjunction with the HTE coefficient selection
logic, removes the redundancy and unwanted bands. This technique permits
band selection with minimal multiplexer complexity.

As previously discussed in Section 7.3, the pixel data is received
from each color band processor in a spatially and temporally skewed format.
Figure 7-10a illustrates the input format for all eight bands. The action
of the input multiplexer further mixes the data by alternately sequencing
pixels from each color band. T42 function of the pixel alignment logic
(PAL) is to separate the data stream into detector sequential order on a
per-band-column-oriented basis, as illustrated in Figure 7-10b.

" A detailed description of the operation of this logic is presented in
Section 7.4.2 for the timeshared version of the PAL which must operate on
all eight color bands.

7.4.1.2 Hadamard Transform Encoder and Adaptive Coefficient Selector

The Hadamard Transform Encoder parallel processes 16 adjicent pixels
in a pipeline fashion. Word serial pixel data is shifted into the HTE
from the PAL. Logic located at the input to the HTE converts the word
serial data to a word parallel data format. Thus, the data progresses
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Figure 7-10. Inpuv Multiplexer and Pixel Alignment Logic

through the HTE at 1/1€ (for a 16-point HTE) of the input 15 Mwps rate. At
the output, word-parallel-to-word-serial conversion logic is provided. It

is at this point that coefficient selection is performed in accordance with
uplink intormation stored within the timing and control logic. If none of

the HTE output coefficients are selected for further processing, that band

is effectively eliminated.




; 7.4.1.3 Adartive Quantizer Selector and Rate Buffer

Three functions are performed by the Adaptive Quantizer Selection

Logic and Rate Buffer (AQSL) element. These are:

]
L
¢

Column to row format conversion
Rate buffering of the transform coefficients

Selection of the best-fit DPCM quantization pattern for

! each pixel row data block.

The coefficient data output from the HTE is formatted in the same
manner as the original detector pixel data; that is, in column sequence.
| Compression within the HTE takes place in this column/vertical dimension.
The DPCM encoder, on the other hand, compresses in the other {row/horizon-
f tal) dimension. The column-to-row cenversion function is performed within
‘ the AQSL rate buffer memory by the manner in which it is written into, and
read from, this memory. The operation of the AQSL is discussed in Section
7.4.4.1.

necessarily processed. Indeed, a color band may be completely eliminated
by not processing any of its coefficients. This coefficient elimination
nrocess is performed within the rate buffer memory upder ground-commandable
program control. However, the elimination of coefficients leaves holes in

y the data stream. It is also the function of the rate buffer memory to

D

»

)
L As previously mentioned, not all of the HTE output coefficients are
}
|
|
r

smooth the data flow to eliminate these holes.

A block adaptive DPCM encoder follows the HTE. The selected block
size for the 1D-DPCM configuration is 16 pixels long. The AQSL contains
logic which measures the block's data activity and selects the quantizer
with the best quantization pattern for that data block. To accommodate
the time necessary for this decision process, the output data block (from
the buffer memory) is delayed within the AQSL for one additional block time.

7.4.1.4 Adaptive 1D-DPCM Encoder and Reprogrammable Quantizer Store

The adaptive 1D-DPCM encoder receives two inputs from the AQSL, the
input row block coefficient data, and a code word indicating the quantizer
to be employed for processing the block of data.
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The DPCM encoder loop is capable of processing 8 Msps; in this
application it operates at approximately 7.5 Msps.

Contained within the DPCM encoder are 16 quantizers with unique, re-
programmable quantization patterns. The quantizer may be programmed, via
uplink command, during the active scan time, but the actual update will
not take place until the dead time at the end of the scan. Buffer storage
for this purpose is contained within the timing and control logic. The
quantizers are organized into four groups of four each. One group outputs
1 bit per pixel, the next group 2 bits per pixel, tha third group 3 bits
per pixel, and the fourth group 4 bits per pixel. Within each group are
four quantizers, each containing different cut point data. The quantizer
group to be used in processing a particular coefficient is based on bit
allocations that may be operator-selected and reprogrammed via the command
link. The AQSL selects a quantizer cut point set from within th2 group.

The DPCM outputs th2 compressed pixel data, overhead data (the partic
ular quantizer selected for each block), memory updates (the actual value
of the predictor memory), and certain housekeeping data (sync words, scan
position, calibration data, etc). This information is sent to the output
multiplexer and rate buffer.

7.4.1.5 Qutput Multiplexer and Rate Buffer Store

The output multiplexer combines the output from the DPCM encoder with
housekeeping data into a bit serial output data stream for transmission.
Rate buffering is provided to smooth the data gathered during the active
scan time throughout the full swath period. Additionally, drivers are
provided to buffer the data compressor electrically to the downlink trans-
mission equipment. '

7.4.2 Input Multipiexer and Pixel Alignment Logic

As described in the previous section and illustrated in Figure 7-10a,
the color band data is input to tho data compression system in a misaligned
sequence. The input multiplexer and PAL are required to temporally and
spatially align the column pixel data on a color band basis.

Figure 7-10b illustrates the functional lopic diagram of the input
multiplexer and the PAL.
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The input multiplexer consists of eight, one-out-of-eight digital
multiplexer circuits, one for each input word of eight data bits. The
outputs of these circuits are wired to form an 8 bit bus. Selection of
the input signal to be passed through to the output is by internal
decoders driven in parallel by the master counter in the timing and
control logic.

To remove the temporal delay between odd and even detectors, the
pixel data is demultiplexed onto two lines. This demultiplexer changes
state in accordance with a decoded output from the master counter to segre-
gate the odd-numbered pixels from the even-numbered ones. The odd-numbered
pixels are delayed 128 pixel intervals (16 odd nixels per band for each of
8 bands) until their temporally-associated even-numbered pixels are input.
A read-only-memory (ROM), programmed with the misaligned sequence data is
addressed by the master counter (straight sequence). The ROM output
addresses the pixels into the correct addresses within a pair (double-
buffered) of storage random access memories (RAMs). The storage alloca-
tion within the RAMs is on a per-band-column basis.

When one RAM is filled, writing progresses into the other. Data is
read out of the RAM not being filled, under the control of addresses gen-
erated in straight sequence by the master counter. The control of the ~
reading and writing is performed by the read/write address select logic.

7.4.3 Hadamard Transform Encoder

Although many configurations of the Hadamard transform encoder are
possible, processing timing considerations have limited the HTE configu-
rations considered to either the 16- or 32-point pipeline configuratiohs.
Figure 7-11a illustrates this configuration. Not shown in Figure 7-11a
are the interstage latches required to buffer and hold the data for input-
ting into the succeeding arithmetic elements. Discussion with persornel
within TRW's Microelectronics Center has indicated that it is feasible
to build an LSI chip containing much of the HTE within a single package,
thereby greatly reducing the number of required parts.

The HTE receives input data from the PAL word serial (bit parallel)
per-color-band column format. This da%a is shifted into the serial-to-
parallel converter. Upon receipt of a transfer command from the timing
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and control logic, the data is parallel transferred to the avithmetic
elements. Data progresses down through the HTE in a manner simiiar to a
number of parallel serial shift registers; each shift being controlled
by the transfer strobe.

Figure 7-11b illustrates the manner in which data is output from the
HTE. The HTE coefficient data passes through the bank of logic blocks
and is strobed into parallel-to-serial converter elements. The coefficient
selection function is performed within the bank of loagic blocks, using
the circuit of Figure 7-1lc.

Uplink commands containing information detailing the number and
identification of HTE coefficients, per color band, to be selected are
stored within the timing and control logic. This information is decoded
within the timing and control loagic and supplied to the coefficient selec-
tion logic elements. Here it serves to cause the insertion of a readily
recognizable word following the last selected coefficient to be processed
further. The selected coefficients are counted from the lowest to the
highest order coefficients. Indeed if a whole color band coefficient is
to be eliminated, the last word is inserted into the lowest order coeffi-
cient slot.

The coefficients are shifted out with the lowest order coefficients
first. é

7.4.4 Adaptive Quantizer Select Logic and Rate Buffer Store

The adapter quantizer selection logic and rate buffer (AQSL) perform
three distinct functions: 1) column-to-line sequence conversion, 2) rate
buffering, and 3) quantizer selection. Each of these functions is dis-
cussed in the following paragraphs.

7.4.4.1 Overall AQSL Operation

Figure 7-12a shows a functional logic diagram of the AQSL block.
Column sequential coefficient data (containing the selected coefficients
and the last words) is input into the rate buffer memory. This memory
is implemented as a double buffer, thereby permitting simultaneous input
and output of data. Both the column-to-row conversion and rate buffer-
ing functions are performed within the rate buffer. |
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As data is read from the rate buffer, it is operated upon by the
quantizer select logic. This logic performs a sum of squares operation
upon the data. Upon completion of 16 cycles of arithmetic operations
(one complete row data block), the resultant sum is compared against
stored quantizer selection criteria, decoded, and transmitted to the DPCM
encoder logic as a quantizer selection comnand coce.

While the arithmetic operations proceed, the row data block is held
within a 16-word serial shift reqister bank to delay the data to enter the
DPCM encoder in phase with the quantizer selection code.

7.4.4.2 Column-to-Line Conversion and Rate Bufferina

Figure 7-12b illustrates the basic rate buffer memory organization.
This figure illustrates that a block of memory is reserved for each color
band. Figure 7-12c¢ indicates the methodology of the memory organization
within each memory block. Referring to this figure it can be seen that
the coefficient data is written into the memory in a columnwise fashion
(1ast words included). The write-in sequence progresses top to bottom,
right to left. The readout sequence, however, proceeds on a row-by-row
basis. Stored coefficients are read out sequentially riaht to left, top
to bottom, thus completing the column-to-row conversjon.

The memory is sized to accommodate a row block of 16 words of data.
To do this, 16 columns of data must be stored for each color band. Twice
this much memory must be provided to accommodate the requirement to double
buffer to permit simultaneous read/write operations.

Addressing the read/write control for this memory is provided by
the timing and control logic.

As the memory is read row by row, in time the last words are encoun-
tered. These special words are decoded by the last word detection logic
and serve to signal the timing and control logic that no more coefficients
will be forthcoming from that color band. This, in turn, causes the read
address control logic within the timing and control logic to discontinue
addressing that block of color band data and to skip on to the next band.
By this means, holes in the data stream are skipped over and automatic
rate buffering is accomplished.
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7.4.4.3 Quantizer Selection Logic

Figure 7-13 illustrates the functional logic diagram of the quantizer
selection logic. Row coefficient data exiting from the rate buffer store
is input into both the squaring logic (table look-up ROM) and a 16-word
delay register. The squared data is iterated through a digital accumulator
consisting of an adder and a storage latch. The latch accumulates the
cumulative sum of squares value. After 16 iterations (sufficient for a
DPCM row data block), the sum of squares value is compared against pro-
grammed selection criteria by the digital comparator array. These devices
each output one of three signals corresponding to whether one irput is
numerically greater than, equal to, or less thar, the other input. By this
means, the actual cumulative sum of squares value can be located to within
one of the four segments of its total possible range. The comparator out-
puts are decoded into one of four quantizer selection codes and are trans-
mitted to the DPCM encoder.

FROM AQSL
BUFF ER MEMORY 16 WORD ROW BLOCK
(2 DELAY oot COEFFICIENT DATA
STORAGE YO DPCM ENCODER .
: gune
- SELEVY!
—] COMPARATOR oo
1 ENCC/ER
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Figure 7-13. Quantizer Selection Logic
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It should be noted that the uplinked stored program selects which
one of four groups of quantizers is used to encode a particular color band,
and the AQSL selects a particular quantizer from that group.

Simultaneous with the transmission of the quantizer selection cyde to
the DPCM encoder, the row coefficient data also becomes available io the
DPCM encoder's subtractor.

7.4.5 Adaptive 1D-DPCM Encoder

The theory and operation of a DPCM encoder loop are discussed in
Section 3.2.2. Its mechanization is covered in this section, with parti-
cular attention paid to the quantizer and channel coding elements.

The arithmetic and operational sequences within a 1D0-DPCM loop, such
as in Figure 7-14a, are straightforward, except for the polarity detec-
tion and correction and the quantizer and channel coding circuitry.

The quantizer selection code is applied to the quantizer select latch,
where it is held for the duration of a row block of data (16 coefficients).
Figure 7-14b illustrites how this is accomplished. The quantizer group
selection is accomplished by the timing and control logic in accordance
with the stored uplink commands. The quantizer select sionals select a
quantizer from within the selected group. .

Stored within the quantizers are mean valves corresponding to a
particular cut-point value. The cut-point values are represented by the
addresses of each quantizer RAM, and the mean value by the contents stored
at that address. Thus for all input memory addresses between two cut-
points, the memory contents are identical and equal to the mean value for
that cut-point bin. The difference between the current coefficient and
the previously processed coefficient is taken from the subtractor and
applied to the quantizer as an input read address, and the quantizer
outputs the mean value output corresponding to the cut-point bin of the
difference signal.

To conserve space within the quantizer RAMs, the sign bit of the
difference signal is stripped from the difference prior to quantization
and recombined with the quantizer output.
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The correctcd mean value is similarly applied to the address inputs
of the channel coder RAM, group selected to match the quantizer group
selection. Depending upon the group selection, the channel coder RAMs
will output one of four unique 1 bit, 2 bit, 3 bit, or 4 bit codes for
the polarity corrected mean value input.

The use of tristate output RAMs permits the wired-ORing of outputs
without additional multiplexing.

The mean value outputs from the quantizers are supplied to the
remainder of the DPCM feedback loop, as well as to the input of the channel
coder. The channel coder output is provided to the output multiplexer.

System operating constraints require that the DPCM encoder must se-
quentially process data blocks from each selected color band. As many as
112 coefficient blocks of data (16 coefficient blocks for seven bands plus
eight coefficient blocks for the IR band) from each of seven color bands
may be interposed between contiguous coefficient data blocks fron the same
color band. To reinitialize the DPCM loop, the feedback loop value remain-
ing within the latch logic at the end of each block is stored within the
initial block value store. At the time of quantizer selection, this value
is restored to the latch. Thus, whenever a new coefficient block of data
is processed by the DPCM encoder, it is initialized by the final value
which existed upon termination of processing the previous corresponding
coefficient block within that color band.

Along with the channel code, the downlink must also be provided with
the identification of the particular quantizer used for each data block.
Further, to prevent cumulative systematic errors from building up due to
transmission channel errors, words from the initial block value store
(memory update) must be provided every eight blocks. The quantizer identi-
fication, memory update overhead, and assorted housekeeping data such as
frame sync, selected telemetry measurements, and scan position are muiti-
plexed together, bufferea, and supplied to the output multiplexer.




7.4.6 OQOutput Multiplexer and Rate Buffer

The output multiplexer and rate buffer assembly illustrated in
Figure 7-15 serves to combine the channel da‘a, and all overhead, cali-
bration, and housekeeping data into a formaited bit serial data stream,
Rate buffering is prcvided to smooth the output data stream throughout
the active and inactive scan interval,

The rate buffer output is parallel-to-serial converted via a paraliel
in/serial out shift register not shown on Figure 7-15 and electrically
buffered to the downlink transmission equipment.
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Figure 7-15. Output Multiplexer and Rate Buffer Functional Block Diagram

7.4.7 Timing and Control Logic

The timing and control logic serves to coordinate and synchronize all
data movement within the data compression system. Further, it provides
the storage for the uplinked system reconfiguration commands and the means
for executing these commands.

As illustrated in Figure 7-16a, the timing and contro’. assembly con-
sists of the following three major blocks:

1) Master counter and decoder
2) Coefficient and quantizer selection

3) Quantizer store and control.
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Timing and Control Logic for the

Adaptive Hadamard-DPCM Encoder
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7.4.7.1 Master Counter and Decoder

Figure 7-16b presents the functional logic diagram of the master
counter and decoder. The heart of this logic is the swath pixel counter.
It is reset each major frame at the time of the start of the active scan.
The swath pixel counter is driven by the pixel clock. This clock operates
at eight times the rate the data is clocked out of each color band. This
counter is decoded by the various decoders shown in Figure 7-16b to supply
the correct control signals to the various logic elements. Also included
within this block are the pixel realignment ROM and the sync word generators.

7.4.7.2 Coefficient and Quantizer Selection

Figure 7-17a illustrates the coefficient and quantizer selection
timing and control logic. Within this element, storage is provided for
the uplinked coefficient selection and quantizer selection commands. These
conmands may be uplinked at any time during the frame, but they will not
take effect until after the next succeeding swath scan begins. There-
after, they will be continucusly executed until receipt of another update.

The coefficient selection data specifies the HTE output coefficients
to be further processed for each color band. This data is used to control
the insertion of the last word command within the HTE.output paraliel-to-
serial conversion logic.

Stored with the coefficient select data is the quantizer group select
data which controls the selection of the proper group of four quantizers
for the color band being processed by the DPCM encoder. The band block
counter acts as a slave unit to the swath pixel counter in the master
counter and decoder logic.

7.4.7.3 Quantizer Stora and Control

Figure 7-17b shows the functional logic diagram of the quantizer store
and control. As this data is accessed at a high rate within the DPCM
encoder, local storage is provided within the encoder loop. Buffer storage
is provided within the quantizer store and control timing and control logic
to allow updating of the quantizer and channel code data at any time during
the scan frare. The encoder loops are updated only during each swath time.
This control logic block provides all necessary control signals to perform
this function. The quantizer store counter acts as a slave to the swath
pixel counter in the master counter and decoder logic.
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7.4.8 Hybrid Compressor Hardware Summary

The reconfigurable adaptive Hadamard-DPCM encoder is just one of a

number of possible configurations such as nonadaptive or adaptive but not
reconfigurable. Table 7-1 shows the results of the hardware tradeoff study

in terms of Integrated Circuit (IC) package counts and power consumption

for three configurations.
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Table 7-1. Hadamard-DPCM Compressor Sizing

Nonadaptive Adaptive Reconfigurable
Sys;em 2?2:2?";?21?2/ Hybrid Hybrid Adaptive Hybrid
unc (Watts) (Watts) (Watts

Input multiplexer and 25 1C/1.3 25 I1C/1.3 25 1C/1.3
pixel alignment logic
16-point Hadam.rd 256 1C/13.1 256 1C/13.1 256 1C/13.1
transform encoder
DPCM Toop 12 1€/3.1 56 1C/8.7 b6 1C/8.7
Adaptive quantizer - 50 IC/4.6 50 IC/4.6
select logic
Output multiplexer 25 1C/4.6 25 1C/4.6 25 IC/4.6
and buffer
Timing and 29 IC/7.3 29 IC/7.. 109 IC/14.6
control logic

Total 347 1C/32.4 441 1C/42.6 521 1C/49.9

7.5 2D-DPCM ADAPTIVE DATA COMPRESSION SYSTEM

An adaptive 2D-DPCM encoder is an approach to compressing Thematic
Mapper image data that has less complexity and flexibility as compared to
tl.e Hadamard-DPCM approach previously described. The 2D-DPCM encoder can
be made adaptive to accommcdate local scene statistics, and can be made
reprogrammable to accept revised quantization patterns. The 2D-DPCM en-
coder is not as flexible, however, in that (in general) only integer bit
per pixel ratios can be obtained by the basic encoder. This necessarily
leads to a requirement to elimirate or edit out some bands since we must
allocate one, two, or more bi.s per pixel per band encoded.
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7.5.1 Operation of the Adaptive 2D-DPCM Compressor

Figure 7-18 illustrates the functional logic diagram of the adaptive
2D-DPCM data compression system. This configuration consists of five
major functional blocks:

1) Input muitiplexer and pixel alignment logic

2) Adaptive quantizer select logic and rate buffer
3) 2D-DPCM encoder

4) Output multiplexer and rate buffer

5) Timing and control logic.

7.5.1.1 Input Multiplexer and Pixel Alignment logic

The input multiplexer and pixel alignment logic for the adaptive 2D-DPCM
compressor is identical in function and operation to the one used in the
adaptive HaJdamard-DPCM encoder. For a functional and operational descrip-
tion of this block, the reader is referred to Paragraphs 7.4.1.1 and 7.4.2.

7.5.1.2 Adaptive Quantizer Select Logic and Rate Buffer

The function and operation of this block is similar to that of the
Hadamard-DPCM encoder as described in Paragraphs 7.4.1.3 and 7.4.4, with the
following exceptions:

a) Column-to-row conversion is not required

b) The AQSL quantizer selection decision is based on both present
and previous column information and uses a feedback path from
the 2D-DPCM encoder

¢) The data block size is a single column of 32 pixels, except

for band 6 which uses 16 pixels.

Within the Hadamard-DPCM compression approach, the Hadamard transform
encoder 'rcesses column data, and the DPCM encoder processes row aligned
data. i . establishes a requirement for column-to-row conversion. The
operation of a 2D-DPCM encoder is such that column data is processed and
stored in a manner to make it available for inclusion in the processing of
the next successive column. The column storage within the DPCM encoder
is organized to ensure that row sequential pixel data is aligned column
by column.
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Data for all bands is always written into the buffer memory; however,
some of this data may be edited out. As with the Hadamard DPCM encoder,
the AQSL performs the rate buffering function by skipping over designated
color band data. This function is accomplished within the timing and con-
trol logic by the quantizer group select storage logic. If no quantizer
group is selected for a particular color band, the logic assumes the color
band has been edited out and skips over readout of the stored data for that
band.

Because the 2D-DPCM encoder processes both row and column sequential
pixel data, the quantizer selection must be performed in like manner. Pre-
vious column pixel data is subtracted from present column pixel data for
processing within the AQSL loop.

7.5.1.3 2D-DPCM Encoder

The function and operation of the 2D-DPCM encoder is similar to that
of the 1D-DPCM encoder described in Paragraphs 7.4.1.4 and 7.4.5, with
the following exceptions:

a) Column sequential data from the present and previous
column is used

b) Column storage for the previous column for each selected
color band is required

c) The block size is one column of 32 pixels

d) Block initialization data is stored within the previous

column storage.

With the exception of the storage and subsequent arithmetic procéss-
ing of the mean values derived from the previous column, the arithmetic
and logic operation of this encoder is similar to the previously discussed
10-DPCM encoder. Fetching the appropriate quantizer is also the same as
for the 1D-DPCM encoder.

7.5.1.4 Output Multiplexer and Rate Buffer

With the exception of the output data format, the function and opera-
tion of the adaptive 2D-DPCM output multiplexer and rate buffer is identi-
cal to its counterpart in the adaptive Hadamard-DPCM compression system as
described in Paragraphs 7.4.1.5 and 7.4.6.
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7.5.1.5 Timing and Control Logic

The concept, function, and operation of the 2D-DPCM compressor timing
and control logic is similar to that of the adaptive Hadamard-DPCM compres-
sor as described in Paragraph 7.4.7, except that:

a) Coefficient selection logic is not required
b) The logic for the row to column conversion is not reauired
¢) The Hadamard transform encoder contrel logic is not required,

Quantizer group selection for a particular color band is an uplink
programmable feature of both data compression systems described herein.
In the adaptive 2D-DPCM system, editing out a particular color band is
accomplished by not providing quantizer group selection data for that
band. This suppresses the readout of the stored pixel data for that band
from the AQSL buffer memory.

With the aforementioned exceptions, all of the reprogrammable flexi-
bility in the adaptive Hadamard-DPCM data compression system is also in
the adaptive 2D-DPCM data compressor.

7.5.2 2D-DPCM Compressor Hardware Summary

The reconfigurable adaptive 2D-DPCM encoder is just one of a number of
possible configurations such as nonadaptive or adaptive but not reconfigu-
rable. Table 7-2 shows the results of the hardware tradeoff study in terms
of Integrated Circuit (IC) package counts and power consumption for three

configurations.

7-37




Table 7-2. 2D-DPCM Compressor Sizing
Adaptive 1
systen Configuration/ | MGETRAE | o0t | T ve:
cks (Watts) (Watts) 20-DPCM (Watts)
Input multiplexer and 25 IC/1.3 25 1C/1.3 25 I1C/1.3
pixel alignment logic
DPCM loop 36 1C/12.4 83 1€/18.2 83 1€/18.2
Adaptive quantizer - 58 IC/6.6 58 1C/6.6
select logic
Output multiplexer 25 1¢/3.1 25 1C/3.1 25 1C/3.1
and buffer
Timing and 29 1C/7.3 29 1C/7.3 109 IC/14.6
control logic
Total 115 IC/24.1 220/36.5 300/43.8
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8. CONCLUSIONS AND RECOMMENDATIONS

8.1 CONCLUSIONS

This study follows two TRW studies on bandwidth compression of MSS
data. The first study, completed April 74,45 considered compressing the
bandwidth of MSS data using distortion-free coding techniques. The salient
features of that study are:

a) Compressed bit rates, averaged over the scene, vary from a

minimum of 1.22 bits/sample to a maximum of 3.747 bits/sample
for the strictly information preserving algorithms.

b) The strictly information preserving algorithms can compress
four full 100 x 100 nmi scenes to occupy the same number of
magnetic tapes currently required to store one full scene.
An even greater reduction is possible with the essentially
information-preserving algorithms,

c) The effect of channel errors is minimal if the channel bit
error rate is less than 10-6. Channels with higher error
rates can be used if frequency memory updates are included.

d) An implementation of one of the candidate techniques (SSDI/
Rice algorithm) was developed to illustrate the feasibility
of operation at rates above 100 Megabits/second with moderate
complexity. Parallel data compressor units operating on
blocks of data permit operation at several hundred Mbps.
The main conclusion of the "Study of On-Board Compression of Earth
Resources Data,“] completed September 1975, was that compression ratios
of 3 or 4 to 1 are achievable with very little distortion on multispectral
earth resources imagery data. We also concluded that the compression ratio
may be increased to 5 to 1 by making the systems operate at a variable bit
rate with a Huffman encoder. The problem of utilizing spectral redundancy
of the multispectral data was considered and it was concluded that utilizing
spectral redundancy by using a spectral transformation improves the signal-
to-noise ratio (SNR) by about 1 dB.

The conclusions of the current study of adaptive techniques for
compressing the bandwidth of MSS imagery are:

1) At a compression ratio corresponding to 2 bits per pixel, all
adaptive coding techniques produce good results. The reconstructed images
are subjectively only slightly distinguishable from originals, the SNR

8-1




S e

PAPEN-SeMunani PR

after coding is as high as 38 dB, and recognition accuracies of over 85
percent are achievable. This performance is possible using adaptive
bandwidth compression techniques that operate at a fixed bit rate. This

is a significant conclusion of this study since reducing the bandwidth

of data generated by the TM to a bandwidth that can be transmitted over
S-band corresponds to a compression ratic equivalent to 1.84 bits per pirel.
Performance of adaptive techniques is approximately 2 to 5 dB better than
that of the best nonadaptive techniques as shown in Figure 8-1.

ADPCM
20 p-
15 f
KL~2D-0PCM 7
7’ < -
”~ 7
-~ 7
” - s 2D ADAPTIVE COSINE
7 ”
0s - O id \
HADAM/ADAPTIYE DPCM
KL-COS--DPCM
o l | ] 1 1 ] )
24 26 28 30 32 34 36

Figure 8-1. Comparison of the Best Adaptive and Nonadaptive
Techniques

2) At lower bit rates, the difference between the four selected adap-
tive techniques becomes larger. The 2D adaptive DPCM system degrades faster
than others. At 1 bit per pixel this difference grows to a few dB. At
this bit rate, adaptive cluster coding and adaptive 2D transform coding
using the Cosine transform give the best results. However, these techniques
have large implementation complexity and operate at a variable bit rate which
requires rate buffering and buffer control logic which further increases the
implementation complexity. The hybrid encoder is slightly inferior to the
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best techniques at this bit rate, out due to its much lower implementation
complexity it may be most appropriate for LANDSAT-D applications. At this
compression ratic the hybrid encoder using the Hadamard transform shows some

blockiness that disappears by utilizing the Cosine transform instead of the
Hadamard transform.

3) The use of the Haar as a spectral transformation results in smaller
SNR for the agriculture scene. This loss is different for various techniques
and aiso depends on the compression ratio. However, it is fairly large as
shown in Figure 5-€. The reasons for this loss is explained in Section 5.2.
For the Bald Knob scene, the results improve very slightly due to use of the
spectral transform. Since the data format in the TM is such that spectral
transformation is fairly complex to implement, we conclude that spectral
transformation should not be used in the on-board implementation of any
bandwidth compression system using one of the techniques proposed in this
study.

4) Although the four selected techniques give rather similar results
as measured by MSE and SNR, the subjective effacts of the degradation for
various techniques is quite different. The degradation in the reconstructed
pictures using the 2D DPCM system is in the form of blurring. The hybrid
encoder and 2D transform coding techniques using the Hadamard transform
introduce blockiness at low bit rates while the cluster coding technique
gives crisp pictures with a contouring effect at bit rates lower than 1 bit
per pixel.

5) The classification consistency performance of the selected tech-
niques is very scene dependent. Where most techniques give good classifica-
tion consistency (strongly correlated with SHR) using the agricultural scene
(see Figure 5-8), they produce rather poor results using the Bald Knob scene.
This is primarily due to the fact that the spectral signatures of the classes
in the Bald Knob scene are less distinct than those of the classes in the
agricultural scene. Therefore, a small change in the gray level of a par-
ticular pixel causes a shift in class for the Bald Knob scene where a
similar change does not affect the classification of the corresponding pixel
in the agricultural scene. We conclude that the automatic classification
performance of compression techniques is highly application and scene
dependent.
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6) In adaptive techniques, the crucial parameters of the encoder are
optimized for individual picture blocks as opposed to nonadaptive techniques
that use a fixed set of parameters. It has two distinct impacts on the per-
formance of the adaptive system. The first is that this i;akes the perfor-
mance of the techniques less scene dependent than nonadaptive techniques,
making the results more generally appplicable. Second, the adaptive tech-
niques handle abnormal situations such as variations in the sensor gain and
bias and visibility variations more effectively than the nonadaptive tech-
niques. Indeed, the effect of haze was simulated in this study and was
shown that it has minimal effect on the performance of the selected adaptive
techniques.

8.2 RECOMMENDATIONS

The fundamental conclusion of this study is that the bandwidth of imagery
generated by scanners such as the TM can be reduced without introducing
significant degradation such that the data can be transmitted over an S-band
channel. This corresponds to a compression ratio equivalent to 1.84 bits
per pixel. The study further shows that this can be achieved using at least
two fairly simple techniques with weight-power requirements well within the
constraints of the LANDSAT-D satellite. These are the adaptive 2D DPCM and
adaptive hybrid techniques. The specific suggestions for further NASA
activities in the data compression area are:

1) A prototype data compression unit is recommended to demonstrate
the concept and provide a body of test data for evaluation by various users.
One such experimental project can compress the bandwidth of MSS data using
perhaps two selected compression ratios and provide this data to varijous
users for their evaluation.

" 2) The issue of supervised and non-supervised classification accuracy
is of paramount importance in machine processing of earth resources imagery.
The non-supervised classifier employed in this study is not a suitable mea-
sure for evaluating the performance of the bandwidth compression techniques
for MSS data. In fact, experiments with a Bayes-supervised classifier
using a set of training samples corresponding to six known geological
features shows that the recognition accuracy actually improves when the
bandwidth of the MSS data is compressed by a factor of 6 to 1.52 We
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recommend further studies of supervised and non-supervised classification
techniques to develop a classifier that is meaningful in terms of incor-
porating user requirements as well as serving as a meaningful tool in
measuring performance of various bandwidth compression techniques.

3) Further study of the cluster coding technique is recommended. This
is the only bandwidth compression technigue which uses clustering and clas-
sification of the MSS data for its bandwidth compression. However, this
technique in its present form is very complex for hardware or software
implementation. Its performance, on the other hand, is compatible with the
performance of the best suggested techniques. Further study of this tech-
nique for reducing its hardware and software complexity as well as use of
a supervised classification algorithm for the clustering procedure is
recommended.
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