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GENERATION OF OPTIMUM VERTICAL PROFILES FOR AN

ADVANCED FLIGHT MANAGEMENT SYSTEM

John A. Sorensen
Mark H. Waters

Analytical Mechanics Associates, Inc.
Mountain View, California 94043

SUMMARY

The objective of this project is to develop and evaluate one or more
algorithm; and flight management concepts for the on-board minimization
of fuel or direct operating costs. These concepts are to be used for
steering a CTOL aircraft in the vertical plane between fixed origin and

destination airports along a given horizontal path.

In this report, algorithms for generating minimum fuel or minimum cost

vertical profiles are derived and examined. The option for fixing the time

of flight is included in the concepts developed. These algorithms form
the hasis for the design of an advanced on-board flight maragement system.
The variations in the optimum vertical profiles (resulting from these con-
cepts) due to variations in wind, takeoff mass, and range-to-destinationr
Fuel savings due to optimum climb, free cruise alti-
i'inally, the results

are next presented.
tude, arnd absorbing delavs enroute are examined.

are surmmarized, and recommendations are made for further woirk.

Five appendices are included which give technical details of optimum
trajectory design, steering requirements for following these trajectories,
modeling the aircraft, and off-line computer programs for testing the con-
cepts. The two computer programs developed are called OPTIM and TRAGEN,
and they are available from the Computer Software Management Information

Center, Barrow Hall, Universitv of Georgia, Athens, Georgia 30601.
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Ctmin

cf
Ecopt

Etn
EPR

SYMBOLS

speed of sound (m/s)
coefficients in empirical equation to compute cruise range

total drag coefficient

basic component of drag coefficient

component of drag coefficient due to landing gear
direct operating cost DOC ($/hr)

cost of fuel ($/kg or $/1b)

total 1ift coefficient

basic componeat of lift coefficient

basic lift componc t at a = 0°

cost of time ($/hr)

minimum value of C, ($/hr)

unit direct operating cost ($/hr)

coefficient in emperical equation to compute landing weight
drag (N)

direct operating cost combining fuel and time costs ($/hr)

cruise distance (n.mi.)

error command computed by control law

total distance traveled (n.mi.)
climb and descent range (n.mi.)

specific energy (m)

specific energy In cruise, initially, and finally (m)

optimum value of specific energy during cruise at the
optimum altitude (m)

initial specific energy (m)

engine pressure ratio
fuel burned (kg)
net thrust (N)
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y H

Hup dn

KIAS

pl.2
pamh

min’ Rmax

RPM

= fuel burned during climb, cruise, and descent (kg)

8YMBULS (Cont')

- differential state equation
- function evaluated by subroutir.s

=~ constants in the transfer functions relating perturbations

in vy and V. to perturbations in «
- &cceleration due to gravity (u/sz)

~ Hamiltonian used for optimization ($/m)

~ Hamiltonian during climb and de :.ent (8/m)

- flight cost function to be minimirzed %)
=~ indicated airspeed (kt)

~ control law gains

=~ fuel flow correction factor

- lift (N)

= cost per unit time along a trajectory ($/hr)

= Mach num" -

- reference Mach number for handbook profile

- aircraft mass (kg)

- ratio of cruise cost y (or }) to optimum crulse cost Y

- air pressure (N/mz)

= origin and destination points on flight path

-~ ambient pressure (N/mz)

~ pitch rate

- values of raage where P = 1,5 and 1.0l on optimum profiles (n.mi.)

(°/s)

= revolutions per minute of engine

. 2
- reference area (m“)

=~ specific fuel consumption

= laplace transform operator

- thrust ()

- time-of-arrival (length of tlight) for a minimum fuel profile (8)

(kp/hr)/N

- alternate times-of-arrival (s)

- atmospheric temperature (°K)

- stagnation pressure at compressor inlet

Ny

("K)




v, V., Vc

vcmin

VIAS

VIASl, VIAS2

VT' VTP
vup, Vdn
v

A\

A3

kup' “wdn

W, W, W W,
. O

W, W

c ci’ W

cf

rot

w
el

up’ “dn

SYMBOLS (Cont')

time (8)
time AL beginning and enci of cruise (s)

desired arrival times (s)
initial and final times of trajectory (s)
maximum flight time obtained at minimum cruise speed (»)

control variables

airspeed, command airspeed (kt)
cruise speed where fuel flow rate is minimized (kt)
indicated airspeed (kt)

reference indicated airspeeds for handbook profile (kt)
desired value of true airspeed (kt)

airspeed during climb and descent (kt)

longitudinal component of wind speed (kt)

wind spced during climb and descent (kt)

mass of the aircraft; initial and final mass (kg)

mass during cruisc; initial and final cruise mass (kg)
reterence mass (kg)

tuel flow (kg/hr)
tuel burned ¢aring climb (kg)

range traveled (n.mi,)

components of range traveled during climb and descent (n.mi.)
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CREEX SYMBOLS

a - angle-of-attack (°)
Y Y, - flight path angle with respsct to airmass; command value (°) |

Yy» Y. = inertia) flight path angle; command value (°)

ACD - drag coefficient due to landing gear |
GEAR |
AC = lift coefficient due to landing gear j
L
GEAR |
AE - change in specific energy (m) |
| Ah - 1incremental altitude (m) |
i AR, 4dx =~ incremental range (n.mi.) :
l At -~ incremental time (s) |
i AW =~ incremental weight (kg)
| ) - amblent pressure ratio
amb
éT - throttle setting (%)
s € - small distance |
! A, Amin - cruise cost per unit distance ($/n.mi.) also, adjoint variable

or costate used for optimization

n ~ thrust control setting (throttle, EPR, or RPM) ;
up’ ﬂdn - throttle setting during climb and descent
' P - atmospheric density (kg/m3)
L - damping term in transfer function
1 ~ time-to-go (s)
‘ g rc —- constants in the transfer functions relating perturbations in
; r and V_ to perturbations in a (s)
¢ - terminal cost function ($/n.mi.)
Yy v, - cost per unit distance of cruise (same as )\ or H) ($/n.mi.,)
] w ~ natural frequency in transfer function (s-l) :
| 0 - specific fuel consumption (same as Sp.). (kg/hr)/N
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SUBSCRIPTS AND NOTATION

amb ~ ambhient

b - value computed on previous cycle

c - value during cruiss or command value
d - desired value

idle - value during idle thrust

max - maximum value

min - minimum value

n ~ nominal value

opt - optimum value

STD - standard day value

() - first derivative with respect to time
(") - second derivative with respect to time
3¢ ) - partial of indicated variable

AC)

4

change in value

UNITS

In this report, the common British units used by U S. aircraft
manufacturers are given in parentheses after a numerical value is first
presented in mks units. Note that pounds mass and pounds force are both
used rather than using slugs as a measure of mass. Here, the common de-

finition of ome pound mass equals (1/32.2) times one slug mass (1 slug =

32.2 1b sec™/ft.) is used.
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] being affected by the
:ma&cmé_@;z to the fact @m we livs in a @y@e@m
with finite vresources. Our natural supplie TOCArbho;

echnolog ﬁs@@@p@@i&ﬁy mmein@ the air trans-
‘.;inﬂmzfyﬁﬁi@@hmﬁgmmép@r@@n@mmem
wumption [1].

The eurrent motivating factor for our air tramsportation industry
to conserve fusel is the escalating cost of jst fusl. comm
air carrier, reduction in fual usage means reductiom in operating costs
and an increased profit margin [2]. For military air operations, fuel
eduction alsc implies inereased aircraft range, greater payloads
missions, and an enhanced defense ressrve [3,4]., Tha U.S8. Air Porcs has
an amnual fuel usage of over 15 billion liters (4 billiom gallems) [3],
whils our domestic commercial fleet used about 38 billion liters (10
billion gallons) in 1978 [1,2].

Pigures 1 and 2, taken from Ref. 2, illustrate the dilemma that
axists for commercial aviation - increasing air tramsportation demand
versus decreasing production capacity. Figure 2 also illustrates that
accelerated techmological advancements cam potentially reduce future
usage of fuel for air tramsportation by more than 30%., One of these

emsnts is developing the ability to fly each aircraft alomg pro-
files which minimize total fuel comsumption.

ITnereasing labor costs and penalties on air travel time make it de~-
sirable to minimize both fuel usage and the flight time, These factors
motivete the search for a flexible procedure for gemerating a reference
flight profile which can minimize the total cost of an operation batween
two airports.
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Commercial airline flight profiles are presantly gensrated using
psaudo-optimization procedures. Given a reasonable knowledge of the jat
stream, computar programs based on dynamic programming techniquas test
a series of horisontal paths batween the departurs and destination points
to find the one providing minimum cost., The horiszontal paths testad
ars pradetarmined, and they typically consist of a seriss of intercon-
nacted segments batween VOR/DME and TACAN stations. The vertical path
then consists of a fixed Mach number/indicated airspeed profile for climb
and descent combined with a series of step changes in altitude during
cruise, The altitude step changes uare overned by predetermined fuel
burnoff rates and air traffic controi (~fC) considerations. This rsport

is focused on various aspects of computing improved vertical profiles.

This computational procedure should be capable of minimizing fusl
usage, flight time, or a combination of these variables (diract operating
cost - DOC). Furthermore, it should be computationally efficient and
implemented so that it can be usad by the pilot while airborne to change
the flight profile in case of change in weather conditions, final destina-
tion, or desired arrival time. Finally, this procedure should serve as
a means of automatically driving the aircraft control surfaces and engine
throttle settings. One alement of the work summarized in this report Is

the development of a procedure that can be mechanized on-board to achieve

the near-optimum path.

Before continuing with specifics, it is important to mention some
relevant background concerning the control of flight time. Jet transport
aircraft and their associated flight schedules have traditionally been
designed to move passengers and cargo rapidly, and cruise speeds have been
kept near the maximum design values. Because of air transportation's
efficiency, this industry has enjoyed a rapid growth even though airport
and terminal area congestion is becoming a critical problem. Terminal
area congestion can produce significant time delays and requirements for
aircraft holding patterns to absorb these delays. Thus, we have the con-
dition where aircraft fly at high speeds to terminal areas where they
then may have to hold for over 30 minutes or even divert to an alternate

airport because of congestion. In 1975, average arrival delay was from

i b ko i e e A e i i, e A
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2.9 - 4-6 minutes at 91 of the busiest U.S. airports [5]. It is projected
that with the present system, this delay will grow to an averaga of 8.4
minutes by 1990. These delayz can easily consume any fuel saved from flying
a minimim fuel profile to the terminal area [6].

Consider also that to reduce operating costs, the air transport
industry has been gradually changing flight path characteristics from ones
that emphasize speed (fast -ervice; minimum time - dependent costs) to
ones that tend to minimize a combination of time-of-flight and fuel. As
fuel prices continue to climb, it is expected that the nominal flight
path characteristics will eventually approach those of minimum fuel trajec~-
tories (which take a longer time). A host of flight management avionic
systems are now appearing which may enable automatic or manual guidance
along reduced DOC flight paths (e.g., [7]).

Another element which is affecting the evolution of our airitrans-
portation system is the technological advancement taking place in communica-
tions capability and digital computer equipment on the ground. The ATC
management is taking advantage of these advancements to upgrade their system
through further uses of automation [8]. This includes the eventual develop-
ment of algorithms and software to command flight profiles which (a) mini-
mize fuel, (b) provide orderly metered traffic in and out of terminal
areas, and (c¢) are conflict free. Thus, the ATC system will be able to
anticipate congestion and inform the pilot of what his delay will be be-
fore he reaches the terminal area (i.e., the controller will assign the

pilot a desired time-of-arrival that is conflict free).

A second Important element of this effort has been the extension of
the optimization procedure to include the fixed time-of-arrival constraint.
This extension is based on three assumptions:

a) that aircraft will soon be nominally flown along minimum fuel
vertical flight paths,

h) that delavs of variable length will occur at destination ter-
minal areas because of congestion, and

c) the ATC system will be able to predict delay, inform the pilot
of the magnitude of this delay while he is enroute, and give
hin credit for absorbing the delay enroute.

Ihis srudv evaluates the benefit of absorbing delavs enrout. .
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Previous significant work in gsnarating optimum vertical flight paths
that minimize fusl or direct operating costs are summarised in Rafs., 9 and 10,
Schults and Zagalsky devalopsd mathematical solutions of the minimum fusl-
fixed range-fixed time problem [1l1], PErwin dsvalopsd ths concapt of stra-
tegic control [3, 12] ia which control of arrival time cin be used to raduce
t xcass fusl that results from dalays. Also, the previous time based meter-~
ing work of the MASA Langley staff for flight testing profile descents on
tha Terminal Configursd Vehicle (TCV) aireraft dsmonstratsd tha practicality
of thase solutions {13]. These tasts verified previous simulation studies
conducted by NASA and PAA personnel [14],

The NASA TCV slrcraft provides a vital link in testing the feasibility
and verifying the expected psrformance of both the advanced airborne flight
nanagement and ATC automation systems. Tha objective of this project has
been to provide both profile optimization concepts and working models to
be a part of an advanced flight management system design. This design may
eventually be flight tested on the TCV aircraft.

This report is organized as follows:

a). In Chapter II, algorithms of methods for generating optimum
vertical profiles are derived. These methods have many options
including the ability to fix the time of flight (i.e., the
time-of-arrival). These procedures also form the baeis for
specifving on-board mechanization requirements. The algorithms

have been coded into a computer program called OPTIM.

b). In Chapter 111, & presentation is made of an evaluation of the
optimum vertical profiles using OPTIM and a program called
TRAGEN, TRAGEN simulates an aircraft following a given ver-
tical path (optimum or otherwise). Senaitivity results are pre-
sented of the variation in the optimum profile as a function of
variations in wind, takeoff mass, and range-to-destindtion.
Advantages of using free cruise altitude and fixed time-of-
arrival options are also presented.

¢). Chapter IV summarizes the study. It also makes recommendations

regarding further work required to upgrade the computer programs
and tn mechanize the optimization techniques as part of an advanced

flight management system.




Appendices A through E are presented to give technical details of trajectory

optimization, modeling details of turbojet engine performance, medium

range twin-jet transport aircraft dynamics, and climb fuel burn estimation,

and steering requirements for following a reference

vertical flight pro-
file,
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COMPUTATION OF THE OPTIMUM VERTICAL PROPILRE

The primary subject addressed here is how to fly the aircraft in
the vertical plana after the horizontal path has been spacified. That
is, the origin, destination, horisontal route, starting and ending
altitudes and airspeads, and takeoff mass are fixed. The problem then
is to choose the vartical flight profile (altitude, airspesd, thrust, and
flight path angle time histories) to minimize cost.

In this chapter, an algorithm is first derived which serves as the
basis for generating an optimum vertical profile. This profile can either
be generated before flight or as a background computation while in flight.
This derivation is based on trajectory optimization principles which are
outlined in the first part of Appendix A,

After the method of generating optimum profiles is explained,
example climb and descent profiles are presented for two classes of air- i
craft, Then, modifications to the optimization algorithms are described :
which allow the user to fix the time length of the flight.

Derivation of the Optimization Algorithm

, A set of nonlinear differential equations describing a point mass
model of the aircraft longitudinal motion is adequate to describe the
vertical motion of the aircraft for optimization purposes [16]. This model

is, for no wind,
mV = Tcogsoa-D-~mg siny,

T sain o + L - mg cos Y,

2
-l
"

e
]

Va sin vy , (1)

= V§ cos Y ,

= -w,

He Mo




Here, the state variables are the true airspeed V‘, flight path angle Y,
altitude h, horizontal range x, and mass m. The control variables are the
thrust T and angle-of-attack a which are both amplitude limited. The vari-
ables lift L and drag D are functions of h, V., and a, The fuel flow W

is a function of h, V., and T. These equations are analogous to Eqs. (A.l)
in Appendix A. The cost function to be minimized is of the form,

J = ‘/‘tf(cf W+ ct)dt , (2)

s

where Cf and Ct are the unit costs of fuel (8/kg($/1b)) and time (8/hr). At
this point, the final time te is free, The problem is to choose the sequence
of controls (T and a) that drive Eqs. (1), satisfy the initial and final con-
straints, and minimize the cost of the flight, as governed by Eq. (2).

For general trajectory shaping, the flight path angle dynamics can
be neglected, and it can be assumed that the angle~of-attack o is small.
Then, the equations of motion of the aircraft in the longitudinal plane

are

Qa = (T-D)/m - g sin Yy ,
h = v siny, (3)
x

= V cog y +V ,
a w

where the longitudinal component of the wind velocity is included.

An early attempt at obtaining simplified solutions to the minimum
time-~to-climb and minimum fuel-to-climb problems was made by Rutowski [15]
using graphical methods. He also suggested that the aircraft could adequa-

telv be represented in such a problem by its specific energy state,

E = h+vazlzg . (4)

The use of this state assumes that kinetic and potential energy can be

instantaneously interchanged.
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Bryson, Desai, and Hoffman [16] used the ensrgy state approximation
and differentiated Eq. (4) to obtain

E = V(T - D)/mg (5)

as the single equation of motion. This assumed that lift L balanced

weight mg, and true airspeed V4, was treated as a control variable.

Now, based on the previous researchers' experience, the specific
energy and its derivative are defined according ‘o Eqs. (4) and (5). The
first and second of BEgs. (3) arc replaced with Eq. (5).

Consider again the cost function of Eq. (2)., What is actually de-
sired is to minimize the cost in flying from origin Py to destination Pys
where the time of flight te is considerec for now to be free, The cost
function can be changed to have rdnge as the independent variable by
dividing Eq. (2) by the expression for range rate, or

| - fpz (Cf w + Ct.) dx é /pz 51_9 dx (6)
\'a cos Y + Vw dx
P Py

The remaining state equation (Eq. (5)) also is changed as

dx  dt ' dt
\V
E 3 S.I:D). (V.._i..._____r . ) . (7)
mg a cos Y Vw
This neglects fuel flow as a function of distance. Practical experience

[17] has shown that as long as the current value of aircraft weight (mg)

is used in Eq. (7), this simplitication is appropriate.

Fquations (6) and (7) are combiner, using the procedures outlined

in Appendix A to form the Hamiltonian,




. de ) dE
H dx +A dx °* ®)

C,w+C,o + AV.(T-D)/-:

V. cos Y + Vw

As can be seen, this Hamiltonian allows for penalizing of time, it
assumes no perticular form for the fuel flow Q. and it takes into

account the horizontal component of the wind Vw.

Note, again however, that none of the terms in Eq. (8) are explicit
functions of the independent variable x. Then, according to the arguments
associated with Eq., (A.12) in Appendix A, this Hamiltonian is a constant,
This greatly facilitates obtaining the optimum profile solution.

Again, assume that the thrust T is a function of the engine pressure
ratio (EPR) setting m. The two control variables can then be considered
to be 7 and true airspeed Va for this simplified dynamic model. (These
arguments can be extended 8o that the conventional controls - throttle and
elevator deflection - are used). Both 7 and Va have upper and lower

bounds., By following Eq. (A.11), the Hamiltonian H is minimized according

to
%% én > 0, (9a)
dH
= o6V, - 0 (9b)
v, 8 — ’

for all admissible values of 7 and Va' For an assumed constant value for
H, Eqs. (8) and (9) constitute three equations with three unknowns -

T, Va. and } at every point along the optimum trajectory,

Using the arguments of Refs. (7-20, assume that the vertical

flight profile consists of three phases:

(a) a climb portion where both altitude and energy are
monovtonically increasing with range;

(b) an essentially equilibrium cruise portion where thrust
equals drag and lift equals weight; and

(c) a descent portion where both altitude and energy are
monotonically decreasing as range-to-go decreases.

10




For the cruise portion, the Hamiltonian can then bs written as,

C, w + c,
HC - v:—:-v-;——- (10)

For 4 given cruise altitude and mass, the EPR setting and airspeed are
found by numerical search techniques such that the valua of this expres-
sion is minimized. This value of the Hamiltonian is then the constant
value used to climb to and descend from this altitude. It also represents
the minimum cost per unit distance traveled along the cruise path.

(This implies that the cruise altitude and mass are known. Thess issuas

are also discussed later.)

The constant value of Hc can be substituted into BEq. (8), and Eq.
(8 ) can be solved for the negative value of the unknown costate:

C, w+ Ct - HC(V.cos Y + Vw)

f
V,(T-5) /g ' )

- A

Thus, to minimize the cost function expressed by Eq. (8) requires that
values of 7 and V be chosen such that Eq. (11) is minimized at every point
along the climb and descent path, Equation (11) is the key algorithm to
both offline and on-board computation of the optimum trajectory that mini-

mizes direct operating cost.

The work of Frzberger et al {17-19, 21] has been based on an alternate
approach to t'!., problem. He used specific energy E as the independent vari-
able with the assumption that it alwavs increases monotonically during climb
and that it decreases monotonically during descent. Thus, the remaining state

variable is the last of Eqs. (3), and Eq. (8) is replaced by

de dx
H 3E + A IFE ° a2)
} Cf w o+ Ct + A(V&cosY + Vw)
Va(T—D)/mg '

11

- - b i




I SO

Equation (12) can be compared to Eq. (11), and it can be seen that
the Hamiltonian H and the costate variable X have reversed roles. Thus,
these two solutions are duals of one another. For ensrgy as the state
variable, Ersberger shows, using transversality conditions, that X is con-
stant and is equal to the negative value of the cruise cost. In this
cass, the Hamiltonian varies in magnitude bacause variables within Kq.
(12) vary with the magnitude of the specific energy (the independent
variable).

Generation of Nominal Optimum Trajectories

Because Eqs. (11) and (12) are essentially identical in character and
concept, it was convenient to make use of the computer program previously
developed by Erzhberger and Lee [21] to procede with generating optimum pro-
files. This program is based on the use of Eq. (12). To avoid confusion,
the following description refers to minimizing the Hamiltonian of Eq. (12)
with the costate variable A treated as the constant. The computer program
uses principles described in Ref, 21, and it is summarized in the second part
of Appendix A. This program (referred to as OPTIM), which generates an
optimum profile between origin and destinsation points, was extended to have
additional desired features, and its specific characteristics (from a pro-
gramming point of view) have been documented in a companion users' guide
[22] to this report. It is instructive here, to present in general terms,

the elements and steps required to generate an optimum trajectory.

The following quantities must be input to the program for generating
points on the optimum profile:

a) The aircraft initial takeoff altitude, airspeed, and mass,
b) The final desired aircraft altitude and airspeed,

c¢) The range and heading to be followed by the aircraft from
the origin to the destination points,

d) The wind velocity (if non-zero) and temperature profiles (if
other than standard day) as functions of altitude, and

e) The values of the constants Cf and Ct in the cost function.

12
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The program must have accsss to numerical data (either tables or poly~
uwomials) which produce values of lift and drag coefficients CL and CD'
thrust T, and fuel flow w as functior: of altitude, true sirspeed,
temperature, and EPR setting. Also, for the particular aircraft being
used, the program must have the following two sets of empirical equations:

a). A method of guessing the approximate initial cruise mass
based on initial takeoff mass and the values of fual and
time cost; and

b). A method of guessing the approximate landing wass based
on the final cruise mase

Finally, the program must have an efficient procedure which can be

used to find the minimum value of the Hamiltonian (Eq. (12)) at e.ch
energy level by varying one or more variables (here, " and V) over their
admissible regions, For the OPTIM program, the Fibonacci search technique
is used, (See Ref, 22)

It must be mentioned that for some cases, there is no cruise section
of flisht, as is explained in Appendix A. In this case, the constant
value of the costate variable refers to what would be the cruise cost at
the highest point on the trajectory where the profile transitions from

climb to descent.

The basic steps tinat the optimum profile gencration program follows arve:

1), Tie minimum value of cruise coat (A or Hl in Lg. (1d)) is

evaluated for various cruise masses and with altitude varying
from sea level to ceiling height. The results are tabulated
in a "cruise table", A typical example of crulsc cost as a
function of altitude is shown in Fig. A.7.

2), Based on initial mass and values of Cf and Ct’ the amount of

fuel required for the «limb is approximated (See Fo. (A.38) and
Fig. A.8). This produces cruise mass which i{s used to deter-
mine the optimum cruisc (vst and altitude from the cruise table.
The cruise cost (% in Fq, (12)5 - .(Er) in Appendix A) I~ required

for minimiza  ion of Eq. (!.). Also, choosing the cruise cost
from the crulse table also produces the associated maximum
values of energy Ec where the ¢limb portion of fllght ends.

13




3).

4).

5).

The next step is to minimize the Hamiltonian (Eq. (12)) at
each point along the climb trajectory. This begins at the
comr ited initial energy and stops with the precomputed final
climb energy. The numerical procedure procedes as follows:

a). A step is made in specific energy (En - En-l + AR),
where the step size is held counstant.

b). The range of acceptable values of V‘ and T are com-
puted for this energy value.

c). Over these ranges, the Hamiltonian (Eq. (12)) is minimized
.using the Fibonacci techuique) with Y assumed to be small
(cos Y = 1), This, then specifies the values of airspeed,
lift, drag, thrust, altitude, fuel flow, and energy rate

(Eq. (5)).
d). The time required to make this step is computed as

At = AE/E . (13)
e). The flight path angle is then computed as

1

Y = Bil'l- (Ah/At)/Va . 14)

f). The value of range is increased by Ax, where

Ax = (Vv cos y + V (h))At. (15)
a W

g8). The aircraft mass is decreased by AW, where

LN = w At- (16)
It is assumed that final climb energy and initial cruise energy are
equal. The above procedure is repeated until the initial cruise
energy level is reached., This produces an accurate measure of the
fuel burned during climb and the range traveled during climb,

A final approach (or landing) mass is approximated by
estimating the cruise range, cruise fuel, and other related
quantities (See Eqs. (A.42) - (A.46)). This procedure also pro-
duces an estimate of the final cruise altitude, energy, and
cruise cost.

The procedures for generating the descent profile are now
followed using the same sequence as for Step (3) but by going
backwards in time and constraining the energy rate to be
negative. This is continued until the estimated final cruise
energy level is reached. This produces an accurate estimate of
the fuel burned during descent and the range traveled during
descent.

14
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6). The cruise distance is now recomputed by subtracting the climb
and descent ranges from the total required. This cruise distance
is used to compute the final cruise mass and the final approach
(landing) mass,

7). With the revised final approach mass, the descent trajectory
is recompited uaing Step (5). This also provides refinement of
the cruise distance, the total fuel burned, and time required
to travel from origin to destination airports.

The above description is somewhat asimplified in that profiles of
short range flights (e.g., less than 250 n.mi.) require special computa-
tions. Figures A.4 and A.5 in Appendix A depict the shapes of the trajec-
tories for short range for two types of control strategies. (Erzberger
explains why these two distinct shapes occur in Ref. 17). If both Va and
7 are used as controls, the trajectories have the shapes depicted i.

Fig. A.5. For this case with short range, there is no cruise segment,

and an iterative process is required to obtain the constant value of A

and the maximum energy state used to compute the climb and descent profiles.

If only airspeed is used as the control variable, then thrust is
set at maximum climb value for climb and idle value for descent. For the
tri-<jet aircraft model used in this study, this could increase the cost of
the typical short-range profile by about 1%. However, it simplifies
mechanization and it reduces the time required to compute the profile.
Trajectories for this case have the characteristics depicted in Fig. A.4.
That is, they have cruise segments, but these segments occur at altitude
and energy levels lower than the optimal value Ecopt' Again, the program
must iterate on the correct value of A, and Eq. (A.48) in Appendix A is

uged to compute the corresponding length of the cruise segment.

The OPTIM program has been constructed and extended so that various

options can be exercised:

1). No wind or arbitrary input wind,
2). Optimize with Va and 7 or Va only,

3). Arbitrary cost terms C_ and Ct’

f
4), Fixed or free cruise altitude,

5). Twin-jet or tri-jet medium range transport aircraft models,
6). Fixed or free time of flight (discussed later),

7). With or without a speed constraint of 250 kt below 3048 m
(10,000 ft.),

15

LgMes L

P



et o 1600 crd

8). 8tart in cruise or after takeoff. For starting in cruisa,
the cruise altitude can be set to a fixed value, or the pro- ‘
gram can compute the bast altitude associated with the given 1
cruise mass.,

In addition to generating optimum nominal profiles, OPTIM can be used to 3
examine the sensitivities in trip cost due to variations in wind, range, i
takeoff mass, and the cost terms Cf and Ct' Examples of these varia-
tions are given in the next chapter.

The computations that take place in OPTIM for off-line generation of
optimum vertical profiles are also the same as would be used by an on~
board flight management system. For the on~board mechanization, the flight
engineser would enter initial and final altitude and airspeed, initial mass,
range, and heading. Wind and temperature profiles and aircraft mass
estimates would be updated during flight. The seven basic steps listed
earlier would be recomputed every few minutes to provide a current reference
trajectory to be followed.

The basic OPTIM program was based on using a medium range tri-jet, i
transport aircraft model. It is desirable to extend this program to model

s all major classes of transport aircraft so that the program can serve as 4

a flight planning tool for the airlines and others concerned with fuel con-
servation., A first step in this extension was to add the capability of
generating optimum profiles for a medium range twin-jet transport aircraft,
Logic was added throughout the program to account for differences in be-
havior and characteristics of the two aircraft.

More details on modeling the aircraft engine are presented in Appendix
g B. The modeling of aerodynamic characteristics of the twin-jet model is

L described in Appendix C. Climb mass estimation procedures are summarized
E
L in Appendix D.

Example Optimum Trajectories

Figures 3 and 4 show plots of various state variables as functions of
time (or time-to-go) for optimum climb and descent of a tri-jet aircraft
model traveling 200 n.mi. in range. For this example, the indicated air-
speed was constrained below 250 kt below 3048 m (10,020 ft). Also, optimiza~-

16
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tion was done by varying V' only, with 7 set to the maximum valie for climb
and idle value for descent. The cost constants were $0.265 kg (80.12/1b)

for fu l and $600.00/hr. As can be seen, when 3048 m (10,000 ft) is reached,
the aircraft levels off and accelerates before continuing to climb. The
opposite is true for the descent profile. Note also that on both the climb
or descent profile, Mach number is generally not constant (contrary to pro-
files that are specified in aircraft handbooks and normally flown). Small
segments of constant Mach number in Figs, 3 and 4 are due to thrust and drag
data specified in tabular form at given Mach numbers. This is discussed

further later.

Figures 5 and 6 show plots of various state variables as functions of
time (or time-to-go) for optimum climb and descent of the twin-jet aircraft
traveling 750 n.mi. in range. For this example, the indicated airspeed was
also constrained to be less than 250 kt below 3048 m (10,000 ft) altitude.
Optimization was done by varying Va and T, so the thrust could deviate from
the maximum and idle values for climb and descent, respectively. The cost
constants were $0.33 kg ($0.15/1b) for fuel and $600.00/hr., Again, when
3048 m {1u,000 ft) altitude 1is reached, the aircraft levels off and acceler-

ates before continuing to climb,

By comparing Figs. 5 and 6 with Figs. 3 and 4, it is seen that the
twin-jet aircraft profiles are similar in character to those of the tri-jet.
One exception is that the twin-jet optimum climb profile has a relatively
large portion where Mach number is held constant. (Again, it is expected
that this is due to the tabular aerodynamic and eagine data.) Also, for
these paths, the flight path angle is rough because of the inherent assump-
tion in the optimization theory that either altitude, airspeed, or both can
be abruptly changed to obtain a change in energy. The flight path angle
can either (a) be smoothed after it is generated to provide a more flyable
path, or (b) the optimization process can be constrained by allowing only
small changes in flight path angle between energy steps. Converting the
aerodynamic and engine input data to polynominal form may also remove this

problem.

17

R T e e e e T e —




1(‘ '0

Altitude - km
w ~3
) w

N
w

T

3

30 -

} 4
Altitude - ft x 10

600. 800. 1000.

0. 200. 400,
Time - Sec

0.8
0.6

0.4

Mach Number
1

L

» 0 y ) 4 v v M ) |
0. 200, 400. 600.
Time -~ Sec

800. 1000.
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Figure 7 couwpares the altitude vs, range profiles for three cases of
the tri-jet aircraft traveling 200 n.mi. For these, both Va and ¥ were
vacied, However, a head wind and tail wind were added in two of the cases
to produce the differences. The wind magnitude profile is also shown in
Fig. 7, and it is representative of the Denver wind measured during August,
1977. (This wind is generally from the west.)

Table 1 makes various range and cost comparisons of the three pro-
files shown in Fig. 7, based on values of C, of $0.138/kg ($0.0628/1b) and
c, of $500.00/hr. It is seen that the head wind caused a total cost in-
crease of $24.95 (or 4.3%) while the tail wind decreased the cost $23.59
(or 4.1%) compared to the no wind optimum case. Data, such as presented
in Table 1, are printed for each run of OPTIM so that the trajectory costs
and other characteristics can be readily evaluated (again, ses Ref, 22).
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Figur. 7. Compariscn of Minimum Direct-Operating~Cost Flight Profiles for
the Tri-jet Aircraft Model.
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Table 1. Comparison of Flight Costs for 200 n.mi. Range with

Varying Wind Conditions

Case
¥o Wind Head Wind Tail Wind
Fuel Used (kg (1b))
Climb 1945.8 2013.0 1803.2
(4289.60) (4437.82) (3332-6°>
Descent 272.2 29501 o
( 600.19) ( 650.57) (26§g~i3)
(4889.79) (5088.39) (4607.80)
Range (n.mi.)
Climb 115.51 115.90 107.36
Descent 85.24 85.78 94.60
Total 200.75% 201.68 201.96
Time (min:sec)
Climb 17:31 18:33 15:41
Descant 15:05 15:33 16:11
Total 32:36 34:06 31:53
Cost (8)
Climb 414.51 432.40 379.91
Descent 163.29 170.35 174.3C
Total 577.80 602.75 554.21
Cost/Distance
($/n.mi.)
Climb 3.59 3.73 3.54
Descent 1.92 1.99 1.84
Total 2.88 2.99 2.74

Fixed Time~of-Arrival

ne of the problems associated with increased usc of air travel and

alr transportation of cargo is the increased congestion that is occuring

at the major hub airport terminal areas.

Aircraft arrive {n the terminal

d4rea on a somewhat random basis. If the aircraft arrive in too great a

number, in a short period of time, thev are currently placed in holding

patterns by ATC. Then, they are iastructed to land so that airport arrivals

are at an acceptable rate. The holding pattern approach to regulating the

landing rate has several shertcomings:
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1. The holding pattern is expensive to the airlines in terms of
increased tuel raquirements, excess wear on the aircraft, and
increased crew flying time.

2. The holding pattern delays the passenger, possibly causing

misseq connections.

3. The risk of collision is increased by holding aircraft in the
already crowded terminal areas.

4. Maintaining several aircraft in safe holding patterns increases
the air traffic controller's work load substantially.

One solution to thi~ problem is to regulate the time of arrival of
each aircraft such that they do not arrive in random groups but rather
at a systematic acceptahblz rate. This is the ultimate goal of the FAA's
metering, spacing, and flow control projects. This requires that the air-
craft have the means to compute and regulate the flight profile so that

the desired time-of-arrival is met.

The airlines also like to fly their aircraft with a scheduled, pre-~
determined trip time, This time is selected to produce acceptable operating
costs and desived service to the airline customers. Thus, there is a need
to control the time length of a particular flight. With these motivations,
OPTIM was modified to include this capability.

If time-of-a rival tf is fixed, then the objective is to minimize the
total fuel burned :n icaveling from Py to p, in time tf. This 1, equivalent

to minimizing che function

te .
J -/ Cew dt (17)

0

with the additional constraint that the range traveled is fixed.
The technique used in OPTIM to compute the profile that produces fixed

range and fixed time-of-arrival is to f{ix 7, and to iterate on the value

of Ct' For each value of Ct chosen, a given time-of-arrival te results,
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As Ct is increased, the value of tt decreases, and vice versa. Thus, an
outer loop has been added to the OPTIM logic to adjust Ct to produce the

desired tf.

One constraint that had to be built into the program is the range
that the variable Ct could span. As ct increases, the emphasis is placed
on achieving minimum time., As fuel priceus increase however, this is not
practical. On the other hand, as ct decreases, the time-of~arrival in-
creases. This is accompanied by a slowing down in cruise speed. A
practical lower bound on cruise spead is that value (vcmin) where fuel
rate w is minimized. If more time is required in cruise to reach the
destination at some desired tims tfd’ then the aircraft should make up
the difference by path stretching at the cruise speed vcmin'

This posed the question of what should the lowest valuye of Ct be
such that the resultant optimum cruise speed is chin. This value was

determined as follows.

The cost of flight during cruise is expressed by setting the Hamil-
tainion value HC in Eq. (10) to the coefficient A, or

Mathematically, the question is what value of Ct will provide a trimmed

cruise condition such that the trimmed cruise speed Va will equal vcmin?

At optimum cruise speed, the cruise cost A is minimum, or

A

—5\7—'= 0.
a;

If this is also the speed where fuel rate is minimum, then
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at this speed. Applying Eq. (19) to BEq. (18) yields

A Cfr aé_cf‘”'cc_o @
av. va + vw 3". (Va + vw)z

By substituting Eq. (20) into Eq. (21), we gat

or

Ctmin e Cf “min * (22)

Note, that at this value, from Eq. (18),

A = 0, (23)
Mathematically, this means that there is no cost to cruise at this condition.

Figure 8 shows the minimum fuel rate w for the tri-jet as a funct'on
of cruise altitude and cruise mass. As cau be seen, flying at minimum
fuel rate causes & large variation in optimum cruise altitude as cruise
mass is varied. Figure 9 illustrotes how optimum altitude and cruise
airspeed vary as functions of cruise mass for the minimum fuel rate con-
dition.

The results of Figs. 8 and 9 are used to compute the value of Ctmin

and the associated cruise altitude in OPTIM. For example, for the tri-
jet with a cruise mass of 54.43 tonne (120,000 1b) and a Cf of $.33/kg

($.15/1b), Yoin is 2,585 tonne/hr (5686 lb/hr). This produces a Ctmin of

~$852.90/hr at an altitude of 9.25 km (30300 ft). The range on Ctmin for
this aircraft is ~$777.60 to -51042.50 for cruise mass varying from 50 -

66 tonne (110,000 1b to 145,000 1b.)

Figures 10 and 11 illustrate how time-of-arrival and fuel used vary as
Ct varies between +$300/hr and -$900/hr., for various combinations of initial

mass and range-to-go for the tri-jet. In these example plots, cruise altitude
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Figure 8. Minimum Fuel Rate for the Tri-Jet Model as a Function of
Cruise Altitude and Mass.

! is fixed at 10 km (33000 ft). The cost of fuel is set at $.33/kg ($.15/1b).
Note that in Fig. 10, the time-cf~arrival has a non-parabolic shape; this is
different than would be expected. This indicates the presence of a conver-

gence problem in OPTIM which is discussed shortly.

The fixed (ime-of-arrival option requires repeated generation of new
cruisc condhtions associated with each successive value of time cost Ct
tried. Thus, the OPTIM logic was set up so that this process was as
efficient as possible. No short range flights were assumed so that
cruise altitude was always reached. The table representing cruise condi-
tions (the cruise table), spanned altitudes from 6 km - 12 km (20,000 ft -
40,000 ft). 1f a fixed cruise altitude was chosen, only that altitude was

used in generating the cruise table.
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Figure 9. Optimum Cruise Altitude and Airspeed for a Tri-Jet Aircraft
Flying at Minimum Fuel Rate as Functions of Cruise Mass.

The cruise table consists of two parts:

1. The cruise speed setting which minimizes A, as defined by Eq. (18),

and

2. The cruise speed setting which minimizes Q.

The second part of this table is generated only once at the beginning of

the run because the &min conditions do not depend on a particular Ct setting.

The program first sets Ct to zero. (This corresponds to the minimum
fuel profile.) The resulting time-of-arrival To is then compared to the
desired arrival time tegr 1f To is larger than Led? then flight is too
slow. 1In this case, Ct must be positive. Next, trial values of Ct of

$300/hr and $600/hr are used to obtain arrival times of Tl and TZ' A
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Initial Mass of 68182 kg (150000 1b)

and Cruise Altitude Fixed at 10 km (33000 ft).
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quadratic equation is derived to pass through the points (To, Tj, T2)
as a function of Ct’ This quadratic equation is then solved for the
value of Ct that will produce tfd' This process 1s repeated using the

last three values of time-~of-arrival until convergence is reached.

Lf the time-of-arrival 'I‘0 is less than tfd' then the minimum fuel
profile is too fast. In this case, Ct must be negative. The next trial

value the program uses is C from Eq. (22). This produces the maximum

tmin

time of tfmax' 1f tfd is greater than tfnax’ a holding pattern (or path
stretching) is required to make up the additional time. If tfd is less
than tfmax (= Tl)’ then linear interpolation is used to obtain the next

value of Ct' This produces time-of=-arrival T2. After that point, three
values of time-of-arrival are available to compute a quadratic equation
and solve the Ct' This procedure is again repeated until convergence is

reached.

As predicted from Fig. 10, a convergence problem did arise in testing
the fixed time-of-arrival option. This is illustrated in Fig. 12 which
shows the variation in time-of-arrival for a 61.4 tonne (135000 1b) air-

craft with Ct varyving from $300/hr to $600/hr. As can be se¢en, there is
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about a 100 sec gap in arrival time around Ct of $400/hr. A quadratic
optimization algorithm was tried in place of the original Fibonacci search
technique to determine if the optimization i1outine was the source. This
produced some improvement but did not remove the problem az is shown in

Figure 12. Tightening the tolerances on the cruise trim conditions also
did not remove the problem.

The problem was traced to the way the coefficient of dragy CD was
determined by OPTIM {n computing the cruise table. Currently, CD is
computed as a polynominal function of lift coefficient CL’ with Mach
number as a parameter, as lllustrated in Fig. 13. Linear interpolation

is then used to obtain CD for the given cruise Mach number.

Figures 14 and 15 show detailed plots of cruise cost A of the tri-
jet as a function of crulse speed, with cost of time set at $300/hr and

$600/hr. Cost of fuel is $.33/kg ($.15/1b). Cruise altitude is a para-
meter, Note from these figures that:

1. There is a double minimum at the upper altitudes. The OPTIM
program is based on there being only one minimum A at each
cruise altitude. The optimization routines used also are based

on the assumption of a single minimum.

to
.

The minimums are along the Mach 0.76 and 0.82 lines. The Mach

0.80 line tends to pull the cost curves up creating the double
minimums.

The drag coefficient CD should be a continuous function of CL and Mach.,
The minimum cruise cost should not always be at either M of 0.76 or 0.82
as Indicated in the cost curves, The cost curves should be smooth with a
single minimum at each altitude. Thus, the aerodynamic data, as currently
stored Iin OPTIM, produces a convergence problem in attempting to obtain

fixed time-of-arrival with tolerance on the order of 2 sec.

An effort is now underway to correct the convergence problem. Steps
being taken are:
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1. The CD vs C and M data are being checked carcfully to ensure

that there are no kinks or bends in the curves,

2. Linear interpolation is being eliminated. Polynominal func-
tions are being developed to ensure that all data vary con-
tinuously and smoothly.

The same constraints need to be applied to modeling the propulsion data.
The lesson learned is that numerical optimization in based on the natural
existance of continuous, smooth surfaces, and any departure from this type

of model will produce a faulty result,

Despite the current existence of the convergence problem, there is a
logical solution to its removal., Also, as seen in the next chapter,
having fixed time-of~arrival cazability can produce a significant flight

fuel savings.
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PROGRAM VERIFICATION AND SENSITIVITY RESULTS

The previous chapter and Appendix A describe an efficient -way in
which near-optimum flight profiles can be generated without using time~
consuming numerical techniques., Instead of iteratively solving the two-
point boundary value problem, assumptions are made so that the dynamics
ara simplified to two state variables. One state variable (either range
or energy) becomes the independent variable, and the other is included as
the single state in the Hamiltonian. Thus, the problem of solving for

minimum cost profiles reduces to algebraic minimization of the Hamiltonian
at each point along the profile.

How, although this method is a convenient way of genurating a trajec-
tory, the resulting trajectory must be verified by using a more accurate
model of the aircraft dvnamics. Verification implies thac:

1) The reference trajectory that iB generated must he flyable

when the full aircraft equations of motion and constraints
are taken into account,

2) The trajectorv cost (Eq. (2)) as predicted by OPTIM must he
essentially {dentical to that experien.od by simulating more
complete aircraft «quations of motion,

Thus, the first objective of this chapter is to describe a companion
program to OPTIM which was developed for verification of the optimization

results, This program is referred to as TRAGEN (for trajectory g eration).

With OPTIM and TRAGEN as computer tools, the user has the capability
to study the .haracteristics of optimum profiles in great detail and to
vxamine alternate wavs these profiles can be implemented on-koard. ‘lrajec-
tory characteristics are obtained by exercising OPTIM's options and hy

making sensitivity studies with OPTIM and TRAGEN which are the subjects of
the second part of this char .,
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Optimization Verification

To achieve optimization verification required the development of a
companicn computer program to C.TIM which can be used to simulate the
longitudinal trajectory of an aircraft commanded to follow the reference
path output from OPTIM. Some details of this program (TRAGEN) are pre-
sented in Appendix FE, and a separate user's guide for this program has
also been written [23].

In addition to verification of the optimization program's results,
the TRAGEN »rogram has the following utility:

1), It provides a means for testing guidance laws for steering
the aircraft to follow the input reference trajectory.

2). It enables study of the effect of following an incorrect
reference trajectory. For example, if the OPTIM results were
based on one particular wind profile and initial aircraft weight,
and a different weizht and winil profile actually existed, the
TRAGEN simulation would allow ussessment of the effect of these
errors on trajectory cost.

3). It can be used to determine the flight cost that would result
from the aircraft being commanded to follow a reference trajec-
tory suggested in the manufacturer's aircraft handbook. For
example, for climb, handbook reference trajectories usually
congist of following a constant indicated airspeed until a
given Mach number is reached. Then, the rererence trajectory
follows this fixed Mach number until the reference cruise
altitude is reached.

4), It can be used to test perturbation control schemes for removing
the effect of wind gusts and other non-nominal performance
sources (navigation errors, transient temperatuve profiles,
non~standard engine performance).

5). It is expandable to test candidate on-board mechanizations of
a system cf equations for generating the near-optimum vertical
profile.

A five state-variable model of the aircraft is currently used in
TRAGEN to simulate longitudinal motion. State variables are altitude,
altitude rate, longitudinal range, airspeed, sad aircraft mass. Currently
neglecved are the rapid transient dynamics of throttle response, angle-of~

attack, and pitch rate (6T, &%, q)., The throttle is assumed to be set so
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that wmaximum thrust is achieved during climb and idle thrust is used

during descent. The cruise phase is not ‘imulated. The altitude control
variable is taken to be the angle-of-attack which has maximum and minimum
limits. This degree of sophistication is adequate for testing the OPTIM

results.

The TRAGEN program can readily be expanded to include throttle
dynamics and short period dynamics, This would be required for further
study of autothrottle and autopilot design to steer the aircraft to follow
input reference trajectories. The control variables would be throttle
position and elevator deflection for this expanded capability. A require-
ment for implementing this expanded simulation would be to obtain the

necessary stability and control derivatives to complete the dynamic model.

The specification of reference profiles used in TRAGEN is based on
using altitude as the independent variable for climb and range-to-go to the
destination as the independent variable for descent. For c¢limb, the
reference trajectory consists of specifying airspeed and flight path angle
(with respect to the air mass) as pilecewise linear functions of altitude,

At the 3048 m (10000 ft) point, the aircraft is commanded to level off and ac-

celerate until the airspeed is reached where the climb should again continue.

To generate the control law to follow the commanded climb profile, a

linear perturbation model was made of the dynamic equations,

T cos a - D(@,h,V ) ~Wsiny =mV_,
a a (24)

T sin a + LLa,h, V) - Weos y = mvaﬁ )

The perturbation equations and transfer functions from Eqs. (24) are
given in Eqs. (F.10) and (E.11) in Appendix E. Here, it is assumed that
a perturbation Ja to the nominal angle-of-attack can be used to obtain
the desired perturbations in flight path angle (8y) and airspeed (0Vy)

maintain the aircraft on the desired reference climb profile.
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Because both commanded values of airsneed and flight path angle are

assumed to vary linearly with altitude, they are ramp functions, and a

Type 1 control system is suggested. The original climb control law was

thus set to be
Ko KA
So = (Ky o+ ) V-V (Rt 2 e - (25)

where Vc and Y, are the commanded reference values of Va and Y. Kl, Kz, K3,
and K, are control gains. The commanded values were derived according to

Eqs. (E.12) and (E.13).
Experience with this control law revealed two points:

1) The integral control gain K2 on airspeed error was no* needed
and did not particularly improve performance. Thus, it was
nominally set to zero.

2) Constant values of the gains Kl, K3, and K4 could be selected

to provide good, stable performance throughout the climb phase.
Thus, there was no need to have altitude dependent gains pro-

grammed.

No attempt was made to select the control gains so that the perturba-
tion response was optimized. The main obje cive was to obtain a set of
gains which caused the aircraft simulation to track the input reference
trajectory with only a small amount of crror (which was accomplished).
Gain selection for control response optimization should remain as a task
to be conducted when an actual autopilot/autothrottle is being implemented

and the complete aircraft dyvnamics are being considered.

Evaluation of Optimum Profiles  Several optimum trajectories were

computed by using OPTIM and then subsequently used as inputs to drive the
TRAGEN simulation. For example, Table 2 presents a comparison of OPTIM

and TRAGEN results at the end of the climb portion of a tri-jet aircraft
model having an initial mass of 61236 kg (135000 1b), and traveling a total
range of 150, 225, and 275 n.mi. with no wind. As can be seen, the match is
exceptional, The same degree of comparison was found using the two pro-

grams for difterent range and different initial mass flights.
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Table 2. Comparison of Optimization and Trajectory Generation
Program Climb Results for Different Range Flights. No Wind.
61236 kg (135000 1b) Takeoff Mass.

kg i . m _ mis _ om
Renge Fuel Burn ~ (1b) Time - Sec Altitude (ft) Alrspeed (ft/e) Range (£t)
n. mi. OPTYN T TRACEN [ OPTIN — TRACEN [OPTIH THACEW T OFITH — THRACEN

150 1405 1405 682 680 7597 7597 | 230 229 | 125127 125054
(3097)  (3097) (24924) (24926) | (756)  (752) |(410522) (410281)
1931 1931 9760 9760 | 244 244 | 211441 212936
225 | 4258) (4258) | 1060 1060 ) 35021) (32021) | (BO1)  (800) |(693704) (698609)
275 2075 2073 1178 10319 10321 | 244 246 | 242116 241033

(4578) (4570) | 1183

(33855) (33861) | (802) (800) |[(794345) (790790)

The results with head and tail winds were not as close. Table 3 pre-
sents a comparison of OPTIM and TRAGEN results at the end of climb when the
wind profile of Fig. 7 was used as both a head and tail wind for the 225 n.mi.
range flight. In both cases, the more detailed simulation from TRAGEN shows
that it takes a longer timec period (14-22 sec) and greater range (4000 - 5000 m
(14000 - 15000 ft)) than predicted by OPTIM (However, range traveled is not
significant for climb.) The biggest discrepancy is the 2.6% extra fuel re-
quired for the tail wind case. In the future, the modeling simplifications
of OPTIM and the steering accuracy of the TRAGEN control law should be in-

vestigated to resolve this point.

Table 3. Comparison of Optimization and lTrajectory Generation
Program Climb Results in the Presence of Winds. 225 n.mi.
Rango. 61236 kg (135000 1b) Takeoff Mass.

. kg m _ m/s ")
Type ?uj} Burn - (1h) T}?e - Sff Altitude "(ft) Airspesd (£t/5) . Range (£t)
Wind [UPTIN TRAGEN |OPTIM _IRAGEN | OPTIM _ TRAGEN | OPTIM _TRAGEN | OPTIN _ TRAGEN
2084 2082 , 10294 10362 | 244 244 225177 229818
Head | 094) (43591) (1180 1202 1 33772) (33996) | (802) (B02) | (738770) (753997)
gy | 101 e o1l 9145 9074 233 235 183238 187433
(37151)  (3851) (30003) (29770) | (766) (772} | (601174) (614936)
S —— - —
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For the descent portion of the flight, the more likely variable -~ range-
to-go to the destination point - was used as the independent variable for
specifying the reference path. In this case, the descent altitude was
specified as a function of range. This defined the inertial flight path
angle that the aircraft should be on which is defined by Eq. (E.16). 1In
the current version of TRAGEN, no attempt was made to control airspeed
during the descent. The control law to compute the perturbation to the
angle-of-attack was of the form

K,
So = (x3 +;—) (Yye = Y1) (26)

where Yie is the commanded inertial flight path angle.

Despite the lack of control of true airspeed during descent, the descent
steering provides the same degree of matching performance between OPTIM and
TRAGEN results as was experienced during the climb simulation (where true air-
speed was controlled) above 3048 m (10,000 ft). Tahle 4 compares OI'TIM
and TRAGEN results at about 3048 m (10,000 ft) for the tri-jet descending with
idle thrust from 10668 m (35,000 ft). The three cases are with no wind and
the Denver head and tail winds shown in Fig. 7. The biggest error is in

airspeed where variations of +5.8 to -1.5 m/s (+19 to -5 ft/sec) are seen.

lable 4. Comparison of Optimization and Trajectory Generation
Program Results Descending from 10668 m (35000 ft) to 3048 m
(10000 ft).

Type Fuel Burn - é‘g) Time-to-go- ® Altitude - (t::'.) Mrspeed—d"t//'s) Range-to-go - (t?lt)
Wind | OPTIN TRAGEN |OPTIM TRAGEN | PPTIM TRAGEN | OPTIM _ TRAGEN | OPTIN _ TRAGEN
No Wind | olly (33ay | 444 447 | D038y (10328) | (4o0) (i3§) (1860%) (185688)
Head <§22) 2u2) | 44t w9 | 038 (iégge) 40) (483 (igiggs) (iggggs)
Tail (§§3> (;gg) 440 441 (33328) (;3329) (233) (ggg) (553338) (233326)
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These same cases are compared again at the altitude of 1.8 m (6 ft) in

Table 5. The head wind case has a -3.4 m/s (-11 ft/sec) difference in true
airspeed which causes 7 sec time and 4.5 kg (10 1b) fuel burn differences at
this point. The tail wind case has a +5.8 m/s (+19 ft/sec) di¥ferance in
airspeed which causes - 14 sec time and -1.8 kg (-4 1b) fuel burn differences.
These differences could possibly be lessened with true airspeed control added.

Table 5. Comparison of Optimization and Trajectory Generation
Program Results. Descending from 10668 m (35000 ft) to 1.8 m

(6 ft).
B | s |t i [y |t
Mo wind | 20 (523 0 8 © 5 | @y @ o Qi
mead | 20 36 0 ? ©  cin | won (%6 o n
r 235 éa ° -l © o e @ o (2%

? Despite the differences between OPTIM and TRAGEN results, it is believed
that the match between them ie very good. That is, the results provided by
OPTIM (fuel burn, time expired, trajectory followed) can be concluded
to be accurate, and sensitivity runs based on using both programs will also
produce accurate conclusions. A better match between the two programs can

be obtained by minor adjustments to both programs.

| Fvaluation of Handbook Profiles It is also desired to use TRAGEN

to evaluate and compare the cost of climb and descent profiles as specified
in the pilot handbook with those generated by OPTIM. Thus, it was required
to simulate flight along profiles specified in the pilot handbook. This

» required adding the capability of computing a typical hardbook reference
trajectory as part of the TRAGEN code.

Typical reference climb trajectories consist of the following sequence:
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1. Climbing at 250 kt indicated airspeed (VIASl) to 3048 m
(10,000 ft.) (250 kt below 10,000 ft is an ATC maximum air-
speed constraint).

2. Leveling off at 10000 ft and accelerating to a new climb
indicated airspeed (VIAS2) (e.g., 320 KIAS).

3. Climbing at VIAS2 until a Mach number (M3) (e.g., M = 0.78)
is reached.

4. Coutinue climbing at Mach number M3 until cruise altitude is
reached.

During this climb, full throttle is typically used.

The handbook descent profile is the reverse of the above sequence with
throttle set to idle. Thus, during descent M3, VIAS2, VIASl are used with
the same constraint below 3048 m (10000 ft).

Tc compute the reference profile which follows that specified by a
handbook, the following sequence of computations are used in TRAGEN. First,

the altitude is incremented as

h = hb + Ah , (27)

Here, the subscript b refers to the value computed during the previous
cycle. In TRAGEN, 4h is currently set to 152.4 m (500 ft). Next, the
desired value of true airspeed VT is computed from the specified indicated

airspeed VI or Mach number M by

AS
p= f(h) (28)
T, o= f,(0) (29)
N p/3092.4'1‘e (30)
a = 65.76 VT (31)
Moom (5. ((((V /292 /p + 137y - 1.)/? (32)
V., = Ma (33)
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Here, p and '1‘e are pressure and temperature which are computed in a sub-
routine as functions of altitude. Then, air density p and speed-of~-sound
a are computed as functions of p and Te' If Mach number is given, Eq.
(32) is skipped, and instead

Vs = 29-(p(. + 0,225 - )12

is used to compute the indicated airspeed.

Next, the specific energy at h is
E = h+vV 2IZg
T .

Then, for climb, the EPR is set at the maximum value, and thrust Th and

fuel flow w are again obtained from subroutines as

Th = f3(M,h) ,

w o= £,(M,h,Th) .

The approximation is made that lift L balances the aircraft weight w, or

L = w.

Then, the coef{ficient of 1lift CL is
C, = L/(1/2 oV 2 S)
L T '

where S is the aircraft reference area. Then, another subroutine is used

to compute the drag coefficient C_ as

D
LD fs (CL.M) .
From this, drag is
D = 1/2 VT“ S CD .
Then, encrgy rate is computed as
E = (T - D) VT/W .
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The increment of time to reach this new state is

At = (E - Eb)/E .

The flight path angle to reach this state is

y & sin”d (2(8h/BEY/(V, + V
b

The change in range between the two points is about

o -

AR = (VT + VTb) cos y At/2 .

The weight 1s Incremented a=s

The altitude is held constant to accelerate from the initial speed V0
to VIASL and to accelerate from VIASL to VIAS2,

For convenience, the descent reference profile fis computed backwards
in time from the final altitude to the cruise altitude. Then, the data

points are reordered so that the descent reterence profile is followed in
real time.

Comparison of Optimum and Handbook Reference Protfiles

One value of the TRAGEN program ls that {t can be used to compare the
fuel and direct operating costs of various profiles followed in climbing
to and descending from cruise. This capability gives the user a valid wav

of eatahlishing the potential worth of anv given flight management svstem,

liable o, taken from Ref. 24, indicates the handbook c¢limb and descent
schedules for several tvpes of commercial aircraft. Yor example, a 727-100
aircratt climbs (above 10000 ft) at 340 kt (IAS) until obtaining 0.78 Mach.
The ¢limb is continued at 0.78 Mach until cruise altitude {s reached.
Cruise is at 0.80 Mach. Descent is also at 0,80 Mach until obtaining 340 kt
(IAS). Then, descent is continued at 340 kt until 3048 m (10000 ft) is
reached. At that time the aircraft levels off and decelerates to 250 kt
before continuing to descend.
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Table 6.

Typical Aircraft Characteristics
as Specified in Manufacturer's Handbooks. [24]

———a
e,

* Based on average 1973 Pavload obtuined from CAB ¥orm 41, Sched. T-2(b).
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Airplane Crriunias]e Cruise Landing Climb Descent

. Type Altitude Mach No. -_weightf Schedule Sc. s&u]e
137-200 <23:338 | 7 (gg:ggg fg) 320 1AS/.73 M | .73 M/320 1AS
727-100 | GPOSE R | 80 (ﬁﬁﬂgjwm&mn.mmmm
727-200 (ég:ggg ny | e (lgg:ggg K5y | 340 1as/.78 M | .80 M/340 1A
DC-8-20 (égzggg My | 80 (122:235 Eg) 300 1AS/.78 M | .80 M/330 IAS
DC-8-50 (ég:ggg P | 80 (1;3:838 Eg) 300 1AS/.78 M | .80 M/330 IAS
DC-2-61 (ég:ggg Ty | -8 (lggzggg fg) 300 1AS/.78 M | .80 M/330 IAS
DC-8-62 | (30’000 My | 80 (1§§:gég Eg) 300 1AS/.78 M | .30 M/330 IAS
DC-10-10 (§g:888 Ty | 83 (%521?83 fg) 300 1AS/.82 M | .83 M/340 IAS
747-100 (ﬁg:ggg Py | -8 (3332288 Eg) 380 1AS/.82 M | .86 M/340 IAS
h Tl T T T T T T T L T I I I T LT L T T I T T I T L LTI Tt




TRAGEN was used to compare fuel and time costs of the handbook type

profiles with optimum profiles generated by OPTIM. Figure 16 illustrates

the speed/altitude profiles followed in a comparative example using the

tri-jet aircraft. Shown are a handbook reference profile, an intermediate

reference profile, and a minimum fuel profile generated by OPTIM., The
intermediate reference profile was selected to have the characteristics

of the handbook profile but to have speeds more nearly equal to the mini-
mum fuel profile.

Table 7 presents the fuel used, time, and range covered in flying the

three climb and descent segments illustrated In Fig, 16, An incremental

cruise distance was added to the intermediate and minimum fuel climb pro-
files so that the same range would be covered for the c¢limb comparison.

Similarly, a cruise increment was added to the handbook descent profile so

the same range would be covered for the desmcent comparison. (ln Table 7,

the second number after each + sign is the added cruise portion.)

As can be seen, the minimum fuel climb profile uses 169 kg (371 1b)

less fuel (7.8%) than the handbook reference climb profil:. It also takes

36 sec less time and covers 15.338 n.mi. less range to reach the cruise

conditions. Note however, that the minimum fuel profile begine cruise at

Mach Q.77 rather than 0.78. Also note that i{f the cruise segment is added

to the minimum fuel climb so equal range 1s covered, the improvement in

fuel is cut to 52 kg (115 1b), or 2.3%. The minimum fuel climb protile in

esgentially cquivalent to the intermediate profile in that it only uses 6 kg
(13 1b) less fuel.,

The descent profile shows a different result.

profile taken alone uses 27 kg (60 1b) less fuel and 2h7 sec less time to

descend than the "minimum fuel' profile, If the range traveled adjustment

is made, however, the faster handbook descent requires 57 kg (125 1b) more

overall fuel. This includes the estimated 84 kg (184 1b) required to main-

tain cruise at 0.8 Mach for 10 n.mi.
20% more fuel, overall, than the minimum fuel profile (although about the

same mass of fuel is gained in using the minimum fuel descent as in using
the minimum fuel climb.)

lHere, the handbook descent

[hus, this faster descent consumes about
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Descent + Cruise

Time - Sec
{(min:sec)

Climb + Cruise

Descent + Cruise

Range - n.mi.

Climb + Cruise
Descent + Cruise

246 + 84 = 330
(542) (184) (726)

1308
(21:48)

912 + 80 = 992
(15:12) (1:20) (16:32)

147.396
87.506 + 10.321

274
(604)

1282 + 90 = 1372
(21:22) (1:30) (22:52)

1124
(18:44)

136.469 + 10.927
97.827

Table 7. Comparison of Steering Techniques on Cost Performance for
Tri-jet Aircraft. 500 n.mi. Range 10 km (33000 ft) Cruise
Altitude.
Profile Handbook Intermediate Minimum Fuel
Climb 250/340/.78 250/300/.77
Descent .80/340/250 .71/255/250
Fuel Used - kg
(1b)
Climb + Cruise 2345 2216 + 83 = 2299 2176 + 117 = 2293
(5169) (4885) (182) (5067)

(4798) (257) (5055)

273
(601)

1272 + 126 = 1398
(21:12) (2:06) (23:18)

1179
(19:39)

132.058 + 15.338
97.827
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Other Profile Comparisons and Sensitivity Studies

Optimum Profile Characteristics In conducting the sensitivity
analysis of the optimum profiles, there are two items that are of par-

ticular interest:

1). The establishment of how the characteristics of optimum profiles
change with variations in initial mass, range-to-go, wind pro-
files, and other variables affecting the aircraft performance.
Knowing thesea variations affects how an on-board algorithm should
be constructed to account for measurcd changes in the flight
conditions,

2), The analysis of the effect that errors in the assumed fliyrt con-
ditions (i.e,, different initial mass, different wind profile)
have on the cost of flying a particular profile. For example,
if assuming the wrong initial mass of the aircraft has little
effect on the overall cost, then the algorithm can be constructed
go that initial mass is assumed to be a nominal value,

The purpose of this section iz to begin to address these items for wind,
initial mass, and range variations. Both OPTIM and TRAGEN are required
for this purpose. Other variahles that may have an effect are temperature,
lift coefficient, drag coefficient, and thrust variations as well as
meagsurement errors of altitude, flight path angle, airspeed (or Mach

number), and range-to-go. These variations should be addressed at a future

f imv .

It is assumed for ¢limb that Mach number and flight path angle given
as functions of altitude specify the optimum profile to a given cruiae
altitude., Thus, bv presenting plots of these variables as functions of

altitude, the effect of the variations to the nominal conditions is directly

geen.

Figure 17 shows the variations in the climb profile as the total range
is varfed, in steps of 25 n.mi. from 75 n.mi. to 275 n.mi. for the tri-jet
model. As can be seen, there is no variation below 3048 m (10000 ft).
Above 3048 m (10000 ft), the flight path angle is initially higher and the
climb Mach number is initiallv lower as the total range is increased. But
it {s seen that these curves are egsentiallv parallel, and they merge iato

a common curve for range exceeding 179% n.mi. Thus, 1t would he relatively
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ecsy to mcdel these curves as a polynominal function of altitude with para-

matear variation due to change in range.

Figure 18 shows the var‘ation in the profile as initial mass is
varied. Again, there appears to be a parallel offset with a greater effect |
on flight path angle. There is no cffect on Mach number below 3048 m |
(10000 ft).) Also, again it can be seen that this variation would be easny

to account for in specifying an on-board reference trajectory.

The biggest uncertainty that would be experienced during the climb ;
and descent would be the variations in the longitudinal wind. To study i
this effect, the two wind profiles of Fig. 19 were used as program inputs. %
The Denver wind is the same as is shown in Fig. 7, but Fig. 19 also has |
the wind headings indicated at discrete points. The "triangle" wind is
a constant 270° heading wind varying linearly in magnitude with altitude
at a rate of 1 knot per 305 m (1000 ft). These wind profiles were assumed
to act as both ta.! and head winds by setting the aircraft headiny to be
90° or 270°.

Figure 20 shows the effect of each of these wind profiles on the
optimum climb trajectory compared to the nominal profile having no wind.
As can be seen, the Mach number variation with altitude is essentially
a parallel offset. The effect on flight path angle is mainly seen going
from zero to 3048 m (10000 ft) where a fan out of + 0.3° is seen. Above
3048 m (10000 ft), the variation appears more as a steady offset. Thus,

again it appears that accounting for various wind profiles can be done .

in the on-board system in a relatively simple way.

Figure 21 shows the effect of each of the wind profiles on the optimum
descent from 10 km (33000 ft). There, the plots show altitude and Mach
number as functions of range-to-go to the landing point. From the first
plot, it is seen that wind causes a + 10 n.mi. range variation in where
the optimum descent should begin. This is predictable based o~n knowing
how far the air mas: moves due to the wind during the descer:z ; vind. Also,
there is up to a + 0.05 variation in the optimum Mach number ar . Tunction

of range-to-go. From the earlier results presented, it was shown that if
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the altitude-range profile was followed closely down to 3 km (10000 ft),
the Mach number would probably follow the speed profile associated with
the given altitude range profile. Thus, from an implementation point-
of-view, the Mach variations seen above 3 km (10000 ft) in Fig. 21 are
not of concern. Below 3 km (10000 ft), only one profile needs to be stored. |

The results seen in Figs, 17-21 are limited in scope, in that all possible
variations are not addressed. For example, the effects of variations in 1
cruise mass and cruise altitude for the descent trajectories should be
explored. However, the one thing that can be concluded is that variations
of total range, initial mass, and wind profiles have predictable effects
that can be easily used to modify the characterization of the nominal

optimum trajectory. Thus, the process of computing the optimum climb-des-
cent profiles does not have to take place on-board the aircraft. Instead,
a rominal profile plus modifications to account for off-nominal parameter

changes can be pre-computed and stored in the aircraft £light management

system, This provides a very simple on-board method of computing the

reference profile.

The second aspect of the sensitivity analysis was to study the effect
of flying a non-optimal profile. This effort jinvolved using TRAGEN to
simulate following 8 given incorrect optimum profile when a different

profile should have been used. Two error conditions were investigated:

a) Following an optimum profile specified for the incorrect
fnitial mass

b) Following an optimum profile specified for the incorrect wind
profile.

Only the climb phase was investigated.

For initial mass errors, four runs were made as shown in table 8. As

can be expected, the increase in assumed initial mass causes a decrease
in the optimum cruise altitude. Thus, if the aircraft is lighter than the
assumed amount, it will climb faster to the lower altitude. This results
in both time and fuel reduction from what was pradicted to reach cruise.
Cases la and 1d in Table 8 were of this nature, and they show a 13-14% re~-
duction in fuel and a 14-16% reduction in climb time for an initial error

of -6804 kg (-15000 1b) in initial mass.
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Table 8. 1Initial Mass Error Cases Considered ~:Climb Prorlile
Change in Change in
Initial Mass Assumed Cptimum Profile Climb Fuel Climb Time
Run | - kg (1b) Mass - kg (1b) kg (1b)-(%) Sec - (%)
la 61236 68040 -274
(135000) (150000) (-604) (~13.12) | -159 (-14.4%)
b 61236 54432 +329
(135000) (120000) (+726) (+18.7%) | 223 (+22.9%)
c 68040 61236 371
(150000) (135000) (+817) (+19.2%) | 247 (+23.3%)
d 54432 61236 269
(120000) (135000) (-592) (-13.9%) | =167 (-15.8%)

On the other hand, if the initial mase is assumed too small, the
heavier aircraft will attempt to climb to a higher than nominal altitude.
Cases 1b and lc of Table B show this condition for an initial mass error
of +6804 kg (+150C0 1b). The result was a 19% increase in required climb
fuel and a 23% increase in required climb time. Tt was also seen that
the aircraft did not achieve the required cruise airspeeds when the in-
correct optimum input altitude was reached. Climb fuel estimation accuracy

is important for choosing the optimum cruise conditions.

Based on the results of Table 8, it is seen that the initial mass is
an imporcant parameter to be entcred into the computations. It is better

to assume too liarge an initial mass than vice versa,

For the climb wind profile errors, four more cases were studied where
optimum climb profiles based on the triangle wind profile of Fig. 19 were
used. The results are shown in Table 9. As can be seen, if the tail wind
is greater than assumed (Cases 2a and 2d), more time and possibly more fuel
are required to achieve cruise conditions. Likewise, if the head wind is

greater than assumed (Cases 2b and 2c¢), less time and possibly less fuel

are required, although tho results are mixed. It is seen that neglecting the

wind profile can vary fuel cost up to + 1.5%.
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Table 9. Wind Profile Error Cases Considered - Climb Profiln

Assumed Profile Change in Change in
Actual Wind | for Computing Climb Fuel Climb Time

Run Profile Optimum kg (1b) - (2) Sec - (%)
2a No Wind Head -1 (~2) (-.05%) +7  (+0.7%)
b No Wind Tail +11 (+24) (+0.6%) -3 (-0.3%)
c Head No Wind =27 (~60) (-1.4%) =15 (~1.4%)
d Tail No Wind +29 (+64) (+1.5%) +18 (+1.7%)

These type of sensitivity studies are important because they produce
information necessary for the implementation process. Computing the
optimum profile with the wrong aircraft or environment models can cause
a large percentage of the expected gain from the flight management system

to not be realized.

Many more sensitivity cases than those described above need to be
obtained Zor determining the sensor and measurement processing requirements
associrted with implementation of an optimum vertical flight management
system. However, with the availability of the OPTIM and TRAGEN programs,
the user is in a position to obtain these results.

Benefit of Free Cruise Altitude OPTIM was used to generate optimum

profiles where the cruise altitude was both free and fixed. Figuve 22
shows a comparison of twin-jet aircraft profiles witere altitude is fixed
at 10 km (33000 ft) and free. The initial mass of the aircraft is 40.78
tonne (90,000 1b). Range traveled is 750 n.mi. As can be seen, the climb
and descent profiles for both cases are equivalent. The free-cruise
altitude case begins cruise sooner (-~ 32000 ft) and climbs during cruise
to about 11.4 km (37500 ft).
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Tal.le 10 presents a cost comparison of tha two profiles shown in Fig.
22. As can be sesn, the free-cruise aititude profile takes 70 sec longer
to ccmplete, but it requires 154 kg (339 1b) less fuel than the fixed-
cruise altitude case. (This is a reduction of 3,9%). These results were
also based on generating optimum profiles using cost of fuel Cf of 80.33/kg
(80.15/1b) and cost of time Ct of $600./hr, With these cost figures, the
direct operating cost raduction of using the climb cruise is $29.20 (or
1.37%) for this flight.

The fixed cruise results could have been improved perhaps, by selecting
a fixed cruise altitude of some value other than 10 km (33000 ft). How-
ever, the pilot is not usually given that freedom. Another improvement
could have been realized by allowing a step climb in the cruise segment
of the fixed-cruise altitude case - e.g., rrom 10 km (33000 ft) to 11.28 km
(37000 ft). An interesting and valuable addition to OPTIM would be to
include the step climb option.

Benefit of Constraining Time-of-Arrival To understand the reasons

why fixed time-of-arrival flight path control would be beneficial, we re-
state three assumptions made in Chapter I concerning the future scenario

of commercial aviation:

1. Because of the increasing cost and scarcity of jet fuel, air-
craft will soon be nominally flying along minimum fuel vertical
flight paths.

2. Because of increasing demand for air travel, increasing conges-
tion and delays of variable length will be occuring at the major
terminal areas.

3. Because of increasing capabilities being developed and implemented
in communication and computer technology, the ATC system will be
able to anticipate terminal area delay times. 1hLe controller
will be able to inform the pilot early in the flight what the
expected delay will be, and he will be able to assign the pilot
an open time slot (time-of-arrival) ac the terminal feeder fix
or outer marker.

If these assumptions hnld, the pilot will have a choice of two strategies

to follow to take a fixed delay into account:
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Table 10.

Range = 750 n.mi.

Cost Comparison for FPixed and Free Altitude Profiles

Twin-Jet Aircraft wo = 40,78 tonne
(90000 1b)
Uf = 80.33/kg Ct = %600,00/hr. hc = 10 km
(80.15/1b) (33000 ft)
Quantity Climb Cruise Descent Total
Fuel - kg (1b)
Fired 1099 (2426) 2740 (6049) 167 (368) 4006 (8843)
Free 1091 (2409) 2580 (5695) 181 (399) 3852 (8504)
Distance ~ n.mi.
Fixed 85.6 577.5 86.9 750.0
Free 84.6 566.1 99.4 750.0
Time ~ hrim:s
Fixed 13:39 1:20:27 15:32 1:49:39
Free 13:31 1:20:01 17:16 1:50:49
Cost - $
Fixed 427.73 1530.53 199.61 2157.86
Free 424.37 1483.67 220.63 2128.66
[T T T
1. Continue to flv his nominal minimum fuel path and then enter a
"minimum fuel flow'" holding pattern to absorb the delay at the
end of the cruise segment, or
2.

Regulate his flight path by slowing down so that he arrives at

the terminal area within an acceptable tclerance of the assigned
time-of-arrival.

The algorithm developed In this study generates the optimum vertical flight

path between a citv palr which minimizes fuel and meets the delayed time-~

of ~arrival constraint (Option 2 above).

The fuel reduction of using this

strategy is now compared to that of Gption 1 as a function of the delay

time.
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The mathod used to generate a profile that follows t
Option 1 can be described with the sketch shown in Pig. 23,

that the profile follows the segments between the
in Fizo 23-

1-2;
2-3:

3-4:

e bl d s

w
1
(-}

The

file,

D TN

The segments iollowed are:
Climb along a minimum fuel segment,

Maintain a minimum fuel cruise segment to the point
vere descent would normally begin.
Continue at cruise altitude and airspeed until the
range where tha minimum fuel flow airspeed is obtained
during the nominal descent.

Decelerate to the minimum fuel flow airspeed while main-
taining cruise altitude. this begins the holding pattern.

Remain in the holding pattern at cruise altitude and

minimum fuel flow airspeed to absorb the fixed delay time
period.

Continue with minimum fuel descent,

fuel burned during each of these begments can be obtained from the
OPTIM program normal printout,

) assumes that the airrraft leaves the

and minimum fuel flow) with no discontinuity with the o

This profile is optimistic in that it

Figure 23, Sketch of Profile with Holding Pattern (Option 1),
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Figures 24 and 25 show the amount and percent of fuel saved using
Option 2 instead of Option 1. The independent variable is the arri-al
time delays for the medium range tri-jet aircraft with mass of 68275 kg
(150,000 1b) at takeoff. The range traveled is the other variable para-
meter in these (29 min 10 sec), about 660 kg (1450 1lb) of fuel can be

potentially saved. Approximately 225 kg (500 1lb) of fuel can be saved
for anticipated 5 minute delay, independent of ranga.

Figure 25 shows the percentaga of fuel saved for the cases shown in
Fig. 24. Up to 6% of the fuel used by Option 1 can be saved with this
controlled time-of-arrival capability. The values shown in Fig. 25 are
computed by dividing the reduced fuel amount by that used for controlled
time-of~-arrival (Option 2).

The results just presented are conservative in tne sense that the
holding pattern assumed to obtain the Option 1 results is ideal. Usaually,
holding patterns are made at lower chan cruise altitudes. The results
are optimistic in the sense that for Option 2, it i« assumed that the pilot
is informed of the upcoming time delay right after takeoff. Thus, further
studyv is necessary to model a more accurate representation of the holding
pattern and to consider the cases where the pilot is informed of the delay
somewhere during the crulse segment of flight. However, the potential

savings are clearly Indicated.
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SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS

Summary and Conclusions

All evidence indicates that we are rapidly consuming our supply of
hydrocarbon fuels. This makes it mandatory that cystems be developed that
allow consarvation of the remaining sup;iies until alternate fuels can be
developed. This is especially true of aircraft flight whicly currently has
no alternatives. This report addresses the development of on-board
algorithms ior vertical steering of the alrcraft to minimize fuel con-

sumption and cost,

Chapter II derives an algorithm for computing the optimum vertical
profile using range as the independent variable. Both fuel and time are
penalized, and the longitudinal wind effects are taken into account. The
Hamiltonian is constant for this mechanization, and it is equal to the
minimum cruise cost per unit distance traveled. To obtain optimum climb
and descent profiles involves minimizing a single function at discrete
p~ints along the trajectory by proper choice of thrust and airspeed. This
algorithm proved to be a dual to the one derived by Erzberger where <nergy
was used as the independent variable. A computer program (called OPTIM,
described in Appendix A) was used to obtain the optimum vertical profiles
for typical medium range transport alrcraft flights based on these

algorithms.

Chapter II also presents a rethod of generating a minimum fuel flight
path when the time-of-arrival (or length of flight is fixed. A conver-
gence problem sometimes occurs when using this option because aerodynamic
and propulsion data are stored in tabular forms rather than as continuous

functions in the programs.

In Chapter III, the accuracy of the vertical profiles obtained from
OPTIM are examined by using a more complete longitudinal model of the

ajrcraft. This model was incorporated into a computer program called
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TRAGEN (described in Appendix E) which steers the aircraft to follow an
input or computed reference trajectory. Results show that the OPTIM
reference trajectories are both flyable and accurate in terms ci . fuel

burned and time cxpended.

Chapter IIT1 also presents the changes in characteristics of optimum
reference trajectories du¢ to changes in range, initial mass, and wind
profile for a typical transport aircraft. It is concluded ttat these
changes are simple modifications tn the nominal reference profiles; they
could be used to compute perturbations to a nominal profile on-board with-

out recomputing the entire reference profile.

Chapter 111 also examines the effects of errors in the estimated
values of initial mass and the wind profile on the performance obtained
during climb. A 9% increase in initial mass (6804 kg (15000 1b)) can
cause a 23% increase in time and a 19% increase in fuel required to achieve
the desired cruise conditions. Wind errors have a smaller effect. These
sengitivity studies are useful for specifying how accurately various para-

meters which affect the flight performance need to be measured.

Chapter IT! also illustrates further utility of the OPTIM and TRAGEN

program capabilities, Results are given which:

a). Compare the fuel and time costs of a typical optimum profiile
flight where the cruise altitude is constrained to 10 km or
is free. The range was 750 n.mi., and a twin-jet transport
model was used. The path with the fixed cruise altitude con-
straint required 154 kg (339 1b) more fuel which iz 3.9% of
the total fuel burned.

b). Investigate the benefits of having fixed time~of-arrival guid-
ance capability on-board the alveraft. The fuel that could be
saved by using this capability to absorb delays rather than
using holding patterns was computed for delays of up to 30 min
and ranges of 500, 1000, and 1500 n.mi. About 225 kg (500 1b)
of fuel could be saved for a 5 min delay of a tri-jet aircraft
(regardless of range) using the {ixed time-of-arrival option.
Fuel saved could be as high as 6% of the total fuel used.

¢). Compare handbouk reference and optimum profiles. Tt was shown
that an optimum climb for a tri-jet aircraft would use 169 kg
(371 1b) less fuel (7.8%Z) than the handbook reference climb pro-
file. However, after making adjustments for equal range traveled,
this savings was reduced to 52 kg (115 1b) 1ess fuel (2.3%),
At optinum descent requires 57 kg (124 1b) less fuel than a
faster handbook descent profile,
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Many more interesting studies can be conducted with these complementary

computer programs.

Recommendations

Based on the experience obtained by review of previous work, develop-
ment of the OPTIM and TRAGEN program capabilities, and conversations held
with many government and industry personnel associated with research and
design in the a.r transportation and ailr traffic control fields, the

following recommendations are made concerning immediate future work.

The following extensions to th~ OPTIM and TRAGEN programs would pro-
vide the capability to obtain more realistic reference flight paths,
correct known minor program errors, and add capabilities which would be
useful for obtaining improved solutions for other phases of flight:

a) Modeling of 1lift and drag

The aerodynamic data used to model the aircraft 1lift and drag

in OPTIM and TRAGEN are quite complete. However, in the
course of the study it was found that great care had to be
taken in obtaining lift and drag coefficients from table look~

up routines. This was particularly true for drag; the drag co~

efficient is currently given as a function of the 1ift co-
efficlent and Mach number. From a cross plot of CD against
Mach number for a given CL’ a highly non~linear result occurs
in the region of typical cruise points (e.g., M = .78 and

C, = .35). Thus, tables which interpolate linearly between the

L
lines of constant Mach number will create ridges or kinks in

the data which can have an adverse effect on the determination

of the optimum cruise Mach number in the OPTIM program. The

kinks produce discontinuities in attempting to converge on

time~of-arrival. One solution would be to use curve fitting

techniques to insure that the drag coefficient is always a con-

tinuous function of both CL and Mach number. This also re-~

quires that the aerodynamic data be carefully ch:cked to
adjust any data points causing kinks to occur.
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b). Modeling of propulsion data
The propulsion data used to model the turbofan engine for the
twin~-jet aircraft is strictly "uninstalled" data. For establishing
trends and for making relative comparison, these data are suf-
ficient, However, if one wishes to model a given aircraft more
exactly and to predict absolute results, installation losses
must be included in the modei. The losses include inlet pressure
recovery losses, exhaust nozzle losses and bleed and power
extraction. The following table gives data for one particular
engine model to illustrate the point.
Table 11, Example of Unmodeled Propulsion Losses
Mach Number = 0.78
Altitude = 9,144 km (30000 ft)
Standard Day
Reference Thrust = 18593 N (4180 1b) (uninstalled data)
Reference SFC = 0.773
AF
Ttem Thrust Change - F SFC Change - AsFc
N SFC
Nozzle Gross Thrust -.0008 +.0004
Coefficient
Inlet Pressure Recovery ~,0041 +.0015
Bleed and Power -.0462 +.0295
Extraction s
Total -.,0511 +.0314
. Installed Thrust = 17641 N
(3966 1b)
Installed Stu = 0.797
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These changes are nontrivial and should be considered when modeling
an actual system. At idle conditions, the effects are even more
pronounced for the bleed and power estraction because of the low

level of thrust., It is recommended that these installation effects
be modeled and that the re.ults be compared with those of the pre-

sent study to establish quantitatively the installation effects.

Correction of the time-of-arrival convergence problem.

Currently, because most of the aerodynamic and engine character~-
istics are obtained (for both aircraft models) from tables using |
linear interpolation, there are kinks in the data. This causes
convergence problems when the time-of-arrival is constrained.
Steps to correct this problem would be to
a). Convert aero and engine data to continuous functions

80 that interpolation can be eliminated, as dis-
cussed above,

b). Ensure that there are no double minimums in the cruise
cost at a particular altitude,

¢). Replace or improve the optimization routine, and

d). Check out OPTIM with the modifications. :

;

This correction is vital to smooth running of the algorithm on~ %

board an aircraft.

Optimum cruise - step change in altitude.

Currently, OPTIM is based on optimum cruise climbs., This added
option would be an extension to using fixed cruise altitudes. |
OPTIM would determine where to change altitudes in a step fashion

as fuel is burned off during cruise.

Extend TRAGEN to simulate the entire flight path.

Currently, TKAGEN can be used to simulate either the climb or
the descent profile. This addition would add logic so that
cruise (constant altitude, step climb or cruise climb) could
be simulated along with a three-segment climb-cruise-descent

profile,
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f).

g).

h).

Takeoff performance modeling.

Currently, OPTIM begins flight path optimization calculations

at an arbitrarily selected speed and altitude which is designated
as the beginning of climb. If this program is to be used as a
flight planning tool, some allowance must be made for the time,
fuel burned and altitude attained during the takeoff phase. This
phase includes the ground roll, rotation and climb during flap
retraction. The takeoff performance should be studied to develop
sufficient parametric data to be able to predict the velocity

and altitude at the beginning of climb and the fuel burned during
the takeoff. Both the ambient temperature profile and airport
altitude must be taken intc account.

vescent performance modeling.

Currently, OPTIM computes the descent portion of the trajectory
with the engines usually at a flight idle power setting. In doing
80, two potential constraints are ignored - the rate of increase
in cabin pressure and the maximum allowable fuselage angle. Both
factors are important for a commercial transport aircraft. The
descent trajectory for both aircraft should be studied to de-
termine if these constraints are significant in relation to the
overall flight path optimization methodology used in OPTIM. If
these constraints do prove to be significant, it is necessary

to include these effects in both OPTIM and TRAGEN. In addition,
the fuel, time, range, and altitude covered during the final des-
cent phase with flaps and landing gear deployed need to be de-
termired. These effects would also be included in the OPTIM

and TRAGEN prcgrams.

Cruise control to account for wina and temperature

Currently, OPTIM uses a single wind profile which specifies
magnitude and direction as a functicn of altitude. This profile
is used to compute the optimum climb, cruise, and descent por-
tions of flight. There is an eventual need to develop variable

profile models of the wind and temperature as functions of both
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altitude and horizontal position, Then, by using these models,
the optimization techniques need to be modified to account for
the modeled wind and temperature variations. This is especially
important for the cruise phase of flight which may cover a

large range over which the wind changes may be considerable.
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APPENDIX A

TRAJECTORY OPTIMIZATION USING THE ENERGY STATE METHOD

The purpose of this Appendix is to summarize briefly the theore-
tical background used for optimization of trajectories. These principles
form the basis of the numerical process used for computing the optimum
vertical profile of a jet aircraft. More details are given in Refs. 17,
21, and 25. Reference 25 derives the principles upon which trajectory
optimization is based. In Refs. 17 and 21, Erzberger and Lee apply these
principles using the energy state approximation to obtain a practical,
efficient means of generating the optimum vertical profile.

OPTIM is an extension of the original computer code developed by
Erzberger and Lee that encompasses these principles and is based on their

methods. The latter part of this appendix describes how OPTIM is organized.

In the following sections, the theory of trajectory optimization is
first presented. Then, the application of this theory to minimizing the
direct operating cost (DOC) of an alrcraft traveling over a fixed range
is outlined. This is followed by a discussion of the details of going
from thecretical expressions to a practical computer code. The theore-
tical points are presented without proof, for conciseness, The reader

wanting more detail should review the references.
Theoretical Principles
In ﬁéf.ZS., 3 description is given of the requirements for solving
an optimization problem involving a continuous dynamic system with n.
terminal constraints but with fixed terminal time. This description is

repeated here because it presents the basie principles which extend to

the aircraft profile optimization problem.
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A system (the aircraft) is governed by the nonlinear differential

equations

X = f(x,u,t) x(to) given; (A1)
b, St <t

where x is the n-dimensional atate vector and u is the m-dimensional con~-
trol vector. The cost function which 18 to be minimized is of the form

t
3o stepiep + f TLinu ae. (A.2)
to

Here, ¢ is the terminal cost function, and L is the cost per unit time along
the trajectory. The problem is to find the sequence of controls u(t) that

minimize J.

First, the system equations are adjoined to J with the multiplier
vector A(t):

t
J o= e(x(ty),t.) + J/. %L(x,u,t)+KT(t){f(x,U.t)-x}} dt.  (A.3)

o

Then the Hamiltonian function is defined as
H(x,u,t) = L(x,u,t) + AT(£)E(x,u,t). (A.4)
Equation (A.3) 1s integrated by parts to yield
T o= ox(t.),t.) - AT(e.) x(t.) + AT(e ) x(t) (A.5)
£7°°f £ f o o *

+ ftf{'d(x,u.'.) + J\T(c) x(t)} de.

to

Next, the change in J due to variations in u(t) and x(t) is con-

sidered for fixed to and tf:
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£ 0
t
+ [

t
(]

ax

(gﬁ+ir )6:-&-%—%61: } dt.

The elements of A(t) are chosen to cause the coefficients of 6x in Eq.
(A.6) to vanish under the integral and at tf:

T W _ _ 3L _ T3, T, .2
1. S T ey - (A7)

Equations (a.7) are called the co-state equations. Then, Eq. (A.6) becomes

t
T fon
53 = A éx(co) + f ™ Su dt, (A.8)

to
For J to be minimum, 8J must be zero for arbitrary u(t); this implies that

for no bounds on u,

oH .
3u =0 y Ey It <t (A.9)

on the optimum path. If the control variables are constrained as
C(u,t) <~ 0, (A.10)

then for u(t) to be minimizing, we must have 4&J > 0 for all admissible u(t).
This implies, from Eq. (A.8) that

Wt o, (A.11)

for all t and 211 admissible Su(t). In other words, H muat be ninimized
over the set of all possible u; this is known us the minimum priaciple [25].

In summary, to solve for u(t) that minimizes J, the differential
equations (A.l) and (A.7) must be solved simultaneously, where u(t) is
determined from Egs. (A.9) or (A.11). The boundary conditions on the state

X at t, and » at t, are specified, resulting in a two-point boundary-value

problem,
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If L and f are not explicit functions of t, then

f, (A.12)

Each element of Eq. (A.12) is zero on the optimum trajectory, from which
we can conclude that H is constant on the optimum trajectory. This latter
point is used in the analysis presented in Chapter II,

Application to Aircraft krofile Optimization Uuning the Energy
State Approximation

Here we are concerned with applying the above theory to the pro-
blem of choosing the thrust and airspeed values to control the aircraft
verrical prefile in going from one point to another. The cost function
J is the direct operating cost (DOC) hich is the sum of fuel and time
costs., This is, in integral form,

J = / (Cf w + Ct)dt - f C‘:1 dt, (A.13)
0 0
where ¢ is the cost of ruel (S/kg or §/1h), w is fuel flow (kg/1lb/nr), Ct

is the cost of time ($/hr), Cd I~ the direct operating cost, and tf 18 the
time to fly the specified distance traveled df. It is also assumed that the
typical vertical profile is as shown in Fig. A,1 - that is, it contains

climb, cruise, and descent portions which have the constraint that

<
dup + ddn" df (A.14)

where

dup = X(tci) = the distance traveled from the start p-int to
where tie cruise segment begins (at time t = tci)‘

ddn = df - x(tcf) = the distance traveled from the end of

cruisc (at time t = tcf) to where the descent segment ends.
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3

Thus, the cost function (Eq. (A.13)) can be rewritten ag

(A.15)

tci tf
J sf Cddt+(df - dup - ddn)w + f Cddt,
0 ter

t .
el t .
-[ Cadt + (dp = x(t_,) - [de = x(e_ )1y + j £ C de.

tcf
where ¥ in the cost per unit distance while in cruise.

Simplified point-masg e

quations of longitudinal motion of the afr-
craft are

G = (T-D)/m ~ g sin y , (A.16)
o Vasin Y

=ely

X -\acos Y-*-Vw

Va = true airspeed,

h = altitude,
Vw = longitudina? component (tangent to earth'

& surface) of wind speed
m = aircraft mass,

T = thrust,

D = drag.
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Alsc, it Is assumed that 11ft 1. = mg cos 'r. The effect of mass lous is

F gccounted for by continucusly updating mass without adding another state

an el

variable.

Specific enevgy U is defined asz

2
£=h + Va /2g , a1
! whici, is the svg of potential and Linetic energy per wnit mass, Its
F time derivative {» [oud to be
£= v (1-D) /g . (A.18)

The eaerys state approximation Ls based ou the assumption that potential
apd kinet .o energy can be interchansed instantanecusly. In this approxima-
tion, the energy state variable replaces altitude and airspeed state
variahles (161, Thus, Eq. (A.17) can be used in place of Ga and ﬁ in Eq.

(A.16).

It is assumed that the aircrafi specilic encrgy increases monotonically
during olimb ond decreases monotonically during descent. Thig assumption
15 used in the development to change the independent variable in Eq. (A.15)

trom time to energy. This uses the transformation

£

L e R s koL o e A A e s B e & S il bk I i e s i BRI Ak i b i e

Tt is mathematicallv convenient o evaluate tha lact ingegral in Ig.
(A.15) backwards in time so that the energy state is monotonically increas-
ing during its evaluation. This means that the running distance (range)

variable during the descent can be measured backwards from the end point.

Thus, we can think of range measured in two ways as shown in Fig. A.2.
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Figure A.2. Measurement of Range from the Oripin or to the Destination.

In this sketch,

xur(t) = range measured on the way up in forward time t,

x (t )= value of » _ when initial crutse 1s reached,
up el up

xdn(t) = range measured on the way up in backward time T,

xdn{ch)= vaiue of 2 4n when final crulse 1s reached (ch*[t

Also, we define the variable % to be range traveled during climb and
descent. The distance traveled during cruise is then constrained to be
{df - %). wWe can then sec that an incvemeatal change dx in the range

variable x is eguivalent to inermmental changes in bosh x and X4n

R RS
That is

dx = d(xup + xdn) . (A.20)

From this discussion, the second of Eqs. (A.15) can be written as

J = t'cic de + (d. - x (t ) -x, (t. NNy +f cf lc,ldr .
d f up ' ci dn' cf d

0y O¢ (A.21)
We use Eq. (A.19) and the transformation

dE
dtr = A.22
Izl (A.22)
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to rewxite Eq. (A.15) as

} ~J/~ »: dE + \Jf "(hup(Ect) + xdn(hcf))) :
F:( ).?20
E R
+ f of (%‘?z‘ dE (A.23)

¥ LR N

f A1
1
Here, EL’ Eui’ ch, and E. arc the valees of “pecivis onergy cvalunted ﬂ

at time t equal to 0 and Pag &K otoe oevaluated at bop d - respoe

tively. i

I St

i
Note from Fq. (A.23) that the range varviable x oaly appeirs as rhe !
@
sum of climb and descent dlstances (xwp " Xgn? Thus, the state equation g
for this svstem of equations can be writtenr us :
. . :
f ¥ { + ¥ Y ;
ax Ty Yoy (ftsp et ( .(ln.i.r.z...»_,f_..vzdgs.)..A) ;:
45 g 5 . A 3
E = NP . X
F>Q 1 B0 i
(A.24) i
here, V and V. are the longitudinal cemponents of the wind speed k
wup wdn |
for cliwb 2nd descont. Thea, analogoeus to Egq. {(A.4), the familtonian is i
4
- i
5 r (V ‘.;v\l' v') (\, . 4 ] ) H R
H u.(( } ) + (:x + %( ,"."!’:._,,""‘A’.} “+ ( - J“:_‘_’.“w_d_!:. { ' 1
i\e /7, ml /, . L h ©{E] Ie )
L E>0 <0 £50 E<0
“ (A.25)
: This can be divided as
?
C,+ A (V. 4+ ) C,+ A (V, 4V )
- H o= [ d - up  wup + d h dn "wdn (A.26)
E : L E E>0 IE| E<0
T
o Now, analogous to Eq. (A.7), the costate equation for )\ can be written as
o
E :
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\
/
t

o\ IH 3y
X e " - g o ~ ...._.,....:.—- T2 ﬂ (A- 27)
-SE ox d(xup.{ ’\dn)

and from Eqs. (A.7) and (A.23), this costate has the final value

- (id,~x =%, V)
. N IP £ Tup “dn \
AE ) = ME )= ¥ - 4 * -y (A.28)
o cf d(xup+xdu) B(xupﬁxdn)

where ¥ is the cruise cost per unit distance.

Note, this problem could be placed in a slightly more conventional form
by dividing {t Into two problems - one for climb and ona-~half of the
crelse distance and the other for decent amd the other half of the cruise

distance. Then Egs. (A.27) und (A.28) would be veplaved by

IA M be
TECT 5y 0 (A.25)
up
o({a, /2 « % L U(E )Y = o~ (B D
WE ) = R S - el 2i”?
ci 0%,
Uy
for «limb. Vor descend,
KR/ .
JE v, = (A.30)
dn
.. fmx. 1 W L)
\E) = AV dn! ¥\Eg)) b E )
cf Bxdn cf

This allows splitting the Hamiltonian defined in Eq. (A.26) and allows for
w(Eci) # W(ch). In fact, in the actual implementation Eci ¢ ch because

optimum cruise energy changes as fuel is burned off. The principal results

are unchanged, however.

Thus, from Eq. (A.11), (A.29) and (A.30) the trajectory optimization

problem becomes
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C
d
H ~ .
wp T WE [‘; (A.31)
up
w »
up
e V. +V
n B<O .
dn

Thus, the optimization problem raduces to rolving pointwise minimum
values of the algebraic functions deiined by Eq. (A.31) during the climb
and descent portions of the trajs«tory.

Rquations (4.29) and (A.30) are 1ne transversality condition for the
free final state problem (dup + 5dn < df) with terminal cost. Thus, the
constant value of X for climb orl descent is found to be the negative of

the cost per unit distance for cruilse,

The cruise cost ¢ (= - A) i¢r Ffrund by assuming that the aircraft is
in static equilibrium during ciuice (T = D), and that

C
- . Mo Td
‘v'“r‘c) v (v 4 V ) i (A-32)
I ¢ wr

In other words, for any cruise altitude, there is an optimum thrust and
airspeed such that the cost per unit distance w(EC) is minimized. The
optimum cruise cost as a function of cruise energy is typically of the
shape shown in Fig. A.3., Thus, there is also an optimum cruise energy
Ecopt where cruise cost W(Ecopt) is minimized. If the range is long
enough so that there is sufficient range to reach optimum cruise energy
Ecopt’ it should be done, and the cruise conditions should be set so that

W(Ec) = w(Ecopt)'
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Figure A.3. Optimum Cruise Cost as a Function of Cruise Energy

For the case where there is no cruise segment (df = dup + ddn)'
the cost function contains only integral terms. Then, the transversality
condition vields ‘= - W(tc). That is, A would be the negative of
W(tc), where u(tc) is the optimum vost for cruising at the highest point
reached on the climb trajectory.

The optimum cruise energy E is only specifically reached when

there is range enough to climb tgog;d descend from the optimum altitude/
airspeed values, where u'(HC) is minimum. For ranges less than this

value, the maximum value of Ec that is reached is a free variable less than
the optimum value. Its choice is made to optimize the cost function of

Eq. (t\. 23) .

From Eqs. (A.23) and (A.25), one can write

RN S 7 dyp  day) VRS

JE SE

at £ = EC. This is
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H, + dcg%c =0 , (A.34)

where dc is the cruise distance, and Hc is the total value of H (uup + Hdn)
at the cruise point. Thus, Eq. (A.34) can be used, along with other
characteristics of Y and H, to determine the relationship between ¥, Ec. and
dc. The Hamiltonian evaluated at E = Ec is the cost penalty to achieve a

unit increase in cruise energy. For “c > 0, Eq. (A.34) can be written as
dc = --Hc/(B\P/BE)E - Ec (A.35)

Figure A.4 shows the family of trajectories which have this characteristic.
These occur at values of Ec below Ecopt where 9y /9E < 0 (see Fig. A.3).
That is, non-zero cruise segments occur at short ranges with cruise energies

less than the optimum energy value for long range.

For the case where Hc = (), dc is zero for MW/AE < 0. The distance
dc can be non-zero only at optimum cruise energy where SY/GE = 0. This

family of trajectories is shown in Fig. A.5.

Thus, we have a situation whbere positive values of Hc dictate one
type of trajectory and zero value: dictate another. In Ref. 17, it is
shown that if the aircraft engine s?ecific fuel consumption SFC is in-
dependent of the thrust 1 (so that w = SFCT)’ then the structure of the
trajectories will be like Fig. A.5 with no cruise sgegment occuring except
at Ecopt' (This implies that the Hamiltonian HC is zero at the maximum energy
point). For this case, the optimum thrust setting for climb is Tmax’ and
the optimum setting for descent is Tidle'

If the engine specific fuel consumption is dependent on thrust, and
the thrust values are not constrained during climb or descent, it is
shown in Ref. 17, that the Hamiltonian Hc is again zero at the cruise

energy, and again the trajectory structure is like those of Fig. A.5.
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If the spc is dependent on thrust, and constrained to the maximum
value for climb and to the minimum idle value for descent, then the
Hamiltonian is positive at cruise. This causes positive cruise segments
according to Eq. (A.35) at cruise energies below the optimum., For this
case, the optimum trajectoriaes will have shapes similar to Fig. A.4.
These trajectories are slightly less efficient than those of Fig. A.S5.
because one less control is available for optimization.

Some Mechanization Details of the Computer Program

The remaining sections of this Appendix describe iiow the previous
theoretical material has been utilized to construct an offline computer

program for generating optimur vertical profiles for models of medium range

tri-jet and twin-jet transport aircraft. This material is presented in
an alternate way in Ref. 21, and the program is referred to here as

OPTIM.

By examining the specific fuel consumption data of the turbojet
engine, it is determined that SFC is dependent on thrust. Thus, for the
transport models, two types of short range profiles must be considered -
those represented by Fig. A.4 (Type 1 profile) when thrust is constrained
and airspeed is the single control - and those represented by Fig. A.5

(Type 2 profile) when both thrust and airspeed arc used as controls.

The solution to optimum climb and descent profiles is found by
minimizing the Hamiltonian expressed in Eqs. (A.31). The independent
variable (energy) is stepped along in fixed increments (e.g., 150 m
(500 ft)), and the Hamiltonian is minimized at each energy setting.
Minimization occurs by finding the best vaiues of airspeed (vup’ Vdn)
(and optionally thrust (“up’ ﬂdn)) so that the climb function and the
descent function are individually minimized.

To solve Eqs. (A.31) requires knowing two more quantities:

XA or Y(E ) - the cruise cost per unit distance. This comes from
evaluating Eq. (A.32) at the desired cruise altitude.
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3 Ec - the cruise energy. This is a function of the cruise altitude
: and the associated cruise airspeed obtained in ¥q. (A.32).

Note that for the Type 2 profile at short ranges, there is no cruise
segment. In this case, the maximum energy achievad at maxiaum altitude
18 referred to as the cruise energy Ec. At that altitude, there still
is defined a minimum cruise cost according to Eq. (A.32).

! For the Type 1 trajectory of short range, there axists a non-sero
cruise segment which is determined by use of Eq. (A.35). To solve Eq.
(A.35) requires that the Hamiltonian defined by Fqs. (A.31) be solved

at the point of transition from climb-to-cruise. It also requires

knowing the slope 3y/9E of the cruise cost for a change in craise energy at
that point.

Cruise Optimization

The first step that must be taken to compute optimum trajectories

? is to derive the optimum cruise cost y and its derivative 3y/"E. This
is done by computing what is referred to as the '"cruise table". The
parameters that affect this table are the assumed cruise mass, the

wind profile, and the 1lift L, drag D, thrust T, and fuel flow W
characteristics of the aircraft. The optimization process searches over
the acceptahle ranges of altitude and airspeed for a given mass. The
results are collected in tabular form for a series of different assumed

» cruise masses.

Again, the minimum cost of flight during cruise per unit distance

for a fixed cruise mass Wc is found by

i .

} C.,w+C

! = } v == min —o——f—-——-._...t....

| A= (W) = [ Y } . (A.36)
a a W
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This assumes that the aircraft is in static equilibrium during cruise, i.e.,

T cosa =D, (A.37)
L+ Tsina= mg,

where the angle-of-attack a is found by solving thess equations simul-
taneously. The altitude is stepped in 305m (1000 ft) incremants from sea
level to ceiling altitude (where maximum thrust just balances drag). At
altitudes below ceiling altitude, the airspeed - dependent drag curve
crosses the maximum thrust curve at two points (V1 and Vz) as illustrated
in Fig. A.6. Thus, for each altitude level, the \:lues of V1 and V2

are determined, and then w(wc,nc) is minimized with respect to airspeed
Va between these two limits. Kestrictions are that V1 be graater than
0.1 Mach and that V, he less than 0.89 Mach for the tri-jet (0,84 for the
twin jet) for structural reasons.

After the cruise cost is minimized at each discrete altitude level,
these numbers are stored in a table with altitude as the independent
variable. Typical resultgs e plotted in Fig. A.7. Presented here are
algo the optimum cruise Mach number Mopt and the optimum thrust setting
EPRopt' After results are obtained in »teps of 305 m (1000 ft), the
minimum cost point is found as a function of altitude. In the OPIIM pro-
gram, the cruise table optimization results are obtained by using a

Fibonacci search with ten Fibonacci numbers. (See Ref. 22).

The cruise table results are obtained for cruise mass varying as
dictated by the program input. Usually, the cruise mass is incremented
in steps of 2268 kg (5000 1b). Up to ten values of cruise mass can be
used. For each cruise mass, the optimal cruise altitude, cost, speed,
power setting, fuel flow and specific energy are computed. An example

of optimum cruise cost and a function of cruise mass is shown in Fig. A.8.

Climb Optimization

After the cruise tables are generated, the program proceeds with
obtaining the optimum climb trajectory. This requires guessing what the
cruise mass will be, based on the takeoff mass. The guess is used to
obtain a trial value for wc (or }) in the Hamiltonian from the cruise
tables. The procedure to obtain this guess is based on an empirical for-

mula which iterates until convergence is made.
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The ¢limb cptimization process starts by assuming W(Ec) = 1,5V (E ),

copt
where w(Ecopt) is first obtained by setting the initial cruise mass Wc

i
equal to the takeoff mass (an input). The appropriate cruisc tables
are used to interpolate to find the corresponding value of Ec associated
with 1.5¥. Then, an empirical formula of the form

F = 20.11 (Eci - Ei) 1+ 4.7 Ct/Cf) Wci/W

up ref °* (a.38)

*s used to obtein an approximation to the fuel burned to reach Ec' Here,
Ei is the takeoff aircraft energy, wref is 2 reference mass (61690 kg
(136000 1b) for the tri-jet) and wci is the previous value of cruise mass,
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Then, the cruise mass 1s updated at wci = wci - Fup' This process is
repeated until the difference in consecutive estimates of Fup falls below

45 kg (100 1b).

When the cruise mass estimate is obtained, the corresponding values
of Ec and W(Ec) are obtained from the cruise tables. Then, the program
is ready to generate points on the optimum climb trajectory. This is done

by incrementing specific energy and minimizing the Hamiltonian function

Ce W+ C = WE) (V, + V)

Hup(E) = N (A.39)

at each point. (This is the first of Eqs. (A.31)). That is, the program

starts with initial energy Eo = ho + V°2/23. It steps the eneiygy a fixed
amount AE (say 150 m (500 ft). At this point, it searches over true air-

speed V8 (and possibly thrust setting 7) so that Eq. (A.39) is minimized.
For the turbojet engines, thrust is governed by EPR settings which vary
between 1.1 (idle thrust) and some maximum value less than 2.4. The true

airspeed has an upper limit governed by

a). 0.89 Mach structural limits (tri-jet); 0.84 (twin jet)
b). 250 kt (IAS) below 304& m (10000 fr) for ATC restrictions,
c). v’EE?"JE7 which insures that the aircraft climbs, and

d). V2, the upper value shown in Fig. A.6 where max thrust

equals drag.

The lower limit is governed by

a). Vl’ the lower value shown in Fig. A.6 where max thrust

equals drag,

b). 0.1 Mach
c¢). 1.5 m/sec (5 ft/sec) less than the previous value of Va

to limit large jumps in flight path angle.

The Fibonacci search technique is again used to determine VA and T
which minimize Eq. (A.39) for the fixed value of energy E. The value
chosen for airspeed is accurate to within .0056 Mach, and EPR is accurate
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to within .009. Associated with these values of Vg and m are values of
energy rate E (Eq. (A.16)) and altitude h:

h=E - Va2/2g . (A.40)
From these, approximate values of time, range, flight path angle, and
fuel burned are obtained from

At = AE/E, (A.41)

siny = (Ah/A)/V_
x = TAx ; Ox = (Y cos v + Vw(h)) At
F = IAF ; AF = w At.

The above process is repeated by stepping along energy in incre-
nents of AE until EC is reached. The last value of Eq. (A.39) is

stored for possible use in evaluating the cruise distance.
The above climb optimization procedure is repeated with ¥ = 1.5¢c.

l.Owc, and perhaps other values until the total range of flight converges
to the appropriate value. This is discussed in further detail later.

Descent Optimization

The descent optimization is vary similar to the climb optimization
with regard to the equations which are evaluated. The optimization pro-
cess requiiesg estimated values of Ec and WC at the beginning of descent,
and an estimate of mass wf at the end of descent. The method used

to obtain these estimates is discussed in the next section.

If there is a cruise portion of flight, fuel will be burned during
cruise. Thus, the value of ch, Y, and wcf at the beginning of descent
will usually be different than at the beginning of cruise. If there is no

cruise portion, then these values will be identical.

The descent profile is obtained by starting at the final energy
state and then going backwards in time. The energy rate is constrained
to be negative with respect to forward time.
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Similar descent profile constraints exist on true airspeed as for
* those of the climb profile. The thrust level is on or near the idle value

E during descent.

Cruise Fuel Burn

. To estimate the final mass during cruise (wcf) and landing (wf),
t the following steps are taken:

1). Determine wc. the initial cruise cost based on the initial 1

cruise mass wc obtained from the climb optimization.

i
2) Use the initial cruise mass and wc t~ compute the fuel flow
wp,)
3). Estimate the cruise range dc by the empirical equatiomns,
| P= wc/wcopt =1,5, (A.42)
d_ = byP* + b,P> + bF2 + b, + by .

: c 1 2 3

4). Compute the cruise fuel as

Fc = w(wc) dc/(\’c + vw(hc))' (A.43)

5). Estimate the average cruise mass as

W =W =~ 0.5F (A.44)
C c [o4

6). Use the cruise table to obtain the corresponding cruise cost

; wc’ altitudelﬁc, fuel flow ;kac)’ true airspeed V;, and wind
speed Vw(h).
7). Recompute Eq. (A.43), and then find the final cruise mass,

ch - wci - Fcu (Aol.s)

8). Use the value wcf in the cruise tables to obtain W(ch).
As with the climb, set ¥ = 1.5 w(wcf).

9). Use this value of ¥ to obtain hcf and ch from the cruise

tables. These are the end conditions for the descent trajectory
obtained backwards in time. ;
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P=1.5, (A.46)

2

10). Estimate the landing mass from the empirical formula 1
- (c1P + cZP + c3). |

We=W

£ cf

The values of V¥, ch and wf obtained by the above procedure are used for |
obtaining the optimum descent tv.jcc¢ ory. The descent portion of the

Hamiltonian is of the form
L]
Cpw+Cp = V(E ) (Vg + Vw).

£ ; ; (A.47)
|E]

Hdn(z) =

this function is also minimized at each of the given values of energy.

After the first descent profile is completed, a new estimate of

i
cruise distance is obtained by using Eq. (A.35), or !

dC - "’(Hup + Hdn)‘!(BWI’aE) . (AOAB) }

Then, step (4) above 1s repeated to obtain an improved cruise fuel burn.
Then, the improved landing mass estimate is

W, =W

f - (FUD + FC + Fdﬂ) . (A-lig)

1
The landing trajectory is reoptimized with this new value of
landing mass, Then, improved values of total range traveled, time

required, and fuel burned during climb, cruise, and descent are made.

For short range flight, the above steps assumed that a Type 1 trajec-

tory is generated because thrust is constrained to maximum value during

climb and idle value during descent. 1f thrust is free, then a Type 2
trajectory will result, with no cruise portion., For this case, the steps
required to estimate cruise distance dC and final cruise cost, mass, and

energy car be eliminated.
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Cruise Cost Estimation

and descent profiles are generated with wc = 1,5y
on the curve shown

(the value

The first climb
). The next sct is generated with wc
ues of cruise cost have an associated range

If the total range desired is greater than Rmax
)), then it is assumed that the optimum cruise

Then a third set of climb and descent

(Ecopt
these val

in Fig. A.9.
obtained using 1.0V (Ecopt
altitude and energy are reached.

profiles 1s generated using W(Ecopt).
gso that the desired overall range

In this case, the cruise distance

is computed is exactly achieved.

If the desired range 1is between Rmin and Rmax in Fig. A.9, then an

iterative process is used to obtain w(Ec) and the associated desired

range. Iterations are stopped when the total range traveled is within

gsome small distance € of the desired range.
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APPENDIX B

ENGINE MODEL DEVELOPMENT

The modeling of the turbofan engine for the twin-jet aircraft in
program OPTIM required changes to subroutines FCLIMB, ENGEPR, and ENGIDL
[22]. 1I1dle thrust and idle fuel flow are computed in ENGIDL and FCLIMB,
and thrust and fuel flow at all other power settings are computed with a

call to subroutine ENGEPR, The actual computations are done in subroutine

ENGEP3. All engine data is stored in tables in the BLOCK DATA sub-

program.

1dle Performance

Fipure B.l shows idle performance (net thrust and fuel flow) for

the engine taken from the engine installation handbook. Note that surge

bleeds can be either opun or closed depending upon altitude and f£light

Mach number. To model this phenomena, two sets of tables were developed -~

one for bhleeds closed and one for bleeds open (sece Figs. B.2 and B.3).
Then, an additional table was developed to determine the altitude for
surge bleed closure as a function of flight Mach number (see Fig. B.4).
Figures B.5 and B.6 show idle performance for cold and hot days. It is

assumed that the fuel flow varies in inverse proportion to the square

root of the TT2 ratio., This is expressed as

Yfuel non STD - J[TTZ non STD
“fuel STD TTZ STD

in degrees absolute, is the stagnation temperature at the compressor

T
T2®

inlet. There is essentially no change in idle thrust due to temperature
variation,
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Maximum Engine Pregsure Ratio

Haximum engine pressure ratio (EPR) is determined at each flight con-
dition to insure that the engine is not set beyond its opsrational limits.
As shown in Fig. B.7, the maximum EPR for climb is a function of the com-
pressor inlet temperature (TTZ) only (which is computed from Mach mumber
and altitude). Likewisse, maximum EPR at cruise is a function of TTZ only.
Two different curves are used: one for altitude < 2,164 km (30000 ft) and
one for altitude > 10.668 km (33000 ft). Bet.seen 9.144 and 10,668 km

(30000 and 35000 ft), and the maximum EPR is assumed to vary linearly,

Engine Thrust

Figure B.8 gives corrected thrust (thrust/ambient pressure ratio)
as a function of flight Mach number and the engine pressure ratjo for the
twin-jet aircraft, Figure B.9 is a repeat of Fig. B.8 with additional
dat. which represents the same engine performance in the tri-jet aircraft.
It can be seen that with one exception the tri-jet data lies below the
twin-jet data.* It was found that the tri-jet engine data represented
installed thrust with the values being sn average of the three engines on
the aircraft. Because the middle engine on the tri-jet aircraft suffers
greater installed losses because of the '"S" shaped inlet duct, it is not
surprising that the thrust shown in less. The program selects the appro-

priate engine data for each aircraft,

Engine Fuel Flow

Engine corrected fuel flow is shown in Fig. B.10 as a function of the
engine pressure ratio and sltitude. Note that the corrected fuel flow is

also a function of flight Mach number for EPR less than 1.6. The correction

% The one exception .8 at M = 0.7 and EPR = 1,85. This data point was
presumed to be in error, and a smooth cu:ve is assumed.
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factor for fuel flow, K.» is a simple linear equation developed from the
straight line shown on the inset in Fig, B.10. That is,

' K, = .0022 (TTZ) + 0.97 , (B.2)

with T., in degrees centigrade.

T2
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APPENDIX C

MODELLING OF THE TWIN-JET AIRCRAFT AERODYNAMICS

Program OPTIM computes the dynamic forces in flight for the complete
trajectory - climb, cruise and descent. Thus, aerodynamic models are re-
quired to compute lift and drag forces over the complete range of altitude
and Mach number in the flight envelope of the aircraft. The following
sections outline the twin-jet aerodynamic models now used in OPTIM.

Drag Force

The dimensionless aerodynamic drag force coefficient is separated
into its important contributing elements. At a given angle of attack, a,

AC (C.1)

p = Cpmastc * “Cpcear

where C is the basic drag coefficient for the airplane in free air,

DBASIC
with the landing gear retracted, no spoilers deflected and not in ground

effect. The curves include trim data for level flight,

The low speed drag coefficient is shown in Fig. C.1 as a function of
angle-of-attack and flap position. The flaps-up data on this plot are for

stall only, where C. is a function of angle-of-attack. The flaps-up data

L
are shown only for angles-of-attack larger than 8 degrees.

The high speed drag coefficient, showing Mach effects for the flaps-up
configuration, is plotted in Fig. C.2 as a function of Mach number and lift
coefficient CL* (CL* is defined later) with gear retracted, no spoilers de-
flected and out of ground effect. The M < .6 curve is only to be used for
lift coefficients smaller than .757, which agrees with angle-of-attack of

8 degrees or less for a trimmed airplane.
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Figure C.1 Basic Low-Speed Drag with Flap Setting
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Figure C.2 High-Speed Drag with No Flap Setting
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In Eq. (C.1) the coefficient ACDGEAB is the increment in basic drag
coefficient due to the main and nose landing gear extension given by the
following:

(c )
Ac - (Acnc ) DGRAR’'M . (C.2)

The low-speed drag increment, (ACDGEAR)H-O is plotted in Fig, C.3 z. a
tunction of angle-of-attack and flap setting, The flaps-up Mach number

factor, (CDGEAR)M is plotted in Fig. C.4.
(Chcear’ M=o

Specific data points are identified 'n each of Figs. C,1 - C.4 des-~
cribed above. These points are tabulated in subroutine CDRAG3 in Program
OPTIM,

Lifyv Force

The dimensionless aerodynamic lift force coefficient of the airplane

is reparated into its important contributing elements as

*
c,* = ¢ + [, )y, _ (¢, ) ]
L mas1c [ Lo — "Ly =0
(c.3)
), - (2,0,
da /M da /M=0 )
[\180,
c, = C*+ AC (C.4)
L L LGEAR
Here, C ¥ {s used in the calculation of the basic drag coefficient. C
L Lpasic

is the basic 1ift coefficient for the vigid airplane at low speed in free
air, and with landing gear retracted. The coefficient is plotted as a
function of angle-of-attack &, and flap setting in Fig. C.5. Also, the
term [(CLO)M - (CLO)M-O] is the deviation of the basic airplane flaps-up
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1

A

1ift cosfficient at & = 0° with Mach mumber. The term [(CLO) - (c,_o)”_o]
M

is plotted on Fig, C.6.

ch ch
The term, (3-5-)" "(3'&")»-0 a is the deviation from the basic lift

coefficient due to the variation of the lift curve slope at a = 0° with

dC (dCL)

Mach nimber and altitude, The term [(r- ] is plotted in

Ja /M=0

Fig. C.7, and the M=0 value is the slope of the flaps up CLBAB at a = 0°,
IC

As with the drag data in the previous section, specific data prints
are identified in Fig., C.5 = C.,7. These points are tabulated in subroutine

CLIPT3 in Program OPTIM.
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APPENDIX D
CLIMB FUEL ESTIMATE

Fuel burned during climb is estimated in subroutine FULEST [22] so
that the aircraft mass at the beginning of cruise can be determined before
actually computing the climb portion of the flight. A new correlation of
the climb fuel flow was established using data from OPTIM runs.

Figure D.1 is & plot of the correlation which shows that the fuel
fraction of initial mass used in climb is a function of the change in
energy state (Eci - E:o) and the initial gross mass.

The correlation is as follows:

SLOPE (Eci -E_ )

Ve Yo to

SLOPE = 2.9 x 10‘12(wm) + .3625 x 1078,

where
v 2

a
E 78 + h.,

Here, for these numerical values, the OPTIM program uses

VeeL = fuel burned in climb, 1lb,
wto = initial climb mass, 1b,
Va = true airspeed, ft/sec,

h = altitude, ft,

g = 32,2 ft:/sec2
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AFPENDIX E

AIRCRAFT EQUATIONS OF MOTION AND AUTOPILOT MODE'.S

The objective of the TRAGEN program is to simulate a transport air-
craft being steered to fly along either an input or computed reference
trajectory. This trajectory may either be a climb or descent profile.
The simulation must be accurate enough such that the performance of the
aircraft (in terms of fuel burned anl! time required to reach the destina-~
tion point) is adequately determined, as measured from the output.
Adequate accuracy is obtained with a five-state variable longitudinal

aircraft model.

The purpose of this appendix is to present the anmalytical expressions
upon which the simulation was developed; this is done in two parts. The
firat section below defines the overall system and presents the differential
equations of motion and fuel burn. The second section describes different

methods for generating typical guidance commands and autopilot equations,

Equations of Motion and Fuel Burn

To examine the vertical piofile of the aircraft (i.e., altitude and
airspeed vs range), the longitudinal equations of motion are of primary
importance. The short period equations of motion and the throttle dynamics
are ignored. Thus, the control variables in this longitudinal plane are
the angle~of-attack o and the magnitude of the thrust vector T. These
quantities are shown with respect to aircraft true airspeed Va, lift L,

drag D, mass W, and flight path angle y in Fig, E.1.

The kinematic equations of motion of the aircraft in the longitudinal

plane are

%o

= Va cos Y + Vw R

Te

= Va sin y ,
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figure E,1 Vector Diagram of Longitudinal Porces

where

X - distance, or range, measured on the ground,
h ~ altitude,

Vw ~ wind speed.

The inertial speed along the true airspeed vector Va is

L E‘Z
V, =V, +V cosy (E.2)

From Fig. E.1, the time rate of change of this vecter for constant y is

. 1
VI v, + Vw cos Y = — (T cos a-D~ W sin v). (E.3)

The time rate of change of the wind speed is

t L 3vw .

l vw = o h

; SV

: = §EE Va sin v . (E.4)

Substituting Eq. (1i.4) into Eq. (E.3) and solving for Qa leaves
1 avw s
= o (T cos a -~ D ~Wsin y) - T Vg Sin Y cos Y (E.5)

a

132




T T T TR

‘-_“‘.,..v

Also, from Fig. E.1, one can write

(- % (LcosY ~W+Teln (Y+a)-Dsiny),

Equations (E.5) and (E.6) represent the kinetic equations of motion of
the aircraft.

The remaining term that must be accounted for is the time-varying
mass of the aircraft. Specifying the thrust also specifies the fuel
flow G. Tius, the mass changes at the rate

ﬁ L -W .

Equations (E.1l), (E.5), (E,6), and (E.7) are the five basic equations

used to represent the longitudinal dynamics of the aircraft. Lift and
drag (L and D) are computed as functions of Va, h, and a ., Fuel flow
w is a function of Va’ h, and thrust T.

Further refinement could be added to these equations to include the

effects of the followings

1). throttle dynamics (including transient fuel flow);

2). relationship between throttle position, EPR setting, and thrust;

3). short period dynamics relating time rate of change of angle-

of-attack, pitch rate, and pitch angle to elevator deflection;

4)., required turning (lateral) motion for flying over fixed waypoints;

and

5). lateral wind and gust effects.

However, these effects are considered to be of second order, and not re-

quired for the intent of this simulation. For a more exact autopilot

simulation, they would be required.
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The flight path angle is defined as

y = sin} ®B/v,) (E.8)

By differentating this expression and using Eqs. (E.5) and (E.6), one obtains

1Y
* 1 w 2
Y ;V: (Tsina-Wcosy+L+m T Va sin” v). (E.9)

Equation (E.9) can be used in place of Eq. (E.6).

Steering Procedures

The reference trajectories which are given to be followed consist of
a sequence of points containing values of time, range, altitude, airspeed,
flight path angle, specific energy, mass, and other variables. Any of
these quantities which is measurable and monotonically changing can serve
as the independent variable. To minimize airborne computer memory re-
quirements, it is important to make the stored data representing the re-~

ference trajectory as compact as possible.

In this study, a set of steering equations is used to take points
from the reference trajectory, convert these points to refereace trajectory
commands, and then use these commands to set values of the control vari-

ables. This steering process represents a rudimentary form of an autopilot.

The steering process consistz of commanding the thrust T and angle-
of-attack a values so that the aircraft follows the reference as closely
as possible. The system that includes this process is depicted by the
block diagram in Fig. E.2. Note that flying along a reference trajectory
consists of steering to connect a series of reference points. When a re-
ference point is reached, new steering commands must be issued so that the

aircraft will then be guided to the next reference point.
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Elements of the Longitudinal Aircraft Model

To fly along the reference path, an independent variable is first

chosen, For this study, two different independent variables were chosen -

altitude for climb and range for descent,

Then, the remaining variables -

primarily airspeed, flight path angle, and altitude (for range as the in-

dependent variable) - are stored as tabular functions of the chosen in-

dependent variable.

Also, it is possible to fly along a nominal path using two approaches:

1). An open~loop approach where the thrust vector is directed
in such a way over the next period that by the end of that
period the next reference point is reached.

2). A closed-loop approach where the aircraft is continually
steered to a continuously commanded trajectory which connects
the reference points.

Both of these approaches were examined for simulation of flying the climb

profile. However, good results were only obtained with the closed-loop

approach.
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A problem with open-loop steering is that it assumes that constant
or linearly varying controls will cause the end points of a reference
profile to be connected. This assumption does nut account for perturba-
tions due to wind, etc. along the way. Although the opsn-loop methods
produce paths which have roughly correct values of airspeed and altitude
at given range values, there were large excursions from the .reference
flight path angle for the climb profiles.

Another problem with the open-loop approaches was that both a and T
were varied to achieve fixed values of V. and h for given range points.
For optimum climb, thrust is usually set at the maximum value. Thus,
usuall- only a remains as a valid control variable,

Another consideration for implementing the climb profile is that
there is no reason why a particular cruise condition (altitude, airspeed)
haz te be achieved when a certain range x is reached. Thus, a more logical
independent variable is altitude, with range allowed to be a free variable,

For these reasons, a closed-loop steering approach was devised where
reference values of flight path angle (with respect to the air mass) and i
alrspeed are obtained as functions of altitude. (Thig assumes that
altitude is monotonically increasing during climb.,) A perturbation control
law was set up so that variations in a from a reference valua a, were

proportional to variations in Yy and Va from their respective command values.

Because Y and V8 tend to change linearly with time, they can be

considered as ramp functions, Thus, the closed-loop controller should be :
considered to be at least a Type 1 system. From Eqs. (E.5) and (E.9), with

no wind, the system perturbation equations are

. 3D 3D
m5Va -~ T sin a o - o Sa - EV; dva - W cos vdy, (E.10)
m VY = T cos o 8o + oL Sa + 3L 8V + W sin vdy.
a a0 ava a
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The resulting transfer functions between Y, V., and o are of the form

G, (1,8 +1)
§ B B
% - 3 ’ (El1l)
(s/w)* + 2% (s/w) +1
1
;;2 ) Gc ( . +1)
’
(s/w) + 20(s/w) + 1
vhere the time constants and other parameters are functions of the para-
meters in Eq. (8010)0
The control problem can now be interpreted as shown in Fig. B.3.
To obtain the Type 1 system, the comtrol law has to be of the form
Kz KA
o = (Ry + 27) (vdc - V) o+ (K +-=) (v, - YD (E,12)
ac + -
c Alﬁspeed av &V
ontccl Law —e B v
aa nom
+ Sy
-
+
9 Sy ‘
Gamma L—p Y
Control Law 5% + nom

Figure E.3 (Control Loops for Perturbation Control of
Airaspeed and Flight Path Angle.
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where V.c and Yc are the commanded values of V. and Y,

a This is the classical
ptoport1onal-p1us-1ntcgra1 controller,

Gains are chosen to produce the
desired response for removal of profile errors.

To generate the continuous commands V.c and Yc during climb, the computa-
tions made at each reference

point are
Y -Y
gg- - Eﬁilh:_aﬂ__ , (E.13)
n+l n
BV. . Va ntl V‘n
h hn+1 - hn

Then

Ve nt (b hn) 5% ’
oV

a

When the flight path angle is very
flight and when the aircraft levels off
fore resuming climb), Eqs.

more appropriate to get

small (during the initial period of

at 3048m (10000 ft) to gain speed be-~

(E.14) do not work well. For these cases, it is

\C = 0., (E.15)
V, = vy
3 a4y’
and use the centrol law
K
8 = —_— -
o (K3 + P ) (YC Y). (E.16)

i38

(E.14)
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The above method worked quite well in causing tha simulated profile to
closely follow the reference path. Only one set of gain values was

sufficient for the entire trajectory.

For decending flight, the thrust again is usually constrained (idle)
for optimum performance. Also, for this case, the main concern is to reach
a fixed altitude when range-to-go to the destination point is a certain
value. Thus, above 3048 m (10000 ft), the airspeed can be allowed to ba a

free variable. For this case, only inertial flight path YIc ie required to
be centrolled.

To generate a continuous command YIc' the computation made at each
reference point is

-1 .
Yio ™ tan [(hn+1 - hn) / (xn+1 - xn)J . (E.17)

Then, the control law is similar to Eq. (E.16), i.e.

%
o = (K3 + 1;) (YIc - YI) ’ (E.18)

where inertial values of flight path angle are used rather than those with
respect to the air mass. Equations (F.17) and (E.18) form the basis for
closed-loop control of descending flight. Again, one set of gains ir

sufficient for the entire descent profile.
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