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Abstract

Phis teport presents 4 petametrie software vost estimtion model prepaced tor JPi
Deep Space Network (DSIN7 Data Systems impiementation tashs, The resouree estimation
model modities ang cambines 4 number of existing models, such as those of the Genetal
Resesich Corpa, Doty Assocnites, 1BM (Walston-Felin), Rome Air Foree Developniet
Center, Unmivessity of Maaryland, and Rayleigh=-Nogden-Putmin. The model ealibrates the
tash magnitude and ditficnlty, development environment, and sofiware technology
eftects thiough prompted responses to a set of appronimately SO guestions. Parieters in
the malel are adgusted (o fit JPU soltware Ide-cyele statisties. The estimation model
output seales a standard DSN Work Breakdown Strueture, which is then input to a
PERT/CPM system, produeing @ detailed schedule and resource budget tor the projeet
being planied.



Deep Space Network Software
Cost Estimation Model

I. Introduction

The early-on estimation of required resources and schedule
for the development and maintenance of suftware has prob-
ably been the least precise aspeet of the software life cycle,
and yet, an orderly and rationad attempt must be made in
order to plan ans organize an implementation effort, The
existence of an orderly and rational approach implies the
existence of a resource and schedule model that accepts as
input the technical requirements to be achieved - the magni-
tude of the task; the physical, envitonmental, human, and
ranagement constraints assumed or known to be in effect; the
history base of similar and dissimilar expetience; the means,
alternatives, and technology available to the task; and a theory
which is capable of correlating these parameters with measured
results,

The least precise of such models is one which relies entirely
on experience, intuition, and luck. It is sometimes referred to
as o “WAG", or “Wildly Aspiring Guess,” (More often, the
acronym is somewhat differently derived, but with the same
general connotation,) When a more formalized, mathematical
model with some statistical verification can be formulated, the
model appellation is upgraded to “Scientific WAG”, or
“SWAG."”

The prediction of human behavior is the problem of
estimating events in & stochastic process governed by an
unknown probability function. The goal of a SWAG model is
therefore to predict the evenis in such a wiy as to produce

minimum varianee (or risk). The optimum SWAG model can
predict only to the liniit imposed by the statistical distribution
actually characterizing the human activity,

The opiimal SWAG model would require the precise
quantification of all technical, environmental, and human
behavioristic parameters, and would combine these into a
mathematical formula producing maximum likelihood or least
mean square error results. Lacking this precise quantification,
the best that one may hope for in a SWAG model is that it
accommodate the principal factors affecting the estimate
varianee (or risk) in a way that reduces the variance (or risk)
from what it would be, had that factor not been included,

There are a number of SWAGs in existence, Fourteen
software cost estimation models are summarized in Ref, 1, and
nine are evaluated for JPL use i Ref. 2, None of these, by
itself, scemed to the author to contain sufficient range of
application and adaptability to the diverse kinds of software
being produced at JPL to quantify the relevant cost factors
and risks with sufficient accuracy to be useful, Taken all
together, however, these models seemed to possess, in their
union, the potential for as good a SWAG as could be obtained
at the current state of the art,

An IBM study (Walston-Felix, Ref. 3) reported the analysis
of 60 software projects with respect 1o 68 variables believed to
influence productivity. Of these, 29 showed a significant, high
correlation with productivity and were included in their
estimation model.



A number of models reported in Refl 1 (General Research
Corp., Doty Associates, TRW, Air Force Electronie Systems
Division, Tecolote, Aerospace Corp., et al.), as well as statistivs
from the University of Maryland (Ref. ), provide productivity
it with bestfit curves using many fewer parameters.

Still other models, notably the Rayleigh-Norden Patnam
madel (Refs, 5, 6) presuppose o fewsparameter, spevilic
mathematical model, which is then ealibrated using available
industry  datn to provisde tradeofls between effurt, duration,
and ik,

Several muodels (e.g.. Wolverton, Ret. 73 proceed to detail
resource expenditures into the various plises of aetivity, Some
of the models are fully automated, such as PRICE-S (Ref, 8),
SLIM (Rel. ), and SEICE (Ref, 10). The others appear to be
caleulative, or pertaps sall programs,

The softwire cost model desenibed in this report is tully
antomited; it banows and extends teatures from nuny of the
maodels above, It wilizes 7 Gictors (rom the GRC model, 29
factors Trom, or sumhar to, the WalstoneFelix model, and
mearporates an inherited (or existing) sude model due to the
author, exposed herein, Houtilizes the *PERT" technigque to
gstinmte the expected size and vananee of the soltware to be
praduced. 1t utilizes 2 modifieation of the Rayleigh-Norden.
Pumam model (o cheeh on the feasibility of esouree
estimates, 10 applies the estimated effort, stafl, and duration to
a standard Work Breakdown Structure (WBS) developed for
DSN soltware fasks, and automatieally produces a task plan
and schedule to be used at the mitial systemssubsystem
planning, soltware implementation  planning, or software
naintenanee planning stages ul'a projeet,

There are 08 parameters within the model which relate to
procductivity, duration, staffing level, documentation, and
comyuter resources, Another 09 parameters divide the total
estimated elfort among each WBS subtask: an additional oo
relate total duration to subtask duration. Subtask precedences
are adjustable, and drive a PERT/Critical-Path-Method scheduls
ing algonthm,

The outputs of the model include estimates and variance
values Tor program size, stafl produetivity, etfort, duration,
stalling, documentation, and computer resources, together
with complete scheduling early/late start/fimish and float-time
data, plus a Gantt chart (sehedule bar chart) of the planned
detivities,

All parameters in the antomated model are easily altered by
a simple text editing process, without recompilation of the
programs, For all its sceming complexity, the model itsell is
simple to use. Only o series of guestions relating to size and
environment need to be answered,

The ensuing sections of this report deserit the model and
is parameters, and diseuss the souree or deviation ot pagam.
eter values and other elements of the model. The values of
parameters cited in this report are subject (o moedifieation and
refineient s Turther calibration and wsage of the model
procesds. The reader interested in a eurrent set of valies it
any tine subsequent to the publivaion of this report may
consult the Software Specification Document (Ret: 1),

Concerning accuriey: at this writing, insufficient data has
been collected fram DSN projects to optimize the pavameters
ol the mode! 1o 1it DSN produetivity, duration, ete, Therefore,
the model aeeuraey is unhnown, as pertaining 1o DSN
predictions. However, the mode! does fit industry statistics (or
can be made to it any of the cited source models) by proper
parameter seleetion, For this reason, it is telt that the few JPL
diata puints that have been factored in will yiell aceuracy
figures as good as, or perhaps better than, the other models in
their stited envirnnments,

Il. Model Description

The Software Cost and Resouree Estimation Model (the
aeronym SCAREM is not used!) overview appears in Fig. 1 in
dati-Now-diagram format, Program size and stafl productivity
factors are separately  ostimated and then combined o
estimane effort, statfing, duration, docamentabion, and eoms
puter resources, The model produces nninflated dollar costs
for doctmentation and computer resources, Both estimaled
mean and vardanee values for all resourees are ontput.

Fstimated values are presented in the automated model 1o
the user s advice, The vser is adwonished to use these tigures
with sufticient risk binses te ensure projeet completion within
a desired confidence vatue, The model then aceepts any two of
the three parameters: effort, avernge staft, and duration,

These entsies are cheched against a model akin to the
Ruyleigh-Norden-Putnam madel, but altered to conform with
powerdaw ity to measured datd, Wiamnings are issued i the
entries e unressonable, The user may  alter the input
estimates, i desired, for another cheek,

Onee acceplable resources and duration. Have been deeided,
the model proceeds to produce a standard DSN soltware
implementation work breakdown strueture and schedule with-
out turther input from the user,

A. Estimation of Program Size

The size of the software task is measured in “equivalent™
Kilo-Source-Lines of Exccutable Code (KSLEC) A source line
of execuhle cods is defined basically as a source lanpuage
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statement oceupying one physical line m the source (display)
medm that results i generation of vbject code, reservation
of storage, or definition of data type. Comments are excluded,
s are statements merely defimog labels and equvalences of
ientiflers, I several basic statements may appear on ong
physical source line, each such statement showld be added
separately into the KSLEC count,

Souree lines of new code are weighted differenuy than lines
of reused code, in propartion to the relative amount of etfort
reguired to adapt the mherited ¢ode to the current task, Even
deleted lines of code contribute to the programming eftort,
and therefore increase the “equivalent™ KSLEC count.

The programming tasks involved with the generation of new
code and reuse of existing code are depicted in Fig, 2, The

effort to specify, produce, document, and test a new line of

vode 18 nommalized 1o unitys the lines of ende added, changed,
deleted, and retested-only contribute to the equivalent line
count according to relative effort, The extent of existing.
mdile  modiffeation s measured by the number of Poes
wdded 10, the number changed, and tihe number deleted. The
number of equivalent lines of code produced is then defined to
he

L=l +hf,

eq m'n la 1l i, hy tel el

"riand

+gl.

removest

+hl, N

refest

= INHERITED CODE

UNCHANGED,
UNRETESTED CODE

NEW MGDULES

MODULES
MODIFIED

® ADDED CODE

¢ NELETED CODE

© CHANGED CODE

MODULES
REMQVED

UNMODIFIED
RETESTED CODE

Fig. 2. Software implementation tasks related to new and inherited
code activities

m which parameters b, ¢, o, ¢, g, and A are chosen to account
for the expected effort required for each corresponaing
component,

The assumptions with respeet w each component are the
foilowing:

(1} New vode is subjected to the entire standard implemen.
tation process.

(2) The recognition of the reuse of existing code is made in
the architectural phase, so code added, changed or
deleted from muodules goes only through subsequent
phises,

(3 Added code takes the same effort as new eode in
carresponding phases where activity takes place.

() Changed code requires the same design and testing
elfort as new code, but less documentation and coding
effort,

(5) Deleted Jines from existing modules require reduced
desipn, coding, and documentation effort, amd no
testing ot the deleted lines,

(0) Any module changed is completely refested and
requalified.

(7) Deleted modules require less architectural, interface,
and detailed design considerations than new eode; only
that coding effort required to remove the unwanted
code contributes to the coding time; no testing of the
deleted code is possible; and docwmnentetion effort
involves remaval of entire seetinns of existing material
and minor cleanup. Retesting is covered in modules
which interfaced with the deleted module.

(8) Retested ummoditied code requires revalidation of the
interface design and retesting efforts only,

The analysis i Section HID produces the Tollowing
estimated typieal values for the DSN environment:

Ly = Doy + 0,27 L

new modd

)
"' 0-5‘3 L‘"’d + Ou‘“ l",’kg

- 08 Ly, + 01 L 271

R‘NN)N‘ retest

(2)

Each of the code-size parameters in Eq. (2) is estimated by
the "PERT" technique (Ref. 12). This technique presumes
that guesses for L are gaverned by a beta distribution
(Ref, 13),

) = B+t D0 -x) for0LKx <1 ()



where (. ) 1s the bety function (Ref. 1),
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The denominater value of Eq. (9) usually published in the
literature (Ref, 6) is 6, which underestimates the variance by
about 13%,

The estimated value for L, is composed of the usual
weighted suir of she L,,, for each parameter, snd us standard
deviation s the sgnreaweighted rootsunsquare of the indivis
dual deviations. Vie weights in Fa. (1) are uged,

8. Estimation of Productivity

In thie maodel, the produgtivity P is defined as totl
eqivalent KSLEC there denoted 1) producad, divided by the
total statl effort (here denoted B,

P = '[‘.  KSLEC statfamonth (1)

A number of data bases (e.8. Refs. 3, 15, 10) have shown
that £ and W are correlated through a powerlaw relationship

¢
I m{;«» un

where P, is the average LRSLEC productvity rate. The
productivity at other vaiues of' £, is given approsimately by

1! 3 l’§,4l“l (l:)

The value of Py s set primarily by teehnology and environ.
ment, I faet, industry studies show that 22p may vary hy as
much as SO:7 as a Bmetivn of such Bctors, The value of g,
however, in each environment where data is availible, shows a
relative canstaney, at a value near unity.

1t seems intuitive, all other things being equal, that P should
not INCreIse as 3 progrm’s size risess however, the least-squire
powerlaw Fits 1o dati bases yiekd avalues wr 001 (IBM,
Ret. 3), 0,091 (Doty, Rell 1), 0,986 (University of Marytand,
Ref. ), and 0978 [RADC. Ref. 16). One reason for the
mdivated increase in productivity for farger programs may be
the mereased usage ol higher technology to develop these
Larger programs. Whatever the reason, the cotisistency of these
ligures seems to indieate that a hnear powerdaw relationship,
it anything, is slightly conservative,

The madel presented here his compensations for the use of
higher technology. The vilue for ¢ assumed by this model,
therefore, is unity, However, the model implementation keeps
this value parametric, and @ can be changed, if' desired.

Several madels have contributed to the formula by whick
P, is caleulated, prineipally those of GRC (Ref. 17) and 1BM
(Ref. 3). The form of £, is

P o=PyA A, 3



where P is a constant factor, and A, and A, ore diffienlty,
technologv, and environmental adjussment factors, The value
of Ay is computed on the basis of parameters judged by GRC
ta be signifieant,

W
Ay = (04 Ayt e ¥ cond Aaigy Asvapie Arm] (14)

The component adjustments are as follows:

(1) Language Adjustment, A,
A

. a ussy
Aawg = sy |, (5
Where S g, i85 an assembly language factor, and
Ly 18 the amount of assembly lnguage used.

The DSN value, fg, = 0.9, is derived in Section
IIE, GRC uses a value of fy,, = 3.5,

(1) Tume-Critieal-Code Adjustment, A,

1

. writ
Aperit * Jeere ,1, (o)
where f; i, 18 a factor which compensates for
design/endestest time for code in which tinung is
eritical, and 1., i the amount of such code,
The DSN value, £y, = 0.7, is derived in Seetion
NIF. The GRC value is 1.0,

(¢) Capacity-Critieatity Admustment, 0

L.
ot
Ao ® /;'-rm L’ umn

where [, ... I8 a factor which compensates for
capicity-constrained portions of the program, and
Ly cps 15 the amount of code which contribules to
the need for extrn ¢*fort in solving the capacily
problem, The DSN value, £, ;= 1.0, 1s derived in

Section IWE, The GRC value is 7,
(d) Difficulty Adjustment, A ;50

o l‘lmnl o I’t'usy
‘ ‘dlff = l*“lmm: n L * («I:'ary h L
(18)

where fiapg A foge, are factors which relate to
the relative effort required for *hard™ and “easy"
parts of the program, and Ly, and La, o are the
amounts of code adjudged to be “hard” and
“casy," respectively. The DSN values, )09 = 1.2
and [0 = 0.8, are taken from data published in
TRW reports (Pef, 0).

(¢) Requirements and Design Stability Adjustment,
Asavtst

"'alablr =/ ‘rone 'Ffbose l’lme +»’;mmv l’mmw

bgree

+j.;h-e 1 (1

Here, 1,0, s the amount of code which s
expected o derive from well-understood, stable
requiresents, not expected to change, Factors
Spage WU Lo wlate o effort and amount of
code resulting frem requirements expected to
change moderately. but which are hept under
baseline control, Factors £, o, and L, derive
from the effort and amount of code tor which
requirements  are  expected 1e produce  many
changes, but, again, will o so under baseline
conteol. The parameters [ and Lg,, compens
site for  the accmnmudjumm of requirements
allowed to change freely, not baselinecontrolled.
The values used in the DSN madel, fq = 1,35,
Tany ® 10 and S, = 2.3, are taken directly
from the GRC mmlc{

(N Experienes Adjustment, d .,

‘ln

f.
P - - Jellup
“11‘\p “ l'*]z".\p ]:‘.\‘p ir7 exp ™ roo

j;’ Np

T > - Ity p

gy ® (20)
cxp j;'.\'p

= ]jul)-np

Here 7, is the average stall trining in years,
Jewp 15 the training rate, nn‘q Sutt up is the fully
trained produetivity factor. The values f,, = 0.00
W Srp = Ot derive from the GRC model.

The second productivity adjustment faclor, Ay, derives
from the Walston-Felix data (Ref, 3) published by 1BM:

phl(l) & PIN(()
Ay = [ 5= v, = exp | Y v log
R IO i1 oi)

(2N

in whieli V factors that vorrelate with productivity and their
effects on productivity were considered. Py, ) values were
measured  when factor 7 was applied and contributed to
productivity, and £y, ) resulted when factor { was nol applied
and thus lowered productivity, The use of x; relates Lo the



extent factor 7 15 present in the appheation being estimated,
The values used for x; are vither +1,0, 0r - 1. The parameter w
was chosen to best fit the data collected.

The various factors contributing to the adjustment, the
acceptable responses, and the logratio values used in the DSN
model were taken, for the most part, directlv ftom Walston-
Felix data, A few others have been added, due to their
variahility in the DSN environment. The exponent value w was
cheosen to give @ 50:] variation hetween the extreme values,

The factors, responses, and logeratio values used in the DSN
madel are histed in Appendix A. The value for w s computed
by

T

/ Wy

I
)

J Py -~
> logn
11 to(n)

in which /., = 1.95 produces the 50:1 spread in productivity
adjustment. The value A extends the sum over both the
IBM and GRC mode] fictors.

IBM and other diuta show that the total effors adinstment
may be expected to deviate, at o given L, from the eéstimsted
value by a standard deviation factor of about Ay, = 1.73,

C. Estimation of impiementation Task Duration

The 1BM, University of Maryland, and RADC statisties
suggest that the average duration T required Tor L KSLEC and
W staff-months effort is approximated by

T T, W (23)
where 7' is the L-KSLEC average duration, and f, is @
time-factor exponent found from industry statistics. The value
used 1 the DSN model, 7 = 4.8, was adjusted (o fit limited

available DSN data, and £, = 0,356 was the average poweraw
for the more extensive IBM, RADC, and GRC data,

D. Average Staff

The average staff, in persons, results from manipulation of
the duration equation,

1
g=a Loyt s

24
T, (24)
The staffing exponent, 1~ = 0.044, implied in the DSN
model compares with measured values averaging 0,029 across
industry,

E. Documentation Sizing and Cost

IBM statistics showed a neadly linear relationship between
pages of documentation and lines of yode, whereas the
University of Maryland messured alinost 8 squardsroot rélus
tionsiip, DSN experience over six Mark«lll Data System
programs revecled an exponent about midway in between
(08.3). A study of Software Specification Ducument (SSD)
user needs (Ref. [8) recommended that this document be
about 40-50 pages per KSLEC fur programs in the 30 KSLEC
vicinity, The formula used for the model for the number of
pages of documentation is

D,, = D, 1 o (25)

The model uses 2 = 90 and ¢y, % 0.83 1o match the DSN
experience and SSD guidelines.

The documentation cost is found by a straight dollarpers
page ratesa figure of $30/page is used in the current model,

F. Computer Resources

IBM and TRW give statistical figures for computer time
eosts as functions of fines of code and total effort, and also as
a fracton of total cost, The DSN, however, mostly has
dedicated minicomputers for which operational costs are not
assessed to the Implementation task on a usage basis, TRW
does, however, also estimate a linear relationship between PU
time requived per muchine code instruction of about €', = 25.2
CPU hours per thousand instructions,

The DSN model computes CPU resources as

T ® C“ V‘ussy - 1"ussy) »’;I()L] Fepm (20)

ep

The higher-order-language expansion factor, iy, = 24, used
in the DSN madel is the GRC figure, based on JOVIAL, The
exponent value ¢, = 0.90, piven by Walston and Felix (who
give dollar costs, rather than CPU time), is adopted to aceount
for the general trend of CPU time with program size,

I CPU dollar cost is relevant, the model computes this at a
straight dollar-per-CPU-hour figure (zero in the DSN model,
but a parameter is available for other applications),

G. Variance Computation

We assunie in this model that measurements of vilues of a
quantity » for a given X satisfy a powerlaw formula of the
form

» = kx¥ @n



in which » is a known, {ixed value, but &k «xhibits some
statistical distribution about a best-power-daw fit,

Yo = kgx (28)

The values of ko and yare chosen to minimize the Jogarithmic
error over the observed data,

N
err [INGD X)) =35 (Inyys Inpd) (29)
il
The variation in p is expressed as a (X/) ~factor to be applied
to 3o At a given x,

If. in a particular instance, there is uncertainty about the
vitlue of x, then the y variation is described by

3 i Ji- i -'—v-r 2 E
var (In ) = k (m el xo) (30)

where In (xg) is the mean of In (x}.

If k5 and x| are defined as those values such that

k
In? ,.l> s K (In'2 7:?*)
Ko 0

31
X
m? L o= g (In2 g-a)
Xy Xy
then we can write
N R - 9
¥y Ao.v (X/&z) (32)

where k2 is a standard deviation factor

K, X 12
ky, = exy In? © +v? In? = (33)
0 o

Factors such as this are applied in the model to each power
law, using k, /kg values measured from industry statistics, and
X /% values assumed to be one-sigma estimations of the
x-parameter, The a-parameter in the model ultimately derives
from the program length, 1, whose variance was addressed in
Section A,

H. Modified Rayleigh-Norden-Putnam Model

Guided by the SWAG-estimated values, the uses of the
mode! enters the effort, duration, and staff parameters
intended for use, As a chieck on reasonnbleness, compnrisons
of these parameters with the Rayleigh-Norden-Patnam model
are made, However, some aciustinents in this model have been
made in order 1o make it it the avernge power-law variations
described above,

The basic differentinl eqpuation deseribing the average work
effort,w, is taken to be of the form

w' = AtT(K - w) (34)

in which w = w(¢) is the comulative effort expended up to
time ¢ (months), A is the total life-cycle staff-months effort, r
is an exponent that accounts for learning eurve and sets the
“mace™ of the work, and A is a constant sealing time,

Norden and Putnara assume r= | (a linear learning curee);
however, this value of r is not consistent with the observed
power-law relationships between L, 7', and W,

The solution to the modified equation 1s

e[ (7))

where the value A has been replaced by r/th!, in which ¢,
is the value at which w' is maximum (time of maximum
staffing).

We use 7' to denote the time of acceptance test completion
and transfer to operations (in months), whence w (7Y = W,
Then

ll\f”'l)

(36)

-

As in the Putoam work, a “difficulty index,” D may be
defined as

Kr
(0

and a “difficuity gradient factor™ can be similarly defined as

o= rn) 2 (38)
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These reduce 1o the Putnam expressions when r= 1. Note:
Putham expresses these values using time ums of years, so
comparisons require i scale change,
nr
Dy, = 12°D
(39)
oAl
D, =127 VD

The number of lines of code is 12ken 1o be of the smme general
form as Putnam’s “software equation,”

L= c KM (40)
(Putnam takes p = 1/3, 4 = 4/3, 0 14 relationship.) The values
vor pand ¢ used in the DSN software cost model are chosen to

sutisly both powerdaw productivity constiaints and time-
effort tradenffs,

The ratic W/K is the implementation-cffort/total-life-cycles
effort ratio, which Putnam estimated to be constant, at about
0,95, and NASA measurements (Wef, 19) found o be about
0.88. Such rativs set the proportionality between T and £4 to
produce the equations

- 0 1 R 4 ooy Dtg op

L ¢, wr ¢, WPHSs = 03,77 8P (41)

for an appropriately defined technology constant ¢, related to
the productivity coefficient £, evaluated by the model,

We may use the powerJaw formula for L ard the definition
ol D to eliminate 7', When difficulty is held constant at a value
Dy, correspanding to the power-law, or “average difficulty” of
projects. we find that the following relationship must hold:

Le, 4 2
a PR (42)

Use of the powerdaw expression for average 7' similarhy
produres the relationships

S
f' Tt

- ~1{amp
¢, = (Pyd A )Mo 4

P
(43)
D, = rkIW (l)’+' T=(+1)
. I l
0
- T Dy
VD, = (rt1) ’0~ 3T

For » given Z, the ratio g/p xets the time vs effort tradeoft
relatjonship, Use of the fuctor f= q/p= ~log (¥,/W)/log
(T /7 permits p and ¢ to be expressed us

S -
ST
(44)

S
R T{EY )

The modet contains an input patameter W, /W= W, | defined
to be the effort ratio for which T4 /7 = 1/2. This parameter is
used 1o specify the value of fas /= log, (W), ).

The equation for . is thereby

Kr+1)
L= (PyA Ayt (D“y Wil (45)

and the expression for productivity P us

Do [(r+1)
P = (P, ‘42)“”“(’5)‘ pltia)=1 (46)

If 1= q[p were set to the Putnam value (viz,, 4) then a value
W,;s = 16 would result, While the best value of 1 for DSN
tas(s has not been determined, the consensus of managers and
programmers is that a 16:1 effort factor to reduce duration by
a factor of 2 is too extreme, and not within their experience,
Rather, a W,;, = 1.5 value is probubly closer to actuality in
the DSN environment, This assumption produces the values

f = 0.58S
p = 0.828
(47)
r = 0484
¢, = 0,0621/(4,4,)
The value W/K =0.88 mentioned earlier produces
T _
fT-:;' = 1.53
D, = 0.788,0r D), = 7.06 (48)

VD, = 0.169/T, o VD, = 182/T



it

gore

Difficulty and gradient calculations are not currently used in
the model, however,

When /, and W are given, 7 and S are then given by
1
T = (.-,-*!in.) h
¢, WP
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S“'*-i:’

“9

When £, and Tare given, I and S are

L\
TR
e )
p (50)

W
S”‘“‘;j‘

and when L and S are given, I and T are

Lilptq)
P

E1))

T=*’§~

That is, only one of the average W, T, § parameters necd be
specified for u given [, The others can then be computed (and
are in the model),

If any pair of the W, T, 5 parameters is proposed, the
lines-of-code value determined from the “software equation”
represents the average number of lines of code that can be
supported by the proposed resousces, The difference between
the size-model estimate and the software equation estimate s a
margin on which confidence levels may be calculated,

One should note, however, that the software equation does
not remain valid for tasks so smull that averige staff drops
below unity. In this case, we revert back to the powerlaw
equation to yield the needed effort and solve for T and S from
the relation W= TS,

Confidence in completing the software task within
resources and budget when staff is variable is

QW) = P<T,wEW} (52)

10

vhere P{<} is the probability function. That is, the confl-
dence level is the probability that both effort W and duration
T are ot exceeded,

Under the presumptions that the conditional densitics
p(rIW, L) and p(WI1L) are fognormal (which are fairly
well borne out by RADC data, see Ref, 16), and that p (L) can
be estimated by a lognormal density as well, then the
confidence factor is readily caleulated, The log of the sofiware
equation provides the conditional mean for lop (T) in the first;
the log of the powerdaw formula provides the conditional
mean for log W in the second; and the code size estimator
provides the mean of log (L) in the third, The result is the
integral

X
1
CW,Ty= ;a“)‘r/'{ I °‘[J + erf (u + vx)]) exp (=x? ) dx (53)

in which

)"
oy

l‘ b N e e

Sy

s fas.,.
y o= wly‘.m«?. (54)

'"

:lé
iz
|

Q

Z = Q.{ ¢ 2t ws s
q*s,

The values ¢ and w are duration and effort values on the
software equation curve producing the expected number of
lines of code; s;, sy, 54, represent the standard deviation in
log (L), log (W), and log (T"), respectively,

IR




The COW,T) appears to be a function of arbitrary param.
eters tw on the curve Ly, = e,w 7. The triple, (Lyg Wi,
represents the point from which margins are measured o
(LW, the resource values to be used in the project, The
model ¢hooses w, ¢ to maximize COMRTY The optimum valies
of wand 7 satisfy ihe equation

2
(1 +ail (v + 6] exp ( e’

. . ] At
= J{1 4 e (et K] exp )

1)

R R
‘)11

w)
m(w:

T

o)
\Z
ln

e
ro(55)

ps

whers
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i

w

()sr(f.’,())')'/:

G =

(50)

PR

qsrzﬁlz
/ = .‘..’.fl‘:(.)..,‘ )'*‘
f(.\'], ‘?/:Q

1
S wg;m :
A ‘(:{))')

Equation (55) 1x solved by Newton's method, subject to the
constraint log (274,) = psy» + gspv and the confidence
integral is evaluated by numerie integration.

1. Standard Work Breakdown Structure Mode!

The DSN Data Systems Section has adopted a standard
WBS format for its software implementation tasks, The format

of subtasks is shown in Table 1. The table also shows the
average reporied effort in 31 recent upgrade tasks for each line
item, adjusted for future tasks based on an analysis of the
problems encountered, Requirements and subsystem design
resonrees were ol reported with the subsystem implementas
tion activities; however, estimates for these have been fuctored
into the WBS model,

The medel permits selection of the sturting point for WBS
generation: at the System/Subsystem Functional Requive.
ments (FRD) commencement; at the beginning of' the Soft-
ware Requirements Definition (SRD); or at the beginning of
the Software Design Definition (SDD), at which time the
software architeetural considerations are developed,

Once a starting point has been selected by the user, the
madel apportions stall effort over the remaining subtasks
(using pereensage parameters in the standard WBS data base),
and ealeulates subtask durations (also via percentage figures in
the data base) to conform with the selected overall effort
duration, These pereentages are ¢urrently chosen t) produge a
relatively constant effuit profile over the fmplementation
project, This profile is a trend in the spili DSN efforts
currently under way, The percentages are alterable, however,
to 1it any assumed profile for other tasks,

The standard WBS data base also contains precedence
information among subtasks, which iz used by the PERT/CPM
scheduling algorithm, Such precedences were set by logical and
managenient eriteria to form u rational progression of activities
ad milestones commensurate with DSN standard software
implemeniation  practices. Precedences for each task are
specified in the form of the decimalized number of the task(s)
which must complete before that particular tash may begin.

All items in the standard WBS data base can be altered o
{it another project by a mere text aditing process.

J. Operationai Modes

The DSN Software Cost Model softwara has a sizef
productivity estimation mode, which is optional; if estimates
of staff” effort, average stafl’ size, and task duration are known
a priori, the estimation mode may be skipped.,

Regirdless of the means by which smount of code staff
effort, average staffing, and project duration are estinated,
these figures are used to calewlate a confidence level, The user
iy adjust estimates, as desired, until a suitable set of resoure
parameters is obtained before proceeding to the schedule
generation process,

"



Table 1. Standard work breskdown atructure

g T R TR T

Task Iffort,'s  Duration, % Task Effort,* ¢ Duration, %
0 Start 00 0.0 42 SOM 0.0 0.0
1. System plans, requirements, and design 0t 0.0 “’:’i Write preliminary drft I3 1.9
11 Defing subsy stem requirements 25 32 4.2.2 Complete all sections 15 1§
12 FRD 0.0 0.0 4.2.3 Fditand release 0o 0.0
1.2.1 Write all sections 0.2 0.9 4.3 Highdevel design review 04 0.2
1.2.2 Fdit and release FRD 0.3 04 44 Mod 32 produetion and integration 0.0 0.0
1.3 Level B review 0.3 0.6 441 Fxeentive and control 29 5.0
1.4 Define system architecture 30 39 442 10 modules 29 5.0
1.5 IRD 0.0 00 4.4.3 Interface handlers 2.9 S.6
151 Write all sections 0.7 0.7 444 Function A 29 54
1.5.2 Fditand release 0.3 04 4.4.5 Function b 2.9 54
16 Level Creview 0.5 0.6 4.6 Funetion € 2.8 5.2
e . ) 4+4.7 Function D 28 5.2
2. Software planning and requirements 0.0 0.0 4.4.8 Function ¥ 28 5
21 Define software requirements 4.0 5.0 449 Function I . ‘5
4 N 4 N ' a-B 5.2
22 SRD 0.0 0.0 45 Special
. y _ 5 Special tasks 0.0 0.0
2.2.1 Wote all sections 0.7 07 e e . 4
' : 4.5.1 Suppott software 29 2.0
22.2 Fditand release 03 0.4 4.5.2 Other 10 1.0
b) sy AL ante . K
:‘3} bevel D review: ; U4 0.6 4.0 Acceptance eadiness review 0.4 0.7
3. Software architecture and design 0o ou §. Softwire test and transfer 0.0 0.0
definition ] ‘ . §.1 Venlication tests 4.8 8.1
3.1 Define software architecture 50 7.2 $.2 Contingency 40 4.0
32 ssp 0.0 00 53 SIT 0.0 0.0
"3}’ Write all sections 0.6 0.6 5.3.1 Write all sections 23 23
3‘.“. Fditand release 0.3 04 532 Fditund release v 04
3\3 S}'sh!l“: !{“Qﬂiﬂfﬂ des!g" J,f) 3(‘ sS4 Accc}“aﬂce fests 33 4’1
a4 Level Freview 04 0.6 5.5 Demonstration (ests 35 4.8
4. Software detailed design and .0 00 S0 Transter, CDV to COE 12 1.0
production 6. Management tasks and milestones 0.0 0.0
4.1 Ssh 0.0 N 6.1 CDE activities 6.0 6.0
4.1.1 Write Sections 1, 2,3 1.0 1.0 6.2 Develop prelintinary budpet 0.5 0.6
4.1.2 Write Section 4 30 4.4 6.3 Develop system implementation 0.5 0.6
4.1.3 Write Section § 7.0 7.0 plan
4.1.4 Write Section 6 0.7 0.7 6.4 Draft software implementation 1.0 14
4.1.5 Write Section 7 1.5 1.5 plan
4.1.6 Bdit and release 09 0.9 2.0 29

0.8 Revise implementation plan

Output is offered on hard copy or computer files, at user
selection. Schedules are output beginning with FRD, SRD, or
SDD activity.

K. Risk-Bias Computation

The size and resource estimates prodoced by the model are
mean-estimate figuresy however, variance figures are also given
for risk-bias computations, as appropriate. If a schedule is
generated using the mean estimates given, then the confidence
factor for performing the implementation on time and within
budget is only about 257, That is, only about one-quarter of
the projects using the mean estimates should expect to deliver
within schedule and hudgel' If a project desires a confidence
factor higher than 28¢%, then resource estimates nwst be
increased by some amount to produce the higher confidence
level,
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ill. Selection and Calibration of Parameters

This seetion contains a data base of statistics and computa-
tions used in the formulation of the DSN Software Cost
Model.

A. Productivity Statistics

The following formulas represent best-fit parametric models
of observed data on KSLEC vs effort, In most cases, the unit
of measure was not actually KSLEC, but something probably
linearly related, such as delivered source lines (including
comments) or object instructions,

W= 52109 (IBM)

W= 1,27 L0086 (University of Maryland)
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Fig.3. Industry estimates of effort vs source lines of code delivered

W= 10, L7 (GRC, high-order languages)
W o= 3,80 L9976 (RADC)
W= 5,25 L1057 (Doty)

These are shown in Fig, 3,

The exponent for L in the DSN model was chosen as unity
for the following reasons: (1) the proximity of all the mea-
sured exponent values o unity, (2) the wide scatter of points
in each case, and (3) the intuitive feeling that productivity
cannot rise, all other things being the same, when the program
size increases,

B. Staff Size Statistics

Staffing level industry statistics yielded least variation
among bestfit  models, Some of the results are

§ = 0.54 oo (IBM)
= 0400 w065 *

§ = 0,198 o786 (University of Masyland)

= 0,19 W79 *)

S = 0,989 4, 0.609 (RADC)
= 0,369 0624 *
= (0,388 po-641 ™

The figures astevisked (*) are computed from other
measured statistics by the same company listed, For example,
i project duraticn was given as a funetion of effort ¥, then
the staffing could be computed by 8 = W/7' for comparison to
the bestfit data, These staffing best-fit data are plotted in
g, 4,

Lol el A |
10 100 1000

EFFORT, stoff-months

Fig. 4. Average staffing required vs project effort

13



The DSN model computes S from effort Wand duration 7°
directly,

W

2} oo

70
C. Project Duration Statistics
Daration statistics seem to produce slightly different effort
exponents ucross the industry estimates, but seem to converge
in the 100 staffsmonths effort region, The fits are
T = 247 OIS (IBM)

2,13 woo )

5

T = 5,00 W2 (University of Maryland)

= 5,19 0200 *
T = 4,551 0 (RADC)
= 2,50 058 *

As in the previous section, the figures marked by usterisk
(*) are not diveet mensurements, but computed fram difeefe
meuasurement  powerdaw fits, These duration data are pre-
sented in Fig, 8,

—
L=4

DURATION, months

1.0 | L.l 1 ! L.l
10 100 1000

EFFORT, staff=months
Fig. 5. Average duration of software projects vs the effort required
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The DSN eftfortexponent was computed from a least
squares fit 10 an equal number of points chosen from each fit
above, o3 well us the implied durations taken from stafling
statisties in Seetion HIB, The multiplier coefficient was taken
to it observed DSN data,

D. Effort Factors of Inherited Code
Utilization

The assumed effort factors for the wilization of existing
code are shown in Table 2. The standard WBS entries are
shown, along with the estimated eifort yequired for each ju a
onestaffsyear projeet (242 staft” days), The entries for “New
Module™ are the numbers allocated to each activity, adding up
9 242 that is, if the project were to develop only entively
new code, alt 242 stall-days would be used,

For each other column, the entries are the estimated
resources spent in cach activity, as il the entire project were
totally involved with only that activity heading the colwmn, on
the same amount of code asaddressed by the effortin column 1,
The requived effort to be applied is sealed from the relytive
amouits of all code to be utilized. The “equivalent™ number
of new lines of code for any of the colunms is found by
multiplying the wark factor times the oumber of lines
hypothietically being processed,

E. High-Level Language Adjustment

The statistics for usage of high-level languages vs assembly
language are widely diverse in their effects on project effort,
GRC reports (Ref, 15) best-fit curves to measured statisties of

W= 038197 (assembly language sources)

W= 10,4297 (high-order Janguage source®)

The (*) statistic is derived from the measured ratio of object
instructions to high-level source statements, These two equa-
tions suggest nearly a 1:1 ratio of effort on a source line basis,
However, GRC also proposes a 4.5:1 cost factor in their
Military Sales Software Cost Model (Ref, 17), Therefore, an
analysis similar to that of Section 3.4 was undertaken to
estimate the high-level vs assembly-language tradeotf, The
assumptions were:

(1) Design, coding and unit testing activities would increase
proportionately to the code-expansion ratio of the
language. A value of 24:1 (GRC) was used,

(1) Documentation of the code would also increase in the
same ratio, to keep the same relative degeee of detail
(pages/KSLEC).



Table 2, inherited code sffort requirement estimates

oz s

Changed module
New  Added  Deleted  Changed  Same  Deleted  Refested

Activity module  code  code code  vode module  code
Requirements and dasign
I'RD phase [0
DD phase 7
SRD phase 10
ShD phase 13 13 4 13 4 4
SIS avtivity 10 10 3 10 3 3
SSD phase 22 22 s (i s 5
Speviat (3 6 3
Other 3 3 1
Coding
SSD phase 23 23 k! 7 3
Special 6 [ 3
Other 4 4 2
Testing
Integration 12 12 2 2
Verifivation b 12 12 12
Contingenyy 2 p 2 2 2
Avceptance test 10 10 10 10 10
Demonstration 10 10 10 10 10
Docuntentation
FRD 3
Fbb 3
SRD 3
shD 3 3 | 2 1
SSD 3 31 4 10 4
SOM 3 3 1 b 1
STT 6 b 1 3 ) 2
Managemeit
FRD review 2
FDL review 2
SRD review N
Management plan 7
SDD review 3 3 1 1 1 1
High level Jdesign 1 1 1 1 1 1
review
Acceptance review 1 1 1 1 1 1
Transfer 1 1 1 I 1 i
CDEF $SD phase 9 9 2 9 2 2
CDI- test phase 3 3 1 2 1 3
Total 242 194 29 123 (] 26 41
Factor 1.0 0.80 012 0.51 0.27 0.11 0.17
(€) Acceptance tests, being functional tests, would be the The number of functions which can be provided per
same for the two, The reduced number of functions to KSLEC is less in assembly lnguage by the language-
be tested per KSLEC of assembly code as compared to level factor, Hence these activities should take the same
the higher-order language was felt to be negated by the offort on a perfunction basis.

larger number of errors likely to be found. . .
gernt y Table 3 shows the estimated resource budget based on a

(d) Requirements and architectural design tend to be  onestaffeyenr effort, high-order language effort. The factors
top-level activities depending on numbers of functions.  above have been applied to the individual subtasks to arrive at

15
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Table 3. Assembly language effort requirement estimates

I'RD SRD SDD

Activity start start start

Requirements and design

FRD phase 0

140D phase 7

SRD phase 10 10

SDD phase 13 13 13

SIS netivity 10 10 10

§SD phase %X 2.4 53 53 53

Special X 24 i4 14 14

Other X 2.4 7 7 7
Coding

SSD phase x 24 35 55 55

Special x 24 14 14 14

Other X 2.4 10 10 10
Tosting

Integration X 24 29 29 29

Verification X 24 29 29 29

Contingency X 2.4 5 5 )

Acceptance test 10 10 10

Demonstration 10 10 10
Documentation

FRD 3

DD 3

SRD 3 3 k!

MY 3 3 3

Ssh X 2.4 74 74 YL

SOM 3 3 3

STT 12 12 12
Management

FRD review 2

FDRD review 2

SRD review 5 §

Management plan 7 ¥i 17

SDD review 3 3 3

High level design review 1 1 1

Acceptance review 1 | 1

Transfer 1 I i

CDE SSD phase X 1.3 12 12 12

CDE test phase X 1.3 4 4 4

Total 421 398 380

Factor 1.74 1.82 1.89

the estimated assembly language overhead, The effects of the
three permitted starting points are shown,

F. Capacity and Timing Constraint
Adjustment

Capacity-constrained effects on required software effort are
also diverse in industry, and did not seem to fit with DSN
experience. IBM published (Ref, 3) a 3.8:1 atio for a severely
constrained task. GRC reported (Ref, 15) a 5.15:1 ratio and
recommended an 8:1 ratio of effort be used in its Military
Sales Model (Ref, 17).
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Capacity constraints can often be relieved by program
optimization or segmentation, when mass storage resonrces are
available, but timing considerations then also sometimes
become a factor, and TRW estimates o 2.5:1 factor in effort
for such timing constraints, GRC concwrs in this figure, TRW
also estimates n 3:1 increase in effort o, 1eal-time programs
over sequential programs.

Inasmuch as capacity and timing constraints often require
coding in pssembly language, it was felt that the three were
correlated in the same data and that the effort factor of all
three taken simultaneously was overcompensation, The DSN
productivity on the Mark 111 Data System (10 source lines/day
in assembly language, with realstime and severe capacity
constraints) tended to favor this hypothesis,

Tables 4 and 5 are estimated resource budgets for capacity-
and timing-contrained  developments, Since these factors
direetly affect code design, coding, and testing, the emphiasis
of the extra effort is applied in these subtasks,

G. DSN Documentation Statistics

The documentation page count of six Mark HI Data System
tasks representing over 100 KSLEC produced duti presented
in Table 6, These data gave best-fit power-law statistics of

Dy = 62909997 (X]1,50)
Doy = 2L3LOM (X/1.63)
Doy (5.3 L9737 (xf1.2n
Doy = 1361083 x/n.2n
Dggp = 1T0LN (X/1.61)
D, = 1751089 (x/1.21)

It was generally felt, however, that the SRD ard SDD
documentation represented by these figures was not detailed
enough, whereas the $SD was too detailed in some areas, and
yet not detailed enough in others. A study (Ref, 18)
recommended about 46 SSD pages/KSLEC (without listings),
down about 43% (rom the average of 80 pages/KSLEC
actually produced for the SSDs, or down about 33% from the
total,

The power law curves above were therefore adjusted up
10% for the SRD and SDD, and down by about 43% for the
SSD to arrive at the recommended figure

D =

214

120 £,0823 X122




Table 4, Capacity constraint effori requirement estimates

Table 5. Time critical module atfort estimates

ey

P kR SRD spD N FRD SRD shn
Actuily stast start start me start start start
Requirements and design Requirements and design
FRD phase 6 FRD phase [
DD phase 7 1:DD phase 7
SRD phase 10 10 SR phase 10 10
SDD phase x2 26 26 20 SDD phase X 1.8 20 2 20
SIS aetivity X2 20 20 20 SIS activity X138 15 15 15
SSD phase X5 110 119 310 S50 phase %3 66 60 00
Special X 4 24 24 24 Spevial x 3 18 18 18
Other X 4 12 12 12 Other X 4 9 9 9
Coding Coding
SSD phase X2 46 46 46 SSD phase X3 40 46 46
Speecial X2 12 12 12 Special X2 12 12 12
Other X2 8 8 8 Other x 2 8 3 8
Testing Testing
Integration X2 24 24 24 Integration b 3] 24 b2} M
Verification X2 4 p2) b2 ] Verification X2 24 24 24
Contingency X2 4 4 4 Contingency x 2 ) 4 K|
Acveptanee test x 2 I\ 2 plt} Aveeplance test X 2 20 20 i)
Gemonstration X 2 20 20 20 Demonstration % 2 20 20 2
Documentation Documentation
FRD 3 I'RD 3
DD 3 [8}1)) 3
SRD 3 3 SRD k) 3
sbp 3 3 k| Sob 3 3 k!
SSD 3l 3 3l SsD k}| 3 31
SOM 3 3 3 SOM 3 3 3
SrT ¢ 6 6 S1T 6 6 6
Management Management
FRID review 2 RD review 2
FDD review 2 FDL) review 2
SRD review 5 5 SRD review 5 5
Management plan 7 7 1 Management plan 7 1 7
SDD review 3 3 k! SDD review 3 3 3
Thigh level design review 1 1 1 High level design review ! 1 1
Acceplince review ) 1 | Acceptance review i 1 2
Transter i 1 1 Transfer | | i
CDE SSD phase X 1.3 12 12 12 CDE SSD phase X 1.3 12 12 12
CDE test phase X 1.3 4 4 4 CDF test phase 1.3 4 4 4
Total 463 440 422 Total 399 376 358
Factor 1.91 Factor L.od9 172 1.78
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Table 6. DSN documentation statistics

SOM  SIT

» SRD

Subsy stem KSLI¢ sbn bi:? ages) Tout
CPA OP1 A 214 0l 123 1974 193 431 2784
TPA OP1 493 43 58 W78 2313 6 4148
MDA OP:D 15.1 a2 9 g8 o
DST OPL 32 I8 R} T {1 3o §2 5M
MON 0P 22 11 318 128 162 1692

UMEOP-D 118 17 BRI REL] Y§ 66 1541

T TR mommm £ R

The SRD, SDD, and SSD recommended best-fit sizes ure:

Y RV AL (X/1.8)
Dgpp = WAL (x710)
Dggy = T84LOBL 0 x12

Dgyyy & 1830077 1))
Dopp = 1711V (X/1.8)

IV. Typical Example of the Model Operation

The software prototype implementation of’ the DSN Soft.
ware Cost Maodel was programmed tor the JPL Automated
Office Dot ContersTerminal Work  Station  (AODC/TWS,
Ret. 20), which utilizes a 2-80 CPLE, 04K-bytes RAM, dist ette
storage, and a4 CP/M-compatible operating system,

The user merely enters the program name (SOFTCOST)
ad answess prompted gquestions, A blank form is available

18
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(see Fig. 0) for data entry by an operator, should the vser so
desue. The example on the completed form shown in Fig, 7
produces the outputs shown in Figs. 8 through 12, Outputs are
selectable;all or none can be generated.

V. Summary and Conclusion

The Software Cost Model reported here is the first of o
sertes ol refinements. As the model is used and as performance
data are collected, ne doubt changes will be made: adjuste
ments of pareneters, alterations of formulas, moditieations of
formats, added and deleted input requirements, additional
hinds of outpots, and so Torth, Ose extension currently
envisioned 1s the automated trinsfer of the WBS daty base
generated by the model into the WBShased project ¢ontrol
system chrrently used in the DSN Data Systems implementa-
tion tshs, by means of networking the software model host
computer with the project control system host.

It the maodel presented seems complex, it is jusily sa, for
the fuctors which affect human performanse are generally
complex and unpredietable, except in siatistical terms, One
sample function chosen {from a stochastic ensemble is hardly
ever faverige™ or “rypical™ One must expedt varations
between actual behavior and paedictions by the model.

The directions for the future are (o refine the model for
greater aceuraey (within the human performance estimation
capacity limits), to extend the utility »f the model throughout
the entire software life eyele, and to provide the basis for
mdicating  needed  new  computer technology, softwire
methadology, and towls.
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Answer the following items to the beat of your estimation.

L. How much new code is to be produced (ccmpletely new modules)?
Maximum value, kilo=lines cxecutable source(99% confidence level)? s
Expected value, kilo=lines executable source? bt
Minimum value, kKilo~lines cxecutable source(99% confidence lovel)? e

2., How much code exists in modules requiring modification? )
Maximum value, kilo-lines executable source(99% confidence level)? e
Expected value, kilo-lines executable source? o s
Minimum value, kilo=lines execubable source(99% confidence level)? ovuns

3. How much cod2 will be deleted from these existing moduler?
Maximum value, Kilo-lines executable source(99% confidence level)? R
Expected value, kilo~lines executable source? [E—
Minimum walue, kilo~lines executable source(99% confidence level)? ..

4. How much code will be added to these existing modules?
Maximum value, Kilo-lines executable source(99% confidence level)? e
Expected value, kilo-lines executable source? e o s
Minimum value, kilo~lines cxecutable source(99% confidence level)? oeea

5. How much code will be changed in other ways in these modules?
Maximum value, Kilo-lines executable source(99% confidence level)? e
Expected value, hilo-lincus executable source? R
Minimum value, kilo~lines executable source(99% confidence level)? oo ...

6. How much code will be deleted as entire modules from existing code?
Maximum value, kilo-1lines executable source(99% confidence level)? oo
Expected value, kilo~lines executable source? e
Minimum value, kilo-lines executable source(99% confidence level)? _ ...

7. How much of the remaining existing code must be reteeted?
Maximum value, kilo-lines executable source(99% corfidence level)? ..
Expected value, kilo-lines executable source? S
Minimum value, kilo=lines ecxecutable source(99% confidence level)? .

8, Expected percentage of code to be developed actually delivered
{C~90, 51~-99, 100)7? R

9. ..How many different kinds of input/output data items per 1000 lines of
new or modified code(>80, 16-80, 0~15)7 -

10, Overall complexity of program and data base architecture

(high, medium, low)? ON—
11, Complexity of code logical design{high, medium, low)? R
12, what percent of the programming task is in Assembly language? e i

13. What percent of the new or modified code must be storage~optimized?

Fig. 6. B.ank form for software cost model inputs
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14,
15.
16,
17.
18,

19,

20.

21,
22,

23,
24,

28,

29.

30,

31.

32.

33.
34,
35.

What percent of the new or modified code must be timing-optimized? ...
What percent of the tota)l programming task is 'easy'? e o

What percent of the total programming tosk is 'hard'?
When is work Lo start, on the(FRD/FDD, SRD, 8DD)?

AN W I

AN S AN

What percent of the total program requirementz are well established,
stable, and will not be altered before delivery? e
What percent of the requirements are likely to change slightly boefore
delivery, but will do so under baseline change control? ot i
What percent of the requirements are likely to change more drastically
before delivery, but will do 8o under baseline control?

DO I I e

Complexity of program functional requirements(high, medium, low)? e,

Expected uoer involvement in requirements definition
(much, some, nhone)? s R

Customer experience in application area{much, none, some)? o e

Customer/implementor organizational interface complexity
Interfaces with other SW development projects or organizations

Efficiency of implementing organization{poor, ok, good)?

Overall implementation personnel qualifications and motivation
{low, average, high)? e o
Percentage of programmers doing functional design who will also
be doing development (<25, 25~50, >50)°? e
Previous programmer experience with application of similar or greater

aize and complexity(minimal, average, extensive)? S
What is the average staff experience, in yecars, obtained from work
similar to that required in the task being estimated? [
Previous experience with operational computer to be used
(miniral, average, extensive)? s,
Previous experience with programming language(s) to be used
(minimal, average, extensive)?

Use of top~down methodolegy(low, medium, hiyh)?

e — - . ;v

Use of structured programmer team concepts(low, medium, high)?

T W

Use of Structured Programming(low, medium, high)?

Fig.6 (contd)




36, Use of design and code inapections(low, QA, peer)?
37, Classified security environment for computer{yes, , no)?
38, Hardware under concurrent development(much, some, none)?

39, Percent of work done at primary development site
(<70, 70-90, >90)7?

40, Development computer access mode(remote, scheduled, demand)?

4l. Percent of development computer access availability(<30, 30-60, >60)7

42, Quality of SW development tools and envitonment(poor, ok, good)?

43. Maturity of system and support software(buggy, ok, good)?

/4, Overall adverse constraints on program design
: (severe, average, minimal)?

45, Is the program real-time, multi-task(chiefly, some, no)?

Ta———— i o b

o

N ——-—

I S——————

46. SW to be adaptable to multiple computer configurations or environments

(yes, , no)?
47. Adaptation required to change from development to operational
environment (much, some, minimal)?

Values to be used for planning are:
Kilo-lines of code=
Effort (person-months):
Duration (months):
Average staff (persons):

Is output to be saved in a file?

Name of output file to be created:

Schedule start date:

Select desired outputs and output medis, or enter RETURN only for
defaults, Defaults are 1A, 2A, and 3A, Choices are:

A=file
Bxline printer

l=Gantt Chart

2=PERT data, 132 width

3=PERT data, 80 width
Choice(s):

iy o

Fig. 6. (contd)
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ID.:

TITLE: ¢ aeoL_Ep)TOR_ coE:
ECR/ECO: PROG,
SUBSYS: A Date Estimated:

Answer the following items to the best of youy estimation,
1. How much new code is to be produced (completely new modul:s)?

Maximum value, kilo-lines executable source(99% confidence level)?
Expected value, kilo-lines executable source? I SN
Minimum value, kilo-lines executable source(99% confidence level)? _ 8.7

LAY
3.

How much code exists in modules requiring modification?
Maximum value, kilo-lines executable source(99% confidence
Expected value, kilo~lines executable source?

Minimum value, kilo-lines executable source(99% confidence

level)? _6.1

level)? A3
How much code will be deleted from these existing modules? of

Maximum value, kilo-lines executable source(99% confidence level)?

Expected value, kilo-lines executable source? Y-

Minimum value, kilo-lines executable scurce(99% confidence level)? __.&
4. How much code will be added to these existing modules? , 2

Maximum value, kilc ‘lines executable source(99% confidence level)? !

Expected value, kilo-lines executable source? . )

Minimum value, kilo-lines executable source(99% confidence level)? __.Y
€. How much code will be changed in other vays in these modules?

Maximum vaiue, kilo-lines executable source(99% confidence level)? [ 2

Expected value, kilo-lines executable source?
Minimum value, kilo~lines executable source(99%

confidence level)? 7

6. How much code will be deleted as entire modules from existing code?

10.

Maximum value, kilo-lines executable source(99%
Expected value, kilo-lines executable source?
Minimum value, kilo-lines executable source(99%

Minirum value, kilo-lines executable source(99%

Expected percentage of code to be developed actually delivered

(0-90, 91-99, 100)°?

How many different kinds of input/output data items per 1000 lines

new or modified code(>80, 16-80, 0-15)?

Overall complexity of program and data base architecture

(high, medium, low)?

11, Complexity of code logical design(high, medium, low)?

J2. What percent of the programming task is in Assembly language?

confidence level)?

i

confidence level)? ;_Jui___

7. How much of the remaining existing code must be retested?
Maximum value, kilo-lines executable source(99% confidence level)? ,;E:/
Expec:ed value, kilo-lines executable source? A A

confidence level)? __ /. &~

999

of

/6 - §0

‘Pul
baw
9

13, What percent of the new or modified code must be sto:age-optimized?___ﬁl___

22
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Fig. 7. Example of input form usage




14.
15,
16.
17,
18.

19.

23,
24,

25,

26.
27,

28,

29,

30.

31,

32,

33,
34.
35.

9

What percent of the new or modified code must be timing-optimized? __ _____

;

What percent of the total programming task is 'easy'?

What percent of the totzl programming task is 'hard'? -
When is work to start, on the(FRD/FDD, SRD, SDD)? FEN/EDD

What percent of the total program requirments are well established,
stable, and will not be altered before delivery? g2

What percent of the requirements are likely to change slightly before
delivery, but will do so under baseline change control?

What percent of the requirements are likely to change more drastically
before delivery, but will do so under baseline control? —

Complexity of program functional requirements(high, medium, low)?

3

Expected user involvement in requirements definition
(much, some, none)? TN

Customer experience in application area(much, none,.some)?

Customer/implementor organizational interface complexity
(high, normal, low)?

Interfaces with other SW development projects or organizations
(many, few, none)?

Efficiency of implementing organization(poor, ok, good)?

Overall implementation personnel qualifications and motivation
(low, average, high)?

FIRED

Percentage of programmers doing functional design who will also
be duing development (<25, 25-50, >50)? S~
Previous programmer experience with application of similar c¢r greater

size and corplexity(minimal, average, extensive)?

r
F

;

What is the average staff experience, in years, obtained from work
similar to that required in the task being estimated?

Previous experience with operational computer to be used
(minimal, average, extensive)?

Previous experience with programming language(s) to be used
(minimal, average, extensive)?

3N

Use of top-down methodology(low, medium, high)?
Use of structured programmer team concepts(low, medium, high)?

Use of Structured Programming(low, medium, high)?

1

Fig.7 (contd)
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3¢,
37.
is8.
39,

40,
41.

42,
43.
44,

45.
46.

47.

Values to be used for planning are:

I'se of design and code inspections(low, QA, peer)? __&A___.

Classified security environment for computer{yes, , no)? __M______
Hardware under concurrent development(much, some, none)? Nind. .
Percent of work done at primary development site

(<70, 70-90, 90)? 70-99
Development computer access mode(remote, scheduled, demand)? M
Percent of development computer access availability(<30, 30-60, >60)v? -40
Quality of SW development toois and environment(poor, ok, good)? ,__Jzé.____
Maturity of system and support software(buggy, ok, good)? __d‘_—____
Overall adverse constraints on program design *
(severe, average, minimal)? M,
Is the program real-time, multi-task(chiefly, some, no)? M

SW to be adaptable to multiple computer configurations or environments
(yes, , no)? —A

Adaptation required to change from development to operational ¢
environment (much, some, minimal)? M

Kilo~lines of code= ) e
Effort (person-months): —
Duration (months): :m
Average staff (persons): —_—=
Is output to be saved in a file? _OAQ___
Name of output file to be createc: YCEOIT
Schedule start date: JJ__AU_N o
Select desired outputs and output media, or enter RETURN only for
defaults., Defaults are 1A, 2A, and 3A. Choices are:
1=Gantt Chart A=file
2=PERT data, 132 width B=line printer

3=PERT data, 80 width

Choice(s): MA
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TITLE: VERSION CONTROL EDITOR CDE: Angus Day
ECR/ECO: e80.176 PROG. ID.: HUP-D2-0P-D.2
SUBSYS:  X2l.6 Date Estimated: 14NOVSB0
Model Data Version 1.3 310CT80

T e o 000 Ot B B Bk B Sl D A P S Sk O R S0 DO SO I S e el e It i Jon B S . o 0 et Bt TG D DU (g DY B AR S oM R A R G B e TS . G e S O . e B e W (0 ot D S B W G R O e e e S Ve B

hnswer the following items to the best of your estimation.

1. How much new code is to be produced (completely new modules)?
Maximum value, kilo-lines executable source(99% confidence level)? 3.5
Expected value, kilo~lines executable source? 3.3
Minimum value, Kilo-lines executable source(99% confidence level)? 3.1

2, How much code exists in modules requiring modification?
Maximum value, kilo~lines executable source(99% sonfidence level)? 6.9
Expected value, kilo-lines executable source? 6.6
Minimum value, kilo-lines executable source(99% confidence level)? 6.3

3. How much code will be deleted from these existing modules?
Maximum value, kilo=lines executable source(99% confidence level)? |
Expected value, kilo-lines executabie source? .3
Minimum value, kilo-lines executable source(99% confidence level)? .2

4, How much cod: will be added to these existing modules?
Maximum value, kilo-lines executable source(99% confidence level)? o7
Expected value, kilo-lines executable source? W6
Minimum value, kilo-lines executable source(99% confidence level)? .4

5. How much code will be changed in other ways in these modules?

Maximum value, kilo~lines executable source(99% confidence level)? 1.2
Expected value, kilo-lines executable source? .9
Minimum value, kilo-lines executable source(99% confidence level)? o7

6. How much code will be delated as entire modules from existing code?
Maximum value, kilo-lines executable source(99% confidence level)? 1.4
Expected value, kilo-lines executable source? 1.3
Minimum value, kilo-lines executable source(99% confidence level}? 1.1

7. How much of the remaining existing code must be retested?
Maximum value, Kilo-lines executable source(99% confidence level)? 2.1
Expected value, kilo-lines executable source? 1.9
Minimum valug, kKilo~lines executable source(99% confidence level)? 1.5

8. Expected percentage of cods to be developed actually deliver=d

(0-90, 91-99, 100)7? 91-99
9., How many different kinds of input/output data items per 1000 lines of

new or modified code(»80, 16~80, 0-15)7? 16-80
10. Cverall complexity of program and data base architecture

(high, medjum, low)? MEDIUM
11. Complexity of code logical design(high, medium, low)? LOW
12. Wwhat percent of the programming task is in Assembly language? 9
13. What percent of the new or modified code must be storage-optimized? 9

Fig, 8, Hard copy tormat input parameter record
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14,

15,
16,
17,
16,

19,

20,

21,
22.

23,
24.

26,
27.

28.

29,

30.

31,

33.
34,
35.

What percent of the new or modified code must be timing-optimized? 9

What percent of the total programming task is 'ecasy'? 20
What percent of the total programming task is 'hard'? 30
When is work to start, on the(FRD/FDD, SRD, SDD)? PRD/FDD

What percent of the total program requirments will be established
and stable before design, and will not be altered before delivery? 80

Wwhat percent of the requirements are likely to chanyge slightly before
delivery, but will do so unde, baseline change control? 10

What percent of the requiremeats ace likely to change more drastically
before delivery, but will do so under baseline control?

Complexity of program functional requirements(high, medium, low)? LOW
Expected user involvemeny in requirements definition

{much, some, none)? MucH
Customer experience in application area({much, none, some)? SOME
Customer/implementor organizaticenal interface complexity

(high, normal, low)? NORMAL
Interfaces with other SW development projects or organizations

{many, few, none)? _ FEW
Efficiency of implementing organization(poor, ok, good)? GOOD
Overall implementation personnel gualifications and motivation ,
(low, average, high)? HIGH
Percentage of programmers doing functional design who will also

be doing development (<25, 25-50, »50)7? 25-50
Previous progr-umer experience with application of similar or greater

size and complexity(minimal, average, extensive)? AVERAGE
What is the average staff experience, in years, obtained from work

similar to that required in the task being estiuated? 6
Previous experience with operational computer to be used

{minimal, average, extensive)? MINIMAL
Previous experience with programming language(s) to be used ‘

{minimal, average, extensive)? MINIMAL
Use of top-down methodology(low, medium, high)? HIGH
Use of structured programmer team concepts(low, medium, high)? HIGH

Use of Structured Programming{low, medium, high)? HIGH

Fig.8 (contd)




36.
37.
38,
39,

40.
41.
42.
43,
44.

45.
46 .

47.

Use of design and code inspections(low, QA, peer)? QA
Classified security environment for computer(yes, , no)? NO
Hardware under concurrent development(much, some, none)? NONE
Percent of work done at primary development site

(<70, 70-90, >90)7 70~90
Development computer access mode(remote, scheduled, demand)? DEMAND

Percent of development computer access availability(<30, 30-60, >60)? 30-60

Quality of SW development tools and environment(poor, ok, good)? OK
Maturity of system and support software(buggy, ok, good)? OK
Overall adverse constraints on program design

(sBevere, average, minimal)? MINIMAL
Is the program real-time, mnlti-task(chiefly, some, no)? NO

SW to be adaptable to multiple computer confiyurations or environments
(yes, , no)? NO

Adaptation reguired to change from development to operaticnal
environment (mgch, some, minimal)? MINIMAL

Fig,8 (contd)
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Estimated Overall Parameters:

+1l-gigma
Adjusted Lines of code= 6182 SLEC
6280 6085
Effort= 2¢.5 person-months
45,8 15.3

Staff productivity= 233 SLEC/staff-month
404 135
Duration= 15,7 months
1u.,0 12,9
Avg, Staff= 1.7

Dochmentation= SSZBpages $16.1K
4

645 $19,4K
Computer CPU time= 319 hours $0.0K
478 212 $0.0K

xaverage value

$13.4K
$0.0K

Use these figures to arrive at Effort, Duration, and gtaﬁfing
requirements., Include factors to provide acceptible risk

and confidence leveleg.

Values specified are:
Kilo-lines of code=
Effort (person-months):
Duration (months):
Average staff (persons):

~1l-gigma

6.18
32.0
16.0

2.0

For the numbers you have entered, a reasonableness check indicates that
the average project would produce 7303 lines of code, using 32 staff-months
of resources and 16 months of duration, with an average staff of 2 persons,

for a productivity of 228 SLEC/staff-month.

The level »f confidence in delivering 6182 lines of code,

on~-time and within resources= 33 %.
Is output to be saved in a file?
Name of output file to be created:

Schedule start date:

¥
VCEDIT
17NOVE0

Select desired outputs and output media, or enter RETIRN only for
defaults. Defaults are 1A, 2A, and 3A. Choices are:

l=Gantt Chart
2=PERT data, 132 width
3=PERT data, 80 width

Choice(s):

A=file

B=line printer

18,2B,3A
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Fig. 9. Output of SWAG estimator using the ''typical software

project'’ parameters
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START
Sys Plans, Req%s, & Design
Define Subsys Reqts
FRD
Write all sections
Edit and release FRD
Level B Review
Define Sys Architecture
FDD
Write all sections
Edit and release
Level C Review
SW Planning and Reqts
Define Software Regts
SRD
Write all sections
Edit and release
Level D Review
SW Architecture and Design
Define SW architecture
SDD
Write all sections
Edit and release
System Interface Design
Level E Review
SW Detailed Desigrn & Prod
SSD
Write Sections 1,2,3
Write Section 4
Write Section 5
Write Section 6
Write Section 7
Edit and release
SOM
Write preliminary draft
Complete all sections
Edit and release
High-level Design Review
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CDE:
ID.:

Angus Day

HUP~D2~0P~D, 2

14NOVB0

: WHO EFF ¢ E=START : L-FINSH

S8 €6 40 B 9% 8% we e Sh I we SO S5 s SE w4 G¢

.. wa

s ee es se we e

Module Production & Integ :

Executive and control
I/0 Modules
Interface handlers

B 0E ok ue Be B¢ 26 eu B Be Ve G4 S VS SO B e e

98 eu *% e we we e *e se

a8 ®s ae

0

-
o

Lo
ONBUVWOIOANALVLLWEOARAOONNOLNAEOFONNMNLIOLUIOWNLODWOLO

6s %6 %0 se BE ue B8 05 e ws we S eE eE

es. WB @4 me Su s e 26 o8 w8 s e ee on

17NOV80
9JANB]
17N0V80
BDECB0
17Nov8o
5DECB0
8DEC80
10DEC80
7JANBL
10DECSB0
6JANBL
7JANSB1
16FEB81
9JANEB]
12FEB8]
9JANB1
11FEBB]
12FEB81
6APRB1
16FEBS1
2APR81
16FEBS]
1APRS1
16FEB8L
2APR81
22DEC81
23FEB82
6APRB1
6APR8]
24APR81
6APR81
6APRB1
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29MAY 81
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J1FEBBl
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6APRB]
19MARB1L
2APR81
1APRS1
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1APRB)
6APR8)
22DEC8]
11MARS2
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24APR81
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Fig. 11. Short-form output of the PERT/CPM WBS schedule data
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| TITLE: VERSION CONTROL EDITOR CDE: Angug Day

| ECR/ECO: e80,176 PROG. 1ID.: HUP-D2~0P~D,2

! KSUBBYS: X21.6 STATUS AS OF: 14NOVB0

{ CODE H TASK : WHO : EFF : E~START : L~-FINSH : FLW
* 4.4.4 : Function A : : 18 : 23JUL8B) + 17AUGSB) 0
* 4.4,5 :  Punction B : : 18 : 17AUG81 : 11SEP8L : 0]
* 4.4,6 :  Function C : ¢ 17 : 11SEPBl : 60CTBl : 0l
* 4.4.7 H Function D : ¢ 17 : 60CTBL : 290CTB1 0
* 4.4,8 : Function E : : 17 : 290CTBY1 : 23NOVBl 0
* 4.,4,9 : Function F : ¢ 17 : 23NOVBL : 1BDECSB1 : 01
| 4.5 ¢ Special Tasks : : 0 s 10JUNBL : 18DECBL : 132
| 4.5.1 H Support software : : 12 : 2JUNB1 : 1BDECBl : 132
| 4.5.2 : Other : : 6 : 2JUNBY : 1BDECSBLl s 135]
* 4.6 : Acceptance Readiness Rvw : 2 : 1BDEC8) : 22DECBl : 0|
*5, : SW Test and Transfer : : 0 : 18MARB2 : 18MARB2 : 0]
* 5.1 : Verification tests : : 28 : 22DEC8Y : 1FEBB2 : 0l
| 5.2 : Contingency : ¢+ 25 ¢ O9APRB1 : 11MARB2 : 218|
| 5.3 :  STT : : 0 : 19FEB82 : 1BMARB2 : 19|
| 5.3.1 : Write all sectionrs s :+ 14 : 2JUN8)1 : 1FEBB2 : 159
| 5.3.2 : Edit and release : : 2 : 1BFEB82 : 11MARB2 : 14
* 5.4 : Acceptance tests : : 20 : 1FEB82 : 1BFEBB2 : 0
* 5.5 : Demonstration tests : : 22 : 1BFEBB2 : 11MARS2 : 0l
* 5.6 ¢+ Transfer, CDE to COE H H 7 :+ 11MARB2 : 1BMARSB2 : 0]
16. : Mgt Tasks and Milestones : : 0 : 16DECB0 : 18MARB2 :; 313
] 6.1 : CDE Activities : ¢ 37 : 17NOVB0O : 18MARB2 : 313
* 6.2 : Develop prelim budget $ : 3 : 3DECB0 : 5DECS80 : 0
* 6.3 : Develop Sys Impl Plan H $ 3 : 31DECBO : 6JANSL : 0
* 6.4 : Draft Software Impl Plan : : 6 : AFEBB) : llFEBSB) : 0
* 6,5 : Revise Impl Plan : + 12 : 19MARB1 : 1APRB]1 : 0
| 6.6 : QA Audit : :+ 26 : 1BFEBB2 : 18MARB2 : 6
TFINISH : : : 0 : 18MARB2 : 1BMARSB2 : 0

Fig. 11 (contd)
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Appendix A
DSN Software Cost Model Factors

This Appendix contains a listing of the standard factor
file accessed by the software model, A correspondence between
factors on the file and those appearing in formulas herein
appears below:

FILE AND PROGRAM

MNEMONIC REPORT SYMBOL
NEWFAC 1 (normalized)
CHMFAC b
ADLFAC c
CHLFAC d
DLNFAC e
DMDFAC g
RTSFAC h
LLEV fHOL
LADJ fassy
CADJ fc-crit
TADJ ft—crit
EADJ feasy
HADJ fhard
BADJ fbase
MADJ fmany
FADJ ffree

* Factors in the file used by the model not given a specific
symbol in this report.




FILE AND PROGRAM

MNEMONIC REPORT SYMBOL
SADJ fexp
FULLUP ffull»up
KSLECPM P
A a
AWFFAC £og
E1FAC Agigma
DFAC Ty
DEXP £,

T1FAC *
PPKSLEC D,
AD Cdoc
PGCOST *
DIFAC *
CFAC c,
AC ¢epu
C1FAC *
CPTRCOST *
S1FAC *
WTFAC Wy /o
ATFAC W/K
LOGRATIQ*# —log[phi(i)/Plo(i)]

Factors in the file used by the model not given a
specific symbol in this report.

The LOGRATIO designator does not appear in the file;
however it is found as the numeric field following the
3 ANSWER entries.
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DSN SOFIWARE QOST MODEL STANDARD FACIOR FILE

VERSION (VERSS)

WORK DAYS PER MD (DAYSPERMO)
HDR FIELD 1 (HFL1§)

HDR FIELD 2 (HFL2$)

HDR FIELD 3 (HFL3$)

HDR FIELD 4 (HFLAS)

HDR FIELD 5 (HFL5S)

CLEAR SCREEN (CLS$)

NEW CODE FACTOR (NEWFAC)
CHG MODULE FAC (CHMFAC)
ZDD LINES FAC (ADLFAC)
CHG LINES FAC (CHLFAC)
DEL LINES FAC (DLNFAC)
DEL MODULE FAC (DMDFAC)
RETEST FACTOR (RISFAC)
LANGUAGE LEVEL (LLEV)

LANG ADJ FAC (LADJ)

CAP ADJ FAC (CADJ)

TIME ADJ FAC (TADJ)

EASY A0 FAC (EADJ)

HARD ADJ FAC (HADJ)
BASLINE CHG FAC (BADJ)
MANY CHG BL FAC (MADJ)
FREE CHG FAC (FADJ)

STAFF EXP ADJ FAC (SADJ)
FULL-UP TRNG FAC (FULLUP)
KSLEC/MO  (KSLECEM)
DEFAULT &% ¢%JCTIVITY (PDEFLT)
EFFORT MXPOLENT  (A)

WF MODEL EXPONENT (AWFFAC)
EFFORY' STD DEV FAC (E1FAC)
DURATION FAC (DFAC)
DURATION EXP (DEXP)

DUR STD DEV FAC {T1FAC)

(

CPTR TIM STD DEV FAC (C1FAC)
COMPTR HR COST (CPTRCDST)
STAFF STD DEV FAC (SLFAC)
HALF-TIME EFF., FACTOR (WTFAC)
PUTNAM KA/K FACTOR (ATFAC)
WBS TASK SKIPS(SKIPS)

PROMPTL ,"

,"Version 1.3 3locrso”
20
"TITLE: "
,’(I)El "
MBCR/BQ0: "
+"PROG, ID.,: *
,"SUBSYS: "
12,27,43

'l

1027

re

re24

"-‘15

rell

1o 17

2.4

e 82

1,01

1el2

18

1.2

y1.35

/1.9

/2.3

1406

)

10237

102

1l

11.95

11.73

+4.88

14356

'1.49

1120

10823

030

'1.2

125.2

1096

/1.5

/1,53
/1.5

’
00, 14, 21

Expected value, kilo-lines executable source"

PROMPT2 ,"
PROMPT3 "
PROMPT4 ,"1.
PROMPTS ,"2,

Maximum value, kilo-lines executable source(99% confideince level)"
Minimum value, kilo-lines executable source(99% confidence level)"
How much new code is to be produced (completely new modules)?"

How much code exists in modules requiring modification?"



DSN SOFIWARE COST MODEIL, STANDARD FACTOR FILE

PROMPT6 ,"3. How much code will be deleted from these existing modules?"”

PROMPT7 ,"4. How much code will be added to these existing modules?"

PROMPT8 ,"5. How much code will be changed in other ways in these modules?”

PROMPT9 ,"6. How much code will be deleted as entire modules from existing code?”

PROMPT10,"7, How much of the ramaining existing code must be retested?”

PROMPT11,%12. What percent of the programming task is in Assembly language®

PROMPT12,%13, What percent of the new or modified code must be storage-optimized”

PROMPT13,"14., What percent of the new or modified code must be timing-optimized"

PROMPT14,"15, What percent of the total programming task is 'easy'"”

PROMPT15,"16. What percent of the total programming task is 'hard'”

PROMPT16,"18. What percent of the total program requiments will be established
and stable before design, and will not be altered before delivery”

PROMPT17,"18. What percent of the requirements are likely to change slightly before
delivery, but will do so under baseline change control®

PROMPT18,"20. What percent of the requirements are likely to change more drastically
before delivery, but will do so under baseline ocontrol”

PROMPT19,"30, What is the average staff experience, in years, obtained from work
similar to that required in the task being estimated"”

mgmzo,"e. Expected percentage of code to be developed actually delivered

ANSVERS,O-%,SI-”:IOO,-.SII

PROMPT21,"9, How many different kinds of input/output data items per 1000 lines of
new or modified code"

ANSVERS,)BO,].G-W,O-IS,-.S‘B

mgrzz,"m. Overall complexity of program and data base architecture

ANSimS,high,ﬂEdiun,low,—JZQ

PROMPT23."11. Complexity of code logical design"”
m,mgh,n’edilm,lw’—0324

PROMPT24,"17. When is work to start, on the”
W'FRD/M,SRD,SDD'-10386

PROMPT25,"21. Complexity of program functional requirements"
m,mgb,mdim,lw,"o?‘l

PR(M{I‘ZG ,"22. Expected user involvement in requirements definition

ANSWERS, much, some,none,-.873

PROMPTZ7 ,#23. Customer experience in application area"

ANSWERS, much,none, some, = .501

PPOMPT28,"24, Customer/implementor organizational interface complexity
]

ANSWERS, high,normal, low,-1.394
PROMPT29,"25, Interfaces with other SW development projects or organizations
LJ

ANSWERS, many , few,none ,— .405

PROMPT30,"26. Efficiency of implementing organization”

ANSWERS, poor , 0k ,good, -~ .693

PROMPT'31,"27. Overall implementation personnel qualifications and motivation
n

mms,lw'ave[age'high"lal33
PROMPT32,"28. Percentage of programmers doing functional design who will also
be doing development”
ANSWERS, <25,25-50,>50,~-.938
PROMPT33,"29, Previous programmer experience with application of similar or greater

41



DSN SOFTWARE OOST MODEYL, STANDARD FACTOR FILE

size and complexity”
ANSWERS . minimal,average,extensive,~1,033
mgm,'al. Previous experience with operational computer to be used

ANSWERS,minimal,average,extensive,~.759
mgr:ss,"az. Previous experience with programming language(s) to be used

ANSWERS,minimal ,average,extensive,~1.149

PROMPT36,"33, Use of top~down methodology"”

m,lw,mdim,high;-.‘%

PROMPT37,"34. Use of structured programmer team concepts”

mm,lw;mdim;mgh!'o622

PROMPT38,%"35, Use of Structured Programming®

Mmms,lw,mdiun,high,".m?

PROMPY'39,"36, Use of design and code inspections"”

WERS,IWJQ“IWQI"'J:Q

PROMPT40,"37, Classified security environment for computer"”

W,yes, 'no’-0617

PROMPT41,"38. Hardware under concurrent development”

Mmm,mch;m;mm,—.fﬂe

PROMPT'42,"39, Percent of work done at primary development site
"

mwms,<70,70-m,>90,-1.147

PROMPT43,"40. Development computer access mode”

ANSWERS, remote, scheduled, demand,~.742

PROMPT44,"41. Percent of development computer access availability”
m,<30,30‘-60,>60,--718

PROMFT45,"42. Quality of SW development tools and environment"
ANSWERS, poor , ok ,good, - .693

PROMPT46,"43. Maturity of system and support software”
Wms,mggypOk,gO(ﬂ,~.693

PKHE'M?,"“. Overall adverse constraints on program design

ANSWERS, severe,average,minimal,-.568

PROMPT48,"45. Is the program real-time, multi-task"”

ANSWERS, chiefly,some,no,-2.3

PROMPT49,"46. SW to be adaptable to multiple computer configurations or environments
n

mwms,yes, 'm,".405

PROMPTS50,"47, Adaptation required to change from development to operational
environment"

ANSWERS, much,some,minimal,-.405



Appendix B
DSN Software Cost Mode! Standard
Work Breakdown Structure Skeleton

The standard Work Breakdown Structure (WBS) skeleton is contained in a file defining
a PERT plan of a typieal software project. Effort and duration of cach task In the WBS
skeleton are given In fractions of the total W and ‘T determined by the program,

The first record in the file is merely an identifier, announcing the WBS version number
(displayed on the screen when the program starts), The remaining records are of the form

(task coded, {task titled, (who field), Geffort), (uration), (predecessor list), . (date)

The {task code) and (task title) fields are strings, while (ffort) and (uration) are
numeric (fractional values). The {who field) is not used in this version (it appears so as to
be compatible with the PERT program). The ¢predecessor list) is of the form

{task code)
or
(task code), {predecessor list)

The (predecessor list) may extend over several lines; the signal for the end of the list
is the period, The Qute} field is null; it also appears here to be compatible with the PERT
program. When not null, it announces to the PERT program an actual date that the task
must complete,

STANDARD WORK BREAKDOWN STRUCTURE,Version 1.2 300CT80
0.,START,, 0, .922,.
1.,"Sys Plans, Reqts, & Design",, 0, .96,1.6,.

lol[ Wfi«ne SUbS}’B RK]?S” '024’ 0748'00,0
102’ FRD” 0' 096'1c2.2'c
1-2.1, Write all thionau -0%72' .74800.,-
10202' Edit and release FRD” 000288' o748,l.2n1,6.2,1.1,.
6.2, Develop prelim budget,, .0048, .748,1.1,.
1-3' Level B ReView” -0048' .748,1.2(.
1.4, Define Sys Architecture,, ,0288, .748,1.3,.
1-5' m,, 0' 096}1|502,.
1.5.1, Write all sections,, .00672, .96,1.3,.
1.5,2, Edit and release,, .00288, ,748,1,5.1,6.3,.

6.3( DeVEJ.q) SyB Impl Plan” 300487 0748'104'.
lc [ wel CRE‘VieW,' 00048' 0748'1.5]-

SW Planning am ths" o’ 096'2.3'0

2.1, Define Software Reqts,, .0384, .690,1.,.
2.2, SRD" 0, o%'2¢2-2'3

2.2.1, Write all sections,, .00672, .96,1.,.
2.2.2, Edit and release,, .00288, ,675,2.2.1,6.4,.
6.4, Draft Software Impl Plan,, .0096, .675,2.1,.
2.3, Level D Review,, ,00384, .675,2.2,.
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6.

DSN SOFTWARE COST MODEL, STANDARD WBS SKELETON

SW Architecture and Design Def,, 0, +96,2.,3.4,.
301' Define SW architecture,, .048, 0666,2444
3.2, SDhD,, 0, .96,3,2.2,.
3.2.1' Write all mctionB” -00576' 096'2"0
3.2.2' Edit and release,, .00288, 0654'302ul'3.3'6'5,l
3.3, System Interface Design,, .0346, .96,2./.
6.5, Revise Impl Plan,, .0192, «655,3.1,.
3.4' [evel E RGView“ 00038" n655'3|2'3¢3’6l5'0
SW Detailed Design & Prod,, 0, .96,4.6,.
‘.1' SSD" 0’ o%l‘uch'o
4.1.1, "Write Sections 112’3"” .0096' 096,344
4-1.2( Write Section 4” 00288' 0654'3o'o
4.1-3' Write Section 5” -%72’ -96'4-1'2'-
4.1.4, Write Section 6,, .00672, .96,3.,.
4-1.5' wtite SeCtiOﬂ 7" 00144' 096'3"0
4.1.6' Edit and telease" 000874' .96,4.1.1,4.1-2'4.1.3'4ol.4,40105'504,.
“” 0, -96,4-2-3,.
402.1' Write pIEliNinal'y d!aft” v0125[ .654'4-1.2,.
4.2.2, Complete all sections,, .0144, .96,4.3,.
4.2.3, Edit and release,, -00605, -96;402:2;5.4,;
' High"level MSign ReView” -00384' -582,4.1.2'4._4-1'4-2.1"
Module Production & Integration,, 0, .96,4.4.9,.
.4.1, Executive and control,, .0278, .498,4.1,2,4.2.1,.
, 1/0 Modules,, .0278, .498,4.4.1,4.3,.
, Interface handlers,, .0278, .498,4.4.2,.
’ Function A,, .0278, .515,4.4.3,.
[ FunCtiOﬂ B" 10278' 0515.40400
(4 Fun(:tion C', -0269' n515'4o405,.
. Function D,, .0269, .515,4.4.6,.
’
[4
b

4.2,

.
& L
-

Function E,, .0269, .515,4.4.7,.
chtion F" 00269, .515,4.4-8,:
'al TaskS” 0' 096'40502'415-1'3
, Support software,, .0197, .963,4.3,.
5.2, Other” -0096' 096(403,»
4-6' Ameptance Readiness Rw,, 000384' .582'4o2.2'405'40101'4;103'40104'4.105'4'4

4.5'

re
SW Test and Transfer,, 0, .96,5.6,.
5.1, Verification tests,, .0432, .535,4.,.
5-2' Cmtingemy,, 00384' 096,4.1.1(0
5‘3' Sl'r,' 0" 096'503.2'0
5.3.1, Write all sections,, .0221, .96,4.3,.
5.3.2, Edit and release,, .00384, .96,5.4,.
5.4, Acceptance tests,, .0317, .776,5.1,5.3.1,.
5.5, Demonstration tests,, .0336, .704,5.4,.
5.6, "Transfer, CDE to COE",, .0l15, .704,5.5,5.3.2,5.2,4.2,4.1,.
Mgt Tasks and Milestones,, 0, ,96,6.1,.
6.1, CDE Activities,, .0576, .96,0.,.
6.6, OA Audit,, .04, .922,5.4,.

NASA~JPL~Coml, LA, Calil.
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