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PREFACE

The proposition was advanced long ago that solar variability may
modulate conditions in the Earth's troposphere. Many investigators
over the years have studied possible correlations between solar and
tropospheric change.. The scientific community has received these
purported correlations with reservations because the physical mechanisms
involved have not been evident. On the other hand, the significance of
such correlations and mechanisms is great, if they can be substantiated.

In recent years, more investigators have turned their attention to
candidate physical mechanisms by which solar phenomena may rationally
influence the Earth's atmosphere. The scientific literature contains a
variety of intriguing mechanisn concepts presented with more or less
clarity and credibility. None of the suggested mechanism chains
extending from the Sun to the troposphere seemed in late 1978 to have
compelling arguments convincingly presented in their support. Such
comprehensive chains are of the greatest importance because of their
potential siqgnificance to weather and climate, but incomplete chains
also offer many scientific challenges.

Before a mechanism chain or links in a chain can be tested by a
focused plan of observation or experiments, the proposition must be
well formuloted. When the Marshall Space Flight Center examined the
prospects of using space capabilities to test candidate mechanisms, the
need for well-formulated propositions was evident. Therefore, an effort
was initiated during Fiscal Year 1979 to assess the status of proposed
mechanisms and to strengthen the statement of their propositions. This
document is one product of that effort. It contains a critical review
of the creditable physical mechanism links and chains.

The review proceeded under several guidelines. The first was a
clear emphasis on physical processes rather than statistical correla-
tions. Another was a recognition that perhaps one, possibly none, and
remotely more than one of the suggested chains may ultimately be shown
to have significance. In this circumstance, progress is made when
candidate mechanisms can be eliminated from further contention based on
sound analysis of telling deficiencies. Also, it is a positive step
forward when a sufficient definition is generated to facilitate tests
against observations, existing or new. Likewise, there is value in
identifying areas of uncertainty requiring further study or theoretical
analysis. Certainly the review proceeded with no expectation that an
obvious mode of solar influence on the troposphere would emerge. The
expectation was that a careful formulation and review of the proposed
mechanisms could be accomplished and that documentation of such would
be welcome progress.

The reviews were accomplished by three teams of scientists. Each
team had a leader and organized its work into subunits as appropriate.
Initially the work of the teams was structured around three principal
mechanism classes. One class concerned chains of processes in which
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the initiating agent is envisioned as variations in the electromagnetic
radiation from the Sun. A second class emphasized chains following from
differing conditions in the solar wind or resulting in changes in the
vorticity indices in the troposphere. The third class concerned solar
modulation of the soft cosmic rays reaching the atmosphere and electri-
fication processes in the atmosphere. A scientist from the Space
Sciences Laboratory of the Marshall Center was designated to follow

and participate in the work of each team.

As the teams progressed with their studies, they found it advan-
tageous to make some redistribution of topics among the teams. They
also reached mutual agreement on a division of topics to be covered in
a collection of review papers and reports. Whenever appropriate, the
teams were encouraged to document their results in a form suitable for
submission to standard review journals.

About midway in the efforts of the review teams, a meeting was
held in Huntsville at which the teams presented interim results. These
findings were critiqued at the meeting by a panel of active workers in
the discipline involved. The comments received were reflected in the
remaining work of the teams. The midway critical review meeting was
hosted by The University of Alabama in Huntsville on April 9-10, 1979,
and is described in some detail in Report on a Critical Review of
Solar-Terrestrial Physical Connective Chains, by S. T. Wu (1979).

As Fiscal Year 1979 and the work of the review teams approached an
end, a public presentation of their results was judged tn be desirable.
An opportunity for such a presentation arose at the Annual Meeting of
the American Meteorological Society in Los Angeles on January 30, 1980.
An afternoon session entitled "A Search for Physical Mechanisms
Relating Solar Variability and the Troposphere" was organized with
seven speakers (Bulletin AAS, 60, 1979, p. 1239). The invited speakers
were either participants in the review efforts or individuals whose
work the reviewers recognized as pivotal.

Clearly the individual reviews, as finally published, must stand
on their own scientific merit, whereas this document is designed to
assemble, in one place, the most salient features of the several indi-
vidual studies and to provide a guide to specific material in them.

It is a pleasure to acknowledge with thanks the contributions of
the many participants in this effort: the team leaders, team members,
consultants, critical reviewers, and other supporting personnel. I
sincerely hope that time will demonstrate that the progress in under-
standing justified the effort.

Charles A. Lundquist
Pirector, Space Sciences Laboratory
NASA, Marshall Space Flight Center
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INTRODUCTION

The studies discussed in this report were performed for the purpose
of assessing the physical reality of chains of causative mechanisms that
have been hypnthesized to relate solar variability to the behavior of
the Earth's lower atmosphere. Hence, the studies have focused primarily
on the physical/chemical processes, per se. Fxcept ton the extent that
an assessment of the reality or the physical significance of an hypothe-
sized connective link influences the determination of its validity, the
studies have nnt treated any of the numerous Sun-weather correlations
reported in the literature.

The studies have attempted (1) tn develon physically meaningful
descriptions of the individual processes within chains that are hypothe-
sized to relate solar behavior to that of the Earth's atmosphere, (2)
to assess the significance and physical realizability of the processes,
and (3) to identify experimental investiqations required either to pro-
vide additioral knowledge needed to make possible an adequate assessment
or to validate the assessment made i~ the studies.

The studies were conducted in three parallel, coordinated efforts.
The first was led by Nr. Alan S. Krieger of American Science and
Engineering, Inc. It identified and characterized those solar vari-
ations believed most likely to constitute the farcing functions in an
hypothesized solar-terrestrial atmosohere chain.

The second study was led by Dr. Arthur A. Few, Jr., of Rice
University. It dealt mainly with changes in the Earth's atmospheric
electrical characteristics due to solar variability. Hence, it was an
investigation of the majc~ body of transfer functions wherehy solar
variations have been hypothesized to affect the terrestrial Tower atmos-
phere,

The third study was led by Dr, M, K. (Ri1l) Davis of the University
Space Research Associates, Boulder, Colorado. It focused on some of the
observed variations in atmospheric, generally tropospheric, behavior
that have been suggested to have been caused by, or strongly influenced
by, solar variability. For each, it has attempted to identify,
characterize and assess the chain of physical mechanisms, beginning at
the observed "effect" and generally moving backwards toward the Sun.

A fourth effort, led by Dr. Shi Tsan Wu of the University of
Alabama in Huntsville, provided for an independent critical review of
findings as the studies progressed and for dissemination of study results.

The organization of a session entitled "A Search for Physical Mecha-
nics Relating Solar Variability and the Troposphere" for the 60th annual
meeting of the American Meteorological Society, Los Angeles, California,
January 1980, was accomplished as a part of this effort.
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SUMMARY OF STUDY RESULTS

The solar-terrestrial system is complex. From energy considerations,
it is highly unlikely that solar activity directly influences tropo-:
spheric behavior, i.e., weather (Dessler, 1975, and Willis, 1976).
Therefore, it is assumed that an effective connective chain must be one
in which the solar variation modulates or amplifies a naturally occur-
ring feature of tropospheric behavior. The single hypothesis of direct
connection between solar variability and tropospheric response invokes
the influence of a change in the total solar irradiance, the solar
constant, on the mean areal temperature at the Earth's surface. The
data currently available indicate that the solar constant varies no
more than 0.1 percent, the limit of accuracy of the measurements.
Numerical simulations of the response of the global atmosphere to
variations in total solar energy input indicate that a sustained varia
ation Bf 1 percent in the energy input results in a sensible change 1°C
to 1.5°C, in the mean annual areal temperature. The mechanism might be
applicable in explaining long-period climatic changes, Chains proposed
to relate shorter-term solar variations to tropospheric behavior must
invoke processes occurring in the Earth's upper and middle atmosphere.
Figure 1 depicts, in a greatly simplified scheme, the possible chains.

in Figure 1, the variable processes of the Sun are shown in three
broad classes: (1) The Electromagnetic Radiation which can change both
in total emittance, i.e., tho solar constant, and in spectral composi-
tion, (2) The Energetic Particles Emission, i.e., Solar Proton events,
and (3) The Solar Wind. Processes occurring in the upper and middle
atmosphere are classed as either Photochemical or Ionization processes.
Those in the lower atmosphere, near and below the tropopause, are
considered in four categories: Temperature Effects, Kinematics, Precip-
itation, and Electrification. Figure 1 does not attempt to depict
the multitude of interrelations existing among the classes of mechanisms.
Figure 2 shows a few of the interconnections. It, too, in no way
portrays the complexity of the real system.

The value of the simplified classification is that it forces one
to focus on classes of key processes within causative chains that in
reality are so complex as to defy detailed analysis. As an example,
consider a simplified chain in which the variation in the spectral
composition of the solar emittance is hypothesized as the forcing
function influencing the circulation pattern within the troposphere.
More specifically, changes in the intensity of the radiation in the
spectral region from 2000 angstroms to 3000 angstroms are held to modify
the concentration and distribution of ozone and, thereby, the tempera-
ture distribution in the stratosphere. The change in temperature
distribution changes the flow pattern at altitude, thereby changing
the reflection coefficients for planetary waves that originate in the
troposphere and propagate energy upward. The change in reflected
energy modifies the wave pattern (circulation) within the troposphere.
Levy (H. Levy, II, Report III) has reviewed the evidence for solar con-
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trol of temperature distribution in the stratosphere; Geller (M.A. Geller,
Report 1V), the tropospheric wave modulation processes. The data now
available are not sufficient to validate ccrrlusively the hypothesized
chain; however, with the assumptions made in the analyses, the hypothe-
sis concerning wave modulation is shown to be physically realizable.

Areas in which additional research is needed are identified.

Modification of the total concentration or distribution of atmos-
pheric ozone at critical altitudes has been frequently invoked as a key
mechanism through which solar influence might be exerted on the be-
havior of the Earth's lower atmosphere. Haurwitz (B. Haurwitz, Report
I1), Levy (loc. cit.), and Few (Arthur A. Few, Jr., and Andrew J. Wein-
heimer, Report V) have reviewed the processes involved. The evidence
indicates generally that fcr ripid atmospheric responses, periods of a
few days or less, the effects at critical altitudes are probably
insufficient to exercise control. Few discusses a mechanism, involving
both increased reaction rates and increased concentration due to
electric field drift of ion-molecular reactants, that cannot be immedi-
ately disregarded. Similarly, there are insufficient data available
to assess the extent to which ozone concentration at critical altitudes
over long periods, a few years, might be related to solar spectral
variability. Both questions require further study.

In those chains that are hypothesized to explain perceived
rapid responses of the behavior of the troposphere to that of the Sun,
the transfer functions involved are almost invariably electrical in
nature. Hence, the key mechanisms to be considered involve changes in
the concentration or distribution of fons in the atmosphere together
with the immediately local results of such changes. That the Sun
influences iun concentration and distribution within the atmosphere is
well estabiished. The mechanisms (modulation of galactic cosmic rays
entering the Earth's atmosphere, impingement of solar protons into the
atmosphere, injection of energetic particles at high latitudes due to
disturbances of the magnetosphere induced by changes in the solar wind,
and ionization of constituent gases at ionospheric altitudes by solar
uv) are all well identified and generally understood. Critical to the
assessment of the significance, and validity, of a given proposed con-
nective mechanism are (1) a determination of the magnitude of the solar
forcing function on the atmospheric parameter of interest at the site
of interest, (2) an estimate of the excursion of the parameter, due to
the solar forcing, from its normal value, and (3) a determination of
the influence of an excursion of such magnitude on the next immediate
processes in the chain. As an example, Few and Weinheimer evaluate
the probability that variations in the atmospheric electrical field
are sufficient to directly induce sensible changes in atmospheric
pressure at tropospheric levels. The pressure due to the clear weather
field at tropospheric altitudes is shown to be some 12 orders of magni-
tude lower than normal atmospheric pressure. At thermospheric altitudes
the pressure due to the electric field is about equal to normal atmos-
pheric pressure, but no rational mechanism exists for transmitting




differences in these small absolute pressures as a controlling infiu-
ence to the troposphere. The electric prescure due to the fields
developed in thunderstorms is several orders greater than that in the
fair weather field but is still insufficient to affect the kinematic
behavior of the troposphere directly. Sartor (see Few and Weinheimer
and reference therein) has pointed out that in the tropics, where
Coriolis forces approach zero, the electrical pressure associated with
thunderstorms could be sufficient to produce vorticity.

To affect the meteorological behavior of the atmosphere through
solar modulation of the concentration of an ion-molecular species, the
ion-molecular species must interact significantly with an atmospheric
component that directly influences the meteorological behavior; for
example, ozone. Mohnen, and others, (referenced in Few and Weinheimer)
had concluded that, even in the greatest reasonable enhanced concen-
tration, the number ofion-molecules available for reaction is orders of
magnitude lower than the numbers of ozone and other reactant molecules.
Hence, the probability is quite small that solar control of atmospheric
behavior could be exercised through ion-chemistry changes. The present
study generally confirms these conclusions. However, in the case in
which jon concentration is influenced by changes in production rate
and drift in the electric field a detectable influence may be possible.

A study of those processes in which ions serve to induce or to
enhance nucleation and "particle" growth appears, generally, to support
the conclusion that the effects of solar medulation of ion concentra-
tion are not sufficient to overcome the randomizing effects inherent in
other competitive processes in the atmosphere. However. those cluster
processes in which trace gases (for example, H,S0,) are involved are
not yet fully understoud and require additiona? study before a totally
firm conclusion can be reached.

It generally is assumed that the electric field's influence on the
coalescence and droplet growth process is important only at field
strengths encountered in thunderclouds. However, the Few study reports
that an undocumented investigation of the coalescence process in field-
free environment had revealed that a field is required for the process
to proceed at all. If this is the case (further investigation
obviously 1s needed to confirm this), additional study of the role of
the weaker, .1iir weather, atmospheric electrical fields on the process
is indicated. For example, the occurrence and growth rate of cirrus
clouds might be influenced by the variation in the fields normally
encountered at that altitude (Few and Weinheimer; T. D. Wilkerson,
et al., Report VI).

Evidence appears to exist that the rate of electrification of a
thundercloud is related to the intensity of the fair weather field and,
therefore, might be subject to solar influence through processes that
modulate the fonization rate and atmospheric field strength in the
low~= atmosphere (Few and Weinheimer; J. D. Klett, Report VII). The
evidence for direct influences of the 1evel and rate of electrification
of thunderclouds on other, more general, lower atmosphere meteorological
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characteristics is presently quite tenuous. Additionally, the mechanisns
whereby solar variations are "mapped down" to influence field strength

at the trupospheric level are not completely elucidated. Both areas
require additional research.

Solar modulation of hiah cirrus cloudiness has been invaked as a
key mechanism in several chains that have been hypothesized - relate
solar variability to the behavior of the Earth's atmosph- . ~ “kerson,
Pitter, Ellington and Rosenberg, as members of the USRA "tudy 1. , have
investigated this mechanism. They conclude that sufficiunt rdser -:tional
data do not now exist for a good test of the hypothesis. They identify
the additional data required and suggest the research for obtaining
them. In every case that they treat, the data are needed to rurther
understanding of the role of the high cirrus in the meteorclogical system,
generally; the research recommended is important beyond its potential
contribution to the determination of the role of the high cirrus as a
solar variability-Ea,th atmosphere connective mechanism.

COHCLUSTONS AND RECOMMENDATIONS

Because of the complexity of the solar-terrestrial system, it would
have been surprising had the studies identified conclusively any single
chain of physical processes relating solar variability to the behavior
of the Earth's lower atmosphere. The studies have identified some areas
in which, perhaps, the search for solar-terrestrial coupling mechanisms
is most likely to prove fruittul.

In some cases the inability to unequivocably determine the signi-
ficance of a particular identified process stems from the lack of
sufficient data; in some, from the lack of an adequate model from which
to assess the consequence, or output, of the process; in some, from both.
As an example, the "noise" in currently available general circulation
models is at least as great ac the uncertainty in the measured values of
the solar constant. Should the recently activated program of measuring
the solar constant from space reveal persistent small variations,
improvements in the mcdel would be required to permit rigorous evaluation
of the effects.

From the present study, refinement of models of the type treated by
Geller, together with more extensive measurements of temperatures and
flow fields in the lower stratosphere, appears warranted. If the pre-
dicted correlation between the flow field at altitude and the "phasing”
of the tropospheric circulation pattern is verified, an intensive search
foir the mechanisms controlling the temperature and flow distributions
in the lower stratosphere would be a well-justified next step.

The available information appears to indicate that ion-chemistry
processes probably are not direct key mechanisms in solar-terrestrial
atmospheric behavior chains. Nevertheless, further study (modeling) of
solar particle events that include ion transport and ion reactions could
be productive. If the m:dels indicate that the concentrations and



reaction rates reach levels sufficient to result in significant changes

in, for example, ozone concentraticn, an experiment or program would be
justified.

Measurements of clustered ion mobilities in the atmosphere strongly
indicate that the atmosphere consistently produces ion clusters larger
and more massive than current thecry predicts. If tnis is the case, the
probability of producing, in the middle atmosphere, ion clusters suf-
ficiently massive and long-lived to serve as cloud "seeding" nuclei is
enchanced. Further research, including in situ measurements, laboratory
measurements and theoretical studies, is required.

Modulation of high-altitude cirrus cloudiness has been frequently
invoked as a key link in chains hypothesized to relate solar variability
to tropospheric behavior and in chains propose’ in the exa~ination of
possible consequences of the deposition of anthropogenic materials in
the stratosphere. Gocd data on the extent of occurrence of high-alti-
tude cirrus and on its ncrmal fluctuations do not now exist. Measure-
ments to provide these data are urgently needed. Additionally,
improvements in the models treating tne effects of high cirrus on the
thermal and dynamic behavior of the atmosphere in the ragion of the
tropopause are reeded.

Although many of the needed meacurements arise mainly from uncertain-
ties regarding individual processes, there is strongly implied in the
areas just discussed a need and an opportunity for carefully planned
joint observational programs in which one observes simultaneously the
behavior of a pair of observables that are postulated to be related by
rational, physically realizable cause and effect mechanisms. The
interdisciplinary investigations making up this study effort have idern-
tified a rumber of such observational programs that are potentially re-
warding. Additionally, the study results provide information pertirent
to the seiection and ordering of such investigations.
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Solar Variability in Relation to Earth Atmosphere
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It nas long been recognized that the Earth's atmosphore is ‘on-
trolled by the output of the sun (Herman and Goldberg, 1978). There-
fore, any fluctuations in the sun's output - radiction, field and
particles would be accompanied by a response in the t2rrestriai
atmosphere. The sun's outputs can be classified into three cate-
gories:

1. Electromagnetic Radiation
2. Solar Wind and IMF (Interplanetary Magnetic Field)
3. Energetic Particles.

Any of these output forms has shown definite effects on the terres-
trial atmosphere. These influences are recognized by the changes of
atmospheric chemistry, ionization, and dynamics. In order to further
our understanding of the physical chain mechanisms between the source
(i.e, solar output) and responses (Earth's atmosphere, including mag-
netrosphere, ionosphere, and lower atmosphere), it would probably be
reasonable to first investigate these sources and then see what
possible mechanisms will work to transport energy and momentum to

the receiver (i.e., Earth's atmosphere).

Unfortunately, the region between the sources (sun) and receiver
(Earth's atmosphere) is an unusually complicated region. Presently,
it is impossible to determine a one-to-one type correspondence Situ-
ation. For example, the atmospheric chemistry can be influenced by
electromagnetic radiation and can also be affected by energetic part-
icles. Therefore, we shall only be concerned with variations of
sources (i.e., solar outputs) in this section. These sources are
presented in the following.

Electromagnetic Radiations

The solar electromagnetic radiation consists . two parts: (a)
integrated solar flux and (b) solar spectrum. The spectrum of electro-
magnetic radiation extends from X-rays with wavelengths of 10 nm or
less to radio waves of wavelengths 100 m and more. It has been said
that 99% of the energy contained, ranges from 275 - 4960 nm. Even
though the solar variability is still controversial, it has been
shown there is evidence of the periodical behavior of solar electro-
magnetic radiation. For instance, the long-term changes of solar
electromagnetic radiation associated with the sunspot cycles was re-
ported by Abbott (1958) and the short-term fluctuations over days or
weeks was reported by Clayton (1923). However, these changes, whether
due to variations of atmospheric transmissivity or the strength of the
source, are still debatable. A typical example of these data is shown
in Figure 1.
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Fig. 1 Time variation of MUSE sensor currents illustrating 27-day recurrence
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and 10.7 cm radio flux. The sensors cover the approximate wavelength
ranges: A, 110 160 nm; B, 160 200 nm; C 210-320 nm. From Heath (1973)
and Heath et al. (1974). (See Herman and Goldberg, 1978.)
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Most recently, the ACRIM (Active Cavity Radiometer Irradiance
Monitor) experiment on-board Solar Maximum Missiun shows a definite
variation in solar constant of about a few tenths of one percent (Figure
2, Hudson, 1981). This is the first satellite-based instrument measure-
ment (Wilson and Hudson, 1981) which is capable of resolving solar
irradiance fluctuation smaller than +0.1%.

On the other hand, Mitchell (1965), et al. have suggested that
a 1% change in solar constant is sufficient to cause profound al-
terations in atmospheric circulation. Further, Vollant (1977a,b)
has shown theoretically that a change of 0.1 ~ 0.3% can produce a
measurable change in atmospheric pressure. On the other side, King
et al. (1977) have shown similar conclusions based on observations.

Solar Wind and IMF (Interplanetary Magnetic Field)

It has been known that the magnetic field variations observed
at the surface of the Earth are produced, in part, by ionospheric
and magnetospheric currents associated with the interaction between
the solar wind and magnetosphere. Thus, the variation of solar wind
and IMF (see White ed.) will be important parameters for searching
the physical chain mechanisms between the solar-terrestrial relation-
ships. However, the understanding of these parameters are very much
limited. Variations in solar wind bulk flow properties on time scales
longer than one day were presented by Goldstein and Sisco (1972).
They organized their data into series of high-speed streams and con-
cluded that each solar wind stream is unique, but almost all high-speed
streams share common characteristics near 1 AU. From these data,
those stream profiles exhibit rapid rise and slow decay of the speed
and ion temperatures, the concentration of mass, momentum and energy
near the leading edge, and an east-west change in flow direction at
the presssure ridge as shown by Sisco (1972). These features are be-
lieved to be effective mechanisms in transferring momentum and energy
into the terrestrial atmosphere.

The variations in the interplanetary magnetic field strength
(IMF) are also categorized by the high-speed streams structure. It
has been established by many investigators (Wilcox and Ness; 1965;
Neugcbauer and Snyder, 1967; Belcher and Davis, 1971) that magnetic
rield strength maximized simultaneously with the density at the leading
edge of streams. This is similar to the bulk flow properties, because
characteristics of the magnetic field are caused by the steepening of
high-speed solar wind streams in interplanetary space. Furthermore,
we realized that the magnetic field tends to point towards or away
from the sun along the essential Archimedian spiral for several days
at a time. This aspect of the interplanetary field is known as mag-
netic sector structure as suggested by Wilcox and Ness (1965). There
ire two to four sectors per solar rotation (Svalgaard and Wilcox,
1975). Magnetic sectors are extremely persistent features of the

14
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interplanetary solar wind at 1 AU, and often recur at the same solar
longitude for many solar rotations (Svalgaard and Wilcox, 1975). There
is a close relation between magnetic structure and solar wind Streams.
Boundaries between magnetic sectors usually occur in the low-speed

gas between streams, and high-speed streams are usually unipolar (Wilcox
and Ness, 1965). In addition, high-speed streams are not nearly as
stable as the magnetic sectors within which they are imbedded. Many
streams do not endure for as long as one solar rotation and those that
do often vary significantly in shape, amplitude, and Carrington longi-
tude from one rotation to the next (Gosling et al., 1976). Also, it
has been shown that a relationship exists between the high-speed
streams and VAI, as well as magnetic sectors and Vortex Area Index
(VAI), which may indicate a terrestrial connection.

Energetic Particles

The last, but not least source of influence on terrestrial at-
mosphere is the energetic particles from the sun which which will affect
atmospheric photo-chemistry, ionization, etc., through energy and mo-
mentun transfer. In this section, we will briefly discuss the varia-
tions of energetic particles of solar origin. To illustrate these
variations, Figure 3 shows the percentage increase in the count rate
of ground-level instruments for each of the ground-level solar parti-
cle events and sunspot number of cycles 18, 19, and 20 as a function
of yearly occurrence (Lanzerotti, 1977; Pomerantz and Duggal, 1974).

It should be noted that the number of detected ground-level events
increased quite drastically after 1954, beginning ot the use of the
neutron monitors and super neutron monitors (Lanzerotti, 1977). Further-
more, the variations of solar photon fluxes can be obtained from PCA
(Polar Cap Absorption) events. Figure 4 shows the variations of solar
proton fluxes following the sunspot number.

In summary, we have very briefly discussed the various possible
important sources of solar origin which have statistically shown the
influences on terrestrial atmosphere. However, the understanding of
the physical mechanisms to govern these variations ire still vague.

For example, the physical mechanisms caused by the solar cycle, accele-
ration of solar wind, etc. Recently, some progress has been made, but
the tasks are still ahead of us. It is felt that in order to under-
stand the physics of whole sequential events of solar-terrestrial re-
lationships, we need to know the physical mechanisms to govern sources
which will affect the terrestrial atmosphere.

16
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PHYSICAL MECHANISMS LINKING SOLAR AND WEATHER VARIABILITY
by

B. Haurwitz

Preface

This paper deszribes and discusses briefly some of the phys-
ical mechanisms which have been suggested as possible links
between solar activity and the weather. Neither the list of
mechanisms, nor the references are approaching anything like com-
pleteness. I have confined myself to fairly recent proposals and
papers, but it is difficult to keep up even with the current lit-

erature on the subject.

Neither statistical, nor observational studies have as yet
established beyond doubt the existence or physical necessity of a
link between solar variapility and the weather. In this situa-
tion, the development of detailed physical hypotheses might seem
premature since there is no specific physical connection to oe
explained. But it is mcre and more recognized that the statisti-
cal search for relations between solar variability and the lower
atmosphere must be preceded by clear, and rational, hypotheses
indicating what theoretically suspected link is to be looked for.
Much of the theoretical wcrk discussed here .s, of course, im-
portant for progress in the atmospharic sciences even if no solar

connection can be established.

1. Electrical Connection Through Thunderstorms

Effects of solar events on electric properties of the middle
and lower atmosphere, especially effects of cosmic ray variations
on the conductivity of the atmosphere, appear to be well

a



established by direct measurements. Statistical crelations be-
tween solar events and thunderstorm occurrence have been claimed
(Herman and Goldberg, 1978), but have not been generally con-
firmed (Pittock, 1978). Nevertheless, the electrical connection
Sseems at present one of the most promising mechanisms to link

solar variability and changes in the lower atmosphere.

Markson (1978) has described in some detail such a coupl
ing. He considers the global atmospheric electric circuit Dpe-
tween the earth's surface and the "ionosphere", that 1is the
equipotential surface at about 60 km elevation where the conduc-
tivity 1s so large that potential gradients are very small.
Global thunderstorm activity maintains the current between the
two surfaces by causing positive changes to flow upwards while
the return flow to the earth's surface takes place over areas
free of thunderstorms. Such conduction currents can exist be-
cause the atmosphere, even below the D layers, is slightly ion-

ized, mainly by galactic cosmic radiation.

In the stratosphere, ionization is also caused by solar pro-
tons emitted during solar flares and by X-rays from magnetospher-
ic and auroral particle precipitation. Because of their 3olar
origin, these last two sources of stratospheric ionization show a
clear correlation with solar events. Further, the flux of galac-
tic cosmic rays as observed in the vicinity of or at the earth
shows significant dJdecreases at times of disturbed solar wind
caused by solar flares (Forbush decrease). consequently, the
conductivity of the global circuit of atmospheric eiectricity carm

be expected to change with solar events.

Specifically, Markson's proposed mechanism for soclar modula-
tion of thunderstorm activity focuses on resistance changes in
the volume above the thunderstorm. In his scheme of the global
circuit, this volume contains most of the global circuit resist-
ance. Thus, it exerts strong control over the current and there-
by the ionospheric potential and the fair-weather electric field
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which would explain its reported enhancem2ut following solar
flares, and thus also any correlation between thunderstorm fre-

quency and solar activity.

Herman and Goldberg (1978) suggested a different mechanism
for a coupling between solar activity and thunderstorms. They
show how solar proton events may lead tc excess ionization above
about 20 km, hernce to increased conductivity and to reduced ver-
tical potential gradient, while below 20 km, the Forbush decreas.
associated with the same proton event leads to decreased conduc-

tivity and, hence to increased vertical potential gradient.

Reference should be made here also to observations b Cok®
(1979) who observed, at the South Pule, a strong increase of the
air-to-earth current after a solar flare .ith a gradual return to
the normal value. If such variations are found to be a regular
feature after solar flures, the global circuit theory might re-
quire a modificatioa provided the fieald enhancement is of local

rather than global character.

The influence of the atmospheric electric field on chunder-
storm develcpment, cloud-physical processes, and precipitation is
still only imperfectly known, although various workers in this
field have proposed effects which would provide further links
between solar-induced atmospheric electric field changyes and in-
Ccreased thunderstorm activity, as well as the additional link
with precipitation changes. A convincing physical mechanism
linking solar variability and weather through thunderstorm ac-
tivity would in particular require a more general aareement amcng
cloud physicists on the role of increased field strength in the
augmentation of precipitation. Obvicusly, research to find the
answers to such questions would be of fundamental importance to
cloud physic« in general, not only to tuie field of solar influ-
ences on weather. (Cditor's note: These guestions are discussad

in detail by J.D. Klet:t in the final chapter of this collection.)
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Solar protons arriving near the earth are deflected by the
magnetosphere and cannot penetrate in.o the lower atmosphere at
lower geomagnetic latitudes. Galactic cosmic rays reach all lat-
itudes, but are modulated by the solar wind in the magnetosphere,
as observed in the Forbush decrease. Thus, it is possible that
any relation between the solar cycle and atmospheric electric
parameters has opposite phase relationships at high and low geo-
magnetic latitudes.

One of the attractive features of the suggested linkage
mechbanism is that it merely requires a change of an atmospheric
parameter, electric conductivity, by an extraterrestrial influ-
ence, not a solar energy input matching that of the observed at-
mcspheric effect. But it must be repeatad that the hypothesis
will not be complete until the links from the changes in the at-
mospheric electric field to thunderstorm development and to such
atmospheric phenomena as precipitation and, possibly, kinetic

2nergy and vorticity are established.

~

2. Cirrus Formaticn Modulated by Solar Events

Roberts and Olson (1973) have suggested as the physical link
between solar activity and the low atmosphere Cirrus formation
due to ionization in the vicinity of the 300 mb surface, with the
ionization produced by incoming solar particle streams associated
with geomagnetic and auroral events. This suggestion was prop-
osed in support of their statistical findings that the vorticity
area index at the 300 mb level appears to be closely related to
solar activity. The hypothesis has been further discussed in
some detail in a paper by Dickinson (1975) who considers a number
of the mechanisms which might provide the missing link between
solar variability and the earth's lower atmosphere. Before deal-
ing with the solar modulation of Cirrus clouds, Dickinson reviews
the effects of clouds in general and of Cirrus in particular on
the atmospheric radiati_n and heat budget. Changes in the height
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of thick clouds of 0.5 km or in cloud cover of 5 to 10 percent
could produce changes in the global mean temperature of the order
of 19K and would thus be comparable to global temperature changes
produced by a change in solar constant of one or two percent, at
least according to the simple numerical model wused for
Dickinson's estimates. However, no such changes cof cloud height
or cloud cover modulated by solar activity have been reported.
For the present discussion, the main point is that clouds can

substantially influence the atmospheric heat budget.

Because of the hypothesis suggested by Roberts and Olson, we
are here interested mainly in the effects of Cirrus clouds.
Dickinson quotes the results of calculations by Coakley for a
Cirrus deck near the tropopause with 20 percent infrared emis-
sivity under winter conditions: The net solar heating rate
changes only slightly, but the cooling rate of the air column
below the Cirrus deck is reduced by 0.1K/day between 45° and
60°N, by a bit more at lower latitudes. To appreciate such an
effect of a Cirrus layer on the atmosphere, it may be pointed out
that a mean temperature gradient of 19K in mid-latitudes over a
distance of 159 in latitude would decrease the mean zonal west-

erly wind at the tropopause between these latitudes by 2 m s-1.

In order to establish a solar modulation for the occurrence
of Cirrus, the effects of cosmic rays on ion and condensation-
nuclei production are invoked. As already mentioned in the pre-
ceding section, the ionization is mainly due to two components of
cosmic radiation, galactic and solar cosmic rays. The solar mod-
ulation of the lower-atmosphere ionization has been well estab-
lished by observation. But it remains to connect this ionization
with Cirrus formation, as suggested by Olson and Roberts.
Dickinson considers a direct effect of ionization on cloud forma-
tion unlikely, even though ions reduce the required supersatura-
tion, Dbecause several hundred percent of supersaturation are
still required for droplet formation. Such high supersaturation
in the lower atmosphere is unlikely because there is always a
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sufficient number of particles available to ensure nucleation at

vapour concentrations of only slightly more than 100 percent.

Therefore Dickinson suggests another role of the ionizing
process by solar protons than that visualized by Roberts and
Olson, namely the formation of stratospheric aerosol, predom-
inantly a mixture of sulfuric acid and water. Such nuclei re-
quire only low supersaturation for droplet growth. To put the
hypothesis on a firmer basis, it will be necessary to show that
the sulfuric-acid aerosol formed near the tropopause has proper-
ties which vary with the fluctuations in ion concentration, and
that this aerosol is, in fact, the predominating nucleating agent

of the clouds at these levels.

Apart from their relevance for solar-weather coupling, the
processes considered in these discussions are clearly of general
importance £for cloud and precipitaticn physics. Their further
investigation would be of general interest to meteorology, not

merely for a decision whether or not they constitute a viable

mechanism to link solar and atmospheric variability. (Editor's
note: A comprehensive analysis of the Cirrus mechanism appears
in Part II of the USRA Final Report: "Consideration of Cirrus

Clouds as & Possible Sun-Weather Link," by Wilkerson, et al.)

3. Ozone Variability in the Middle Atmosphere

Atmospheric ozone 1is produced by UV radiation at wave
lengths less than 242nm, and the atmospheric ozone layer absorbs
UV radiation completely in the Hartley band (about 300 to 200nm)
giving rise to the high temperatures of the upper stratosphere.
There is some indication that the ultraviolet solar energy £flux,
including that part of the spectrum responsible for the produc-
tion of ozone and the high temperature of the upper stratosphere,
varies with solar phenomena. But observations of such variations
of the solar flux which are important for atmospheric ozone
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formation have, of course, only become possible since the advent
of satellites so that not enough observational data about the
variability of the relevant part of the ultraviolet solar spec-

trum have been accumulated until now.

As far as the total ozone content is concerned, n¢ .onnec-
tion with solar variability has been established yet, alchough
some claims (and counterclaims) have been made. If ther: are
variations of the ozone with sclar variability, they would in any
event be most readily recognized at higher levels, rather than in
the levels around 23 km where the ozone density has its maximum.
At these altitudes and up to about 30 km, the czone density and
its time variations are largely determined by mass transpor., not
by photochemist.y, and the residence time of ozone is here about
2 years. On the other hand, above 50 km altitude, the photochem-
ical equilibrium values of ozone are quickly reestablished, that
is in a matter of hours, if there has been a disturbance. Taus,
any sun-induced variations of the ozone density, and of the air
temperature, would be expected to occur in the upper part of the
ozone layer, not in the lower part which contains most of the
total ozone. There have been some reports in the literature (see
Herman and Goldberg, 1978) of such variations in ozone content in
connection with solar flares, but much more observational evi-

dence would be needed to make a convincing case.

Apart from UV radiation, NO produced by cosmic rays in the
atmosphere also affects the amount of ozone, as is indicated by
observations during solar proton events. Based on such observa-
tions and theoretical considerations, Z:refos and Crutzen (1375)
have considered the effect of NO generation in the middle atmo-
sphere. Since NO below 45 km reduces the amount of atmospheric:
ozone, and since most of the NO production by solar proton events
takes place above 30 km, it is hypothesized that the ozone de-
crease at about 30 km will lead to a lowering of upper-strato-
spheric temperatures, but will permit UV radiation to penetrate
deeper into %he lower stratosphere and result here in higher
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temperatures and ozone concentrations. Cooling and heating rates
due to such changes are presented fcr the large solar proton
event of August 1972. The time scale for the approach to a new
equilibrium is probably measured in weeks, put its e~timate 1is
difficult because the transport processes in the upper strato-

sphere are only imperfectly known.

An observational check of these caiculations is hampered by
the scarcity of temperature data; but a few measurements a-. high-
latitude Canadian stations indicate a4t least that the temperature
deviation from the average is in the right direction. Zerefos
and Crutzen present also some curves showing that monthly strato-
spheric mean temperatures and thicknesses vary with the solar
cycle. However, the time series are too short to make the paral-
lelism convincing. The same 1is true for the apparent relation
between solar activity and total ozone referred to on the basis
of a paper by Angell and Karshcver (1973). In fact, these two
authors themselves are very reluctant to accept such a rzlation

on the basis of their results.

In this context, reference should also be made to a paper by
Reid (1977) who discusses the production of oxides of nitrogen by
ionizing radiation from extraterrestrial sources and cansiders in
particular the production of NO, and the possible climatic
effects caused by its increased concentrations in the strato-
sphere. He concludes that it is doubtful that the NO, mechanism
can account for a sun-weather relationship, but he conjectures
that supernovae in the proximity of the solar system might pro-
duce dramatic results. It is worthwhile to quote from his paper
that "we do not yet fully understand the various chemical and
dynamic influences in the stratophere." In this situation, we
should be careful in accepting, or rejecting, mechanisms linking
solar and atmospheric variability too quickly. Instead, espe-
cially under these conditions, any physical hypothesis should be
confirmed by an appropriate observation prog.cam.
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Although the role of atmospheric ozone as a coupling mechan-
ism between solar and weather variability is doubtful, it seems

worthwhile to investigate its potential role further both theor-

etically and by means of observational data.
The possible effects on atmospheric motions of differential

atmospheric heating because of changes in the ozone distribution

will be discussed in section 5.

4. Variations of Solar Electrcmagnetic Radiation and Generation

of Atmospheric Waves

Speculations about the mechanism linking solar variability
on all time scales and weather and climate changes have included
the possitility of variations of solar constant. Unfortunately,
reliable measurements cf the solar constant, unaffected by the
transparency of the earth's temperature, could not have been made
before the advent of satellite observations. Even now, such data
are not available on a systematic and continuing basis. From the
available data, 1t 1is generally concluded that the solar con-
stant, if it is variable at all, does not change by more than a

few tenths of one percent.

Foukal et al (1977) have studied the observations from
Mariner 6 and 7. These measurements indicate that direct changes
of the solar constant of more than 0.03 percent can be ruled out,
at least for the period of observations in 1969, even though dur-
ing this time solar magnetic activity reached a peak. On the
other hand, the data obtained by the Smithsonian Astrophysical
Observatory suggest an increase of the solar constant up to 0.l1l%,
apparently related to 4an increase in the facular areas, although
this result is at the limit of statistical significance. The
authors suggest that this increase may be caused by an actual
change in atmospheric transparency within the visible spectrum,
not by the reduction procedure wused by the Smithsonian
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Observatory to pbtain the solar constant. They speculate that
the change in atmospheric transparency may be due to ultraviolet
radiation from the faculae and associated coronal plages which
might change the ozone content of the atmosphere. However, it
must be kept in mind that such atmospheric ozone changes corre-
lated with solar variability are hypothetical, and observational
and theoretical demonstration cf such relations would be neces-

sary to make this chain of hypotheses appear more probable.

Nevertheless, it is interesting to speculate on possible
effects of such a variation of 0.1 percent of the solar flux
reaching the lower atmosphere. Thus, Volland (1977) assumed that
the solar flux reaching the earth's surface has a period of 27
days, corresponding to the sun's synodic period of rotation, and
estimated that the resulting pressure change would be of the or-
der of 0.1 mb. He discussed this estimate in the light of some
results by King et al (1977) which seem to indicate oscillations
with periods of 27 days of the 500 mb level, aithough the statis-
tical evidence presented for these oscillations is not very sat-
isfactory. 1In fact, in a more recent note, Volland and Schaefer
(1979) reexamine these results by King and his coworkers and con-
clude that no causal relation exists between these waves and

solar activity.

Despite this negative conclusion by Volland and Schaefer,
further investigations of the possible forcing of atmospheric
oscillations by solar events might be useful. Even if it is
found to be impossible to excite atmospheric oscillations by
solar activity, such a study might make interestinec contributions
to the dynamics of the middle and lower atmosphere.
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5. Modulation of Reflective Index of Planetary Waves*

The energy produced by solar events in the vicinity of the
earth is very much smaller than that of the changes in the lower
stratosphere and troposphere which are suspected to be statisti-
cally correlated. As a way out of this difficulty, Hines (1974)
has suggested a mechanism in which the mismatch between atmo-
spheric and extraterrestrial energy becomes irrelevant. The
mechanism was specifically proposed to provide a hypothesis for
an explanation of the relation between magnetic sector boundary
passaces and the VAI found by Wilcox et al (1974), but might
also suggest the search for other correlations if theoretical
studies prove its feasibility. The VAI variations may be regard-
ed as manifestations of long planetary scale atmospheric waves.
These waves propagate upward into the high atmosphere where they
may possibly be reflected. Thus, their energy may, at least in
part, be returned to the lower atmosphere and produce there con-
structive or destructive interference with the original wave sys-
tem. Whether or to what extent such reflection takes place
depends on the state of the atmosphere at these high levels,
largely on the temperature and wind distribution. It appears not
impossible that the changes in solar emission connected with
solar variability may be strong enough to produce the required
changes in the reflective indices. The energy required £for such
changes in the tenuous high levels would be much smaller than
that involved in the observed changes in the troposphere and low
stratosphere. Thus the difficulty is avoided which arises out of
the discrepancy between the energy supplied by the solar activity
and the much more energetic changes in the lower atmosphere,

without invoking any unspecified trigger action.

* Editor's Note: This hypothesis is discussed in depth in the
chapter by M.A. Geller.
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There are, as Hines points out, various possible Jdiffi-
culties which .may make the proposed hypothesis unacceptable.
Among these are dissipation by Newtonian cooling, and by damping
increasing with altitude due to viscosity and thermal conduction
both of which become more effective with decreasing air density.
Some indications whether or not the proposed mechanism is feasi-
ble may be found in the existing literature on wave propagation
through the atmosphere. As in the case of other proposed physi-
cal mechanisms even a demonstration that the mechanism does not
work, a possibility which Hines (1974) by no means excludes,
would be valuable, not only because of its intrinsic value for
the understanding of solar-terrestrial relations, but also since
such theoretical research would further our Xnowledge of atmo-

spheric wave behavior per se.

It will be necessary to show theoretically that sclar emis-
sion, electromagnetic or corpuscular, can modify the structure of
the atmosphere so that hypothesized reflection of atmospheric
waves can occur. The reflection coefficient is determined by the
spatial distribution of the mean wind and to a smaller degree, by
the mean temperature field. Since the mean wind is tc a good
degree of approximation geostroohic, its vertical shear is large-
ly a function of the horizontal temperature gradient. Thus, for
a modification of the reflection coefficient, the solar emissions
will have to produce temperature changes of different magnitude
dependent on latitude. Such differences are to be expected, in
the case of electromagnetic radiation because of the earth's
spherical shape; in the case of charged particle emission becauss
of the geomagnetic field, although it is no% a_priori clear that
the changes will be in the right direction.

Solar-induced ozone and temperature changes in the strato-
sphere and mesosphere have been derived by numerous authors under
different assumptions, for instance by Callis and Nealy (1978).
Schoeberl and Strobel (1978) computed variations in the mean,
zonal, atmospheric circulation due to ozone and solar flux
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changes, with realistic assumptions about these changes basaed on
observed events. All calculations show very little effect of the
assumed varlations on the zonal circulation, even though in one
model calculation the ozone reduction reached about 2C percent
locally in the polar region. These results do not support the
hypothesis suggested by Hines to account £or possible solar-
weather connections. But because of our incomplete knowledge of
the state of the upper atmosphere, its photochemistry and its
trace substances, together with difficulties involved in studying
wave motions in the real atmosphere with mean winds and tempera-
tures changing in all three directions and in time, the conclu-
sion can hardly be regarded as final and further research 1is

desirable.
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INFLUENCE OF SOLAR VARIABILITY ON ATMOSPHERIC CHEM{STRY AND HEATING/COOLING
by
Hiram Levy, II

1. Introduction

The addition of Heating/Cooling to the original title completes the
lirk between the preceding paper on solar variability and the following
one on possible dynamical couplings between the stratosphere and tropo-
sphere. There is no question that both atmospheric chemistry and heating/
cooling are driven by the sun and that U.V. solar variability, if it exists,
would lead to fluctuations in both the atmospheric composition and temperature.
The major uncertainties are the size and location of these fluctuations and
their influence, if any, on the troposphere. Possible forcing mechanisms
range from the direct radiative heating of the troposphere, tu modifications
of the stratospheric heatii.y/cooling, to modification of trace gas concen-
tratior- which in turn control the concentrations of the major short and
long wave absorbers in the stratosphere. The latter two are indirect me-
chanisms which introdice a complex coupling among temperature, chemical
composition, heating/cooling rates, and dynamics. They may force fluctu-
ations in the troposphere through either modifications in both short and
long wave heating or through dynamical coupling, the latter to bz diszussed

in detail by the next speaker.

2. Direct Mechanisms

An excellent example of the direct effect of solar variability is
the possible fluctuation in the solar constant (the total flux from the



solar disk). The solar forcing mechanism is quite simple. The actual
response in the troposphere is a very complex interaction of clouds, cea
ice and snow cover, ocezn heat transport, hydrology and atmospheric traas-
oport of heat and water. The first simple model of these ef{2cts was de-
veloped by Budyko. A more detailed calculation was reported a few years
2go by Wetnerald and Nanabe who found that a 2% change in the solar con-
stant produced a 3°C change in the annuul mean area average surface
temperature. Current best estimates of fluctuations in the "solar
constant” are <0.1% which is the current limit for measurement accuracy.
The tropospheric response to a solar constant variation of the order of
0.1% might be observable on a climatic time scale. It should not show

up on the short time scale of weather where the rormal fluctuations in
the effective solar constant due to variations in cioud cover, atmospheric

dust, and surface albedo are much larger.

3. Indirect Mechanisms

It would appear that we need a subtler mechanism than fluctuations
in the total solar flux. We will now take a more detailed look at the
solar flux as shown in Figure 1. In this figure we have a plot of
unit optical depth as a function of wave length. 1t is clear that very
little solar flux with wave lengths <18005 penetrates into the mialle
stratosphere. Variations in temperature and atmospheric composition above
40 km are not thought to have any radiative effects (direct or indirect)
on the troposphere. The question of dynamical coupling will be dis-

cussed by Dr. Geller.
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3.1 Indirect Radiat.ive

The least complex of possible forcing mechanisms involves solar
variahility in the wave length region of solar heating (03 absorption)

of the atmosphere.

Let us consider the example of a decrease in solar flux of A ~ 2500A.

1) Solar heating decreases which decreases T, then Solar Heating
being proportional to U.V. flux from 03;

2) decreased T decreases long wave cooling;

3) decreased T decreases 03 destruction which increases 03 and
increases solar heating;

4) decreased solar heating amounts to a decrease in 0 (atomic
oxygen) which causes a further decrease in O3 destruction and
increase in 03 and solar heating.

The net effect is still a decrease in stratospheric T. The actual value
of the decrease requires a detailed calculation which includes all the
feedbacks. This change in stratospheric temperature may, through radia-
tive effects or dynamical coupling, affect the troposphere. Such an
effect, if it existed, would, becausc of the short photochemical time
scale of 03, have the possibility of causing tropospheric responses on

short time scales (i.e., weather).

3.2 Indirect Photochemical-Radiative

a) A more complex mechanism would involve solar variability around
22003. This wave length is not that important to solar heating of the
stratosphere but does effect the destruction of long-lived, 1R active

compounds such as CFM's and N20.
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We again consider the s . ific example of a reduction in solar flux

at 2200A.

1) The reduced flux causes an increased lifetime and concentra-
tion of the 1R active gases.

2) The increased concentration causes an increased long wave
cooling of the stratosphere and heating of the troposphere.

3) A1l the previous temperature dependent feedbacks would again
be in operation.

4) The net effect would be a lower stratospheric temperature
through the magnitude of the reduction depends on the negative
feedbacks as well as the concentration of the 1R active gases,
their ¢ conzentration change, and their particular 1R spectra.

Again the effect on the troposphere might be either dynamic or radiative.

In this case, since the lifetimes of the gases are determined by strato-
spheric destruction, they are long-lived (photochemically slow) and

would produce effects, if any, on climate time scales only.

b) The 3rd and most complex mechanism I will discuss involves an in-
direct modification of stratospheric ozone which then indirectly affects

the troposphere. An excellent example is the mechanism proposed by Crutzen,
Isaksen, and Reid, a solar proton event.

As a result of a large influx of solar protons at high latitudes,

NO production in that region greatly exceeds the ncrmal level. This then
causes 03 to decrease in that region of the stratosphere. Such an event

has been observed in August 1972. The decrease in stratospheric 03 should
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cause a decrease in solar heating and result in a lower stratospheric
temperature. Tropospheric responses to this were not observed although
they have been postulated. It should be pointed out that this particular
phenomenon is quite unusual and its effects are, for the most part, limited

to high latitudes.

4, Model Results

I would now like to switch from the hypothetical to the concrete and
present some results of a recent GFDL GCM. This model has 40 vertical levels
up to 80 km, a coarse 9° grid and was developed by Mahlman anu Sinclair.
They, together with Fels and Schwarzkoph, r~n two annual mean integrations,
one with the normal climatic and temperature consistent 03 and one with a
uniform 1/2 03. In this experiment one assumes some mechanism exists for
uniformly reducing 03 to 1/2 its former concentration and examines the
difference in equilibrium states for the two cases, both assuming annual
mean radiation.

Figure 2 shows the control T field. The simulation is not bad
through certainly not perfect.

Figure 3 shows the difference in T field for the 2 experiments.

There is a sizeable reduction in stratospheric T, particularly in the
tropics, but little change in the troposphere. It must be noted that the
sea surface temperature was held fixed which would certainly have consid-
erable influence on the lower troposphere. Without an air-sea model it

is hard to do otherwise. It is also interesting to note that, while there
was a significant change in tropical mesopheric circulation and lower

stratospheric dynamical heating, no tropospheric effects were observable,
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given the normal statistical noise of the system. A final point of
interest - while a series of latitude depend radiative-convective models
were very poor in reproducing the GCM's results, these same models with
a fixed dynamical heating based on the GCM did an excellert job in most
regions of the atmosphere. Their work is presented in detail in a paper

submitted to JAS.

5. Conclusion
It is clear that stratospheric 03 has dominated this presentation.
Its major role in solar (short wave) heating of the stratosphere, its
susceptibility to photochemical modification, and its ability to radiate
at 9.6 u which is a CO2 window, make it a very strong candidate. Neither
CO2 or H20 would appear to have any possibility for short time scale con-
trol by solar variability. Personally, I do not believe that any of the
specific examples [ have outlined have been shown to, in fact, provide a
chemical-radiative link between solar variability and the troposphere.
I do think they are representative, however, of the class of possibilities.
I would strongly recommend detailed monitoring of solar U.V. and

stratospheric 03 to see if some form of cyclic variation does exist.
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Planetary Wave Coupling Between the Troposphere and the Middle
Atmosphere as a Possible Sun-Weather Mechanism

by

M. A. Geller
The University of Miami (Florida)
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PLANETARY WAVE COUPLING BETWEEN THE TROPOSPHERE AND THE
MIDDLE ATMOSPHERE AS A POSSIBLE SUN-WEATHER MECHANISM
by

M. A, Geller*

Abstract

The possibility of planetary wave coupling between the trop-
osphere and sclar-induced alterations in the upper atmosphere
providing a viable mechanism for giving rise to sun-weather rela-
tionships 1s 1investigated. Some of the observational evidence
for solar activity induced effects on levels of the upper atmo-
sphere that range from the thermosphere down to the lower strato-
sphere are reviewed. It is concluded that there 1is evidence €fcr
such effects extending down to the middle stratosphere and below.
Evidence 1s also reviewed that these effects are due to changes
in solar ultraviolet emission during disturbed solar conditions.
A thecretical planetary wave model is then used to see at what
levels changes in the mean zonal state of the upper atmosphere
would result in trooospheric changes. It 1is concluded that
charnges 1n the mean zonal flow of about 20% at levels in the
vicinity of 35 km or below would give iise to changes 1in the
tropospheric planetary wave pattern that are on the same order as
the observed interannual variability in the tropospheric wave
pattern. Thus, planetary wave coupling between the troposphere
and the upper atmosphere appears to be a plausible mechanism %o
give a tropospheric response to solar activity. This mechanism
does not appear to be viable for short period changes such as the
suggested solar sector boundary vorticity index relation, but

* This work was partly supported by N3F Grants ATM7718679 and
ATM7903352.
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rather is applicable to changes of longer period such as the 1ll-
year solar cycle.

1. Intrcduction

Few subjects in the atmospheric sciences have been the sub-
ject of more controversy than has the subject of sun-weather re-
lationships. Recently, the arguments of a "believer" in these
relationships have been nicely presented in the review paper of
King (1975) while the arguments of a "skeptic" have been nicely
presented by Pittock (1978). The purpose of this paper is not to
present arguments for or against sun-weather relationships, but
instead to discuss a physical mechanism whereby solar disturbance
effects in the troposphere may occur by virtue of dynamical
coupling to those higher levels in the atmcsphere which are known
to be affected by solar ac+tivity. In this discussion, the evi-

dence, both observational and thecretical, will be reviewed for

solar effects on the thermosphere, mesosphere, and strato
spher2. Then the evidence, mostly theoretical, will be presented
for sufficien. dynamical coupling existing Dbetween the tropo-
sphere and upper levels so that these solar disturbance effects

may significantly affect the troposphere.

2. Solar Disturbance Effects on the Upper Atmosphere

It is well known that the thermospheric temperatuvre varies
greatly with both day to day and long-term changes in solar ac-
tivity. Satellite drag measurements indicate this (Jacchia,
1969), as do incoherent scatter radar measurements (Evans et al.
1979). Volland (1970) has suggested that increasing thermo-
spheric temperatures with increasing solar activity are produced
by increases in the solar EUV emission occurring during disturbed
conditions. Hicks and Justus (1970) have statistically analyzed
52 rocket vapor trail wind measurements and found that while the
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winds both above and below 110 km are correlatec with geomagnetic
variations, the lag correlations of Kp with the winds above this
altitude act ditferently than those with the winds below. This
led them to conclude that the solar activity (that initiates geo-
magnetic disturbances) forces wind changes above 110 km while the
wind changes below this altitude *hemselves may be giving rise to
a fraction of the observed geomagnetic changes,. It is noncontro-
versial that the disturbed sun emits increased EUV radiation that
significantly affects thermospheric temperatures and winds, lead-
ing to the observed association between solar activity and chang-

es in thermospheric parameters.

More controversial are solar disturbance effects on the mes-
osphere. Ramakrishna and Seshamani (1973) have analyzed the cor-
relation between mesospheric temperatures, as measuraed by
sounding rockets at Thumba, India, which is located 8° north of
the equator, and solar activity as indicated by the F;,5 9
index. They conclude that there is a very significant correla-
tion (at the 99% confidence level) between solar activity and
mesospheric temperature at Thumba with a time lag of 1less than
one «.v, but that the magnitude of the mesospheric temperature
response is one order of magnitude less than it is in the thermo-
sphere. It is interesting that Ramakrishna and Seshamani (1973}
hypothesize that this association exists by virtue of increased
FUV emission during periods of solar disturbance, but in a later
paper (Ramakrishna and Seshamani, 1976), when they found a sig-
nificant lag correlation between Kp and mesospheric temperature
during daytime hours at Fort Churchill (in the auroral zone),
they hypothesized that this was due to auroral electrojet en-
nancements during disturbed conditions. For the mesosphere,
there have been studies where a connection between solar and geo-
magnetic disturbance conditions with mesospheric temperature has
been found and physical links have been hypothesized. At the
moment, however, our understanding of what physical mechanisms
might give rise to such solar control is minimal.
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More work has been done on the extent of solar activity
effects on the stratosphere than has been done on the mesosphere.
There have been observational studies, theoretical simulation
studies, and some cbservations of the variability of the relevant
part of the solar spectrum with solar activity. For example,
Schwentek (1971) has indicated that winter stratospheric tempera-
tures over Berlin vary with solar activity but that no clear var-
iation 1is seen in the summer temperatures. figure 1, from
Schwentek (1971), :illustrates this. It also illustrates, curi-
ously enough, that while an apparent increase in stratospheric
temperature with sunspot activity 1is seen for sunspot numbers
beilow 160, the opposite tendency is seen for higher sunspot num-
bers. Arranging <his same data differently, Schwentek (1971)
found that the winter stratospheric temperature was minimum dur-
ing solar minimum (1964) and maximum during solar naximum (1969),
but that the summer stratosphere did not shcw this behavior.
This is shown 1in Figure 2. Note that the effect seen by
Schwentek is a sizeable one amounting to about 20°C at 35 km,
10°C at 30 ®m, arnd no more than 5°C at 25 xm. 0f course,
Schwentex's study only includes radiosonde data frcm a sirgle
station, Berlin. Recently, Angell and Korshover (1978) have col-
lected the western hemisphere rocketsonde data for the years
1965-1976 for the height liyers 26-35, 36-45, and 46-55 km. They
segmented this deta both by latitude band and by season. Fig-
ure 3 shows Angell and Korshover's (1978) results for the north
polar rocketsonde stations in the western hemisphere (For:
Greeley - Poker Flats and Fort Churchill), the north subtrogical
stations (Wallops Island, Cape Kennedy, White Saands, Point Mugu,
and Barking Sands), and for the equatorial stations (Ascension
Island, Fort Sherman, and Kwajalein). Note that the temperatures
in the 26-35 and 36-45 km layers in the polar region were ob-
served to te maximum at the time of solar maximum in qualitative
agreement with the results obtained by Zerefos and Mantis (1377}
from high level (24-31 m) radiosonde data; however, this is not
seen 80 clearly in the 46-55 km layer. A similar situation is
seen in the subtropical data. In the equatorial region, however,
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the mair feature seen in the data 1is a general temperature de-
crease during the period of observation with some indications of
a weak temperature rise during the solar maximum. When the data
are segmented by season (see Figure 4), one sees that there is a
general temperature deccrease in the layer 46-55 km with tempera-
ture maxima in the two layers below at che time of solar maximum
during all the seasons. An indication is seen, however, that the

winter effect may be strongest.

Quiroz (1979) has just published the results of a study that
was conducted independently from, but is guite similar to, that
of Angell and Korshoever (1973). Quiroz (1979) examined summer
rocketsonde temperature measurements £or the time period 1965-
1977 at several sit2s which ranged in latitude from 8 S to
54 N. Summer data was chosen since one m gnht expect to be able
to identify a statistically significant signal more easily 1n a
summer data set with less meteorological noise than 1s present
during other seasons. Another difference between Angell and
Korshover's study ard Quiroz's is that Quiroz applies known cor-
rection £factors to the rocketsonde temperatur2 measurements.
Quiroz's results, while being in general agreement with those of
Angell and Korshover, 1indicate a st:onger relation between
stratospheric temperature and solar activity taking place at 35
km altitude than at 50 km =zltitude,. This 1is shown in Figure 5
and Table 1 from Quiroz (1979) wheres the 35 km and 3C km
temperature trends and sunspot numbers are disglayed as are the
correlation coefficients. Note that Quiroz finds bigger solar
activity related trends and correlation coefficients at 35 knm
than at S0 km. This is at variance with Angell and Korshover's
results, but Quiroz attributes this difference to the fact that
he used instrumental temperature correction factors that were
sizeable at 50 km whereas Angell and Korshover did not maka such
corrections.,

Summarizing the stratospheric temperature observations then,
it does appear that the western hemisphere stratosphere between
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the altitudes o0f 26 and 50 xm in the northern hemisphere was
warmest in the polar and subtropical regions when the sun was in
its mo-t active state during the past twelve years,. No such
clear .ariation was observed Ltelow these altitudes or 1in the

equatorial zone.

There have 131lso been published reports of high coherencies
petween the 10.7 cm flux of solar radiation anc the 10 mb circu-
lation by Ebel and Batz '1977) and between the 10.7 <m solar €lux
and stratospheric winds over the altitude range of 25-65 km by
Nastrom and Belmont (1378). These coherency studie. indicate
that ther=2 exists morea of a connection between the 15.7 ¢m solar
flux and the stratospheric flow than if there were independant
fluctuations in these parameters with the same period {as Vollarnd
and Schaefer (1979) clainm is the case for the observed 27-713y

variability in trogosoneric planetary waves and solar acti-rit ).

On the theoretical side, there are at least three mechanisms
by which solar 3i1sturbances mayvy affect stratospheric structure.
One of these was originally suagested ©ty Crutzen et 21. (1975)
who 1illustrated tha* solar proton events should lead %o a vastly
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increased producticn 2f N0, compounds in the stratosphere.
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solar proton events occur mcere freguently during discurbed

o]

conditions, one wculd expect more NO, under such cond.tions with
a resultina increase in the catalytic destruction of ozone which
would, in turn, alter the radiative balance of that por-ion of
the 1atmosphere affected. Such a depletion of ozone Jduring a
solar proiton event has beer observed to take place by Heath et
al. (1977): however, Schoederl and Strobel (1973a) nave illus-
trated that sizeable as this effect is locally, its geographynal
extent is too limited to appreciably affect glcbal strato here
dynamics. Rudarman and Cuamberlain {1975) and Chamberlain (1977;
have hypothesized that the known modulation of cosmic rays by
soiar activity leads to a modulation in stratospheric NO, which
results in a ~odulation of ozone. It should be mentioned =has it
is far from being setcled whether ozous, in fact, is observed to
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vary with solar activity. A third mechanism by which solar ac-
tivity may affect the structure of the stratosphere was motivated
by some observations by Heath et al. (1273), in which they claim
that the solar output of ultraviolet radiation in the wavelength
range of 0.175 < A < 0.310u varies by some tens of percent. It
should be remarked that these observatinos are somewhat contro-
versial (see 3mith and Gottlieb, 1974). Photochemical models Dby
Call:is and Nealy (1978) and Penner and Chang (1978) show that
sizeable temperature changes would result from variable solar
ultraviolet radiation as observed by Heath et al. (1973), with
the Callis and Nealy (1978) results appearing to indicate much
larger stratospheric temperature changes with solar activity than
were observed by Angell and Xorshover (1978). The Penner and
Chang (1978) results show some qualitative agreement with the
observations, but there are also areas of significant disagree-

ment between these cbsecrvations and thelr theory.

3. Dynamical Coupling Be+tween *“he Troposphere and the Upper

Atmosphere

The most Jdifficult obstacle to overcome in constructing a
theory for how solar activity may give rise to significant tropo-
spheric chang2s is the reguirement <o explain how extr.mely small
changes in solar energy output bring about changes in tropo-
spheric energetics that are orders of magnitude larger (see
Willis, 1976). For instance, according to Livingston (1973) the
solar constant does not vary by more than 0.1% on the short term,
and volland (1977) has Jdemonstrated that if the solar output 4id
vary by 0.1% with its 27-day rotation cycle that this would gea-
erate tropospheric planetary waves with amplitudes of no more

than one geopotential meter.

dines (1974) has suggested a possible mechaaism that might

be operative despite this energy mismatch between solar input and
tropospheric energetics. The basis of this mechanism is that the
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surface air-fiow ~wer toncgraphy and the global distribution of
diabetic heatira 1i1a *<he troposphere force planetary scale dis-
turbances that propagate +<heir energy upward. Stratospheric and
mesospheric winds »lav a dominant role in determining the "re-
fractive index" £for these waves {see Charney and Drazin, 1961;
Matsuno, 1970; and Schoeberl and Geller, 1976, for example) which
will, 1in turn, determine the transmission-reflection properties
of these waves. Thus, changes in the middle atmosphere £low
might lead to changes in the tropospheric amplitudes and phases
of planetary waves that propagate to this level. The energetics
of these changes are such that relatively small amounts Of energy
may give rise to significant effects in the upper atmospnere
where the density 1is low, and these upper atmospher2 effects
merely act to modulate the effect of fixed energy sources in the
troposgphere. Some of the relevant Jdynamical model studies that
relate to the viability I this mechanism, that was suggested by
Hines (1974), are those of Bates (1977), Schoeberl and Strobel
(1978a) and Mahiman ot al, (1973). Since the resul-s of these
studies show significant Jdifferences, the relevant results from

each one wWill be briefly reviewed here.

Bates (19277) developed a set of scaled equations for staady
state planetary wave motions assuning that both the wave vari-
ables and the basic state parameters have zonal and meridional
length scales at middle latitudes, that are at least on :he order
of the earth's radius and that the vertical scale of variation in
log-pressure coordinates is at least of order one {(implying that
the vertical length scale is at least on the order of a scale
height). Taking the relative angular velocity of the mean zonal
winds to be much less than the angular velcocity of the earth, he
was able tu decouple the horizontal structure of these waves from
the vertical structure, i.e., he found that the vertical struc-
ture of these waves was governed by an ordinary differential
equation in the altitude variable. A somewhat curious result of
Bates' (1977) formulation is that his cut-off westerly wind vel-
ocity for energy propagation is independent of wavenumber. This
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is different from the earlier results of Charney and Drazin
(1961) and Dickinson (1968a). The key result of Bates' (1977)
paper, in the present context, is that the amplitude and phase of
the tropospheric planetary waves as well as the resulting meridi-
onal heat flux were found to vary significantly when the tropo-
spheric forcing remained fixed but the stratospheric wind and/or
static stability fields were altered. As Bates {1977) points
out, a number of simplifying assumptions were made to allow him
to obtain an analytic sclution to this problem, and one must be
careful to apply his formulation only to geophysical situations
where these assumptions are satisfied over a range of latitudes,

if in fact such situations exist.

Schoeberl and Strobel (1978a) have used a numerical quasi-
geostropic model to look at the effect of ozone reductions sn the
zonally averaged circulation of the middle atmosphere. They cal-
culated the response to the August 1972 solar proton event; to
halocarbon pollution; to uniform ozone density reductions; and to
changes in the solar constant. They also calculated the result-
ing effects of the changes they obtained in the zonal mean state
on staticonary planetary waves using essentially the planetary
wave model of Schoeberl and Geller (1977). They found that no
significant effect on the planetary wave struacture should accom-
pany an event of the nature of the August 1972 solar proton
event. They also calculated the alteration in middle atmosphere
planetary wave structure to halocarbon pollution and found chang-
es near the 50 km level that were no more than those of normal

winter variability.

Mahlman et al (1978) used a primitive equation general cir-
culation model with 40 vertical levels between the earth’'s sur-
face and 80 km altitude for their studies. They performed an
experiment in which they ran a "control" case and compared it
with a case in which ozone amounts were halved. This led to
temperature decreases in excess of 20°C at the tropical strato-
pause and in excess of 10°C at the tropical tropopause. The
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winds were seen to decrease by about 10 - 15 ms~! in the region
of the middle atmospheric jet decreasing downward to generally
less than 5 ms~! at about 40 km. No striking difference was seen

between the two modelled tropospheres.

In assessing the confidence to be placed in these and other
studies of dynamical coupling between the troposphere and the
upper atmosphere, it is very important to take into account the
role of both radiative and mechanical dissipation properly. Ob-
viously, the planetary wave energy must be able to penetrate up-
ward to the level where the refraction-transmission properties
are altered as well as to return down to the region of forcing
after reflection in order for the Hines (1974) mechanism to be
viable. The three main dissipation mechanisms operative in the
stratosphere and mes3Jsphere are radiative damping acting through
carbon dioxide and ozone; mechanical die i1pation which 1is pre-
sumed to act through the turbulent mixing that results from the
"breaking" o¢f waves and tides; and the possible absorption of
wave momentum at critical levels. We will remark on each of

these processes in the following.

Dickinson (1373) has developed a Newtonian cooling aroroxi-
mation to the infrared cooling due to C), and 03 using * = temp-
erature structure of the 1962 U.S. Standard Atmosphere.
Dickinson's formulation has been used by such investigators as
Schoeberl and Strobel, (1978b) and Holton and Wehrbein (1979).
Dickinson (1973) found the minimum dissipation time scale due to
infrared processes to be about five days in the stratopause re-
gion. Blake and Lindzen (1973) have developed a Newtonian
cooling approximation for infrared cooling plus photochemical
acceleration (the apparent cooling that arises frcm the photo-
chemical destruction of ozone that takes place as the ambient
temperature increases). They found the minimum dissipative time
scale to be about two days at the stratopause region. Schoeberl
and Strobel (1978b) have indicated that they believe the Balake
and Lindzen (1973) values to be inapplicable to global large
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vertical scale motion, however for reasons given in their paper.
Ramanathan and Grose (1978) have indicated that although the
Newtonian cooling approximation cannot be used for detailed sim-
ulation of stratospheric climate, it is probably sufficient for

mechanistic studies of the .ype being discussed here.

The situation is not nearly so well understood for mechani-
cal dissipation, however. Both 3choeberl and Strobel (1378b) and
Holton and Wehrbein (1979) have found it necessary to introduce a
parameterization for a marked increase in mechanical damping
above the stratopause to achieve reasonable looking simulations
of the zonal mean state of the middle atmosphere. Mahlman et al,
(1978) have also included a parameterization for erhanced mech-
anical dissipation in their general circulation model. Comparing
the Schoeberl and Strobel (1978b) and the Holton and Wehrbein
(1979) parameterizations for mechanical dissipation, it appears
that they both have dissipation time scales of about 10 days at
65 xm with smaller values below (Schoeber and Strobel's values
being larger there) and larger values above (Holton and

Wehrbein's values being larger there).

Finally, we come to the role of critical levels as a dissi-
pation process for planetary wave energy. Until recently, based
on the work of Dickinson (1968b, 1970) it was pelieved that sta-
tionary planetary waves were absorbed at locations of zero mean
zonal wind. This concept was used in the design of a number of
mechanistic planetary wave models (Matsuno, 1970, and Schoeberl
and Geller, 1977, for example). Tung (1979) has recently argued
that nonlinearities probably dominate over dissipation in the
vicinity of critical levels, and has shown that most of the plan-
etary wave energy is reflected rather than absorbed there if this
is the case. This becomes important in the context of dynamical
coupling between the troposphere and the upper atmosphere since
if the singular wind lines reflect rather than absorb planetary
waves, the only dissipation mechanisms are radiative damping,
mechanical disripation in the free atmosphere, and Ekman friction

56

SRR 1 , A
y b '3*%‘ . . {}kgf



o DR

.\;‘M‘

i ol

R

4

Werce

=

in the planetary boundary layer. Since the first two of these
mechanisms grcw with altitude, significant tropospheric changes
due to variations in the upper atmosphere are more likely to oc-
cur if such changes occur at lower levels in the upper atmo-
sphere. For instance, Tung and Lindzen (1979) argue that the
troposphere will be affected much more greatly i1f the middle
atmosphere jet is lowered below the middle stratosphere, than if

its structure is changed at higher levels.

4. Model Calculations

The model we will use in this section is a quasi-geostrophic
model of stationary planetary waves that extends in the vertical
from the ground to 100 km. This model is essentially the same as
that used by Schoeberl and Geller (1977) except it has been
altered by S.K. Avery, M.A. Geller, and J.C. Alpert tc include
tropospheric forcing by the surface airflow over the appropriate
zonal harmonic of the northern hemisphere topography (as given by
Berkofsky and Bertoni, 1955) and planetary wave forcing by dia-
batic heating (by using the appropriate zonal harmonic of the
lower tropospneric diabatic heating that was calculated for the

northern hemisphere by Geller and Avery, 1978).

The model equations are as follows:

- . 2
Sinze 3 ,cos§ a“n] Qg + (um lao) sinza 3 Yo
coss 38 sinZa 38 T m um - gy S 22

i il A vy
1sin“ g ol % .
. - = J.Gm (1)

um - iﬁz 2 S

where
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3 g: az 25 az 3z 4

In writing equations (1) through (5), the stationary plan-
etary wave geopotential, with zcnal wavenumber equal to m, |is

given by ¢ = ez/z /S *n eimx + where )\ is lcongitude; U = 33%33

where u is the mean zonal wind, a is the earth's mean radius, and
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8 is latitude; ay is the Newtonian cooling coefficient;
R RT, 3T,
S = 3 { — + T3 ]
(29a) )

_ where R is the gas constant for dry air, ¢ is the earth's rota-
. tion rate, T, is the globally averaged temperature profile, Cp is
the specific heat of dry air at constant pressure and

z = ¢n (po/pP), p being pressure, and py, is the surface pressure

(taken to be 1000 mb). 3g is the Rayleigh friction coeffi-
cient. Jp is the mth Fourier coefficient of the diabatic
heating, i.e., J = ¢ j, elmMX, where i = /=1.

The vertical velocity that results from surface airflow over
the mth zonal harmonic of the surface topography is used as the
lower boundary condition, and we use a radiation boundary condi-~
tion to assure upward energy flux at the upper boundary of our
computations (z = 14 or about 100 km). For lateral boundary con-
ditions, we take ., to vanish at both the pole and equator (see
Schoeberl and Geller, 1977, for details). The Newtonian cooling
coefficient is based on the computations of Dickinson (1973), and
the Rayleigh friction is taken to have a small background value
of 5 x 10~7 s~1l, which implies a dissipaticn time scale of about
23 days, with larger values at zero wind lines to provide for
critical level absorption (see Schoeberl and Geller, 1977). This
point will be returned to later in light of the discussions of
the previous section. The static stability profile, S(z), is
that which was calculated for January by Geller (1970). The
effect of dissipation in the planetary boundary layer is included
in our computations throuch an Ekman pumping component to the
surface vertical velocity.

Now, given the evidence for solar disturbance effacts alter-

ing the state of the thermosphere, the mesoscnerae, and the strat-

ul osphere, in this section we inquire to what extent, if any, the
planetary waves in the troposphere will respond to changes in the
mean 2zonal state at various levels of the ugper atmosphere.
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Since Schoeberl and Geller (1977) have shown that the structure
of planetary waves appears to be much more sensitive to changes
in thc zonal wind structure, u, than to changes in 35, the static
stability profile, we will be restrictirg ourselves to examining
the response to changing the mean zonal wind state. Qur "con-
trol" mean zonal wind state was derived from the January mean
zonal wind state in Qort and Rasmussen (1971) below 50 mb and by
utilizing the CIRA (1972) atmosphere above. This is shown in
Figure 6. Our planetary wave model is then run for the "control"
case as well as for cases where the "control" case mean 2zonal
o = 12

(=85 km) to 25 = 2 ( = 17 km). In each case the mean 2zonal wind

winds are decreased by 20% at various levels ranging from z

values are essentially unchanged from their "control" values over
the height interval 2z, - 1 2 z ? z + 1. For instance, Figure 7
shows the basic wind state when z5 = 6 ( ™ 42 km) and Figure 3
shcws the mean zonal wind values that are given when the wind
values in Figure 7 Aare subtracted from the wind state that 1is

shown in Figure 6.

What is generally seen in these computations 1s that when
the mean zonal flow is changed at a given level in the atmosphere
by 20% over a restricted altitude range as previously indicated,
the effects of these changes on the planetary wave structure are
seen at all levels above the level where the wind change has
taken place; however, only those levels higher than about z, - 3
show any measurable change in planetary wave structure. Several
test comparisons will be shown to illustrate these points. Fig-
ure 9 shows a comnariscn of the amplitude and phase structure for
the computed planetary wave with zonal wavenumber one between the
"control" and the zo = 10 (= 73 km) mean zonal wind structures
for the latitudes of 30 N, S0 N, and 65 N. Note that no percep-
tible change in either the phase or the amplitude of wavenumber
one is seen below z = 7 (= 50 km) at any of the latitudes. There
is also an indication that the change penetrates furthest down-
ward at the highest latitude. Similar calculations for planetary
waves two and three for these two wind states give qualitatively
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similar results for tire change 1in wave structure due to mean zon-
al flow alterations around 2z, = 10 although, of course, the wave

structures for the different wavenumbers are guite different.

When the wind structure is changed below the middle strato-
sphere, however, significant changes in the tropospheric plan-
etary wave structure became evident. For instance, Figure 10
shows a comparison of the amplitude and phase structure for the
computed planetary wave with zonal wavenumber one between the
"control" and the z45 = 5 (=~ 35 km) mean zcnal wind structures for
the latitudes of 30 ¥, 50 N and 65 N. Note that while no per-
ceptible change in either the phase or the amplitude 1i1s seen be-
low z = 2 (417 km) at the two lower latitudes, significant
changes in the amplitude and phase of wavenumber One are seen in

the phase at 65 N that penetrate all the way down to the Earth's

surface.

Changes in the wind structure at levels lower than 35 km
give alterations in the planetary wave structure that penetrate
both further down into the troposphere and to lower latitudes.
for instance, Figure 11 shows the compariscn of the amplitude and
phase structure for the computed planetary wave with zonal wave-
'control" and the z, = 2 (~17 km) mean
zonal wind structures for the latitudes 30 ¥, 50 N, and 65 N.

number one between the

In order to give a better idea of the magnitude of the
changes in tropospheric circulation that occur as a result of
altering the middle atmospheric transmission-reflection proper-
ties for stationary planetary waves, Figure 12 shows a comparison
of the 500 mb planecary wave patterns that result from our model
with the “control” mean zonal winds and with the 20% reduction
case at 2 = 4 (- 30 km). These patterns are generated by adding
our modeled January wavenumbers one, two, and three tcgether for
both of the wind state cases. Our choice of including wavenum-
bers one, two, and three was made on the basis of van Loon, et
al's (1973) finding that these wavenumbers account for 96.2% of
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the deviations . from the zonal mean values of geopotential and
temperature at 50 N in January at 500 mb. Also shown in this
figure is the planetary wave pattern obtained by adding the Janu-
ary wavenumbers one, two, and three at 500 mb from van Loon et
al, (1973) together. In order to get an idea of the level of
relevance of our model to the actual atmosphere, we compared the
Observed pattern (from van Loon et al's analysis) to our "con-
trol” case results. A ridging of about 10 dm is seen over the
British Isles in the observations. This is compared to the mod-
eled ridging of about 18 dm in roughly the same location. Over
northeastern North America a troughing of about 10 dm is seen in
the observations. A similar magnitude troughing is séen in the
model results but shifted somewhat to the northwest. A ridging
1s seen along the west=rn coast of North america reaching a maxi-
mum of about 10 dm over Alaska. The model results show a general
area of ridging centered in the Pacific Ocean off the west coast
of the North America of roughly the same magnitude. The observa-
tions show a large troughing area centered in the vicinity of
Japan with a magnitude of about 20 dm. The model results show a
large troughing area centered about 30° to the west of Japan with
a magnitude of about 1l dm. We only compare our model results to
oObservations at middle latitudes since good comparison between
the observations and the model at very high and very low lati-
tudes, if it occurred, would be considered fortuitous given the
limitations of both the observations and the model. Given that
the observational results from van Loon et al (1973) are for a
seven year average and that a substantial year to year variabili-
ty is noted by these authors (see Figure 13), we believe that our
model agrees well with the observations. In order to compare the
"control" case with the 203 reduction case at 2o ® 4 most easily,
Figure 14 shows the Z, = 4 pattern subtracted from the "control"”
pattern. This figure shows that in addition to the differences
in the magnitude of the ridging and troughing that were seen in
Figure 12 (for instance, a difference of .4 dm to the west of the
British Isles), there are larger differences produced at higher
latitudes due to phase differences. For instance, in response to
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the changes in the zonal winds around zy, = 4, the 500 mb heights
over northeastern Asia have increased by about 1.9 dm; the 500 mb
heights over northeastern Europe have decreased by about 1.4 dm;
the 500 mb heights off the northeastern coast of North Ainerica
have increased by about 1.3 dm; and the 500 mb heights over north
central Canada have decreased by apout 1.5 dm. These changes are
put into perspective by comparing them with the observed interan-
nual variability as shown in Figure 13. The difference field in
Figure 14 amounts to a substantial fraction of the observed in-
terannual variability. We have also pointed out previocusly that
larger changes in the mean zonal flow at lower levels would pro-
duce larger effects. What we have shown. then is that changes in
the mean winter 500 mb height field of about 2C m in response to
solar disturbance effects are quite possible on theoretical
grounds and that these changes are not negligible when compared
to observations of the interannual variability in the mean

January planetary wave field.

Thus, the upper atmosphere appears to vary in resgonse to
solar activity down to sufficiently low altitudes that changes in
tropospneric planetary wave structure can occur as a result of
the altered planetary wave propagation through the middle atmo-
sphere. One candidate mechanism for giving rise to changes 1in
the temperature structure at these stratospheric levels 1is
changes in the sun's ultraviolet emission with changing solar
activity. Therefore, it appears that in light of our best pres-
ent knowledge dynamical coupling of the troposphere to those re-
gions of the upper atmosphere that seem to be directly affected
by solar activity is a viable mechanism for solar activity to
make itself felt on the tropospheric circulation. This mechanism
is, however, incapable of explaining any near instantaneous trop-
ospheric response to solar activity such as that reported by
Wilcox et al (1974). This is because of the finite time that it
takes for planetary waves to propagate their energy upwards to
reflection lavels, to be reflected, and return back down to the
forcing region as is required for this mechanism to be operative.
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Muench (1965) has observed that periodic amplifications of plan-
etary waves with zonal wavenumbers one and two appear to proga-
gate upwards at a rate of about 6 km/day. Taking this to be an
indication of the planetary wave group velocity implies a two-way
transit time between the troposphere and 35 km of about 10 days.
So, there should be at least a time lag of this order between a
soiar disturbance affecting the atmosphere at thi. altitude and
its effect being felt on the tropospheric planetary wave struc-
ture. In fact, this planetary wave reflection mechanism is prob-
ably most applicable to climatic time scales (on the order of a
solar cycle, say) rather than on the scales appropriate to

changes in the weather (a few days).

It should be mentioned once again, however, in view Of the
importance of dissipation effects for the planetary wave trans-
mission-reflection problem, which such effects are included in
this model. Dickinson's (1973) values for Newtonian cooling were
used. A small background value for Rayleigh friction, 5 x 107
sl, was used with enhanced values for the Rayle :yh friction
being used in the vicinity of zero wind lines in an effort to
totally absorb planetary waves there. No enhanced mechanical
dissipation was used at high altitudes which almost certainly
accounts for cthe continuous g3rowth of the wavenumber one plan-
etary wave above about 60 xm, a phenomenon which is not observed.
Investigations into the effects of altered dissipation in our
model are under way with particular emphasis on the treatment of
singular wind lines.,

S. Discussion

We have seen in previous sections that observational evi-
dence indicates that the atmosphere from the thermosphere on dcwn
to an altitude of about 25 km varies in a manner that is consist-
ent with a response to solar activity. Of course, since in most
cases oObservations are only available for cne eleven year solar
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cycle, no firm statistical inference of such an effect can be
made (Pittock, 1978). The results of our modeling study indicate
that changes in the mean zonal flow at levels of about 35 km and
below should alter the propagation of staticnary plaretary waves
such that the winter tropospheric circulation is significantly
affected ir the manner that was hypothesized by Hines (1974).
Changes in the mean znnal flow above this leval as well as
changes in the mean 2o0nal flow during the summer and eguinox
seasons (this point remains to be checked rigorously) would not
appear to affect the tropespheric circulation to such an ex- r
tent. Our modeling stuay also shows that such alterations in the

tropospheric flow should take place mainly at high latitudes.

6. Possible Observational Studies

There are scveral observational studies that could be car-
ried out to either establish or to disprove the viability of the
mechanisms discussed here. First, more observational studies .
should be undertaken %o look for correlations between upper at-
mospheric parameters and solar activity parameters on both long
and short time scales. While scudies that lcok at the variation
of metenrological parameters at a single ‘ccation have some use,
an effort should be macde toc look at zonally averaged and spec-
trally analyzec metecrological parameters sO as to establish the
geographical scale of the dynamics being affected. There should
also be investigaticns undertaxen tc relate the ow.one variability
at various stratospheric levels to solar activity using newly
available satellite data. Joint studies of planetary wave fluxes
of energy and momentum should be undertaken using conventional
and satellite data in the tropcsphere and satellite data in the
stratosphere. These studies 3hould be carried out in a xanner to
facilitate comparisons with theoretical predictions of the
effects on tropospheric planetary waves of changes in upper atmo-
spheric parameters. Also, obaervational studies sliould be car-
ried out that would either confirm or refute the existence of
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changes in the .sun's ultraviolet emission during disturbed solar
conditions of the type that were reported by Heath et al (1973).
ther solar disturbance energy inputs that may affect the strato-

sphere should also be studied.

Finally, there are some observational studies that should be
undertaken to clarify the role «f dissipation on planetrry waves.
Studies to clarify the mechanical dissipation resulting f£from
"breaking” gravity waves should be done. The newly emerging
technology of VHF Doppler radar should be most useful for this.
Also, observational studies to clarify the role cf singular wind

lines on planetary waves should be made.
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Figure 4: Temperature trend by season in the north sub-
tropics of the western hemisphere. A 1-2-1
smoothing (l-1 beginning and end of record)
has been applied twice to successive yearly
values of the temperature, and the vertical
bars (smoothed as above) again extend two
standard deviations of the mean either side
of the mean (from Angell and Korshover,
1978).
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Mean temperature departure from long-period
mean, smoothed (lower curves) and unsmoothed
(upper curves), compared with mean annual
sunspot number (dashed lines), (from Quiroz,

1979).

35km Okm

Station Longitude At Bt At B3
Poler Flat 4N 08 09) 0.14 0.2¢4
Churchill $9°N 0.3% o8 0.63 089
Point Muge Mol 0N 0.89 0.79 0.94
White Sands 32°N 0.76 0.89 0.49 0.
Cape Kennedy 28°N . 003 o8 066 0.89
K w s32lcin 9°N 0.78 0.9 0.75 o
Ascension lsland 3°S 047 on 0.17 0.32
All Statwons on 0.99 0.67 0.39

Period measured st K v ajalein is 1970-1970.

1Based on unsmoothed yearly data.

$Based on }-year runming n ans (1-2-1 smoothing) of 1emperature
data, 19641976

Coefficients of Correlation Between sSummer-
time Temperature Departure from Long-Period

Table 1:

Mean and Mean Annual Sunspot Number, 1965
1977 (from Quiroz, 1979).
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Figure 12:

(a)

Observed mean northern hemisphere January 500 mb
" lanetary wave height pattern due to zonal
harmonics one, two, and three in dn using the
results of van Loon et al, (1973).

(b) Modelled northern hemisphere January 500 mb
Planetary wave height pattern due <o zonal
harmonics one, two, and three in dm using "con-
trol” mean zonal wind state.

(c) sSame as (b) except for 20% reduction of the mean
Zonal winds in the vicinity of zn = 4.
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Figure 13:

Monthly mean wave stiructure of zonal harmonics
one two, and three at a constanc taticude dur-
ing January for five different vears from 3850 nC
L5 200 mb (from van Loon et al, 1973%).
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Figure

14: Difference field given by Figure 12b
minus Figure 12¢.
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Report V

Results of a General Survey on the Possibility of Atmospheric Electric
Links Between Solar Events and Terrestrial Weather

by

Arthur A. Few, Jr.
and
Andrew J. Weinheimer
(Department of Space Physics and Astronomy
Rice University, Houston, TX)
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Abstract

We have completed a systematic assessment of coupling mechanisms between
solar activity and weather that include, as key links in the coupling chain,
atmospheric electrical processes. We find many mechanisms whereby solarg
activity can influence or alter the electrical state of the atmosphere. Our
research has identified a wide variety of mechanisms in which almr  ~ric
electrical parameters interact with meteorological systems. The difficult
aspect in completing the coupling chain is in finding & meteorological connec-
tion that is significant. At this time connections involving thunderstorm
electrificaticn aopear to be the mcst viable. Because of the lack of under-
standing of the electrical generating pracesses in thunderstorms and their
consequences for thunderstorm development, we are not able to quantify this

causative chain,

- % /
A" ;{.\‘



cbanhlansiin o B o o

Introduction

In most meteorolnaical systems we have found that there are other natu-
rally occurring processes competing with the electrical influences. In all
but the very rare cases the electrical interaction is weak. Because the
strengths of these competing influences are typically preportional to concen-
tration or energy density, these interactions generally decrease in strength
with altitude., This observation, added to the fact that the solar-activity-
influenced atmospheric electrical perturbations (the forcing functions) in-
crease with altitude, leads us to hypothesize that the probability of finding
a solar-activity-related meteorological effect (the responding functions) will
increase with altitude. This hypothesis is certainly consistent with obser-
vations of solar-activity-relatad effects in the ionosphere and thermosphere.

From energy considerations we do not expect a direct solar-activity
produced influence on the tropospheric weather (Dessler, 1975; Willis, 1976).
The enerqgy content of the solar activity is insignificant compared to tropo-
spheric processes. We seek instead a "meteoroloqical amplifier" wherein atmo-
spheric electricity modulates the amplifier performance and the amplifier
supplies the energy to alter the tropospheric weather. The "amplifier power"
vwith respect to tropospheric weather modification is a function that decreases
with altitude owing to the dacrecase with altitude of atmosphere enerqy density
and tu the displacement of the system from the troposphere with altitude.

We expect then that the probability function of finding a connecting
mechanism will be characterized by the product of the "responding functions"”
and the meteorological amplifier functions This resulting probability dis-
tribution function will have a peak near *“e middle atmosphere for the same
basic reason that the "Chapman Layers" form peaks in the atmosphere. The
position of a probability peak will be determined by the particular mechanism
being considered, just as each of the photoionizing and photochemical reac-
tions produces a peak at a particular altitude.

In the following sections we will examine a series of potential mecha-
nisms involving electrical connections. We are looking in particular at the
lower links of the chain, the processes that couple the influence to the
meteorological processes, because these processes are the pivotal processes in
the causative chain. We will start with the molecular scale systems and
advance to the larger systems.
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Electrical Interactions on the Moiecular Scale

1. Direct Electrically Driven Motions

Atmospheric ijons of all sizes drift in the presence of the atmospheric
electric field, £, The average motion of the ion (or charged particle) is the
constant velocity at which the electrical force on the ion is balanced by the
drag force exerted by the atmcsphere. The drag on the atmosphere by the
motions of the ions and charged particles can be treated as an electrical
pressure, Pp, on the atmosphere. For a simple horizontally stratified atmo-
spheric model we find that

P = €oE2/2
At the earth's surface under fair weather conditions (E ~ 150 V/m)
Pg = 10-7pa
which should be compared to the atmos heric pressure PA;
Pp = 10%Pa.
The difference is 12 orders of magnitude; whereas, meteorologically sig-

nificant pressures can be as iow as 3 to 4 orders of magnitude below atmo-
spheric pressure. As we go to higher -’-‘tudes, the pressure and electric

field strength both decrease rouyniy .. tially; hence, the fair-weather
eiectric field never has an opportunity *- comar itive.,
There =re two atmcsnheric reqions where *' -.. elactrical processes have

increased importance. One is in the therw. .;t. . where, owing to anisotropic
conductivities, the electric rield become. -2letively lirge and the atmo-
spheric pressure is very low. The thermosphere is so remote from the cropo-
sphere that these electrical effects cannot be invoked as a mechanism for
modifying tropospheric weather without introducing another compliete set of
coupling mechanisms.
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The second region requiring -pecial consideration is in and around
very active thunderstorms where the electric field becomes ery large.
Ascuming F ~ 105 V/m in the anvil of a thundersic m where Pa ~ 104 Pa;
P ~ 5 x 10-7 Pa. The above equation for Pe 's not rigorously applicable to
the thundercloud field qeometry, but it is adequate for order-of-magnitude
calculations. Even with this very high field we find ihat the electrical
pressure is 5 orders of magnituae below atmospheric. There is no reascr to
evpecl that there will be a direct dynamical effect of electrical pressure on
thunderstorms. Sartor (19/9 and personal communication) has pointed out,
however, that those thunderstorm electrical forces might be important pro-
ducers of vorticity in the tropi.s where the Coriglis parameter aporoaches
zero. ile will return to the question of thunderstorm> later.

2. Ion Chemistry Connections

There are two electrical responses in the area of ion chemistry that we
have considered, increased ion production rate and electric field drift of i0n
species.

There are well-documented studies of polar cap absorption (rCA) events
that have produced very large increases in the ion-pair production rates °‘n
the midcle atmo-ohere. The largest PCA event studied thus far occu, red Auqust
4, 1972, ard 1s shown (number 4) in Fiqure 1 from Merman and Goldberq (1978,
p. 60), At 50 km altitude there was a 5-6 order-of-magnitude increase in ion-
pair production rate; however, the same event p-roduced no appreciable change
below 20 km. There are other PCA's that are much less dramatic at the higher
altitudes but contain narder components that penetrate deeper into the atmo-
sphere and thus mey be of greater significance meteorolngically. PLA events
labeled ¢ and 5 in Fiqure 1 both produced increas | effects bnlow 0 km.
These increased ion-pair production rates arfect, locally, every stage of the
ion chemictry reaction chain and the resulting concentrations of reactants.
Thus during a PCA event orders-of-magnitude channes can occur locally. Refore
complecing this analysis we lovk at a second possible process.

The second process considered involves the electric-field drift uf ions,
which by ion chemical reactions have decome selectively attached to specific
molecular species in the atmosphere. Though this process is not as dramatic
as the PCA events, it is a persistent process :'ich over a long time may
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provide an important net transport of reactants.

Hence we compare three transport processes: molecular diffusion, eddy
diffusion, and electric field drift. In the expressions below n is the con-
centration of the species of interest, which is assumed to be ions in the
electrical computation; N is the total molecular concentration making n/N the
species mixing ratio. For the species of interest the fluxes by molecular
diffusion Jp, eddy diffusion Jy, and electric drift Jg are given by:

f
[}

= 3 (ny _ n . n
p = N 5(§) = Oz + 7)

-

= K g5R) = Kz )

[
n

JE = nuk

In these equations D and K are the molecular and eddy coefficients of diffu-

sion respectively, and u is the ion mobility. When evaluated at the peak in
the concentration (%% = 0) these simplify to:

|JD| = (%)"
[9gl = |uE|n

At twenty kilometers altitude typical values for the parameters in these
equations are: H~7 km; [E] ~1V/m; K-~1 m2/s; u o~ 10-3 mzlv-s;
D~2x 10'4m2/s. This produces the following estimates for the fluxes:
-8
IJDI ~ (10°° m/s)n
-4
IJKI ~ (107" m/s)n

9| ~ (1073 m/s)n

We find that the electrical drift produces a flux that is larger than the eddy
diffusion flux, which is larger than the molecular diffusion flux.
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Both of the above processes, enhanced ion production rate and electric
drift, can produce local increases in the concentration of some ion-molecular
component in the atmosphere. For this increase to be meteorologically signi-
ficant, the perturbed component must interact with some meteorological system
of influence. In the middle atmosphere reqions, ozone is the atmospheric
constituent that drives the thermal and dynamical processes. The local ozone
concentration depends upun a number of variables including transport mechan-
isms, but the principle process by which ozone is usually destroyed involves
its reaction with NO, . (A non-electrical mechanism involving this process may
occur during PCA events where the production rate of NOx by solar protons is
greatly increased).

Ion-molecule reactions have been postulated to cause ozone destruction
with reaction rate constants 3 to 4 orders of magnitude greater than the non-
ionized pathways (Ruderman et al., 1976). [The terminal ions that are thought
to be produced within ~1 sec of the ion pair production are:

H30*(Hy0), and  NO3™(Hy0),

An ozone molecule and an oxygenated nitrogen molecule (probably HNO4) have
been incorporated in the negative ion during the reactions. Upon ion recombi-
nation one gets HNO4 and Hy0, thus losing the ozone hut preserving the HNO,,
with which the ion has performed the function of a catalyst].

The problem faced by all of the ion-chemistry-czone mechanisms is one of
numbers. Figure 2 graphically demonstrates that the normal concentration of
ions is 9 orders of magnitude less than ozone and 5 orders of magnitude less
than NO, NO,, and HNO;. Thus the ion chemistry reactions are unimportant even
with rate constants 10% times larger than the non-ion reactions.

In siications of greatly enhanced ion concentration, such as may occur
with PCA's, we must seriously examine the viability of the ion chemistry-ozone
mechanism. For example, increasing the ion concentration by several orders of
magnitude ¢nd utilizing a 104 factor higher ion rate constant produces an ion
chemical reaction chain for the destruction of ozone that exceeds the neutral
species rates. (However, the neutral species concentration may also increase
during PCA's).
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The above discussion is an oversimplification of a very complex process
that requires detailed modeling; the type of consideration gqiven here is
sufficient only to indicate the situations that can yield promising results.

We believe that the modeling of solar particle events that include the
ion reactions and ion transport can be a productive area of research, and we
recommend its pursuit.

3. Ion Cluster Infrared Radiation

Alex Dessler (private communication) had suggested that the clustering of
water molecules about ions might produce a system capable of radiating through
infrared windows, hence allowing a more rapid local cooling. This concept
faces the same numbers problem exhibited in Figure 2; namely, that the clus-
tered water molecules are in concentrations 10° below that of the neutral
water molecules and cannot, therefore, contribute a significant radiative
component to the thermal balance.

In summary of the molecular scale processes we conclude that competing
processes Dby neutral species will dominate the significant meteorological
processes owing to the low concentrations of the ions. In special situations
in which ion concentrations are greatly enhanced (e.q., PCA's) ion-chemical
reactions that catalytically destroy ozone may become important; this is based
upon the assumption that these ion reaction rates are themselves 103 to 10
greater than their neutral counterparts.

¥
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Electrical Interactions on the Aerosol and Particulate Scales

1. Ion Induced Nucleations

The process by which water molecules cluster about atmospheric ions is
reasonably well understood. Under very spucial conditions these clustered
jons continue to grow to form water droplets; this is the basic process by
which the Wilson cloud chamber works. Calcu.lations show that these stable
clustered ions will not grow far beyond a cluster state of 5 to 7 water mole-
cules unless the relative humidity is near 400% (Mohnen and Kiang, 1978).
Because of other omnipresent nuclei in the atmosphere, this requisite condi-
tion will not occur,

2. Ion Assist:d Gas to Particlie Conversion

This process differs from one described above in that an additional
gaseous constituent (H2504) is added to the mix of vapors from which ion
nuclei embryos are produced. (The source of the HyS04 is thought to be atmo-
spheric 502, which gets oxidized in the atmosphere.) The presence of HZSO4 in
the system lowers the vapor pressures over the embryoric droplets allowing
them to grow faster than in the pure water system. By initiating the growth
process on an jon, it is possible to start the growth process at H,S0, concen-
trations a factor of 10 below those required for the non-ion processes.

The problem with this ion-assisted process is competition from other,
more efficient processes, as we have seen in other cases. The presence of
background nuclei provides preferred sites for the growth of embryos over the
ion.

Another scheme involving the molecules of HN03 along with HpSO, produces,
in theory, embryos that grow even faster yet. In short, ions are important as
initiators of embryos only if the usual competing processes are absent.

Lidar, a recently developed tool for atmospheric research, offers great
promise for yielding new and better information on the variations of back-
ground nuclei in the middle atmosphere. We recommend additional research into
sources and availability of middie atmosphere nuclet.
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3. Exotic ion-assisted gas to particle conversion

One is free to hypothesize anv number of different possible reactions
involving other trace gas constituents in the atmosphere so long as the con-
centration of the constituents is sufficient to react with the ions in their
lifetimes of approximately 200s to 1000s at ~ 20 km (Mohnen and Kiang, pre-
print). But again these special cases must compete with the natural back-
ground processes that appear to be rather efficient in their own right.

A somewhat unsettling feature of all of the theoretical arnd
modeling research is that the predicted mobility of the clustered ions
is ~ 1.75 cmZV‘ls'1 whereas the measured mobility spectrum peaks around
1.2 cmZV’ls'l. The atmosphere, if we believe the theory and measurements, is
consistently constructing ion clusters larger and more massive than is pre-
dicted by theory., This is an area where the need for continued research is
indicated.

Although the average ion lifetime is ~ 1000 seconds, there are ions that
will exist for much longer periods; thece ions have an opportunity to interact
or react with many components of the atmosphere that have not yet been consi-
dered. Since measurements indicate that ion growth continues beyond the pre-
dicted size, these as yet unidentified reactions very likely are taking place.
We need to know if continued ion growth in the middle atmosphere is occur-
ring. Because if it is, then we may have a viable mechanism for “seeding”
cloud development with ions. This will require in situ measurements, labora-
tory measurements, and theoretical research.

4., Multiple lon Clusters

“Zwitter" ions also belong to this classification of exotic ion pro-
cesses. Sodium hydroxide (NaOH) and other chemicals with high electron or
proton affinities form such strong bonds when clustering in the atmosphere
that when recombination occurs with an ion of the opposite sign a stable
dipole cluster is formed rather than neutralization (Arnold, 1980). This
dipole cluster may continue to grow or later acquire other ions forming
multiple fon clusters. These multiple fon clusters are very stable and form
semipermanent atmospheric constituents; odd multiple ion cluster could account
for the differences between observed and predicted mobilities of atmospheric
ions. The ultimate fate of the multiple ion clusters would be to form
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aerosols and to precipitate. ‘rnold (1980) has made an estimate of the con-
centration of aerosol produced by multiple ion clusters for comparison with
observed aerosol concentrations in the stratospheric aerosol layer; his result
is that this process is insufficient to explain the observed aerosol concen-
tration,

This process is, however, a new research area and requires extensive
investigation before all of the pathways and parameters can be quantitatively
understood.

5. Electric-Field-Assisted Coalescence and Coaqulation of Aerosols and
Particles

The mechanism envisioned here is simply that the elec:ric field changes
the relative motions of an existing population of charged aerosols and en-
hances the collision probability. A second element in the coalescence consi-
deration is that the presence of the electric field (enhanced in tie space
between close aerosols) assists in breaking the surface tens‘on, allowing more
coalescence and fewer bouncing collisions, These two factors could lead to
larger aerosols and faster arowth,

A population of aerosols that bhas evolved under steady conditions will
lTocally have a rather narrow size distribution and hence small relative velo-
cities. When the medium is ionized, we know that the aerosols also become
charged and the local electric field will produce an electric drift velocity
that is added to the gravitational drift. The presence of the steady electric
field when aerosols are underqoing charge change, or a sudden change in the
electric field itself, wiil cause a change in the relative motions of the
aerosols. Such changes affect the collision probabilities of the aerosol
population. This mechanism has not been analyzed in detail theoretically, nor
has it been verified experimentally to our knowledge. Although, it has been
noted both by Mohnen (1971) and by Pruppacher and Klett (1978, p. 584) that
electric drift velocities for aerosols of radius .lu and larger are typically
small in comparison with sedimentation velocities. For these larger particles
then, coagulation rates are not likely to be affected by changes in electric
drift velocities. However, for aerosols smaller than .lu, Mohnen (1971)
indicates that electric drift velocities may be significantly larger than
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sedimentation velocities. So, coagulation rates for these smaller, more
electrically mobile aerosols may be affected by changes in the electrical
state of the atmosphere. This mechanism has the property that any change from
a previously "steady" condition will cause an increase in collision proba-
bility.

John Latham (personal communication) has told us of an experiment of a
third party in which the coalescence of small droplets was greatly decreased
when all electric fields were excluded from the laboratnr, test chamber. The
interpretation was that in the ahbsence of ele:.ric fields, the collisions
between small droplets were predominantly of the bouncing type and that when
electric fields were present, the coalescence probability increased dramati-
cally. This interpretation needs verification both experimentally and theo-
retically because it is of significance both to this research and to cioud
physics and cloud modification research.

We tound in our discussions with the cloud physics scientists and with
the particle and aerosol scientists that most believed that strong (thunder-
storm) electric fields would affect the coalescence and coagulation pro-
cesses. The extent to which smaller electric fields could be effective in
these processes was thought to be limited or simply unknown., This area of
research should proouce definitive answers in both the experimental and theo-
retical research directions over a relatively short period with relatively
small investment in research funds.
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High Altitude Ice Clouds

The basic problem that we are addressing in this section is this: gqiven
the existence of a high altitude ice cloud, can changes in the electrical
environment alter in anv <iqnificant way the development of the cloud? For
example, enhanced growth of the ice particles could increase settling velo-
cities and produce seeding nuclei for lower atmospheric layers. Alterations
of the normal condition of the ice particles can alter both the radiation
behavior of the cloud and the microphysics and dynamics of the particles.
Either of the above may destabilize the cloud and hasten its disappearance.

The existence of a layer cloud offers one additional electrical property
that we have not considered in our previous mechanisms; the electric field is
enhanced inside the cloud providing us with somewhat larger electric fields.
This enhancement comes about as a result of ion attchment to the cloud par-
ticles which significantly reduces the conductivity of the air within the
cloud. The cloud appears to be an insulator relative to the more conducting
atmosphere; the atmospheric electrica® current places surface charges on the
cloud boundary increasing the internal electric field to the point that the
internal electric field E. is enhanced by a factor equal to the ratio of the
conductivities outside and inside the :loud:

Ee = E(V/A)

The internal conductivity has been computed (Pruppacher and Klett, 1978,
p. 589) and measured (Allee and Phillips, 1959) for non- or weakly electrified
clouds, and the conductivity within such clouds is reduced by factors of 1/3
to 1/40. A factor of 10 may then be used as a representative vaiue for the
field enhancement. Since many of the electrical effects scale as Ez. we may
typically expect a factor of 100 increase in potential eiectrical effects for
a process inside such clouds.

In regard to the electrical effects on coalescence and coaqulation, we
are here in the same situation as discussed with regard to the aerosol
problem., The effects are known to occur for stronq electric fields. There is
unconfirmed evidence that effects are also present in weak electric fields.
This area is "ripe" for both theoretical and experimental research.,
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We have <pari coostderable eifort on the prohlem of the electric field
alignment of i+ crystals, because, if the process onccurs, it would have a
rapid response to chanaing atmospheric electric fields, The potential meteo-
rological effect employinqg this process involves changes in the radiative
properties of ci~rus clouds as a result of changes in crystal orientations.
Aerodynamic toraues generated by the falling motion of the crystals tend ton
align the crystals with their long dimensions horizontal, while the vertical
fair weather electric field tends to align the crystals' long dimensions (and
their induced dipole romoents) with the vertical. We have called this poten-
tial influence of electric fields on crystal orientations the "Venetian hlind"
effect. If it occurs, the possibility exists that the radiation balance of
the atmosphere could be modulated by the fair weather electric field. Our
Figure 3 (from Vonnequt, 1965) illustrates the effect on platelike ice crys-
tals. Columnar crystals respond similarly. The electric field aliynment of
ice crystals unquestionably occurs in strong electrical fields and has been
observed at visual wavalenqths (Vonnequt, 1965) and with radio techniques
(Hendry and McCormick, 1976; Watson et al., 1979).

Over the range of crystal sizes occurring in the atmosphere, several
dynamical regimes are encountered. On the small end of the spectrum (< 1 um)
Brownian motions cause the crystals to randomly change their orientations.
Somewhat larger crystals fall (slowly) in a low Reynolds number reqime (Stokes
flow) where the hydrodynamic torques are small (Happel and Brenner, 1965, p.
187). In the laboratory these crystals assume no preferred orientation as
they fall; they maintain their initial orientation (Willmarth et al., 1964;
Jayaweera and Mason,, 1965). The larger crystals fall with higher Reynolds
numbers and experience significant aerodynamic tcrques (approximated by poten-
tial flow); laboratory a i in situ observations show that these crystals fall
with their shortest axis oriented in the direction of fall (Willmarth et al.,
1964; Jayaweera and Mason, 1965; Platt, 1978; Platt et al., 1978).

We can estimate the relative importance of these torques by approximating
ice crystals with spheroids; we use oblate spheroids for plate crystals and
prolate spheroids for the columnar crystals. The electric torque, Tgs in an
electric field, E, is

Te = aweot a3 ~0s 6 sin 6 f(k.cr)
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ICE-CRYSTAL PLATELETS FALL WITH THEIR PRINCIPAL AXES VERTICAL AND THEY REFLECT LIGHT
LIKE LITTLE HORIZONTAL MIRRORS

UNDER THE INFLUENCE OF AN ELECTRIC FIELD THE ICE CRYSTALS ASSUME A NEW ORIENTATION
AND REFLECT LIGHT IN A DIFFERENT DIRECTION

@ O
O

UNDER THE INFLUENCE OF AN ELECTRIC FIELD INDUCED DIPOLES CAN FORM IN CRYSTALS THAT
CAN CAUSE ALIGNMENT OF THE HEXAGONAL STRUCTURES

’ FROM  VONNEGUT, B., ORIENTATION OF ICE CRYSTALS IN THE ELECTRIC FIELD OF A
THUNDERSTORM, WEATHER, 20, 310, 1988,

; FIGURE 3.
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where a is the equatorial radius of the spheroid, 8 is the angle between the
electric field and the spheroicd's axis of rotation, and f(k, €.) is a function

of the spheroid axis ratio, k, and the permitivity of ice €pe

The aerodynamic torque, Tp, can be estimated from potential flcw, which
actually gives an overestimate of the torque (Weinheimer, 1980)

TP =M U2 cosy siny h(k)
where M' is the mass of air displaced, U is the fall velocity, x is the angle
between the axis of rotation and vertical, and h is a functior of the axis
ratio, k. [Two papers on this particular research effort by Weinheimer and
Few are currently being written. Weinheimer's Ph.D. thesis (1980) is devoted
to this subject.] When we apply this syster of torques to the wide range of
crystal sizes and atmospheric electric fields, we find, as expected, a wide
range of solutions. For a strong thunderstorm field (3 x 105 V/m), and for a
crystal with an axis ratio of 2, there is some degree of electrical alignment
for crystals as small as lu and up to as larqe as 1mm. The actual behavior
changes from (1) an overdamped aligning of the 1 um crystals to, (2) under-
damped oscillations of the 10 um and 100 um crystals to (3) alignment within
the horizontal plane only, for particles larger than 1mm. When we examine the
behavior at electric tields that we might expect to find in hiah altitude
clouds ( ~ 100 V/m at most) these electrical effects vanish owing tc the g2
dependence of the electrical torque.

As a specific example, we include Figure 4, which delineates the differ-
ent dynamical regimes described above, for an oblate sphernidal ice crystal
with a semi-minor axis that is one-half its semi-majcr axis.

Our research has convinced us that there will rot be significant electri-
cal alignment of ice crystals in clouds unless the electric field strenqgth is
at least 103 V/m, and perhaps even greater.
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FIGURE 4. DELINEATES DIFFERENT DYNAMICAL REGIMES FOR AXIS RATIOk = 2. THE
MOTION IS ANALYZED FOR RANGES OF ELECTRIC FIELDS AND CRYSTAL
SIZES. “B” DENOTES BROWNIAN MOTION, “OD” DENOTES OVERDAMPED
AND “UD"” DENOTES UNDERDAMPED. Re DENOTES THE REYNOLD'S
NUMBER APPROPRIATE TO THE SIZES SHOWN.
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Convective Cloud Mechanisms

The basic scheme proposed here is as follows: the atmospheric electrical
environment interacts with the electrical charging mechanism of the thunder-
storm; the electrical properties of the thunderstorm then interact with micro-
physical processes and modify the precipitation or cloud water budget of the
storm; the total energy depends upon the water budget; and the mesoscale
interactions are relateu to the thunderstorm energetics. This mechanism has
some definite advantages: (1) The energy source (thunderstorm) is large and
is known to have habitual electrical characteristics. (2) Certain micro-
physical and cloud physical processes are basically unstable systems that when
triggered greatly multiply the triggering effects. (3) In some climatic
regions most of the precipitation originates in electrified clcuds. (4) Be-
cause thunderstorms are responsible for the global electric field a local
effect can have worldwide manifestations,

In addition to electrical influences on cloud microphysics which in turn
infiuences dynamics, there may also be more direct electrical effects on atmo-
spheric dynamics, such as vorticity production, as mentioned briefly iu an
earlier section,

1. Convective Charging--A mechanism that bootstraps on the environmental
electrical properties.

The following discussion is based upon a theory described by Vonnequt
(1955). The precloud atmospheric electrical structure has an electic field
that decreases exponentially with height; corresponding to this is a net
positive space charge density that also decreases with height. In this model
a warm convective bubble of air rises from the surface, forms a cloud upon
reaching the lifting condensation level, and continues to rise., The space
charge within the bubble will (to first approximation) be c: .served as it
rises, but the bubble itself will expand adiabatically with altitude. (The
bubble also expands owing to entrainment but this effect is not included in
this discussion). The electric field due to the space charge within the
bubble is directed cutward. As the bubble, now a cloud, rises higher in the
atmosphere, the electric field due to the cloud becomes comparable to the
decreasing electric field of the environmental air. Negative ions in the air
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will be attracted by this field to the sides of the clouds where they become
attached to boundary cloud droplets. Because of the eddy drag on the c¢loud
boundary, the inner positively charged part of the cloud rises more rapidly
than the negatively charged boundary regions. If the cloud top rises high
enough to reverse the direction of the alectric field above the cloud, then
the convective charging model begins working much faster. At this stage
currents from the highly conducting air above the cloud supply a steady
current of negative ions to the upper cloud boundary. [f the convective
geometry is such that this upper boundary material i4s preferentially trans-
ported to lower regions of the cloud while air froﬁ the surface below the
cloud 1is preferentially convected upward to the cloud top, then all of the
necessary components for the production of a natural Van de Graaff generator
are present. Pnsitive space charge, which is produced by coronae in the
strong fields beiow a thunderstorm, is supplied at the bottom of the convec-
tive flow and is carried upward while negative charge is supplied at the top
of the cloud and is carried downward.

The electric field E at the surface of a spherical volume of radius R
containing charge (§ is

0
E = o &
47 eo R

The adiabatic relationship for the rising spherical bubble is
4 .3\ _ Y
P{xm) =P v,
Hence E « l/R2 and R « P'1/3Y; this gives E = p2/3Y = p'48 ~ p1/2

If the pressure scale height is H then the electric field scale height of the
bubble is 2H. For convective conditions we assume H = 8 km thus

- -2/16 km
E Eo e

We can obtain E, the self-field of the bubble from the change in Eps the
atmospheric electric field that occurs near the surface where the bubble

originates. The average, net, space charge concentration 7 in the atmospheric
layer of thickness Az adjacent to the surface is given by
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0o Az

p =

If this air is incorporated into the original bubble the self electric field
becomes

||'|"l
b=

A
-R
E 3

[~

4

Taking R = 2 «xm, Az =1 km, and AE,/Az = 55 V/m (See table 1), we find
Eo = 37 V/m. Hence

E = 37 e-2/16 km
In Table 1, E is evaluated and compared to E5 (§60 in Allen, 1963; also Table

XX1a in Israel, 1973). In this model we see that the electric field above the
cloud is reversed at an altitude near 5 km by this convective mechanism.

TABLE 1
Height of Self Normal
Convected Field Field
Volume V/m (*/m)
0 37 130
1 35 75
2 33 45
5 27 15
10 20
15 14

The whole process is related to the initial electrical structure of the
atmosphere. The key elements are the space charge near the surface and the
altitude at which the field due to the cloud reverses the direction of the
total electric field above the cloud. This altitude is a sensitive function
of the initial conditions; compare the differences in Table 1. It would be
quite possible for a relatively small change in the fair weather field to move

109



this reversing altitude into or out of the range of cloud tops on a given
day. If the cumulus clouds were incapable of reaching the electrical revers-
ing altitude, then none of them would become strongly electrified. However,
if the reversing altitude were lowered, then many of the clouds would pene-
trate it and become electrified.

Once the cloud is electrified, then the charging rate by the convective
hypothesis would be closely related to the conductivity of the air above the
storm. This happens because the current to the top of the cloud supplies the
charge that is convected by the cloud motions and produces the electrified
cloud. This gives the environmental electrical parameters yet another means
of influencing the severity of the thunderstorm.

The big problem with this convective process is that it requires a very
specific convective organization within and around the cloud. There is no
firm evidence yet to support this system, nor is there good evidence to refute
it, either. This problem is a good area for productive research in cloud
modeling. Well-designed experiments can also be useful but they are extremely

difficult to execute and interpret.

2. Inductive Charging--Another bootstrap hypothesis.

If one takes the view that the neophyte cloud is initially electrically
passive, then the internal electric field should be in the same direction as
the environmental electric field but perhaps 10 times larger in magnitude.
Cloud particles (Figure 5) falling in this electric field are polarized, and
when two particles make a close approach, the adjacent surfaces are oppositely
charged. If the collision results in the coalescence to form a single parti-
cle, no charging occurs. However, if the collision is of the bouncing type,
with the two particles separating after touching, then charge will be trans-
ferred with the smaller particle receiving the positive charge in the situ-
ation depicted in Figure 5. Because of the differential fall velocity of the
various particles, the smaller particles will be carried systematically upward
relative to the larger ones. This upward motion of positively charged parti-
cles increases the electric field in the interaction region providing positive
feedback to the process. For individual particles the process becomes self
limiting because as they become charged, the polarizing field produces smaller
regions of opposite charge Jn the particle surface. The likelihood of a
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FIG. THE CHARGING OF A NEUTRAL HAIL PELLET POLARIZED IN A VERTICAL ELECTRIC FIELD
BY ELASTIC COLLISION WITH A NEUTRAL CLOUD DROPLET.
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F1G. THE REDUCTION IN NET CHARGE ON A POLARIZED AND ELECTRIFIED HAIL PELLET AS A
RESULT OF AN ELASTIC COLLISION WITH A NEUTRAL CLOUD DROPLET IN THESE APPROXIMATE
SKETCHES OWING TO THE LACK OF SPACE.
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FIG. 2c. CHARGE TR.ANSFER BETWEEN AN ISOLATED HAIL PELLET AND A REBOUNDING CLOUD
PARTICLL

FROM MOORE, C. B., AN ASSESSMENT OF THUNDERSTORM ELECTRIFICATION MECHANISMS, IN ELECTRICAL PRQCESSES
N ATMOSPHERES, od. BY H. DOLEZALEK AND R. REITER, pp. 333-352, STEINKOPFF, DARMSTADT, 1977.
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bouncing collision inside the small zone becomes essentially zero at some
specific charge.

Two completely different modeling experiments have been made to evaluate
the response of cloud charging to the initial electrical state, one by J. D.
Sartor (personal communication), and the other by H. Orville and coworkers
(Orville et al., 1979). The models differed in several ways: (1) with and
without ice present, (2) with internal enhancments due to cloud specified or
included in the model, and (3) with 70% or variable increases in initial
field. As we would expect, the numerical answers were different in detail,
but both simulations gave answers in the same sense (increases in thunderstorm
charging) and both found the electrical changes to be significant.

The cloud models that in:lude electrical effects are still develop..j and
are potentiallv much more cumplex than the models that ignore electricity.
The work of the researchers that tenaciously pursue these electrical modeling
efforts should be encouraged and supported.

3. Electrical Load Variation

This mechanism was touched upon earlier in the discussion of the convec-
tive charging mechanism but warrants fuller discussion in its own right
because it can be operative whether or not the convective mechanism is an
important aspect of the resulting thunderstorm electrification. The current
flowing into the top of the thunderstorm may be viewed as an element of the
cloud charging process as it is in the convective hypothesis or as a dissipa-
tion current as it is viewed by most of the other thunderstorm charqing
theories, which depend upon internal cloud processes to produce charging.

In the "classical global circuit" description of atmosphere electricity,
the voltage source generated inside thunderstorms drives the balance of the
global circuit. The potential of the "electrosphere," the highly conducting
regions of the middle atmosphere, is determined by the voltage drops occurring
between this layer (~ 50 km) and the tops of thunderstorms. In this variable
Toad mechanism the effective resistance between cloud tops and the electro-
sphere is strongly modulated by solar activity; thus, the potential of the
electrosphere and hence the entire fair-weather global electric field will be
directly modulated by these solar-activity-driven conductivity changes
(Markson, 1978). This mechanism is incomplete without then calling upon
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further coupling mechanisms to introduce this global modulation into meteoro-
logical systems.

Alternately one can invoke a more direct feedback system (as with the
convective electrification approach) whereby a change in the electrical load
on the cloud affects the internal electrical processes in the cloud. The
evaluation of this mechanism depends upon a better understanding of cloud
electrification,

For the reasons listed at the beginning of this section, an electrical
coupling mechanism involving convective clouds appears to us to be m.-e
probable than the other pathways that have been considered. There are, unfor-
tunately, too many unsolved problems in cloud electrification to assess quan-
titatively the mechanisms involving the electrified clouds. An obvious area
that requires intensified research is cloud electrification and cloud model-
ing. It is also advisable to acquire data on ionosphere potential, thunder-
storm activity, and solar activity in such a manner that their correlates can
be evaluated on appropriate time scales.
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Global Scale Processes

We do nut view this category as an independent coupling mechanism because
we are unable to identify a specific physical mechanism that has rot already
been discussed in a previous section. The global process discussed here is
rather an overall systematic structure within which the various smaller scale

mechanisms funcl.ion,

An important contribution in recent decades to elucidating the details of
the global circuit has come from the recent work of Hays and Roble (1979) who
have constructed a numerical computer model of the qlobal circuit that
includes surface +topography, atmospheric variations in both altitude and
latitude, and anisotropic conductivities in the upper atmosphere with coupling
to the earth's magnetic field lines through the inner magnetosphere. This
computer model uses a rather coarse grid with respect to thunderstorm-scale
processes but allows a much more sophisticated and realistic modeling cf the
larger-scale features of the global circuit, We are confident that this tool
will provide a wealth of learning experiences as we continue to sort out the
complexities of the solar-activity modulations of the parameters of
atmospheric electricity. In fact, this model is probably the essential key
needed to provide the globai description of the electrical responses to the
forcing functions. We encourige the further development of this research and
the broader interaction of ‘'Fe atmospheric research community with this
model's capabilities,
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1. INTRODUCTION AND GENERAL CONCLUSION

This report addresses the question of a cirrus cloud linkage between
solar activity and weather on the earth. Sun-weather/climate studies cover
a wide range of possible causes and effects; the field has recently been

reviewed by Herman and Goldberg (1978).

1.1 Introduction

Roberts and Olson (1973a,b) proposed that cicrus cloud cover might be
enhanced by extra ionization and particle nucleation following solar distur-
bances, ziving rise tc changes in pressure and circulation over large cegions
of the atmesphere. GZvidence for solar flare influence on pressure-heignts
and temperature at the 200-300 mb lavel was sut forth by Schuurmans and
Oort (1969). Evidence for solar-induced increases of stratospheric intrusions
into the troposphere was given by Raiter and Litzfass (1977).

Bevond these and a Zew other intriguing suggestions of a reasonably direct
sclar influence on the hiszh =roposphere, little is known about the problem.
The purpuse of this report is to pull tcgether the available informatior about
the various steps in the sequence of events that has been suggested by Roberts
and Olson (1973a,b). Therefore we consider how well the cirrus cloud cover is
currently observed, how nmuch ionization is created by energetic parcicles
impinging on the atmosphere, the nucleation respons¢ to added ionization, and
the effects of increased cirvus cover on the rest of the atowsphere. Figure 1.1

shows the scope of this praject as conceived at the outser ia April 1979.

1.2 General Conclusion

The overall conclusion of this study is that sufficieat observational data

do not yet exist for a good tesr o. ths suggested sun-clzrus-weather conre:tion.
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Algo, the component processes are not well enough understood to permit one

to make a solid theoretical estimate. The proposed chain of events seems
entirely possible, and no convincing argument against it has, to our knowledge,
been raised. Following Sections 2-6 that deal with components of "the cirrus
counection”; Section 7 concludes with recommendations for improving our
understanding of cirrus clouds and how they might be involved in sun-weatner/
climate phenomena. The details of recommendations may also be found at the

end of e::h subject-matter section.
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2. OBSERVATION AND RECORDING OF CIRRUS CLOUD COVER

This section discusses the routine observations of cirrus clouds that
might make it possible (previously, now, or in the future) to decide whether
solar events trigger the development of high clouds on some occasions.

Though the giﬁé—caéégofies ;fe sémewhat arbitrary, the class of "previous"
técﬁéﬁlogy-lgélﬁéé;m;liAobs;rvacions based on visual remote sensing from the
ground (e.g., routine cloud cover observations) or on passive optical/sampling
measurements from aircraft and balloons (haloes, aureoles, ice crystal types).
By technology '"now'" we generally mean the global, passive sensing of clouds made
possible by instruments on Nimbus, Tiros, and other sat :llites using visible and
IR channels to distinguish between the high, middle, and low clouds. 'Future"
technology consists of advanced passive imaging devices and the new field of laser
radar (lidar).

The question is whether these techniques have been used, or indeed are
intrinsically capable of being used, either for sufficiently frequent, routine
observations of cirrus clouds, or for fast-response observations following the
onset of solar-induced disturbances of the earth environment. If the complement
of observations is already fairly comprehensive, then answers to the sun~cirrus-
weather question should be obtainable by combining existing data records and by
intensifying certain measurement programs. On the other hand, if the body of
available methods seems likely to let significant sun-cirrus events 'through
the net", ther it is 1mportant‘to consider new measurements that would preve -t
that, and to intensify such existing measurement programs as would also catch
sun-cirrus-weather events in the making.

First off it should be noted that no major piece of incontravertible
evidence exists for a cirrus cloud linkage between solar events and the

weather. Roberts and Olson (1973a,b) have suggested that such a linkage needs
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to be considered along with other mechanisms for coupling solar wind events
into an acmospherié response. Dickinson (1975) has discussed the details
of a possible sclar ionization link with cirrus and stratospheric aerosols.

The point of view adopted here is that solar events may have a direct
influence on cirrus cloud cover, that said influence may often be swamped by
other influences such as tropical weather, that solar triggering of cirrus
development probably requires a combination of physical circumstances that
complicates a definitive verification, and that the means are or soon will be
at hand for improved cirrus measurements that can greatly sharpen the sun-
cirrus-weather inquirv.

The time resolution needed depends on the specific objectives of the
observation. For giobal imagery of cloud cover to obtain unambiguous cirrus
identification, a 3-to-6-hour sampling interval (* 1/10 day ~ 10“ seconds) is
probably adequats.* For local observations, such as continuous lidar or
balloon soundings of ice crystals, humiditv aand temperature, the instrumental
time resolution is very good (1-100 seconds) and the more important requirement
is the duration of the measuremeats, which should be as long as possible in
order tc assess effects which may develop slowlv. A sampling duration of order
1/2-2 days should be sufficient to accompiish this objective.

An acceptable cirrus measurement system should combine the global coverage
(glving observations every 3 hours everywhere) with local observations in
selected regions for continuous, detailed coverage bridging between satellite
observations. The potential for this type of system may very well reside in the
complement of cirrus measurements being made today; but, if so, such potential

is not currently being realized either because of limitations of the instruments

]

For comparison, the time for a solar-wind-borne disturbance to cross a
characteristic dimension of the earch's bow sbock-magnetosoheric region
(-20 RE) at a velocity ~ 400 km/sec is about 300 seconds.
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or the limited observing times available. In summarizing the past, present,
and future technologies for observing cirrus clouds, part of our purpose is
to stimulate the development and implementation of systematic cirrus
observation systems.

Following Subgections will discuss: (2.1) aspects of gas-to-particle
conversion; (2.2) groundbased and aircraft observations of cirrus clouds;
(2.3) satellite imagery of clouds, particularly cirrus; (2.4) lidar probing
of cirrus clouds; (2.5) recommendations for improving the observational

situation for cirrus clouds.

2.1 Gas-to-Particle Conversion: Needed Observations

The existence of water and other molecular clusters and hydrated positive
and negative ions in the atmosphere affords possible mechanisms for the growth
of small particles into larger ones. Regarding cirrus clouds it is attractive
to suppose that a small incremen:al ionization, arising from sclar phenomena,
may enhance the formation of fine aerosols and ice crystals. Such a process
would, overall, be very complex, to judge by what is known about various
processes and states of aggregation of water. Demonstration of a few instances
of cirrus production by incremental ionization in the upper troposphere would
provide a valuable impetus to this field of work.

An important entity in the chain of neutral and ionized water clusters
that may lead to stable ice crystals is the water dimer, (H;0);. Bolander et al"
et al (1969) deduced a dissociative equilibrium constant for the water dimer from
prior work by Keyes (1947). Dyke et al (1977) have measured properties of
(H0), using electric resonance spectroscopy on a molecular beam. A thermo-
dynamic theory of nucleation specific to water clusters, (H;0),, has been given
by Daee et al (1972). Recently a kinetic theory treatment has been advanced

by Pouring (1975) on the basis of Buckle's (1969) theory for cluster formation
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in a condensing, binary mixture of monoa omic gases. Castleman and Tang (1972)
nave studied ion-induced nucleation in water vapor, and their article contain
many other references in this field. Considerable attention has been given
<o the possible roles of (H;0), in atmospheric phenomena, as discussed by
Burroughs (1979).

Unfortunately very little information is available on the state of water
clustering or the ion <~omposition at cirrus altitudes (“9-12 km). Mohnen =nd

Kiang (1978) estimate that the average ion conceantrat’ion at 12 km is in the

(&)

ange 4300-7000 cm~3; also see Section 6 of this report. They also conclude
that at higher sltitudes in the "Junge laver" (~20 km), the icn concentraticn
has lictle impact on gas-to-particle conversion processes in the unperturbed
stratospnere.

An irportant facet of solar-induced cirrus formation would surely te the
ion composition and lifetime. Ion mass spectroscopy in the stratosphere above
35 km has been achieved bv Arnold et al (1977, 1978). Ferguson (1.73) has
interpreted some of the observed positive ion mass peaks as protonated sodium
nydroxide ioms, a.g., NaOHE » (Hy0)p,, and Kebarle (1977) has also discussed
analogcus ions invelving XOH., Water cluster ions (e.g3., H:O+ * (H20}:) nave
also been observad by Armold et al, and by Arjis et al abeve 33 km. Negative
ions such as N¥O3 * (HNO»)» and NO3 * (HC2)* (HNO3) have been repcrted by Arnold
and Henschen (1978) in the stratosphere. Measurements of ion composition have
yet to be made at cirrus altitudes, and one suspects that the ion population
will e dominated by structures at least as complicated as the ones above.
Hence it is currently not feasible to predict how the neutral and ionized
molecular clusters will respond to incremental ionization as part of any overall

gas-to-particle conversion posited for cirrus c¢louds. Improved knowledge of

the ion and cluster compositica is needed at these lower alticuaes.
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For the present, observations of instances of cirrus cloud formation,
including measurements of numidity, temperature, iom concentration and
aerosol particles, would constitute the most valuable and direct evidence
for this type of link in the sun-weather chain.

Figure 2.1 shows possible routes for solar-induced cirrus formation.
The thin lines indicate processes which are believed to be too slow to be of
consequence. The medium and heavy lines indicate increasingly probable
routes of cirrus formation. The most probable route for cirrus formation
may be the enhanced gas-to-particle conversion of hygroscopic compounds, whose
subsequent ionization could increase the prohability of droplet formation,

to be immediately followed by freezing.

2,2 Observations of Cirrus Clouds from the Ground and from Aircraft

This subsection describes selected studies made in the pre-satellite era,
partly to point out the difficulty of getting thin cirrus data from that period,
and partly to suggest a few data records that might be worth looking into for

correlations between solar activity and cirrus cloud cover.

2,2.1 Cloud observations are made every three hours at surface weather

observation stations throughout the world, and, at commercial airports, hourly
cloudiness by height, amount of cloud and cloud type are reported. Of the
several weather variables systematically recorded, only the clouds and the
weather type require absolutely no supporting apparatus or instrumentation.
Yet, while climatological data have been compiled into atlases for wind speed
and direction, temperature, pressure, relative humidity and precipita:ion at
the earth's surface, and height contours and the above quantities at several
reference pressure levels in the troposphere and stratosphere, global atlases

of cloud types and amounts remain today in their infancy.
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Weather observations in the U.S. are archived at the National Climatic
Center 1in Ashevillé, N.C. The data are generally believed to be of
reasonable quality and completeness for observations since 1941, Earlier
observational data are available for a more limited number of stations dating
back into the 19th century. Global observational data are archived by the
World Meteorological Organization,

The limitations of groundbased cloud cover data are widely recognized,
notwithstanding the meteorological value of chese long records that are
useful for many purposes. Cole (1960) has noted some of the problems in
groundbased data, and Fye (1978) has commented:

"Some standing limitations of conventional data are...
(a) 1Inaccurate total cloud estimates, especially when clouds are
low and parallax error is the greatest. Cloud amuunts are

usually overestimated.

(b) 1Inaccurate nighttime observations with a tendency to under-
estimate cloud amounts, particularly high clouds.

(c) Variations in the reporting procedures and quality of
observing procedures between countries,

(d) 1Inaccuracy of cloud heights when estimated by observers
and pilots and as determined by sounding instrumentation.

(e) Instrumentation inaccuracies and transmission garbling."
Groundbased observarion of cirrus clouds is hindered by several diffi-
culties. (1) Groundbased observers experiencing fog or lower cloud cover may
not observe cirrus cover, or may only see some cirrus cover through "holes"
between the lower clouds. (2) Cirrus clouds, unlike stratus or cumulus clouds,
do not have weil-defined boundaries, and their areal coverage is difficult to
assess. (3) Thin cirrus clouds frequently lack striations or other features

which may aid thin detection by a groundbased observer.
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Recent studies by the U.S. Air Force have attemptad to quantify wisible
ranges and cloud-free lines of sizht at various alti:tudes, latitudes and times
of year (Berteai, 19774,5). 9Jcther studies have focused or cirrus icze particle
distributions (Varley, 1978; Varley and Brooks, 197%9).

Haurwitz (1972) reviewed existing cloud climatologies, because the data
are of great importance in determining infrared radiative fiuxes in the zlobal
system. Part of his summary of earlisr works is shown in Table 2.1. Prisrt
to the advent of satel!lite technolosy, the uncertainties associated with
construction of cloud atlases yielded these laborious tesults having lictle
value in analysis of radiative fluxes. Haurwitz 2lso concluded that despita2
some siznificant advances t> 1972 in the svstemmatic, 3lobal coverage
afforded by satelilites, no radiitivelv useful direct neasurements of cloud cover,
differentiated by cloud tvpe, were vet aviilable.

2,2

.2 A valuable compendium of informatica on cirrus clouds was preparad

by R. G. Stone (1957) for the Air Weather Service, principally to disseminate
information on cirrus foracastiany tecaniques, and to stimulate further work on
cirrus climatology and forecastin:. The Air Force was increasiangly conceraed
about reliable visibility in flizhe operations abeove 25,000 feet altitude.
Stone's veport repeatedly contrasts the quantitv ind nature of pilot reports V3.
cirrus observations obtained from zround level. With reference to the preblem
of seeing through low and middle clouds to estimate cirrus cover, Stone remarks
on p, 122:

"The bias of having to use for Jdata oulv davs without
obstructions praventing odservation f cirrus is one
that eriously limits tae wvalidivy of swudies of this
type using surrace cloud observiations. Theraiove air-
cratt cloud observations should be sought if at all

possihla."
Nonetheless this compendium covevs 1 numbar of groundbased cirrus climatoleogy
projects, starting with the [aternational Clowd Year (1896-7), as well as air-

craft observacional programs o to Preoject Cloud Trail in 1954-3.
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These earlier projects are mentioned here because some of the dita records
might contain enouéh information for a fragmentary assessment of the sun-cirrus-
weather connection, particular’ly if some of the intensively covered reriods
coincide with marked variacions in solar activity. Project Cluud Trail, for
example, was an extensive oparatizcn involving dual aircraf: flights by
36 different fishter-intzr:epc-r squadrons during 1954-3, over 23 upper-air
sounding stations in the U.S. The purpose was to observe natural cirrus
occurrence and ccntrail™ :loud ‘ormation at and above 25.200 feat. Apars froa
the statistical climacoles4v s.amarized in Appeadix A 50 3tdne (1357;, cre

suspects that the aetailed Cloud Traill dara razcrds mav cuntain instances in

which upper atmospneric cloudiness may be compared to szrengd solar Jisturbances.

Another interestiag stuav surmarized ‘a 3tone's a2poris (p. |
H. Appleman's application of wvarious Zorecascting parametzrs %o cirrus cloudiness
over selected YNorth dmerican 5:a:ions in the summers o2 1951, 1752, and 1351,
("An objective zethod of forecistiag of cirrostratus clcuds"). Though some
success was obtained, Appleman and Stone concluded that zhe available upper
atmospheric data and intarpretitisn ieit much £o dDe desired in Iorecasring cirrus
cover. In any case Applemun's recorsds, particularly for Fairbinks, \laska,
might prove interaesting to correlite with solar activity during the summers of
1951-3.

More generally Stone (1937) provides a detailed summary o7 the then-existing
and proposed new forecasting reth..s, most of which were Sased on upper 2ir
information as oppcsed to surfica pressure data. Fifteen different metecro-
logical indicators are listed a5 Inputs to these forecastinz —mezucds lncluding,
obviously, the humidity and temrperature at cirrus altitud2s. 7he 3cope of tals

data input will be of interest to those readers consiceriny new neteorzlogical

studies ~f cirrus cloud formation and gevalopnent.

*Also see Downie and Silverman (1940). ORIGINAL PAGE IS
132 UF POOR QUALITY
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Also it is reasonable to remind ourselves, in seeking for a possible
sun-clrrus-weather'ltnkage, that the atmosphere nas to be prepared for cirrus
cloudiness, at least with respect to temperature and relative humidity, before
{t can respond to an ionization trigger or particle seeding. This consideration
must influence both the iaterpretation of old data and the planning of moderr

experiments, no matter what instruments are used for cirrus detection.

2.2.3 The Arctic regions, particularly near the Gulf of Alaska, have
drawn much attention as possible sites at which solar activity might be
particularly influential on the earth's atmosphere. Not all the diffuse
optical phenomena seen there should be regarded as prime candidates for a
sun-cirrus-weather cennection.

An example of the ground-observational problem for diffuse cloudiness is
afforded by the well-knownm "Arctic haze" ocften seen over the Arctic Ocean and
immediately adjacent land areas. Mitchell (1953) summarized the findings from
many years of Air Force flights under the Ptarmigan project, as part of his
review of meteorologic»! phenumena influencing visual range in the polar regiorns,

from sea level, and in the absence of height measurements (such as could
be obtained from lidar), Arctic haze when detectable at all is perceived as a
ditfuse, high altitude layer that does not 1fiect the visibility of distant
sround objects hut adds 3 reddish tint to the otherwise clear daylight sky
color, and reduces the s!ant range visibility of stars at night.

The Ptarmigan measurements showed that this haze is tropospheric and often
occurs over very largze patches of order 1000 km {n extent. Within the haze, th
horizontal visual range can be as low as 3 km, and the temperature is typically
-30°C to -35°C. The haze bands are trpically 1-3 km thick and may occur singly
or in multiple lavers. Rahn at al. (1977) supgested that the Arctic haze
depeads on dust transperced from the Godi and Takla Hakan deserts in e2asternm

Asia,
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It {s ciear that to catalogue such diffuse cloudiness or reduced sky-
transparency as an indication of Arctic cirrus cloud cover, and in turn to
attempt to relate thegse to solar activity, would mix together observations
not necessarily connected* with cirrus clouds or with solar activity. The
inadvertent inclusion of Arctic haze or other mid-tropospheric data in
correlation stuuies between cirrus and solar events could degrade any bona fide
sun;cirrus-weather evidence to the point of being inconclusive.

In order to make sure of the nature o:. the atmospheric aerosols that may
be candidates for a correlation with solar activity, there is a great need for
routine, remote measurements of the altitude dependence of aercsol concentration,
size distribution, and the physical properties of the particles. Ia addition to
the satellite temperature profiles and limb scanning instruments, two velatively
recent developments are passive "solar aureole' measurements and the laser radar

(lidar) technique (see subsections 2.2.5 and 2.4).

2,2.4 An interesting application of the 3-hourly cloud cover dara obtalnable

irom the U.S. network of weather stations was repcrted by Machta {1971a,b) who
investigated the trends in cirrus cloud cover betweea 1940 and 1970 for a number
of locations where "ow and middle cloud cover was not so heavy as to preclude
high cloud observations from the ground. The extrerme case was Denver, where
high cloudin:ss almost doubled from the mid-1950s to the mid-1960s. Figure 2.2
from Machta (1971b) shows the Denver increase along with data from .wo other
western stacions for the period 1949-1969. The snnual averages of nigh cloud

cover for all eight stations (not shown here) lie in che range 13/100-20/100.

*Arccic haze might have some connection with these cther phenomena, but that
seams unlikely at present. A cloud climstolagy for the Arctic has been given
bv Vowinckel (1962) including scasonal averages for four tvpes of cloud
(cirrus is one of the typas) based on rascords from 200 ground stacions.
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Figure 2.2, History of annually-averaged high cloud cover
(with no low or middle cloud simultaneously)
at selected U.S. locations, from Machca (1971b).
The dashed curve shows the growth in jet fuel
consumption by domestic commercial jet aircraft.
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Machta's studies were undartaken to see whether thers had been an
increase of high cloudiness attributable to the develooment of high altitude,
civilian aviation on a lzrge scale. Though the individual stations {(and
various averages over the stations) showed definite increases of cirrus cloud
cover during a time which @might plausibly be equated with the rapid growth
period of jet aviation, YMachta pointed out featurss of the data that suggest
a natural variability of high cloudiness. Also he called attention to the
improvement of information on hign clouds made possible by the very flight
operations in gquestion, wheredbv weather observars could obzain from pilots
cirrus cloud data largely uravailable tefnra 1958. On the other side of the
question, Machta cited the commoaplace observacion that persistent decks of
high cloud ccver cam e triggevad ty contrails, leadinz scmetimes to a definite
overcast of major jet airlanes. Turther, Machta (1971:) notes that:

- s

"Observations o7 clnud 2mount and tvpe, aspecially for nizh
clouds, are uncertain. Jne will expect to find considera
variability due to random =rrors of observarion."”

and
"...the incidence o. natural
than mignt oe evidant tc oz
detect high clouds when the

Tt isi" =3 - ~ R 3 - 7 s . < e 2 ot

i niaresting to note that th: information availanlz Ior Machta's studles

deems to sufier from some of tie 32me problams that one .ncounters in 2ssessing

ar ilavestizrazias sun~cirrTus-weatnizT connections, namely
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and (I} that the systenmatic »3¥uccs seuht mav, osarsiv 3¢ reisoa,

te buried . fl.ctiazlcons due to other naenoment.
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2.2.5 Observations of detailed aspects of skylight (polarization,
coloring, angle away from the sun) have r*tracted many optical meteorologists
to work on methods for obtaining the altitude dependence c¢f particle size
distributions. This literature is too extensive to cover thoroughly here,
and we will mention principally Hall's work in the late 1960s that was directed
clearly to the cirrus problem. From an applications standpoint this work offers
the prospect of a cirrus detection system that operates well from the ground under
reasonably clear conditions. Hall (1967, 1968a,b) studied the excess clear-sky
radiance in the infrared (3-13 um) and concluded that cirrus clouds were the
cause. Zenith radiances as small as 1/10 of that for observable cirrus clouds
were detected, and an infrared solar aureole and skylight polarization were
measured in the 8-13 um region. Such thin cirrus have visible optical depths
T < 0.10 and are hard for a conventional ground observer to detect via solar
extinction alonme,

Hall (1969) also demonstrated photographic methods for the visible and near
IR that enabled the spatial extent and morphology of cirrus clouds to be observed
better than with standard photography. Sensitivity limits on Hall's photo-
graphic method, as regards seeing very thin cirrus, are not given in the
published article.

The use of sky-imaging techniques should be borme in mind in planning cirrus
observations having a groundbased part, because they can quickly give some
indication and location of cirrus cloudiness in a low cost manner. Obtaining
aerosol size distributions via angular (or "aureole") scattering patterns has
- ; been discussed by Hodkinson (1966), Deirmendjian (1970, Green et al (1971),

4
f Post (1976), Twitty (1975), Twitty et al (1976), Volz (1978), Box and Deepak (1978),
,é Deepak et al (1978), and Deepak (1977). Liou (1972) has treated light scattering

by ice clouds. Lerfald (1977) discusses aureole photometric instruments. An
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important aspect of the interpretation of angle-dependent scattering in the
atmosphere is polaéization (2.3., see Sekera (1956), Coulson et al (1971), and
Coulson (1978). Though it is an obvious drawback of all the passive methods
that one must unfold distributions along the line of sight, impressive
analyses of aerosol distributions can be made by these means. Whenever
practical, they should be emplcved in coniunction with thermal radiometry and

lidar observaticns.

2.3 Satellite Imagerv otf Clouds, Principally Cirrus

—t

This subsection is meant tc sarve as a guide to sources of cloud cover
information, particularly with vreference to cirrus clouds, that has beconre
available on a global basis via visible and infrared imagerv. A few studies
are cited that make use of this relatively new capability Zor global atmospheric
measurements. For cirr.s clouds, zarticularly thin cirrus haviag IR emissivities
of order 0.1 or less, the value >f the ivailatle data base is limited compared
to the meteorolcgical insights afforded tv the interpretatien of low- and middle-
cloud cover. Improved instrunents are verv auch needed for ijentifving thir
cirrus, specifving their amount, heiznt and temperature, and following their
deveiopment oun time scaies o7 a {ew hours. A much improved cirrus cloud
climatology is believed to be esserntial for climate medeiing, and the detaction
of thin cirrus is important in 2ssessing the likelihocd of a sun-cirrus-weather

connection.

2.3.1 A gzood starting :coint for the potential user of satelliite-derived

visible-IR cloud imagery is the Ww.d.D. Jocument by Andersen et 3zl (1973). Many
examples of cloud pictures are shown, along with interprerations ian terms of
weather analvsis (fronts, cyclones, et:,) and meteorological parameters (wiad

speed, wind direction, precipitation, etc.). Cirrus imaszes and associlated
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phenomena are discussed at length; their evident complexity suggests caution
in seeking correlations between solar activity and cirrus cloud cover, either

locally or on some globally averaged basis.

2.3.2 Ome form of cirrus activity that doubtless has little to do with
solar distrubances is the cirrus canopy that develops over major storms such
as hurricanes. Merritt and Bowley (1968) describe the interpretation of
imagery from TIROS, Nimbus and ESSA satellites, showing the evolution of cirrus
canopies over selected Atlantic Hurricanes in 1964-6. Much of the earth's cirrus
cloud cover arises from such atmospheric motions that carry water vapcr into the
cold upper troposphere where saturation can then occur, motions originating
in dynamical processes that are not associated with solar disturbances in any
known way. This presents the scientist searching for sun-weather connections

with a large source of noise from other effects.

2.3.3 Early studies of clouds from satellite platforms concluded that
satellite observations yield smaller percentages of cloud cover than do surface
observations (Glaser et al (1968), Barmes (1966), Clapp (1964). The reasons
for this are believed to be:

] Abgut half of the sky dome observed from the surface is less than

30" above the horizon, creating the possibility of observer bias
in cloud amount when a substantial portion of the sky is blocked
from the observer's view by the sides of clouds.

e Satellites have limited resolving power. Earlier satellites may

have missed small amounts of cloud cover because of lack of
resolution.

e Optically thin clouds (cirrus clouds) may scatter light into

groundbased viawers' eyes, but may not be sufficiently dense
to be detected by either visible or infrared sensors aboard
satellites.

Fowler et al (1975) found that Landsat~l matched the groundbased observations

fairly well, for cloud cover in the range 3/10-7/10. The data also show that
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the satellite saw very little average cloud cover (<5Z) until the surface
observations attained values up to 25 percent. Though studies of this type
are useful for certain meteorological problems, they are not sensitive
enough for the thin cirrus problem, and therafore would seem to offer little
help in searching for connections between ionization events originating at

the sun and the onset of sd#all particle formation in the earth's atmosphere.

2.3.4 Becker (1979) performed a comprehensive analysis of cloudiness by
cloud type, as a function of latitude and longitude for January 1974 and July 1973.
NOAA-2 satellite visible and infrared pictures were scanned daily in 10° x 10°
grids to determine amounts of various cloud types. Stratus clouds, for example,
are bright (visible) and warm {(infrared), while cirrus clouds are dark (visible)
but cold (infrared). Patterns were also relied upon to discriminate between
various cloud types. Figure 2.3 shows Becker's cirrus cioud cover summary for
July 1973, His main concern in this work was not cloudiness per se, but rather
estimation of the earth's radiation budget for the periods studied. In planning
future studies of cirrus clouds, experimenters might do well to take account of
procedures such as Becker's to establish regions in which cirrus are commcn or
rare, depending on the season, and particularly where other clouds do not confuse
or prevent good observations. Plates I and II (following Figure 2.3) show data use.

by Becker. In Flate I, the high clouds appear white in the IR image, and do not

appear in the visible (Plate II).

2.3.5 A major compilation of worldwide meteorological cloud information is
embodied in the 3D NEPH system that has operated sinece 1970 at the Air Force
Global Weather Center (Fye, 1978). Naturally one would like to know how useful
this data base is or will be for cirrus cloud studies. The answer is mixed, ind
» f depends on how thin the cirrus clouds are.

In 3D NEPH, satellite imagery is input both from the Defense Meteorological

Satellite P?rogram (DMSP) and from the NOAA satellites, basically in the form of
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Plate I. NOAA-2 infrared imagery over South Pole, January 20, 1974.
Australia at lower left.




Plate 11

o NOAA-T

vivible imagery over South Pole, January 20, 1974.

Australia at lower left.
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grey-scale pixzels (63 shades) having dimensions roughly 5 km x S km at the
earth's surface. The output element of 3D NEPH is a suitable average of 64

of these pixels over * 40 km x 40 km squares to conform to a standard grid
spacing. This entire output (Satellite Global Data Base) can be updated every

6 to 12 hours in the case of infrared data (and 18 to 24 hours for visible data)
depending on the mix of local satellite crossing times and data availability.

3D NEPH has been continuously archived on magnetic tape since January
1971 by the USAF Environmental Technical Applications Center (USAFETAC),

Scott AFB, Illinois. Magnetic tapes are physically stored at USAFETAC/OL-~A,
Asheville, North Carolina. Atrmospharic altitude is divided into 15 layers in
the 3D NEPH catalogue, the top two of which are approximately 7.9 - 10.7 km and
10.7 - 16.8 km,

In essence, 3D NEPH is a unique computer data set for obtaining rapid,
comprehensive cloud analyses over the encire globe. The main purpose of 3D NEPH
is to digest and reduce large quantities of meteorological cloud informatiom, on
a gridded and well-forratted data base suitable for multiple users. For
scientists interestad in cirrus clouds, particularly thin cirrus, the following
caveat is important and has been citea (Fye, 1978) in an appendix on limitatiors

of the present cloud analysis model:

"Inability to detect thin cirrus clouds by the visual or
infrared processors: This is an inherent limitation of the
raw satellite data, When sufficient opacity renders thin
cirrus detectable by the infrared processor, the height
attached to the cloud top is in error (too low) to a degree
which depends on the cpacity of the cirrus. In extreme
cases thin cirrus may be analyzed as stratus. This problem
heavily depends on how the infrared Jdata are tuned at the
moment and on the availability of coincident visual data."

Therefore the use of the 3D NEPH system in a search for solar effects on cirrus
requires one to be aware that thin cirrus may be missed, and likewise the
opportunity to look for faint atmospheric effects associated with the more

frequent, low amplitude perturbations of the atmosphare by the sun.
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Other Air Fo:;e work (Conover and Bunting, 1977), based partly on 3D NEPH
and partly on other satellite data bases, indicates that the altitudes and ice
content of cirrus clouds may be usefully estimated from multispectral infrared
radiances measured by the NOAA Vertical Temperature Profile Radicmeter
(Bunting, 1975). The appolications of this work tc the erosion of re-entry
vehicles appears to have given rise to a shift of emphasis toward the Scaaning
Radiometer data, so as to bring out all large-particle (250 um) clouds as
opposed to c¢irrus alone. Reynolds and Vonder Haar (1977) have also discussed
the merits of VIPR data.

Time has not permi:ted us to compietely check out =he cirrus cloud climatolog:
capabilities orf the present Air Force data systems. This is a promising area
because or the increasing complexity of the satellite radiometers and the
development of computer systems for handiing the large amounts of data
involved. The satellites used in the latter work were the polar-orbiting NOAA
satellices 1705-2,3,4 and 5 and the geosynchronous satellites GOES-1 and SMS-2.
Currently we have only a rough indication of the limitations of this cirrus-
detection method, as regards the thin clouds one needs to be able to detect in

conjunction with solar-induced ionization in the atmosphere.

2.3.6 The use of satellite radiance data in the visible and infrared for
identifying cloud types has been explored in detail by Vonder Haar and colleagues
at Colorado State University, with particular attention to the cirrus problem,

A bispectral method for determining cloud heights and amounts is described by
Reynolds and Vonder Haar (1977) and is applicable to the data from all
satellites such as SMS, GOES, DMSP and T{ROS=N having simultaneous visible

and IR imaging capabilities. Their analysis of NOAA-2 imagery in 1974-5 shows

cirrus 1n£r$red emissivities as low as ¢ = 0.15. Subsequently’Reynolds t al (19738)

—— cm—
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have described a technique of spectral differencing of image pairs that
enables one quickl§ to distinguish various cloud types seen in satellite
visible~IR imagery. Water vapor in the upper troposphere can influence
all ot these visible-IR methods, and Vonder Haar and Colley (1979) have
recently studied how METEOSAT data can be inverted via a tri-spectral

approach to identify the w;ter vapor contributions. Advances in this

field are also being made by means of aircraft determinations of the IR

radiation field over cirrus clouds (Szejwach. 1978) and bv comparison of

satellite radiance data with ‘n situ measuraments of cloua properties

(Bunting, 1978).

The consensus we have gleaned f{rom many discussions is that the visible
IR -ontrast methods can te pushed as low as about € = 0.1 in the infrared;
i.e., that cases in which = = 0,2 are usually readily handled, while a
cirrus IR emissivity of ¢ = 0.35 is a physical situation that one would rarely
observe with any certainty bv the currently available, passive methods. While
a blanket statement of the limits of cirrus detectability is hard to ccme by,
this provides an estirate of the aegreae of cirrus cloudiness that can at present
escape detecticn by the most ccmprznensive, zlobal methods at our disposal. The
success of the exiszing satellite radiometers is remarkabtle in this respect,
in view of the very few optical channels employed. Cn the other hand, the
available data from lidar (laser radar) experiments suggest that there may be

a prepcnderance cf thin cirrus that ocherwise escapes observation, and is

therefore unavailable for compariscn with solar-induced ionization events in

the atmosphere.
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2,4 Cirrus Observations by Means of .idar

This section discusses the work that has beer done in lidar observations
of cirrus clouds, and meations some current worx i{n progress and proposed
instruments cor global cirrus surveys in futura. The great interest in
lidar for this purpose stems from (i) its rainge-resolving capability that
specifies the altitude of optically backscattering layers, and (ii) the
strong scat.ering signature of cirrus layers even when th2y are not visible
to the naked eve or otherwise particularly sensible to pdssive instruments.

A case is made here that lidar techniques may afford the best way of
detecting and describing cirrus cloud layers, particularly when used in
conjunction with passive radiometric techniques.

2.%3.1 In contrast to the long records of passive obsesvations of cirrus
clouds which appear to yield limited information about the life histories of
these clouds, the active studies by means of lidar have taken place mainly
during the past 10 years and have concentrated on specific cloud areas and
the attendant meteorology. A recent example of the gradually lengthening periods
of lidar observations of cirrus is the work of Platt and his colleagues at the
CSIRO in Aspendale, Australia (Platt, 1979a; Platt and Dilley, 1979). They
stress the importance of simultaneous radiometric measurements of cirrus
emrissivity in the infrared. This enablas one to evaluate the backscatter-to-
extinction ratio and the albedo in the visible, as functions of altitude and
temperature. A great deal about cloud particle properties, and the variation
of particle types within any given cloud, can be learned from simultaneous active
and passive measurements of this type. A detailed discussion of these considera-
tions has been given by Platet (1973).

A striking feature of the results of this work is the predominance of

optically thin cirrus., Figure 2.4 shows Pl-tr's (1973) results for the occurrence
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frequency of various values of cirrus IR emissivity during 4 days in 1970.
In the recent seriés of measurements, Aarch - August 1978, 53 percent of
occasions showed a middle IR emissivity less than 0.3. That the histogtams
are still rising as & decreases toward 0.1 suggests that further work may
demonstrate a preponderance of even thinner cirrus. Certainly the conventional
observability of these clouds from the ground or satellites diminishes as they
become thinner, yet the lidar shows an increasing occurrence frzquency in the
instances studied. Inasmuch as the solar influence on the triggering and
growth ol cirrus cloudiness is perhaps weak and hard to detect, lidar seems in
principle to be one of the more suitable, sensitive detectors with which to
probe the possibility of a sun~cirrus connection.

An obvious question is the feasibiliry of lidar observations of cirrus over
a proper and significant fraction of the globe that the solar influence can be
assessed over time and more than just locally. A summary of lidar cloud studies,
particularly those addressed to cirrus problems is given below. Indications of
things to come can be seen with a few examples of recent and proposed work.

Two European groups now studying lidar backscatter from high clouds and
aeivsols are in Bergen, Norway (Singstad, 1979) and in Garmisch in Bavaria
(Jdger et al, 1977; Reiter et al, 1973). Examples ot their work are show.a here
in Figures 2.5 and 2.6. The depolarization signature of a cirrus layer is shown
very clearly in Figure 2.5, as well as indications of aerosols at higher altitudes,
the main concern of their most recent work (Reiter et al, 1979). Figure 2,6 shows
the late evening descent of winter cirrus in western Norway (Singstad, 1979).
A similar presentation for early summer cirrus in Australia is shown in

Figure 2.7 (Platt, 1973).
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A variety of high cloud and aerosol studies was described at the Niath
International Laser Radar Conference in Munich (July 1979). We would
particularly like to mention the Russian work reported by Zuev et al. (1979)
using techniques that enable all four of ".e S.okes parameters of the
partially polarized lidar return to be measured, enabling one to get at
detailed information on the shape and orientation of scattering particles
within clouds (see also Derr et al. (1974) and Houston and Carswell (1978).
Also, many papers were given on early results of the SAM I1 and SAGE
satellite experiments which include extensive passive aerosol measurements
down to ~10 km and related lidar work carried out for "ground truth" purposes
(Russell et al, 197%a; McCormick, 1979; Fuller et al, 1979; Grams et al, 1979;
Hofmann et al, 1972).

A high priority has been given to cirrus cioud and other cloud/aerosol
observations in the Shutcle Lidar Facility planning by NASA's Atmospheric
Lidar Working Group (Browell, 1979a; Russell et al, 1979b, Browell, editor,
1979b). We quote a portion of the latter reference here, which succinctly
summarizes the value of a specific cirrus lidar measurement capability proposad
in that reference:

"The unique ability of lidar to detect subvisible cirrus clouds

is also worthy of mention., Previous groundbased and airborne
lidar studies have detected tenuous cirrus clouds with water

(ice) contaents that were at least two orders of magnitude less
than those associated with visible cirrus layers. Repeated

lidar measurements in many latitudes have suggested that these
subvisible cirrus layers are quite prevalent, but the lidar
measurements to date nave been too sporadic to provide a useful
global or regional census. Also, these tenuous cirrus layers
cannot be globally monitored by satellite multispectral radio-
meters since they are difficult to resolve unambigously against
complex backgrounds and are not discernible in the visible
spectral ranges. Such tenuous clouds could produce measurable
effects in certain ERB channels ana, if widespread and persistent,
could significantly perturb the global radiation budget. Only a
space-borne lidar, coaligned with an ERB sensor, could determine
whether subvisible cirrus clouds were present in the ERB FOV
during times of measured albedo changes. Such a space-borne lidar
could also provide the first global census of the occurrence, height,
density, aad thickness of these tenuous clouds."
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2.4.3 To complete this section, we wish %o summarize much of the lidar

literature on high c¢louds and polarization methods for the interested reader.
Early cirrus observations were rade by Zvans (1963), Davis (1969),
Davis (1971). Actention to particulate layers very high in the atmosphere
(60-140 km) was drawn by Fiocco and Smuilin as early as 1963; much of this
literature has been summarized ia the Shuttle Lidar report (Browell, 1979b)
including high latitude observations (Fiocco and Grams, 1966, 1969) at the
altitudes of naoctilucent clouds, 2nd the first lidar studies of the

stratospheric "Junge laver" (Fiocco and Srams, 190-; Grams and riocco, 1967).
Following the work of Hail and Ageno (1970), 2iact and Gambling (1971),

Platt (1373) on :irrus clouds, ralared lidar studies and calculations were

made by Gibson et ii.(l977), Liou (1977), Plats (1979), 2latt z2nd Dilley 71979),
and Platec, Reynclds, and Absnire {(1979). Lidar backscattering {rcm the cirrus
laver is often reported iaciderntallv in accounts of hisher altitude studies

that concentrate on strat>spneric particuilaces, 2.3., McCormick (1979);

Fegley (1976); McCormick et al.(19738); and Reitar et al. (19

— — — —

The use of depolarizatiocu <etection {2iven a cleanly pelirized lidar

transmission) was develosped v Ivabatov 2t al.(1969), Liow and Schotland (1971,

and Schotland et

ale
—— ——

¢1971), 23nd axs increasingly been used Ior water subsianca
discrimination at various cloud leveis irom the cirrus laver on down

(Pal and Carsweli, 1973; Liou and Lahore. 1973%; McNeil and Carswell, 1975,
Sassen, 1976; Derr et al, 1974; Pal and Carswell, 1977; Allen and Platt, 1977;
2latt, 1277; Jager

<

Sassen, 1978; Platt, 1973; Piaic

rt
e
[¥2
[17]
= 28
-
"
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£

Siapstad, 1979; Reiter =t al, 1979). Thus there is a growing 3ccumulation of

resuits on polirization stuaias of various clouds = and thereiore a strong

1

bisls for increasinzly reliabie lidar measurements of civrus clouds.

154

B —
. B ¢
. . . R MRS 3



Yo, .

+

gt

1 A \};
FHHR
hY
:?., a’imﬂ;:!zg«w«

"

2.4.4 1In a soon-to-be~published article, Platt, Reynolds, and
Abshire (1979) report an important extension of cirrus cloud studies via lidar.
They have combined- groundbased lidar scans of specific-cloud systems with
radiometric data from the SMS-2 and GOES-1 geostationary satellites. These
measurements enable the visible albedo, infrared emissivity and visible
optical depth to be determined simultaneously, and conclusions to be drawn
about the shapes of ice particles in cirrus clouds. For this particular case
study, the minimum values of infrared emissivity, visible albedo and visible
optical depth were 0,2, 0.1, and 0.5, respectively. Because of the uncertain
limits on cirrus visibility by present-satellite systems, it is not clear how
far this dual, active/passive type of study can be pushed for the large class
of cirrus in che "thin" category, say € < 0.1. However, this work would seem
to presage a period in which advanced optical methods can routinely be brought
to bear on cirrus properties and morphology.

Uthe and Russell (1977) reported lidar studies of thin cirrus during all
seasons of the year in the South Pacific, coupled with airborne measurements of
ice water coatent and DMSP satellite observations of the same geographical area.
In addition to comments on the climatological consequences of these clouds, they
discuss data on the estimated optical depth which attains very low values (0.0015-~
0.03) in some cases.

Given the current thrust towards airborne and satellite lidar svstems,
there are good propsects for definitive studies of cirrus clouds even in
the higa-latitude and polar regions of the earth where observational coverage
from the ground is compromised by the weather. Present indications are that
lidar measurements will need to be complemented by passive, radiometric
measurements. As in other work addressed to the question of solar triggering
of cirrus development, it would seem most fruitful to carry out such lidar
ob.ervations in those times and places where the atmosphere is the closest to
saturated conditions. The simultaneous remote and range-resolving capabilities

of lidar are very suitable for this purpose.

155

2 ——— e e i A
y » »

L4

"?tm‘ P
cad T ‘1‘.\'*.,

L



2.5

Recommendations for lmproved Meisuyrements on Cirrus Clouds

We have concluded that the cirrus voservition dita base is not adequate

for answering the sun-cirrus-weither jquesticn.,  The aporopriice recommendations

.

thererore lie in the area of improved Teisuresents, 3¢ that the felatiansnios
between cause and affect in cirrus clouds can be appreciaced more fully.

The commen:is given here 1ire concerned mainly with the proposed sun-cirrus-
weather connection and are not particulariy related to the larger context of
zlimate medels, For a recent discussiocn of rcarametrization >f cloudiness for
climate modelinz, the interested rzader should see Paltridse 2c 1l.11963).
Ciearly, climate modelinz will benefiz from haviag the improved information
rom comprenensive cirrus measuraments.  The empnasis here is largely on optical
temote sensing methods, excepl 9T certain in 3ituy meaesuremenis nentioned ia
subsection 2.5.2,

is recommended

«

With regard to the experimental catezorios listed delow, it

N

chat:

Sroundbased mesurements

Yy o3 o
~eDei

(1Y Coorainated studies of the 20C0-300 o level of cha atmacsdhere he

andertaken 3v means of lidar, radiometry, ind “soior aur2oie” metheds, o

vy,

optarn the iltitude lJependence oI rarticle size

taver ind o follow the Jdavelopment o7 cirrs clowds,  (Thin cirrus are of

1redt interest, likewise the correitioan of ¢irrus cloud cover with solar

diszarhdinces,
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(b} Devejopment and operation of the necessary instruments be
supported, =0 that observations in clear sky areas can be more frequent
and the global coverage can be extended to areas such as Scandinavia and
the Gulf of Alaska. (Existing stratospheric aerosol lidar systems can

also be used directly or adapted for cirrus observations.)

2.5.2 Aircraft/Balloon Measurements

(a) Routine visual sighting of cirrus by pilots be encouraged,
particularly the altitudes and approximate visual contrast of thin cirrus.

(b) Application of lidar, radiometric and particle sampling methods be
increased using aircraft, to obtain more information on altitude-dependent
properties of cirrus than can be seen from the ground.

(¢) Ballocn-borne neasurements of relative humidity, temperature,
aerosols and ionization »e performed concentrating on the altitudes typical
for cirrus clouds, to identify any connections that the density of particulate
may have with atmospheric ionization changes, including those initiated at
the sun.

(d) Development of compact and simplified optical systems be suppcrted,
so that an enhanced program of cirrus measurements from airborne platforms

will be effective and reasonably priced.

2.5.3 Satellite Measurements

(a) Research activities directed toward improved, passive cirrus cloud
discrimination be supported, so that optimum use is made of existing satellite
instruments and of design opportunities for future instrumentation.

(b) Data from limb-scanning instruments, such as SAGE ard SAM-II, be
reduced for_as low an altitude as possible in hopes of obtaining global
information on the cirrus layer, particularly thin cirrus. (See McCormick et al.

1979) for a discussion of SAGE and SaM-II.)
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(¢) Shuctle lidar instruments be developed and used to measure aerosol

density, cloud-top heights, and the altitude profiles of [H,0), temperature

and pressure (e.z., see Browell. 197%a,5).

(d) Appropriate mixes of the above techniques be emploved (e.g., see

Platt, Reynolds, and Abshire, 1979) for better interpretation of scattering,
absorption, 2mission and extinction in terms of both the molecular and

. . - . *
particle concentrations in cirrus clouds.

Note added in proof:

Two recently published papers describe the principles and experimental
results of new high cloud measurements in Australia by means of lidar
backscatter and IR radiometry:

Platt, C.M.R., (1979). Remote sounding of high clouds: 1. calculation
of visible and infrared optical properties from lidar and radiometer

measurements. J. Appl. Meteor., 18, 1130-1143;

Platt, C.M.R. and A. C. Dilley, (1979). Remote sounding of high clouds:
II. Emmissivity of cirrostatus. loc. cit. 18, 1144-1150.
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5. THE EFFECTS OF CIRRUS CLOUDS ON THE WrATHER

3.1 The Microstructure of Cirrus Clouds

Heymsfield and Knollenberg (1972) investigated the microstructure of
cirrus clouds with an imaging ice particle detector. They found particles
between the minimum detectable size (75 um) and 2 mm to exist in concentrations
up to 350 per liter of air. The ice water content was typically 0.05 to
0.25 g m >. Thev concluded that cirrus clouds consist of a localized
generating region in which ice particles are nucleated in rather high
concentrations, and a diffuse tail or veill which cnnsists of the precipitating
ice particles. Oace nucleated, the ice particles grow by diffusion quite
rapidly and then, acquiring a significant fall velocity, form a broad,
optically thin veil.

Knollenberg (1372) and Hevmsfield (1977) noted that droplet freezing is
the more prevalent mode of cirrus ice particle formation, zs evidenced by the
predominant occurrence of bullet rosettes and other spatial ice crystals. The
occasional occurrence of thin and thick hexagonal plate ice crystals observed
by Heymsfield (1977) indicates sublimation nucleation of cirrus ice particles

also occurs.

3.2 Postulated Mechanisms

There are two postulated mechanisms which describe how cirrus clouds may
affect the weather. The first involves the precipitation of cirriform cloud
ice crystals through a subsaturated layer and into a dense supercooled water
cloud below. The second involves atmospheric destabilization by modulation of

the cooling rate near the level of the cirrus cloud.
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3.3 Seeding Effect

3.3.1 State of Knowledge

The simultaneous presence of ice particles and water droplets in clouds
at temperatures below 0°C leads to a colloidal instabiliry of the cloud
microstructure which results in the rapid formation of precipitation-size
hydrometeors. This, the Wegener-Bergeron-Findeisen mechanism (Pruppacher and
Klett, 1978), is probably responsible for 90 percent of continental air mass
precipitaticn in the mid-latitudes (Mason, 1971).

Cirrus clouds are all ice clouds which exist in the pper portion of
the trocosphere above the -40°C level. This temperature corresponds wich
that for which homogeneous ice formation in droplets becomes significant
(one nucleus per milliliter water per second, Pruppacher and Klett).

The cirrus seeding effect was originally advanced by Bergeron (1950;
see also Jiusteo and Weickmann, 1373), who suggested that upper level cirrvs
clouds could provide ice seeds into lower level, supercooled water clouds.
This "seeder-feeder" mechanism has been verified by radar observations of
Cunningham (1952; see Mason, 1971) and Heymsfield (1377).

Since the cirrus ice particles must survive a fall of as much as three
kilometers through subsaturated air, there has been a question of their
ability to nucleate lower level supercooled water clouds. Precipitating
veils have been studied ip situ by Braham and Spyers-Durham (1967) and
Heymsfield (1975). Since the number concentration of precipitating ice
particles below cirrus clouds may be only 0.1 to 10 per liter, the precip-
itating veils may not be visible to the distant observer.

Theoretical studies of ice crystal fall through the subsaturated air
were conducted by Hall and Pruppacher (1976). They indicate that ice crystals

greater than a certain initial size (about 12 ug) are capable of falling about
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2 km through the NACA Standard Atmosphere at 70 perceant relative humidity
and about 3 km at 90 percent relative humidity. The actual temperature and

humidity profiles influence th2 survival distance of the ice crystals.

3.3.2 Weak Points

Most of the theoretical microphysical mechanisms involved in the
seeding mechanism are fairly well understood. The weakest point appears to

be the ventilation factor determination for columnar ice crystals. Hall and

Pruppacher (1976) noted the lack of appropriate experimental or theoretical
values for the characteristic shapes and flow regimes of interest.

Heymsfield and Knollenberg (1972) found that localized generating
regions exist in most cirrue clouds and contain high concentrations of large
ice particles. Although no liquid water was measured, thesy believe liquid
drops nucleated first, and then immediately froze. The predominant ice
crystal form, a bullet rosette, is believed to be formed from polycrystalline
frozen drops (Magono, 1968). Pizter and Pruppacher (1973) indicate that
10 um radius drops falling in air freeze polycrystalline at -40°C and that
5 um drops freeze polycrystalline at -50°C. Thus, the mechanisms of cirrus
cloud formarion often appear to be condensation, followed by droplet freezing. ;
However, except for the chvious examples, r.ch as cirrug generated by cumu-

lonimbi, cirrus cloud generating reg.cns and mechanisms of formation are not

well documented. This uncertainty can be expanced in terms of cirrus cloud

dimensions. Whereas most clouds have well-defined boundaries, ~irrus clouds
typically have poorly defined boundaries and structure due to their character-
istic nature. It appears that the best conceptual model of a cirrus cloud is

that of a localized generating region and a larger diffuse precipitating veil.
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3.3.3 Research Needs

As

should be

identified above, two major gaps in the present state of knowledge

studied:

Ventilation cnefficients Zor fice crvstal shapes and size
typical of cirrus clouds should be determined. These
shapes include bullets, bullet rosettes, hollow and solid
columns, and thick hexagonal plates. Ventilation coeffi-
cients are probablv best determined e :nerimentally using
a wind tunnel or similar apparatus (rasternak and Gauvin,
1960).,

Cirrus cloud generating mechanisms need to Le vetter
characterized through ip situ measurererts in generating
cells and nucleus size and cherical cowposition measure-
ments. Cloud chamber experiments can then use these
results to investigate the effects of various paramelers
on nucleus ictivation. Hoterogeneous nucleation theovy
is not vet sophisticated enough to lead experimenters,
s0 it is prudent to seek empirical relationships based
upon experimental results with che hope of gzuiding later
theoreticzi Jdevelopment.

3.4 Radfative Divergence DJue to Cirrus

J.4.1 State of Knowledge

Knollenberg (1972), studyiry cirrus clouds formed by jet aircraft con-

trails, found that 1ce particles tend to result from droplet f{reezing.

Rapid

cooling in contrails, up to almost 21°C per day, causes the ice particles to

be cooler than the 2nvironment and hence to grow by vapor diffusion more

rapidly.

Radiational cooling is characteristic of cirrus clouds and :ontrails

near the tropopause between October and May in Northern Hemisphere midlatitudes.

At higher altitudes, and during summer months, radiational heatiag dominates.

The principal factor which derermines radiative divergence is the window region
between 6.5 and 14 ==,

bv cirrus ice particles exceeds that emitted.

In surmer, the window is "hot" and the radiation absorbed

'n winter, “he window is "cold".

Also, window radiation is reduced by intervening clouds (Knollemberg, 1970).
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Roberts and Olson (1973) found relationships betweer a vorticity index
or a similar trough index and the geomagnetic activity index for a target area
north of 40°N and between longitudes 130° and 120°W. At 300 mb, they found a
lag time of five days between uccurrence cf a geomagnetic event and a maximum
vorticity index for seven winters (1964-1971). Additionally, they found a
statistically significant relationship between geomagnetic activity and the
subsequent magnitude of trough vorticity iadices.

Their results corroborate similar findings by several groups and indi-
cate a potential for buth short-range and long-range weather forecast improve-
ment if the physical wmechanisms invelved can be better understood. The authors
speculate that, associated with geomagnetic activity, a significant number of
ion pairs are produced in the upper troposphere. From such bi-polar ionization,
it is postulated that cirrus clouds are quickly formed, and that the cirrus
clouds modulate the blackbody radiation lost to space from the relatively warm
Northern Pacific Ocean. Section 4 investigates the role of clouds to modulate

radiation lost .o -»ace.

3.4.2 Weak Points

As noted by Robert: and Olson, the mechanisms of cirrus cloud formation
due to geomagnetic activity are not compleately known. Additionally, they do
not offer rigorous treatment of the destabilization process due to the altered
radiative transfer when cirrus clouds are present, Their results, however,
are useful because they indicate that significant lag times (about five days)
exist between geomagnetic activity and the subsequent vorticity index maximum.
Their countention that a cirrus deck is rapidly formed may be an overstatement,
though, alternmatively, it appears that an optically thin, persistent cirrus

layer may be slowly but continuously formed over several days' time.
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3.4.3 Research Needs

Theoretical models of radiative divergence are sufficiently advanced
that, once cirrus properties are specified, the resulting radiative effects
can be predicted. However, the global distribution of thin cirrus clouds is
not well-known. Thus, the most urgent research needs concern the following:

® Development of instrumentation for detecting the presence
of "invisible" cirrus clouds

e Formation of a continuous, large area thin cirrus survey
program in collaboration with solar activity monitoring

e Simuldation of observed thin cirrus cloudiness effact on
radiative divergence.

These research needs are rather basic to the better understanding of
how thin cirrus affect climate and how much thin cirrus variability is

attributable to solar activity.
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4. THE EFFECTS OF CIRRUS CLOUDS ON
SUN-WEATHER RELATIONSHIPS

4,1 Iatroduction

Roberts and Olson (1973) found relationships between a vorticity index
or a similar trough index and the geomagnetic activity index for a target
area ncrth of 400N and between longitudes 180° and 120°W for the winter
months November through March. At 300 mb, they found a4 lag time of five days
between occurrence of a geomagnetic event and a maximum vorticity index for
seven winters (1964-1971)., Additionally, they found a statistically signifi-
cant relationship between geomagnetic activity and the subsequent magnitude of
the trough and vorticity indices.

The results of Roberts and Olson (1973) corroborate similar findings by
several groups (e.g., Wilcox et al, 1974) and indicate a potential for both
short- and long-range weather forecast improvement if the physical mechanisms
responsible for such a ilink can be identified and understood. In a lengthy
discussion of solar variability and lower atmosphere weather, Dickinson (1975)
lists changes in the distribution of cloud cover as a possible physicdl mechanism
linking solar activity and tropospheric weather. In particular, Dickinson (1975)
and Roberts and Olson (1973) speculate that, associated with geomagnetic activity,
cirrus clouds are formed in the lower stratosphere and upper troposphere. The
cirrus clouds then trigger further tropospheric weather events through either
radiative processes or precipitation of cirriform cloud ice crystals through
a subsaturated layer and into a dense super-cooled cloud below. These two pro-
cesses are discussed in more detail below along with recommendations for further

study.
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4,2 Radiative Modulation bv Cirrus Clouds

Roberts and Olson {1973) speculate that cirrus cloud control of tropospheric
weather in high laritude winter months might come about through the modulation
of infrared radiation lost to space over the relatively warm North Pacific Ocean.
The effect of a sudden formation cof cirrus above a relatively wa.m surface,
during low sun ~r darkness, would be to decrease the cooling rate below the
clouds and increase the cooling rate above the clouds. The authors speculate,
but do not shew, that the resultant net heating below the clouds could perhaps
induce the type of dynamical response observed.

Given the microphysical and radiative properties of cirrus, the vertical
temperature and water vapor distribution and the solar position, the calculation
of the vertical profile of the rate of radiative heating is i straightforward
(albeit, computer-time-consuming) process (e.g3., Lacis and Hansen, 1974;
Ellingson and Gille, 1978). Dickinson (1975) indicates that the change in
radiative heating in the atmospheric layer below the cirrus, when cirrus effects
are inciuded in the calculation, amounts to 0.1 K/day for "typical" cirrus during
high latitude winter conditions. Dickinson estimates that a mean 0.1 K decrease
in the temperature difference between atmospheric columns in middle latitudes
would decrease the zcnal mean westerly wind at the tropopause tv -ut 2 m/sec.
Although such approximate calculations are interesting, they do not allow for &
test of the Roberts and Olson hypothesis. Such tests may only be performed with
the use of somewhat sophisticated models of the dynamics of the atmosphere
which also allow the radiative processes to be considered in some detail. Such
calculations have not been performed for the type of winter situations studied

by Roberts and Olson {1973).
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Since the late 19605 a number of theoretical and observation studies of
the interaction of convection with larger scale atmospheric dynamics in the
tropics have taken place (e.g., BOMEX, CATE). These large projects have
prompted a number of smaller studies attempting to show that certain cloud
systems force an amplification of convection via radiative dJestabilization,
Discussed below are three different studies which imply a link between cirrus
formation and convection in the tropics via radiative processes,

Gray and Jacobson (1977) present observational evidence in support of the
existence of a large diurnal cycle of deep convection over tropical oceanic
regions. They hypothesize that this diurnal cycle is due to the large day to
night variation in tre radiational cooling of a mesoscale cloud region relative
to clear areas, the principal modulator being the cirrus canopy over the
convective elements.

Albrect and Cox (1975) used a time-dependent diagnostic model to determine
the response of the tropical atmosphere to differences in the vertical profile
cf radiative heating. Although no interaction between the radiative and convec-
tive processes was allowed in this study, the authors found that the vertical
structure of forced motion is very sensitive to the phase differences between
the radiative and convective heating. In fact, the location of the radiative
cloud relative to the convective area may play an important role in determining
the intensity of convection.

More recent’;, Ellingson and Serafino (1978) and Serafino (1979) have studied
the sensitivity of the tropical ensemble convection model of Rodenhuis and
Cheng (1979) to variations of the radiative properties of cirrus cloud cover.
Showr in Figure 4.1 is the sensitivity of specific convection model parameters

(tora) effective cumulus cloud area (TEFA) and total rain rate) as functions of
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cirrus cloud cover for various infrared cloud emissivities (E). It should be
noted that the ensémble convection is occurring in an area of 4.5 x 105km2, UCI
is the effective water vapor equivalent of the cirrus necessary for the solar
radiation calculations (see Rodgers, 1967), and the cirrus is assumed to be 4 km
thick with a top at 15 km.

Figure 4.1 shows that the model TEFA and rain rate are strongly dependent
on the area and long wave properties of the cirrus. The minimum in the TEFA
curves as a function of cirrus cover occurs where the infrared cooling in the
cloud tops is just offset by the shortwave heating. Although in general the
TEFA increases as the cirrus cover increases, the rainfall rate decreases
because the cumulus clouds formed are not ones which rain appreciably.

Tt should be noted that the model results are dependent on whether the

convection/cirrus are assumed to occur during the daytime, at night, or averaged over
both (the results shown here). Daytime occurrence of cirrus in the model produces
more rain but less cumulus cloud area than if the cirrus occurs at night. This
again is the effect of solar heating partially or totally compensating for the
increased longwave cooling in and above the cirrus. Therefore, the time of cirrus
formation with respect to instabilities in a tropical wave pattern appears to be
very important in the continuing convection. Perhaps this is a partial explana-
tion as to why the Roberts and Olson effect is not seen in the spring and summer
months (i.e., longwave cooling being offset by shortwave heating in the cirrus
layer).

Finally, it should be noted that it has not been shown or implied that
geomagnetic activity may be important in influencing tropical weather. What
is important, however, is that the above discussed studies point the way to

theoretical studies of middle and high latitude systems which should be explored.
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4.3 Research Needé

Theoretical radiative transfer models are sufficiently advanced that

given the cirrus properties, vertical profiles of radiative heating mav be
calculated. However, our knowledge of the effects of changes in the radiative
heating profile is very small. Therefore, the most urgent research need is the
design and carrying out of numerical simulation of cirrus effects on wintertime
circulation patterns. Should such simulations corfirm a positive effect of a
cirrus link, the logical next steps would be the development of instrumentation
for detecting the presence of "invisible'" cirrus clouds followed by the estab-
lishment of a continuous, large-area thin cirrus survey program simultaneously

with the monitoring of solar activity.
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5. CIRRUS CLOUD FORMATION

5.1 Mechanisms of Cirrus Cloud Formation

Becker's (1979) investigation of monthly average areal coverage by cirrus
clouds for July 1973 and January 1974 using NOAA-2 satellite viable photo=-
graphs, indicates that the predominant modes of cirrus cloud production on
the global scale are due to thunderstorms and monsoons.

For either of these mechanisms, uprising air from the storm core, con-
taining droplets and ice crystals, eventually glaciates and exits the cloud.
This results in the majestic anvil clouds which top vigorous cumulonimbi.

Other cirrus clouds are found associated with jet stream activity or are
formed in conjunction with midlatitude storm systems as a result of moisture
convecticn (Heymsfield, 1977).

A candidate ;olar-related cirrus cloud formation mechanism should be one
which either directly forms or substantially contributes to cloud formation.
The more probable mechanisms for such involve the roles of atmospheric small
ions toward heterogeneous nucleation of droplets or ice crystals. Much less
probable are the direct roles of smsll ions as droplet or ice crystal nuclei,
Although small ions may not nucleate droplets or ice crystals, they are dis-

cussed below as a preface to the section on gas-to-particle conversionm.

5.1.1 Small Iomns

Small ions in the atmosphere consist of a single positive or negative
charge about which as many as 10 to 30 oxygen and/or water vapor molecules tend

to cluster. Both positive and negative small ions exhibit distributions in
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their mobilities (3 measure of the ion's drift velocity per unit electric

field intensity). The average small ion mobilities found in the laboratory

(about 1 atm, 25°C) are

+
K = 1,37
(cmZV'lsec'l)

K = 1.89
(Israel, 1970), with the mobility spectra exhibiting line structures of

l

individual movilities varying between about 0.3 and 2.0 cm2V'15'1.

varying intensities when examined at high resolution (Nolan, 1920), with
Zeleny (1900) and Nolan (1930), among others, noted that the average
Griffiths

mobility of small ions decreases with increasing relative humidity.

and Aubery (1929) found that negative small ion mobility decreases by 18 percent

as the relative humidity increases from 0 to 100 percent.
Variation of swall ion mobility -vith pressure and temperature is found

from Ldnard's mobility law (Israel, 1970):

- Py
k(p,t)=k (p9,Ty) P T,
Wigand (1921) found a more rapid increase in k with height in his balloon

flights, probably due to the lack of a humidity term in Lenard's law.

It appears that small ion mobility variations at a given temperature

and pressure are largely reflections of the amount of molecular clustering
The amount of clustering, and the

which occur under various conditiomns.
types of molecules which tend to cluster, are important in gas to particle

conversion kinetics,

5.1.2 Secondarv Ioas
The small ions do not constitute the only charged entities in the
They are

atmosphere, although they are the most mobile of charged bodies.
not static entities, for they are constantly being produced, principally by
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cosmic radiation, and annihilated by recombination. Additiomally, the small
ions attach to aerosol particles and tramsfer their charges to the particles,
thus forming the secondary ions. Secondary ions are much larger than small
ions and, since they generally contain a single positive or negative electronic
charge, are several orders of magnitude less mobile than small ions. Wait
(1934) formulated a schematic representation of secondary ion formation
(Figure 5.1, from Israel, 1970). Yunker (1940) obtained number distributions
of ions characterized by their mobilities (Figure 5.2, from Israel, 1970).
The gap between small ions and secondary ions as indicated by Yunker corro-
borates the hypothesis of Wait that ion growth is not a continuous, gradual
growth (through consecutive accumulations of molecules) but rather a coagu-
lation controlled phenomenon particularly dependent on the Aitken particle

size distribution.

5.1.3 Heterogeneous Nucleatioa

Having surveved characteristics of atmospheric ions, it is now helpful
to survey atmospheric nucleation ¢~ Arop'ets ana ice crystals. It is signifi-
cant to note that, with very few exceptions, nucleation from the vapor phase
will always be heterogeneous. That is, the presence of a nucleus is required
to overcome the initial energy barrier and to allow an ensemble of water vapor
molecules to grow to a sufficient number that a stable new phase is established.
On the other hand, ice formation from the liquid phase, although usually
heterogeneous, can occur homogeneously (in the absence of any ice formation
nuclei) at temperatures below about =-40°C. Therefore, a focus for solar-
generated cirrus clouds may consider either hetcrogeneous droplet formation

below -40°C or heterogeneous ice formation.
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Figure 5.1. Schematic representation of secondary ion formation
in the atmosphere, after Israel (1940) and Wait (1934)

174
YiGINAL PAGE IS
OF POOR QUALITY

> cel ) RN ¢



%

ION CONCE.NTRATION IN RELATIVE UNITS

8

o

" —_ ——————————————

i
/

1 1 1
20 10 Ql 0.0l
MOBILITY, CM2 VOLT-! SEC ™

Figure 5.2. Ion spectrum according to

Yunker (1940), after Israel (1970).
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Heterogeneous drop {ormation nuclei are wrll-charactecized (Byers,
1963). To be most effective, they should be luarge (greater than ".1 uam
radivs), and consist at least in part of a4 nvg.oscopic, water soluble salt,
This latter point lacking, wettable insolubie particles are preferced

nuclei to hydrophobic particles. Unfortunately, no subsrantive research

has been conducted on the affect of aerosol charge on drop formation

(Pruppacher and Xlett, 1978).

Homogeneous drop formation on small ions is quire well-characterized
by experiments and thecry (Tohmfor and Volmer, 1938). The presence of
negative swall ions alrers the onset of appreciable drop formacion in other=-
wise clean, moist air. At temperatures bertween -5 and -8°C, the critical
saturation ratio for drop formation in the prasence of negative small ions

/,

‘3 3.7 to 4.2, compared with 4.6 to 4.9 when no ions or only positive small
ions are present. (\ saturation ratio of 3.7 corresponds to a relative
humidity of 370 percent.)

Since the critical saturation ratio greatiy a2xceeds values obtained
in the atmosphere, and since it increases with decreasing temperarture (at -55°C,
the tropopa > = emperature, the saturation ratio for homogeneous drop
formation in the ubsence of icns is about 10), it is not feasiblie to pursue
a homogeneous~-ion drop {ormation mechanism in cirrus clouds. Similarly, <he
homogenerus fon ice crystal mechanism c¢an be similarly discounted because,
for any given atmospheric state, it is always easier to homogw-=ecusly form
droplets than to homogeneously form ice crystals.

Heterogeneous {ce formation nuclel are less well understood than drop
formation nuclei. Several factors are known about what makes good ice

formation nuclei. The best ice formisg nuclei are water inscluble and con-

tain a surface lattice of moleculas r: OH ions which closely approximates
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the molecular configuration of oxygen atoms on one of the low-energy faces
of ice. Thus, sil@er icdide is often cited as a good choice as an 1ice
formation nucleus because of its hexagonal crystallography and its close

fit to the ice crystal basal plane lattice. These crystallographic criteria,
however, are not complete (Boucher, 1969).

Studies of the effects of electric fields and aerosol particle charges
on ice nucleation from the liquid phase indicate an eahancement ot nucleability
due to fields and charges (Pruppacher, 1963a). Other stu@ies indicate that
negatively charged aerosols are beiter ice nuclei than neutral or positively
charged aerosol particles (Gabarashiveli and Gliki, 1967; Gabarashiveli and
Kartsivadze, 1968; Abba2s and Latham, 1969; Morgon and Langer, 1973; and
Pruppacher, 1773).

External electric fields also appear to nucleate ice from the liquid
phase when drcp deformations or oscillations also occur. Experiments by
Pruppacher (1936), Abbas and Latham, 1969; and Smith et al., 1971) fulfilled
both of these c¢r~ditions and achieved enhanced ice formation, while motion-
less urops in experiments by Doolittle and Valil (1975) and Dawson and Cardell

(1973) resisted fr:ezing in the presence of electric fields.

5.2 ‘tossible Mechanisms for Solar-Cirrus Formation

2:2.1 The Environment

The focal point for solar induced cirrus cloud formation is the lower
scratosphere and upper troposphere. Aerosol particle number concentrati -us
decrease sharply with height at the tropopause and be~ome quite lcw, about
0.1 cm‘3, about 4 km atove the tropopause. Above 20 km, the Junge aervsol layer
persists, alghough its overall behavior and the particle size agd concentration

ave less uniform and universal than originally thought (Twomey, 1977).
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Using x-ray [luorescence spectroscopy, Junge et al. (19€él) found a
large sulfur component o! the stratospheric aerosol along with traces of
iron and silicon. Tn later invastigatious, Friend (1966) found evidence that
the stratospheric aerosol consists of ammonium sulfate or persulfate, and
Bigg (1975) found evidence that liquid stratcspheric aerosol particles contain
sulfuric acid, while solid particles may be ammonium sulfate, Kiang and
Hamill (1974) noted that most stratospheric aerosol particles are aqueous
solutions containing sulfuric acid and possibly swall amounts of nitric acid.

The emphasis of stratospheric aerosol composition is tied to (tropo-
spheric) cirrus cloud formation bv Dickinson (1975), who notes little distin-
guishability between stratospheri aerosol particles and particles just below
the tropopause. Additioaal credence is gained when one considers the chemical
compositions of sea salt and effective sea salt condensation nuclei. Although
the predominant species in sea salt is sodium chloride, Dinger et al. (1970)
found that heating sea salt aerosols to 300°C destroyed their activity as
condensation nuclei, suggesting that the active component of sea salt is
ammonium sulfate or ammonium chloride (sodium chloride withstands temperatures
up to 500°C). Thus, it appears that ammonium sulfate, a prevalent stratospheric
aerosol species, is an effective condensation nucleus.

A .itionally, sulfuric acid also appears to be an effective nucleus
due to its hygroscopic nature and to its extremely low vapor pressure. The
latter property is believed to be crucial in the gas to particle conversion of
sulfuric acid (Mohnen and Kiang, 1978).

Ion concentratinas at the tropopause are dependent on several factors.
The ion pair production rate has been demonstrated to be a function of altitude
and solar cycle (Zikmu.da and Mohnen, 1972)., 7Typical values between 10 and

1

20 km appear to be 20 to 50 ion pairs cm™3s”! (see Figure 6.6).
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5.2.2 The Solar Link?

The enhanced ion pair production in the lower stratosphere and near
the tropopause during periods of heightened solar activity may lead to cirrus
cloud formation at times and in places where such would not occur otherwise.

Although direct ion 1ucleation of droplets or ice crystals can be
ruled out, the ions ms enhance aerosol coagulation growth, thereby forming
better heterogeneous nuc.ei for cirrus cloud formation, or the ionization of
aerosols may intrinsically lower the free energy barrier for nucleation of
droplets or ice crystals, again improving the ability of aerosols to be
active nuclei for cirrus cloud formation.

Mohnen and Kiang (1978) note that in the unperturbed stratosphere the
gaseous H,S0, concentration is too low to expect an ion to collide with

such molecule during its average 500 to 1000s lifetime.

5.2.3 lon~Induced Aerosol Formation

A gap exists between the known and observable and the theoretical
description of gas to particle conversion. This gap represents a major link
for the explanation of solar-induced effects on the weather.

It has been postulated that a change in the ion productjon rate caused
by solar activity may affect the formatioa of strateopheric and near-tropopause
aerosol particles which in turn modulate the formation of cirrus clouds
(Dickinson, 1975). This theory has several attractive points:

e Coagulation growth of aerosol particles is a slow but

continuing process, Thus, a modulating factor on gas

to particle conversion could be expected to result in

a low level, continuing supply of good cirrus nuclei.
e The gas co particle conversion process is demonstrably

hastened when the bipolar ion concentration increases.
Thus, a straightforward link appears plausible.
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e The coagulation process is notably slow, which 2av zoncribute
the greatest part of zbserved time lags between solar activity
and atmospheric effects.

® The process is expecced to be more pronounced at higher
latitudes and over large regions when solar activity occurs.
It thus occurs at places which are not greatly influenced
by other modes of cirrus formation.

o The process may be expected to yield a low formation rate
of nuclei per unit volume over large areas, thus possibly
producing a vast, nearly invisible cirrus sheet.

Dickinson (1975) suggests that aerosols formed just below the tropo-
pause may‘consist primarily of sulfuric acid, formed somehow by positive ion
clustering. He indicates that such aerosols greater thau 0.2 um radius
(10-!3g) are affective condensation nuclei.

Hoppel and Dinger (1973) investigated the formation of aerosols from
filtered atmospheric air samples taken above 15,000 feet. They found that
when the air was irradiated by ultraviolet light, particles about 10~7 cm radius
were formed, which subsequently grew by coagulation to form active condensation
nuclei. No chemical analyses were made of the resultiny aerosols.

Kiang et al. (1975) suggest that gas to particle conversion in the

stratosphere will most likely occur via ternary nucleation involving systems

of about 70 percent H,S0,, 10 percent HNO; and 20 percent H;0.

If such systems occur, Mchnen and Kiang (1978) note that stratospheric
sulfuric acid concentrations would be beneath the level at which ion clustering

would achieve gas-to-particle conversion of that soecies.

5.3 Research Needs

e Upper-Tropospheric jerosols. Dickinson's hypothesis requires
experimental verification before it can be used to simplify
the argument. There may well prove to be dissimilar tropo-
pause-level aerosol sources and stratospheric aerosol sources,
but the crucial measurement should be aerosols which are
active condensation (or ice-forming) nuclei.
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Small Ton Kinetics. Positive and negative small ions are

continuously formed at all atmospheric levels and at all
times. It is necessary to understand their kinetics in
order to assess the incremental effects due to changes

in the ion pair production rate., Specific topics of
concern incliude the kinatics of clustering and the inter-
actions of ion clusters with Aitkin particles.

Nucleability of Charged Aerosol Particles. Virtually no

research has addressed the question of concensation or
sublimation nucleation enhancement due to a net electrical
charge on the aerosol particle.

Thin Cirrus Cloud Modeling. Lack of a quantitative
description of thin cirrus cloud formation and "precipitation”
prevents a reasonable assessment of lag times and possible
effects.
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4. TIONTIZATION OF THE LOWER ATMOSPHERE

6.1 Rationale for Hvpothesis that Cirrus Cloud Fc mation is Influenced by
Variability of Icnization

In their initial work on the variability of the vorticiiy-area index over
the Culf of Alaska, Recberts and Olson (1973a,b) speculated that the sudden
formation of cirrus clouds at high latitudes following pronounced changes in
the level of solar activity might sufficiently alter the atmospheric radiation
budget to affect the dymamics of the troposphere. As discussed in a later
paper {Roberts, 1975) there is as yet little compelling evidence for an associa-
tion between cirrus cloud formation and solar activity. Nevertheless, there
have been reports of the formation of light scattering layers (Barber, 1955),
increases in light scattering aerosol concentration (Vassy, 1956), and changes
in ~tmospheric refractive index (Tilton, 1934) in response to strong solar,
geomagneticz, or aurorial activity.

Whether or not a cirrus cloud mechanism ultimately is shown to have any

bearing on the vorticity-area index problem, questions have been raised concerning

the possible role of ions in cloud formation. For example, Dickinson (1975)

has suggested that cloudiness variations might be related to variations in ioniza-

tion near the tropopause, possibly via che intermediary cf ion~-induced aerosol

formation. Mohneun and Kiang (1978) have considered various ion-molecule inter-

actions in the troposphere and stratosphere that may be relevant to such questions.

6.7 Production and Loss of Ionization

6.2.1 Rate Equations

The differeni.al rate equations whici describe the production and loss

of ionization {n the lower atmosphere can be expressed as:
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———— 3 — + - ‘+ h]
dt Q OldNN uiN N )
dN~ -t -

—_— = - - \
it iN N + AN- DN (2
%% = Q—adNN+—AN+DN‘ (3)

where:
+

N = positive ion number density

N = negative ion number density

N = electron number density

Q = electron-positive ion production rate

a, = recombinaticn rate coefficient of electrons and positive ions
a, = recombination rate coefficient of positive and negative ions
A = attachment rate of electrons to neutrals

D = detachment rate of electrons from negative ions

and where the ion and electron number aensities are related by the requirement

to maintain charge neutrality

N+N =N (4)

6.2.2 Rate Coefficients

Upper and lower limits and "selected" values of each coefficient, as
tabulated by Cole and Pierce (1965), are shown as a function of altitude from
0 to 30 km in Figures 6.1 through 6.4. Also shown are more recent values taken
from the Defense Nuclear Agency Reaction Rate Handbook (1972 and later revisions).

These values are consistent with laboratory measurements for diatomic ions.
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In the region of the upper troposphere-lower stratosphere (-10-20 km)
where cirrus clouds form, the uncertainty of "ac:epted” values for each
coefficient is less than a factor of 2. Note, however, that reactions such
as clustering of ions and attachment to condensation nuclei or dust, which may
be important for cloud formation, have not been included in these lumped-
parameter rate coefficients. Identification of the most important processes
of these kinds, as well as measurements or estimates of the applicable rate

coefficients, is still tentative.

6.2.3 Approximations Valid for- the Lower Atmosphere

At the low alticudes of interest here, considerable simplification of 5
the rate equations is possible. Specifically, for altitudes below 30 im,
N<<N  ard N = N+ are always valid assumptions and ion-ion recombination is the
dominant process controlling the ion and electron density height profiles.
Typically, N /N = 106—109 (see, for example, Cole and Pierce, 1965).

Thus, in (1)
a W <<a iN-N+

d

and (1) can be approximated by

dN +.2
—_— = - A
at Q L(V ) ()
From (5) one can also shou that the iouliation density resr-: ;
(small) changec in the production rate (C with a time constant -/ _: ‘er
4+ -
T o= (o) 1 (6)

Since N+ due to galactic cosmic rays (the main source of ambient ionization) is
~5 x 103 cn-3 in the region 10-30 km (see next section), time constants in this

regiou are of ovrder 1-20 minutes.
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For quasi-equilibrium conditions (%%ff 0), (5)
reduces to
N = (Yaptl? (7
for the ,ositive ion density.

6.3 Ioni.ation Sourcis

In this section we discuss the sources of ilonization of the lower atmos-
phere and their variability. The purpose is to determine representative profiles
of ion production rate and associated ionization density.

A rezeat review of direct energy inputs to the atmosphere (Rosenberg and
Lanzerotti, 1979) leads to the conclusion that ionization scurces for the lower
atmosphere (<30 km) are limited tu (1) galactic cosmic rays; (2) solar cosmic
rays; (3) solar x-ravs; and (4) bremsstrahlung x-rays from the precipitation of
nagnetospheric elect sms.

In the absence of solar flare or geomagnetic svorm activity, jonizatiom by
galactic cosmic rays is dominant in the lower atmosphere at all altitudes and

lacitudes.

6.3.1 Calactic Cosmic Rays

Variability. The latitudinal (i.e., geomsgnetic cutoff) effect and the
solar cycle modulation (inverse correlation w’th sc’ar activity) substantially
affect the :osmic ray flux incident cn “he atmosphere [e.g., see reviess by
Rosenberg and Lanzerotti (1979) and Herman and Goldberg (1978)].

For example, at 10 lm altitude :he relative intensity of cosmic rays

increases by ; factor of 2 between the equatasr a.¢ the auroral zone. Beyond

189

NSRS
o

s ” on . e \f



geomagnetic latitude 70¢, essentially all cosmic rays havs access to the top
of the atmosphere and the effective cutoff is only acmospheric. Within the

pol-- cap at an altituce of “20 km the energy depc<ition {or ion production)
rate var.es by about a factor of 2 within one solar cycle and rrom one cycle
to another.

The combined effects of latitude and solar cycle variation on the
atmaspheric ionizatior caused by galactic cosmic rays are best illustrated in
Figure 6.5 (Herman and Goldberg, 1978; Ney, 1959). This figure shows for cycle
19 the percentage reduction of the rate of ionization between solar minimum
(1954 and solar ~:ximum .19S8) as a function of altitude aad zeomagnetic latitude.
At the 100 mb level (~16 ls,, approximately the height <{ th- :quatorial tropo-~
pause, the percentage change ranges from -4 percent near the equator to -25 per-ent
in the polar cap. However, the polar tropopause is nearer to the 300 mb level
(10 km) where the percentags ionization rate change is probaoly $2C percent.

As regards sunspot numbers, cycle 19 {s th2 largest on record. Thvs,
the percentage changes indicated in Figure 6.5 are orobably as large as one can
expect at these altitudes and lacitudes from the <olir cycle modulation Af
galactic cosmic rays. From (7) wve note that a 20 percent cuan,2 in Q represenis

5
only a (1.2 1/2

or 10 percent change in the ifonization densice.

In addition to the solar cycla dependence, the galactic cosaic ray flux
incident on the atmosphere experiences short-term variations associated with
Forbush decreases, the recurreace of solar act.ve regicns (~27-day period), and
the passaze of salar magnetic ‘ector voundaries ("7-dd; period). Variatinms

‘f ionization deasity in the lower atmosphere Jue to the latter two effects

probably 4u not exceed 10 percent.
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The Forbush decraase is a pronounced reduction of cosmic ray intensity
{lasting for several days) assoclated with geomagnetic s:orms that follow major
solar flares. Ground level irtensity changes during Forsush d-creases can reach
50 percent at high latitudes and 10 percent at low latitudes. Thus, ir should
ne noted that the reduction of jonjzation density during Forbush decreases
is expected to be comparable with the percentage change attributed to solar cycle
modulation (Herman and Goldberg, 1978).

The major solar flares that give rise to Forbush decrease effects usually
spawn solar cosmic rav events. However, most solar proton events are not suffi-
cientlv energetic to ionize directly at the level of the polar tropopause
(see next section), and thus “2e Forbush decrease dominates. To enhance the
ionization at this heizht for ali but the most unusual solar proton events (the
August 1772 events, for example) would require the downward transport oi ions

produced at higher altitudes (above 20 im).

deight Profiles of Ion Production Rate and lensity. From the cosmic

ray measurements of Neher (1972), Herman and Goldberg (1978) derived the altitude
dependence of ijon prcducticn rate shown in Figure 6.6 for two solar cycles.

This pr:file refers spacifically to the ionization rate over Thule (\m;90°),

but it should also he applicable to geomaznetic latitudes as low as ~60° where
the pronounced latitudinal (cutaff) dependence begins. The production rate
exhibits a maximum of -30-40 ion pairs cm ° sec-l near 13 km depending on the

-1

pnase of the solar cycle and varies from -25-30 cm-Bsec'l at 10 km to ~5cm-3sec

at 3C lm.
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Combining the Q values of Figure 6.6 with the a, values (DNA, 1972)

i
of Figure 6.2 in eq. (7), the height profile of ionization density N+(-N-)

shown in Figure 6.7 is obtained. The ilonization density maximizes at ~20 km or
above, but, as was remarked earlier, the variation with solar cycle at the polar

tropopause is 10 percent. These results are compatible with the more rigorous

caiculations of Cole and Pierce (1965).

6.3.2 Solar Cosmic Rays

The entry of solar cosmic rays into the atmosphere is influenced by
geomagnetic cutoff effects, as was previously described for galactic cosmic
rave. However, because the solar cosmic ray spectra (almost exclusively protons)
are considerably less energetic than galactic spectra, penetration is confined
primariiy to the polar caps.

A measure of the extent of solar proton bombardment of the atmosphere
during solar flares, obtained from measurements of the ionospheric absorption
of galactic radio noise, is shown in Figure 6.8 (Reid, 1974). The disturbed
regions normally extend to the outer curve, at ~60° invariant latitude, which
corresponds to a cutoff of ~100 MeV. Direct satellite measurements of solar
proton fluxes at low altitudes agree with this estimate of equatorward penetra-
tion (=2.8., see Engelmann et al., 1971).

Discrete solar proton events, capable of producing ionization deep in
the atmosphere, may number as many as 6 to 12 per year during the active years
of a solar cycle (Pomerantz and Duggal, 1974). Ionization rates due to solar
protons have been computed for a number of flare events. Figure 6.9, from
Potemra (1974), shows that the ionization rates can maximize at altitudes

between 40 and 80 km, indicating that the spectra of individual events vary

widely.
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Figure 6.8. Spatial extent of ionospheric absorption of
galactic radio noise caused by influx of solar
flare protons. Disturbed regions normally extend
to a cutoff latitude (outer curve at ~§0° invariant
latitude) equivalent to ~100 MeV protons; maximum
disturbance effects occur within the inner curve
(at ~65° invariant latitude) equivalent to ~10MeV
protons (Reid, 1974).
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Furthermore, it is not uncommon for solar proton ionizaticn to
greatly exceed that.due to galactic cosmic rays at altitudes from 20 fo 30 km
(such events must contain significant fluxes of protons with energies in excess
of 100 MeV). However, as others have remarked (Dessler, 1975), it is difficult
to visualize solar proton ionization as being a major factor in cirrus cloud
formation because the top of the polar troposphere is at about 10 km where solar
protons rarely penetrate. During the extremely energetic events that seem to
occur once eyery few years, ionization e~niancements may exceed zalactic back-
ground levels at altitudes €10 km. But their rarity argues against their
importance to cirrus cloud mechanisms.

On occasion the sun produces cosmic rays with energies as high as several
GeV, which can be recorded at ground level. For an hour or so for each event,
the events can exceed, by several tens to several hundreds of percent, the
galactic cosmic ray intensity levels, Fewer than three dozen such events have
occurred since their discovery in 1942 (Pomerantz and Duggal, 1974). Most (but
not all) ground level events are followed by the regular, long (several days)
proton events produced by the lower energy proton fluxes. The importance of
ground level events for atmospheric processes and dynamics, other than for pro-
ducing intense, short-lived atmospheric ionization, may be in any "triggering"

process they may injtiate.

6.3.3 Solar X-rays

X-rays entering the earth’'s atmosphere penetrate more deeply and ionize
more uniformly than charged particles of the same energy. The x-rays are
attcnuated by photoelectric absorption and Compton scattering processes.

Penetration to altitudes below 30 km is {hmited to x-rays with initial

°

/
energies greater than ~15 keV (A<'A), For photons of 100 keV energy, more than

half of the energy flux is dezpositad below 30 km.
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The steepness of the solar spectrum below 10A makes the sun normally
a weak emitter cf X-rays in this region, although flux levels exhibit extreme
variability with solar activity (Kreplin et al., 1977). Llarge increases of
the flux of hard solar x-rays (\<1;) occur mainly in connection with the major
flares that lead to solar cosmic ray (proton) events. As a rough guide, the
frequency of occurrence of importance 3 flares varies from about 1 every 3 weeks
during solar maximum to about 1 every 3 years during solar minimum (Smith and
Gottlisb, 1974).

In contrast to solar particle events which may last for a few days to a
weex, hard solar x-ray events are typically short-lived (<15 minutes). In
ract, the most energetic, impulsive phase of such events is confined o the
first minute or two.

At the shortest wavelengths the x-ray energy flux may increase during
solar flares by as much as 3 orders of magnitude over pre-flare levels, reaching
values of ~3 erzs am 2 sec-l for X<10;. Nevertheless, the energy flux deposited
in the atmosphere bvelow 30 lan appears always to be insufficient to produce
{onization enhancements competitive with that of the galactic background.

The short duration of hard solar x-ray events and their relatively
infrequent occurrence severely restricts their importance as a sun-weather
coupiing agent. Whether or not the ionization from solar flare x-rays can serve

as a "trigger" source for some geophysical or meteorological process is unknown.

6.3.4 Bremsstrahlung X-Ravs

Bremsstrahlung X-rays in the atmosphere are derived almost exclusively
from energetic electrons which precipitate from the magnetosphere during auroras
and geomagnetic storms (solar electrons are a less important source). For the

electrons, the energy influx varies from 10.1 to 10"‘3 ergs cm.z sec-l in the
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auroral zone and frpm lO-A to 10-2 ergs c:m-2 sec-.1 at middle latitudes. The
corresponding bremsstrahlung flux is “0.01 to 1 percent of the above values.
During intense geomagnetic stcrms, the middle latitude flux values may go
higher,

The spectrum of precipitated elactrons in the auroral zone 1is characterized
by the relatively low energy (<lQkeV) electrons that produce the visible aurora
at night and the higher energy electrons (<40QkeV) that are principally responsible
for the radiowave absorption recorded on the dayside by riometers. Midlatitude
precipitation, generally, is characterized by high energy spectra.

Profiles of the ion production rate due to bremsstrahlung have been given
for representative examples of electron energy spectra by Johnson and Imhof (1975),
Reagan (1977) and Rosenberg and Lanzerotti (1979). TFigure 6.10, from Rosenberg
and Lanzerotti, shows that bremsstrahlung ionization falls to less than 10 perc ¢
of the cosmic ray ionization below 30 km, in general agreement with other
calculations. Below 20 km, the bremsstrahlung contribution is negligible.
This led Johnson and Imhcf (1975) to conclude that bremsstrahlung is not an
important factor in influencing cirrus cloud formation at the level of the
midlatitude-polar trcpopause.

Precipitation events containing electrons with energies in excess of
200 keV are known to occur during some geomagnetic storms and substorms. Evidence
of unusually energetic electron spectra, including peaks at ~1 Mev, have been
found in satellite data (Figure 6.11). Such events have heen called relativistic
electron precipitation events (rep) and may play a role in altering the stratos-
pheric composition (Thorne, 1977). However, the frequency of occurrence, spatial
extent, and intensity levels of such events have yet to be thoroughly investi-
gated. Their significance, if any, for cloud formation processes, remains

dubious at rhis time.
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6.4 Summary and Coanclusions

Mechanisms for the formation of cirrus clouds at middle to high latitudes,
which depend on altering the ionization near the tropopause pre-suppose the
necessity to increase, racher than dec:ease,‘the ambient iomization. Both
short-term and long~term dependences »f galactic cosmic ray {onization on
sular activity lead to ionization decreases, with m:aimum levels reached auring
the solar maximum phase. Significant ionization enhancements at the polar
tropopause are rarely produc ' directly by solar cosmic ray events. Solar
x~ray and bremsstrahlung x-ray zvents are non~competitive at this hei, .t. The
possibility that ions produced at greater heights by solar carticle events or
by the most energetic of magnetosphere elactron precipitation events (via
bremsstrahlung) are transported downward needs further investigzation.

The hypothesis rhat a sun-weather coun''~g effect is iavolved in high
latitude cirrus cloud formation rests in part on scanty observ tional evideace.
A serious investigation of the plausibility of this mechanism will require:

1. The development of an index of cirrus cloudiness (pirhaps

semi-regional in the sense of, say, trepical, temperate,
and poiar) which could he correlated with measures.ents of
jonization density.

2. A continuing progran of ionization measurements at several

latitudes (as above), which if carried out for several

decades would provide a sufficiently long data base with
which to begin statistically meaningful correlations.
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7. SUMMARY OF RECOMMENDATIONS

The foregoing recommendations are re-organized and summarized here
to serve the purpose of encouraging further research on cirrus clouds and
their possible connection with sun~-weather influences. While believing
that there may indeed be something to this connection, we note that suf-
ficient observational data on cirrus do not yet exist for a good test of
the idea; also some of the processes involved are not yet deccribed
experimentally or thecretically, making it hard to fill in the observational
gaps. Therefore our recommendations are pointed toward new information
on the fundamentals of cirrus formation and influence in the atmosphere,
and on the realities of cirrus processes as seen in nature or modeled in

the laboratory.

7.1 CIRRUS OBSERVATIONS IN THE ATMOSPHERE

7.1.1 General

e Develop instrumentation for detecting presence of thin cirrus
clouds.

@ With such instrumentation, set up a continuous, large area thin
cirrus survey program to be coordinated with routine monitoring
of solar activity.

® Develop an index of cirrus cloudiness, that might even be regional
(e.g., tropical, temperate, polar), which can be correlated with
measured ionization density in the atmosphere (relates to 7.1.3
below).

® Tvaluate certain records of cirrus cloud -over that might contain
indications of a sun-weather connection.

7.1.2 Groundbased Measurements

® Conduct coordinated studies of the cirrus layer, preferably at
several locations, by means of lidar, radiometry and solar aureole
methods, to obtain the altitude dependence of particle size distri-
butions. and to follow the development of cirrus clouds.
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Concentrate observations in clear sky areas and in regions of
special relevance to the sun-weather questioms, such as the
Culf of 4laska.

1.1.3 Adrcraft/Balloon Measurements

Encourage increased pilot reporting of cirrus, particularly cloud
heights, types and approximate visual contrast (or visibility).

Develop compact and simplified cptical systems and particle
samplers, so that enhanced programs of cirrus measurements using
airborne platforms will be effective and reasonably priced.

Employ lidar, radiometry, particle sampling, iomization detectors
and other devices on balloons and aircraft, to obtain more
information on altitude-dependent properties of cirrus than can
be seen from the ground.

Identify the small positive and negative cluster ions at cirrus
altitudes.

Measure humidity, temperature, aerosols and ionization at cirrus
altitudes to identify any connection that the particulate density
may have with atmospheric ionization changes, including those
initiated at the sun.

Set up a continuous pregram of ionization measurements at several
latitudes, with the intention of obtaining at least a decades-long
data base, i.e., a long enough record for statistically meaningful
correlation with other solar and atmospheric parameters.

Determine the makeup of the active (ice~forming) condensation nuclei
in cirrus clouds, and relate this to the composition of strato-
spheric aerosols to see if they are frequently different or the same,
and whether there is a connection between the two that simplifies
the process of cirrus formation.

Concentrate airborne measurements in the region of cirrus generating
cells, with particular attention to the size and chemical composition
of the condensation nuclei (input for 7.2 below).

7.1.4 Satellite Measurements

Increase research that will obtain improved cirrus cloud cover
information from existing meteorological satellite imagery, and rhat
vill bring about better instruments for future work on cirrus.

Support cirrus information-retrieval studies on the data base now
being generated by limb-scanning instruments such as SAM-II and SAGE.
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Develop. early Shuttle lidar instrumentation to measure aerosol
density, ice crystals vs water drops, cloud-top heights, and the
altitude prefiles of [H, 0]}, temperature and pressure; this would
be a forerunner of lidar measurements on a larger scale, as the
coverage of the earth by Shuttle orbits increases.

Use appropriate mixes of the above techniques, iavolving perhaps
both active and passive optical observations (from orbit and the
ground) for better interpretation of scattering, absorption,
emission and extinction by cirrus clouds.

7.2 Laboratory Measurements

Given in situ determinations of cirrus nucleus size and chemical
composition, employ cloud chambers or 2 similar controlled
environment tc study the effects of various parameters om nucleus
activation (input for 7.3 below).

Measure the effects of having net electrical charge on an aerosol
particle, as regards erhancement of nucleation into both the liquid
(water) and solid (ice) state.

Determine ventilation coefficients for ice crystal shapes and sizes
(such as bullet rosettes) typical of cirrus, monst likely under
controlled conditions in a wind tumnei simulator of the cirrus
environment (also input for 7.3 below).

Identify kinetic processes for positive and nezative small ions
and measure their reaction rates, with part .cular attention to the
kinetics of ion clustering and attachment tu condensation nuclei
or dust.

7.3 Theory of Cirrus Formation

Employ nucleus activation data from cloud chambers as an empirical
guide in developing a theory of heterogenecus nucleationm.
Quantitatively model the formation of thin cirrus (and "precipitation"
from thin cirrus - see 7.4 below), so as to assess lag times of the
atmospheric response to solar-induced ionization.

7.4 Theory of Cirrus Effects on Atmosphere

Apply ventilation coefficient data on cirrus-like ice crystals in
models of the seeding of other clouds by cirrus.

Design and carry out numerical simulations of observed thin cirrus

cloudiness on radiative divergence and wintertime circulacion
patterns.
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7.5 A Measurement Strategy?

We note that the above list (%) 1s not prioritized, (ii) would require
large amounts of support if funded in its entirety, and (ii¢) contains some
elements of cir¥us-related research that need to be carried out regardless
of sun-weather studies. Therefore it seems appropriate to suggest a strategy
relative to the sun-weather question alone, that is not meant to imply
priorities in the larger field of cirrus cloud research. Figure 7.1 depicts

one such strategy which seems reasonable. Starting from the present level (A)

NOW

o

Figure 7;1. Schematic of additiomal study of sun-cirrus-weather effects

of cirrus cloud risearch, a reasonable first phase (B) would be to introduce
cirrus cloud cover into a global circulation model, and then observe the
induced changes in the 7-day predictions. The ensemble of these circulation
and weather 2ffects would be assessed for a variety of assumptions as to

season, type and degree of global cirrus coverage, etc.
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The emergence of large cirrus effects would call for a major research
effort (C) entailing many of the items 7.1 - 7.4 above. A small predicted
effect, on the other hard, might imply scaling the rest of the program down
to (D): thin cirrus detection, cirrus and ionization measurements, and
turther work on statistical sun-weather relationships.

If none of these rew levels of effort were to bear fruit, it would be
difficult to justify a large program on the basis of sun-weather work alone.
Cirrus research per se would remain the principal justification, as at
thie present time, and the overall scientific attention to this field would
reassume a level (A') comparable to the present level (A).

If, however, phase (D) were to result in persistent evidence of sun-
~cirrus-weather correlations, the underlying physics of the global circulation
treatment (B) would need to be re~examined, and a go-ahead would be in order
on the broader program of laboratory and field work, nucleation theory, etc.
Thus phase (C) - i.e., the whole program - could evolve directly or indirectly
out of research elements strategically chosen for investigation as needed.

These comments are not addressed to the larger field of cirrus cloud
research in general, but only to the time-ordering of research elenents
bearing on sun-cirrus-weather relationships. Many of the research projects
outlined above already exist, and should be accelerated solely on grounds

- improved understanding about an important regiou and phenomenon in the
atmosphere. In fact, it is in part the lack of basic knowledge about cirrus
clouds that currently impedes our knowing whether the sun-cirrus-weather
connection can really work or not. We believe that both an increase in the
seneral level of research activity on cirrus clouds and a new initiative on

sun-cirrus-weather effects, such as we have outlined here, are desirable.
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THUNDERSTCRMS AND THE SUN-WEATHER PROBLEM

by

J. D. Klett

Preface

It 1is generally bopelieved that changes on the sun cause
changes 1in the electrical state of the atmosphere. Furthermore,
there is now considerable statistical evidence correlating short
term solar and weather fluctuations. Therefore, the possibility
arises that solar-induced changes in the atmospheric electrical
state might somehow produce changes in the weather. The follow-
ing two specific guesticns involving this possibility are recent-

ly being given increased attention:

(1) Given the statistical evidence that the fair
weather electric field responds to short term solar
fluctuations, how might such field changes influence the

likelihood of thunderstorm development?

(2) Statistical studies suggest that thunderstorm
activity increases following solar flares or solar mag-
netic sector boundary crossings. Assuming these are
real effects, could they provide a physical basis for
the observed statistical correlaticns between flares or
sector boundary crossings and subsequent changes in the

VAI (Vorticity-Area-Index)?

In order to help provide some information which might serve
as a vasis for answering these questions, in this report I dis-
cuss theories of cloud electrification, with emphasis on the pos-
sible influence of the ambient field on thunderstorm development,
and mechanisms which might link thunderstorms with changes in the
VAI.
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1. Theories of Cloud Electrificatiqg

The construction of theoretical models of clcud electrifica-
tion has long been one of the more fascinating, although contro-
versial, areas of cloud physics. An abundance of possible charge
separating mechanisms involving drops and/or ice par<icles have
been suggested (see, for example, Mason 1971), but with few
exceptions 1t is not very clear which combinations of them, if
any, may be of significance in real clouds. A large part of the
problem here stems from an insufficient knowledge of the quanti-
tative details oI the proposed charging mechanisms, especiallv in
the context of a natural cloud envircnment. In addizion, ¢the
scketchy and sometimes apparently inconsistent observaticnal de-
scriptions of electrified cicud states provide at dest only a
marginally adeguate foundation for the constructicn cf theoreti-

cal models.

Having thus prudently noted the risks of taking a posicion
at this time, I nevertheless do feel it is possible to discrim-
inate among the various schemes of cloud elactrification sugges-
ted +thus £ar. And this 13 especially true of <the subse-x
incorporating a significant coupling t2 the ambirent 2lectric
field, which is my primary concerrn here. Of these there are just
two prominent candidates, namely the theories oI inductive 2

convective electrification.

~

The Convective Flect-rification Hyoothesis (CEH)

a) Descriotion of Mechanism: Jrenet (1947) and, i1ndepenzi-

ently, Vonnegut (1955) proposed that a convective cloud may op=r-
ate as an =2lezctrostatic energy generator acceriing t¢  the

following scenario (see Fig. l): In the early stages of the liZ:

cycle of a cunulus cloud, the main updraf: carries with i+
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positive space charge from the lower levels of the troposphere;
hence the core of the cloud becomes positively charged. The
electrifi=2d cloud soon acquires a negative charge layer at its
edges due to cloud particle capture of negative ions drifting
from clear air to cloud under the influence of the main positive
charge. (In other words, the sharp conductivity gradient at the
cloud boundary - cloud conductivities are typically one to two
orders of magnitude less <han outside at the same level in the
case of weak electrification, and two to four orders of maganitude
less for the case of strong electrification (see, for example,
section 17.3 of Pruppacher and Klett (1978) - gives rise to a
"traffic jam" effect of space charge buildup. This conseguence
of a conductivicy gradient 1s also responsible for the net pcsi-

tive space charge found in the lower troposphere.)

As the cloud continues to grow and become a storm, strong
downdrafts develop at 1%ts sides, carrying the nsgative charge
layer to lower levels where 1t accumulates as a re;:lt of thermal
stability. (These downdrafts are envisaged mainly as a dynamical
consequence of the primary cloud circulation, in which downward
motions at the cloud periphery are presumed to compensate for the
air displaced by the main updraft structure. Local evaporative
cooling of the cloud boundary regions oy virtue of the entrain-
ment of dry air is also thought to reinforce the downdrafts.) As
the cloud sheds its negative charge via the downdraft, the main
positive core 1is re-exposed, 1initiating again the negative
"screening" charge formation process. Eventually, sufficient
negative charge accumulates around the lower sides and base of
the clo.d to cause a strong reversal of the electric field at the
ground beneath it. This leads further to point discharge of pos-
itive ions at the ground, which are carried by the main updrafe
into the cloud core, thus reinforcing its central positive
charge. The continuance of this positive feedback cycle can thus
lead to a strong buildup of electrostatic energy at the expense

of the organized cloud convec:tive motions.

2
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b} Feasibility of Convective Electrification: On close in-

spection this imaginative concept of cloud electrification can be
found wanting in several respects. For example, observations
generally do not support the notion of strong downdrafts at the
flanks of a thunderstorm, even in its mature stage (see Fig.
2). Extensive and sustained downdrafts are observed (and the-
oretically expected) to be caused by precipitation, and so gener-
ally occur during and after the mature stage, usually subsequent
to the period of rapid electric field growth, and usually at lo-

cations other than the cloud edges.

Also, it seems Juite implausible that the negative screening
layer charge accumulations, should they occur, could avoid being
disrupted and dissipated by turbulent mixing and ccnvective
transport back into the updraft structures. And, even 1f they
could survive such dynamical threats, one wonders how they could
also ve expected to evade neutralizing currents from the corona
discharge they are supposed to initiate: One would expect the
positive point discharge current to closely follow the electric
field lines from the ground right back up to the negative screen-
ing layer charge, except possibly for a very small volume frac-
tion which happens to get diverted by an updraft strong enough to
overwhelm the conductive ion velocities. (It is interesting to
note that if one follows the philosophy of the convective charg-
ing mechanism here, one might well expect the corona current to
quickly mask the negative charge accumulations with still another
screening layer, this time of positive charge!)

The CE!. also ignores the fact that the cloud is exposed, at
leas: in its early stages of development, to the fair weather
electric field. Since clouds are poor conductors we would expect
the fair weather field to drive a net flux of negative ions into
the base of a newly formed cloud, and positive ions into its
top. Therefore, the sign of the charge to be expected in the
base and core of a young cloud depends on whether the net upward
conduction current of negative charge is greater or less than the
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upward convection current of positive charge considered in the

convection charging model.

A simple estimate of these competing currents may easily be
made, using representative fair weather values for the various
quantities ({taken from section 17.1 of Fruppacher and Klett
f19781). Thus, if we assume a fair weather field of E = 102
vm~l, a negative ion concentration n_ = 5 x 102 cm~3, a negative
ion mobility B_ = 2 cm? V-l sec™l, a reasonable updraft speed of
W =1m sec™!, and an average positive space charge density at
cloud base level of » = 5 e cr"3, we find that the ratio of the
convection and conduction currents 1is W/ en . B_LE ® 5 x 1073,
dence the field-driven deposition of negative ions should dom-
inate completely, so that a young convection cloud should have a
negatively charged Dbase and core. This expectation is in fact
generally supported by observations of fair weather zlouds. For
example, the £field studies of Reiter (1964, 1969) showed that
electrified stratocumulus, altocumulus, and convection cumulus
clouds which contain neither ice nor precipitation-sized parti-
cles are electrically bYipolar with a pronounced negatively
charged ™ase and a positively charged upper porticn. Also
Takahash® (1972) observed predominantly negatively charged drops
in the bases of warm clouds in Hawaii.

The above qualitative indications and observational evidence
for the cloud charge structure to be expected in the absence of
precipitation charging processes 1s also entirely consistent with
theoretical simulations of the CEH carried out to date (Ruhnke,
1970, 1972; Chiu and Xlett, 1976: Chiu, 1978). Ruhnke calculated
the electric fields and charges one would expect in response to a
fairly simple steady pattern of solenoidal flow intended to rep-
resent approximately the circulation of an isolated convective
cloud. The <cloudy ragion of nonzerdo liguid water content was
assumed to be a spherical volume lying within the updraft of the
flow. Chiu and Klect (1976) used the analytical, axially symme-
tric, nonprecipitating convective cloud model of Gutman (1963,
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1967) in tneir numerical s=tudy of the feasibility of convective
electrificat.on. They included the <+transport of c¢harge Dy <-on-
vection, conduction, and turbulent diffusion. The conductivity
gradients witich might lead to charge accumulations wer= accounted
for by relating tne Jdaependence of clcud conductivit, »n lijuid
water content througn the actions of microphysi.al 1on capture
processes. Chiu (1978) based his study on a modificaticn of the
time dependent numerical ~<loud model of Liu and Orville (1969),
in the most comprehensive and sophisticated modeling effort vet

attempted. (Chiu's model is described more fully 1in section 2.)

The important point to be made here 1s that all of these
theoretical studies demonstrated that for usual conaizions of
cloud formation a <charge distribution 1in gJenera'l gJualitative
agreement with that Jdiscussed above is produced, namely a neqa-
tively charged core capped by a relatively thin positively
charged upper layer. (Howev2r, Chiu and Klett also found <hat
convective transpor+< of positive charc: may Jdominate the conduc-
tive transport of negative charj2, and thus produce a <loud oif
polarity oprosite to the usual case, 1f the cloud forms near
ground level. This happens primarily because higher concentra-
tions of positive space charge are then available %0 be carried
aloft into the clcul. But even for this atypical situaticn, the
space charge played a very inactive role, and functioned mainly
as a passive marker of the cloudy air. In particular, the cver-

all state of electrification remained weak.)

It should oce stressed that these “heoretical f£formulations
have included the essential physical mechanisms which have been
purported to lead to convective electrifica+io., and that, espec-
ially in the case of Chiu's study, this has been accomplished in
the context of a realistic cloud environment. Therefore, I be-
lieve the negative implications for the CZH should be taken seri-

ously by those who continue to advocate it. So far, however,

” their responsge has been simply to ignore these results, tne pre-
ponderance of observational evidence over many years, and the
¢
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aven more important recent new field data (discussed below) sup-
porting the idea that precipitation charging is crucial t¢ cloud
electrification. Despite the evidence that the CEH 1is untenable,
it 1s nevertheless still sc much a part of the cloud physics
landscape that no doubt further reference to 1t as a viable mech-

anism will cortinue o be made.

~™re Theorv of Incuctive Electrification

a) Description and Elementary Theoretical Considerations:

The physical basis of induction charging is gquite straight-
forward, and may eisily be illustrated by considering the case of
uncharged spherical par+-icies exposed *+o an ambient, Jdownward
directed electric field of strength E. The polarization charge
induced on an isolated conducting sphere by the ambient field is
expressed (in e.s.u.) by the surface density 0 = 3E cos?9/47 where
D 1s the polar angle measured from the lowest point of the
spnere; thus the lower hemisphere 1s pcsitively charged, and the
upper hemispnere negatively charged. Therefore, 1f such a sphere
were to experience on its lower h2misphere a momentary electrical
contact with, and subsequent separation from, a similarly polar-
1zed smaller sphere, there would result a net negative charge on
the larger sphere and a pcsitive charge of egqual magnitude on the
smaller sphere (see Fig. 3). Elster and Geit=2l (1913) were the
first to point out that such a process of inductive charge trans-
fer, occurring throughout a cloud and followed by the large scale
separation of charge through relative sedimentation under gravi-
ty, would serve to increase the in-clcud electric field in the

sense normally observed in thunderstorms.

Elster and Geitel also provided a simple estimate of the
maximum charge transfer that could occur for the case of an un-
charged sphere of radius a; which contacts the lowest point
(2 = 0) of an uncharged sphere of radius a; >> a, in ambient
field E. In this case the snaller sphere will acquire a charge
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with average density equal to /6 times the density of charge on
the larger sphefe at the point of contact, since the curvature of
the larger sphere can be ignored (the capacitance of the small
sphere in contact with a conducting plane is Cy = ay “2/6). Thus
the maximum charge that can be acquired by the small sphere is

approximately
ral
2 2, ,3E Ea2 2
m— ., oy = -]
= (4 az)(4") 3 SEa2

For a breakdown field of 10 e.s.u. = 3 x 102 vm~l, this charge
for a one mm dJdiameter sphere is approximately 0.1 e.s.u. or
30 pC. This charging magnitude is large enough to suggest that

induction charging can produce strong cloud electrification.

However, any quantitative assessment of the efficacy of in-
duction charging (also referred to as polarization or influence
charging) must take into account several other factors as well.
For example, let us first consider the mcre realistic situation
where contact occurs for ¢ # 0, and the spheres initially carry
charges Q; and Q5. Then, by a simple extension of the arguments
given above, the charge52 after contact and separation will
be Qi and Q5 . where Qé = g ag (3E cos O+ Qi/ai ) . On writing
Q = Q, + W and Q] =Q; - &, we thus find that the charge

transferred is given by

AQ‘-Nz"az os 9+ " 2Q - Q (1)
-3 B9c€© [ S
where p = az/al<<l . (The problem of finding &Q for arbitrary p

on the interval O < p <1 has been sclved by Davis (1964).)
This expression shows that induction discharching may occur also;
i.e., & may be negative for sufficiently large 0 and Qy > 0 .
Since 0O represents the polar angle between the point of contact
and the electric field, and since the latter may have a large
horizontal component in some cloud regions, we see that even col-
lisions restricted to the lower hemisphere of the large sphere

may result in 4 < 0.
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Consideration of the electrical contact angle 9 brings addi-
tional prcblems'into focus. Thus, to evaluate & in Eg. (1) we
must have available eith theoretical or experimeatal informa-
tion on the collision trajectories of charged particles in a
background electric field. But such information is presently
available only for a limited range of radii, field strengths and
directions, ard charges. Furthermore, we must determine the g
dependence of the probability that separation actually occurs
after contact is made. Very 1little gquantitative information is
available on this point. The best we can say is that laboratory
evidence 1implies that coalescence should generally follow a col-
lision Dbetween drops under natural conditions unless they are
larger than a few hundred micrecns in radius (see section 14.8.1
of Prupgacner and Kla2tt (1978)). This behavior, combined with
the observed tendency of drop charge to enhance the coalescence
probability, leads one to s3uspect that the effectiveness of
inductive charge transfer must be gJuite smal: for water drops.
Also, tne high coalescence probability suggests that there is a
tendency for this charge separation mechanism to be "shorted out"
as large drops rapidly accrete smaller oppositely charged drop-
lets (e.g., Colgate (1972), Moore (1975)).

Some of these difficultlies can be avoided by agplying the

inductive charging mechanism to ice-ice or ice-water interac-

tions, since for these the separation probabilities,

e(@,f,Qi,ai), are expected to be significantly higher than for
water-water (though unfortunately very 1little quantitative in-
formation is available on the actual values of ¢). On the other
hand, for such interactions an additional physical barrier to
charge separation may enter in, namely the relatively long relax-
ation time for charge conduction through ice
(= 10'2 sec at -10°C ). In addition, the more complex geometry
and dynamics for these cases greatly complicates the quantitative

assessment of the relevant processes and parameters.
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In addition to the microphysical uncertainties associated
with the operation of induction charging as pairs of cloud
particles interact, one should, of course, not lose sight of the
larger scale prcblem of demonstrating quantitatively how a myriad
of such interactions might lead to strong cloud electrifica-
tion. Here just the bookeeping problems look enormous. As for a
reasonably rigorous treatment it appears one should account
simultaneously for the growth and charge histories of populations
of particles over a seven order of magnitude range of sizes
(from < 1072 ym for condensation nuclei to > 104 um for raindrops
and > 107 uym for hailstones), a four order of magnitude range of
electric field strengths (from a fair weather value of < 102 vm~!
to a breakdown value of 10 - 10% vm~!), and at least an eight

order of magnitude range of particle charge.

b) Feasibility of Induction Charging in Light of Ffield Evi-

dence: In spite of the difficulties mentioned above, since re-

cent field research on thunderstorms strongly suggests that only
a rather specific set of conditions leads to strong electrifica-
tion, the problem of assessing charging mechanisms 1s perhaps
more tractable than might be expected. The recent evidence in-

cludes these findings:

1) The charge resides in areas of freezing tempera-
tures. (eg., Brook and Krenhbiel, reported in

MOSAIC, Nov/Dec 1978, p. 6)

2) The regions of strong charge typically contain pre-
cipitation, usually in the form of graupel (sof¢
hail), as well as supercooled water drops and ice
Srystals. {e.g., ibid., Krehbiel et al (1978))

3) In ra23ions of strong charge, precipitation pare¢i-
cles, as opposed to the smaller cloud particles of
greater tctal area, are often the major charge car-
riers. (Saskell et al, 1978a,b)
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4) Regions of streng charging are rather modest in
extent, perhaps tyrically of the order of one kil-
ometer or less. (eg., Winn et al (1974), Gaskett et
al (1978a,b))

5) In an active charging region lightning discharges
may occur every 30-40 sec., with subsequent field
recoveries which are approximately linear in time.
(Winn and Byerly, 1975)

The above field evidence strongly supports precipitation
charging mechanims 1in general, and the theories of induction
charging and thermoelectric charging in particular. (The latter
theory holds that charge will be exchanged between ice particles
at different temperatures if they make momentary contact. The
physical basis for the theory is that: 1) The concentrations of
hydrogen and hydroxyl ions in ice increase rapidly with tempera-
ture. 2) The diffusivity cf hydrogen ions is grea-er than that
of hydroxyl ions, at a given temperature. This implies there
should be a net flow of positive charge down a temperature gradi-
ent 1in ice. I.aboratory evidence has verified this expectation
and shown that the transferred charge can sometimes be quite sub-
stantial. For example, Reynolds et al (1957) estimated that a
charge of 5 x 10™% e.s.u. was carried away by an ice crystal of
50 micron radius after colliding with an ice sphere a few degrees
warmer. Breakdown fields have been reached in highly idealized
model studies based on elementary chrarge tansfers of this magni-
tude. The literature is also replete with similar model studies
based on induction charging; thus in this respect the two charg-

ing mechanisms are on somewhat equal footing.)

Charge Relaxation Times and Secaration Probabilities

The fact that highly localized, vigorous precipitation char-
ging has now been so well documented tends to vitiate many of the
objections that have been raised against induction charging. For
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example, one can argue gualitatively that thne possiblz limiting

factors of finite charge relaxation times and small separation

'probabilities, which in principle should both interfere with all

ice-ice charge exchange mechanisms, cannot in fact be very
impoctant, or the observed charges could not have occurred (ex-
cept for the unlikely possibility that some as yet unidentified,
but extremely powerful, charge exchange mechanism 1is responsible
for the observed charges). Furthermore, the concern about small
separation probabilities has generally been expressed in the con-
text of drop-droplet or graupel/hail-droplet interactions,
whereas the observations stress the importance of ice-ice inter-
actions. For these the separation probabilities are Xnown quali-
ratively to be much higher, perhaps even approaching unity £or

cold graupel-ice crystal collisions.

Electrostatic Levitation Effects

Similarly, for several reasons the inhibiting effect of
electrostatic reductions 1in particle terminal velocities on
charge separation rates, a point raised by Kamra (1970) and oth-
ers, now appears to be of minor importance: 1) Only the most
extreme charges and fields lead to significant velocity changes
for most precipitation particles. 2) The fact that regions of
strong fields are highly localized minimizes the role played Dby
electrostatic levitation. This has been verified by Illingworth
and Latham (1977), who made calculations of the electrical evolu-
tion of a cylindrical cloud of defined width, depth, and updraf:
structure. The role of electrostatic levitation had been previ-
ously overestimated by others because of their use of the one
dimensional, parallel plate capacitor model, which ignores all
cloud structure and yields a uniform field throughout the charg-
ing zone. 3) A theorétical study of stochastic charging and
precipitation growth in a one dimensional c.oud model suggests
that electrostatic levitation may even lead to larger ultimate

field strength (Levin, 1976). This is due to a retardation of
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the charging rate relative to the mass growth rate for precipita-
tion experiencing levitation, so that a longer time but ulti-
mately a larger field is required for levitation to limit further
field growth. (A similar coupling phenomenon was found for the
case of separation probabilities and maximum field strength;
i.e., a lower choice of separation probability led to a greater
maximum field.) However, the conclusions of Levin are likely
overdrawn, Dbecause of the deficiencies of the one dimensional

cloud model, noted under point 2) above.

Multiple Collisions and Recombination

The argument of Colgate (1972) and Mocre [1975), that multi-
ple collisions between charged nydrometeors and smaller cloud
particles charged by earlier interactions should significantly
interfere with or even "short out" the induction charging mechan-
ism, appears likewise to be ill-founded. In Moore's treatment,
extremely small separation probabilities were employed, based on
a pessimistic interpretation of the charge separation rates ob-
served for ice particle-water drop interactions by Aufdermaur and
Johnson (1972). And, if the tendency for charge recombination
was thereby exaggerated, 1t is no doubt drastically overstated
for the case of ice-ice interactions which available field evi-
dence shows now to be the more relevant precondition for strong
electrification. Furthermore, the one dimensional cloud frame-
work was used, which in effect provides an unrealistically large
volume for the operation of the discharge process. By way of
contrast, we note that in the «cylindrical cloud study by
Illingworth and Latham (1977), referred to above, the effects of
multiple collisions were found to be of minor importance. For
example, they found that for the case of active charging regions
of realistic dimensions, two successive collisions of an ice
crystal with hail pellets within the regions of intense field are
unlikely to occur, for realistic particle concentrations. A sim-
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ilar result is implied by the study of Chiu (1978), discussed in

section 2.

In Colgate's (1972) earlier treatment of the recombination
problem for a warm cloud, he invokes a model in which a negative-
ly charged drop falls through a cloud of positively charged
smaller drops. The specific drop charge (charge/mass) is argued
to be a strongly decreasing function of size, so that the trans-
port length for neutralizing the drop charge becomes comparable
to the optical mean free path in the cloud, of the order of 10
meters. This model appears to have negligible observational sup-
port at present. In addition, it should be reiterated that an

attack on precipitation charging mechanisms in the context of

warm cloud electrification now seems pointless.

Intervals Between Lightning and Field Recovery Rates

The short intervals of 30-40 sec. be:ween lightning dischar-
ges reported by Winn and Byerly (1974) (Fig. 4) tend to support
induction charging, since in the right circumstances induction
can lead to a very rapid, nearly exponential growth rate in
electric field. On the other hand, Winn and B3yerly noted that
the observed linear recovery rate of the field between discharges
disagrees with certain model calculations of induction charging,
which yield predictions of initial rapid field growth followed by
a later slowing near breakdown. However, some of this non-linear
character is due to the incorporation of unrealistic ionic dis-
sipation currents in the models, which are tailored to avoid the
embarrassment of predicting huge fields. Furthermore, the pre-
diction of an exponential growth rate in field is not necessarily
inconsistent with the observations, if the interval between dis-
charges is less than the e-folding times of the field. This
appears to be the case for at least some of the field changes

shown in Fig. 4.
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Particle Charge Measurements

Some very recent measurements of particle charges in thun-
derstorms (Gaskett et al., 1978a,b) are claimed by the authors to
demonstrate that induction charging could not have played a major
role in the storms investigated (see Fig. 5). The principal
argument here is simply that some of the measured charges on pre-
cipitation elements far exceed the values tnst the authors regard

as the maximum possible under induction charging, namely

&
~-

Q = 5.5 E &2, (

. . . -] . .
where Q. is in pC, E in kV cm *, and d is the diameter ¢ the

spherical particle in mm.

However, Eg. (2) is in fact the maximum charge mag:itude
only under the restrictive condition that the sphere of diameter
d encounters much smaller uncharged spheres. We can derive E£3.

(2) from Eg. (1) by setting Q2 = O (the condition of uncharged

smaller spheres) and 3Q = 0 (the condition of equilibrium); the
s — - 2 — - - 2 : -

result 1is leax = BEalcos )= 2r..a1 on setting

cos g = 2/3, or 9 = 48° , the value corresponding to geometrical

sweepout and a separation provapility independent of 9. This

result, so far expressed in e.s.u., eguals Qp, in magnitude on
introducing the mongrelized units of Eg. ‘2) (d(mm) = 20 a(cm), E
(kv m~l) = 0.3 E (e.s.u.), and QA(pC) = 103/30 (e.s.u)).

From this Jerivation of Qg it is easy to see that if a
sphere charged to Q, were to encounter a smaller charged sphere,
an even greater charje could be induced on the larger sphere.
This follows directly from Eg. (1) with Q; = am; then Qi = Qm +
Qy. Still larger charges could be attained by the interaction of
charged spheres of comparable size. For example, from Davis
(1964) it can be shown that for a; = a. we have, in place of
Eq. (1), a2 = (Q; - Q)/2 + (=%/6) Ealz cos 3, so that the charge
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Thus, for Q = Qp = -2Ea% = -Qm (again with cosd = 2/3), we
find Q; = -Q (1 + n2/18) = -1.55Q_ . The 1limiting charge on

sphere 1 after infinitely many equivalent interactions with
spheres charged to -Qp is Q;, = -Q_ (1 + n2/9) = -2.1Q. . As an-
other example, if we consider the further interaction of a pair
cf spheres each bearing Qi, yielding charge Qi‘ on sphere 1, foi-

lowed by the further interaction of a pair each bearing 2

etc., then we find after a sequence of n such interactions the
charge Q§n) = -Qm(l + n1?/18). For example, after four interac-
tions sphere 1 will carry a charge Q{4)= -3.19Qm . (Incident-

ally, the expected low values of cloud conductivity imply that no
significant erosion of such large charge values by ionic dissipa-

tion currents would likely occur.)

The point of these admittedly artificial calculations is to
erphasize the stochastic aspect of induction charging within any
cloud region of active charge separation. To suppose all solid
hydrometeors interact inductively only with small uncharged ice
particles is analogous td expecting that all large drops of com-

parable size in a warm cloud grow at the same rate.

For the same reason it is also naive to expect induction
charging to lead to a particle charge vs. size distribution of
the form Q « d2 (cf. Eq. (2)). The absence of such a relation-
ship in the data cf Gaskell et al. (1978a) is interpreted by them
as an argument against induction charging: "No evidence was
found for the Q/d2 pattern of charging predicted by the inductive
mechanism,"” (ibid., ». 459). We see from the preceding discus-
sion that the coefficient between Q and a2 is actually a function
of the number of interactions with other charged particles. But
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this number i1s 3 random variable, so that 31 charge distribution

of the form Q ™ &2 actually is not to be expected.

The charge distribution which evolves will ne further com-
plicated by whatever degres of collection growth occurs. Quali-
tatively, it is easy to see that this procass should produce some
particles with charges much larger than ..@ limit imposed by Eq.
(2), since induction charging yields a specific charge which is a
decreasing function of particle size. In addition, the sharp
curvatures of particles like conical graupel and ice crystals

should further enlarge the range of possible charge transfers.

Another relevan: feature of the Jdata displayed in Fig. 4
follows from the authors' accompanying statement: “Comparison of
the rates of arrival of the 2 and 4 pulses show that about 95% of
the particles carried charges below the detectable limit (£25pC)

even though a small minority had charges of up to #250 pl." (Gas-
kell et al., 1978b, £. 5836). From this it seems one can infer
that to some extent their measuring apparatus tended to filter
out most of the ordinary events, especially at the smaller parti-
cle sizes, so that the data shown reflects not the avera 2 out-
come of the precipitation charging mechanisms, but rather mostly
the relatively large fluctuaticns at the large end of the charge

spectrum.

What About Thermcelectric Charging?

It is natural to ask whether the data of Fig. 4 could be
readily interpreted in terms of thermoelectric charging. If so,
induction charging might thus be indirectly discredited. This
brings up an interesting point, namely that the role of thermo-
electric charging in thunderstorms is even harder to evaluate

than that of induction charging, because there is not yet any
concise theoretical statement, analogous to Eq. (1), for the ex-
pected elementary thermoelectric charge transfers. Nor is there
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very much in the way of consistent laboratory data as to what the
transfers should be. While it is true that just the theoretical
accessibility of induction charging has been partly responsible
for its ascendancy to the pvosition of most-favored candidate for
cloud electrification, this same characteristic has also brought
it under much vigorous (if not rigorous) critical scrutiny. It
is not at all) clear thac the theory of thermocelectric charg‘ng,
which has so far evaded serious criticism because it is at the
same time physically plausible and gquantitatively nebulous, can
fare as well when it is finally understood in more detail. (of

course, the same goes for other conjectured charging mechanisms.)

Qualitatively, the contribution of thermoelectric charging
should increase under those conditions which max.mize the temper-
ature differences between the larger hail-like particles and the
smaller ice crystals. For example, under conditions of below
zero temperatures and rapid water condensation (i.e., strong up-
drafts), the temperature of the hail or graupel may approach 0°
C, owing to the release of latent heat as it rapidly accretes
supercooled water drops. At the same time, any small crystals
present should be nearly at the ambient temperature, which may be
several degrees colder. Such conditions would obviocusly f£favor
thermoelectric charging. However, they also favor induction
charging since they imply high ice concentrations and large wind
shear, which will increase the frequency of ice-ice interactions.
Hence it is difficult to discriminate between the two charging
mechanisms on the basis of the observation (e.g., Lhermitte, re-
pcrted in MOSAIC, Nov/Dec 1978) that lightning formation is cor-
related with intense cloud convection and possibly wind shear.

It thus appears that one cannot choose between the thermno-
electric and induction charging mechaaisms from the available
field evidence. It seer.s most reasonable at this time to assume
the two processes often occur simultaneously, perhaps with induc-
tion charging dominating in the later stages after the initial
priming of electric field growth by thermoelectric charging, and
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that the combination is potent enough to account for the observed
electrification. Some rudimentary theoretical calculations car-
ried out recently are not inconsistent with this expectation
{Illingworth and Latham (1978); Kuettner et wi. (1978)). Both
studies postulated dynamically steady two dimensional clouds with
specified flow patterns. The former assumed ice-ice separation
probabiities of unity, while in the latter they were set equal to
0.9.

2. Influence of the Ambient Field on Thunderstorm Zlectrifica-

t.ion

If we grant the likelihood that induction charging is a very
important contributor to intense cloud electrification, there is
an imporcant implication for the sun-weather problem: Because Of
the characteristic dependence of the parti.le induction charging
rate on the prevailing electric field (Eq. (1)), the strong poss-
ibility arises that (solar induced) fair weather field enhance-
ments could increase the probability cf thunderstorm occurrence.
Some computer modeling studies by Sartor on this possibility are
reported by Markson (1978), and in MOSAIC, Sept/Oct (1978). For
example, in the latter reference it is claimed that: "...if the
strength of the electiric field in the model upper atmosphere .s
increased by about one third, then the electric field irside a
lightly electrified cumulus cloud can jump from perhaps 1,000
volts per meter to 100,000 volts per meter."”

Unfortunately, these claims appear quite misleading and ex-
aggerated in view of the way the results were obtained. Sartor
(personal communizatior,, 1979) used the two dimensional cloud
model of Kuettner et al. (1978). It is characterized by a pre-
scribed steady vortex circulation, with the option of a super-
imposed linear vertical shear in the horizontal wind. Primarily
as a consequence of the assumed steady flow, there is nothing in
the mcdal to prevent the electric field from jrowing indefinitely
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with time at an approximately exponential rate. Therefore, the
effect of incréasing the initial field 1s merely to shorten the
time required for the field to reach any specified va.nue. In
o' her words, for the particular example mentioned above th2 cloud
electric field wouid have reached 100,000 vm~1 anyway (and more,
given enough time), even if the initial field had not been in-
creased; it simply would have taken a little longer to do so. 1In
the context of the sun-weather prcblem, this means that such an
electrification model can at best only make prediction: concern-
ing the timing of any obsz2rved enhancements in thunderstcrm elec-
trification following flares or other solar disturbances. Arnd
since in this model the calculated phase shifts would probably be
of less than a few minutes duration for initial field enhance-
ments of one third or more, even this application seems rather

futile.

It appears that the natural life cycle of 1 cumulus cloud
must be considered in any modeling effort to assess the depen-
dency of thundarstorm oOccurrence on initial ambient field
strength. Some progress a.ung these lines has beel made recently
by Orville et al (1979) (also Orville, persoaal ccmmunication,
197¢), who have investigated the problem using the cloud electri-
fication model of Chiu (1978).

The Chiu Model

I believe Chiu's work represents an important advance in the
art and science of rumecical modeling of cloud electrification,
and so I will digress here briefly to describe the model and some
of its predictions. It is based on axisymmetric modification of
the slab-symmetric, time dependent numerical model o. Liu and
Orville (1969). An electric force term is added to the equations
of motion to simulate any Jdirect electiical influence ou the air
motion. Charge transport by electrical conduction, air convec-
tion, tusbulent mixing, and the -~harged particle flux are all
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simulated. Full dynamical-microphysical~electrical interacticns
are allowed for, as are the mechanisms of par+ticle charging by

ion attachment and induvction.

Chiu studied the particular case of a warm cloud. (Most of
the model features would also apply at least qualitatively to a
cloud with an ice phase as well. The model is presently being
extended to include the simulation of hail and ice crystals
growth and electrification processes.) The liquid water is par-
titioned into characteristic populations of cloud droplets and
precipitation drops. An exponential {Marshall-Palmer) dis:ribu-
tion is used to represent the raindrop spectrum. The cloud drop-
lets are assumed .o be of uniform size, depending on the local
cloud water content, the number concentration remainingj constant.
Cloud water may "autoconvert" to rainwater when the cloud water
content exceeds 2 g kg'l. whenever the ambient air is in an un-
saturated condition, <cloud dropiets and raindrops evaporate,

cloud droplets first, and then the raindrops.

For the drop-droplet interactions, the electrical contact
angle is assumed to be 9 = 43° (cos 0 = 2/3) and the separation
probability is taken as € = 0.02 or 0.04, in the absence of reli-
able computed or measured values. From the charge which is sepa-
rated in a given time step, the resulting electric field change
is computed by solving Poisson's equation for the emi re cloud.
The influence of the electric field on drop velocities is inclu-
ded, as is the effect of its direction on the induction charge
transfer process. The history of the average charge transfer
occuring between drops and droplets per unit cloud volume is fol-
lowed, so that all but tne stochastic aspects of recombination

and multiple collisions are included as well.

The results of the computations are encouragingly realistic.
For example, for the case 0of ¢ = 0.02 and a droplet concentration
cf 300 cm™3, a maximum vertical electric field of 1.4 x 104 v m~!
is achieved in about 28 min., which is well within the range of

%6 ORIGINAL PAGE I
GF POOR QUALITY

.. T o~ T T
"4 0 t '%%‘w . ) . o‘,&f \“.‘



- ISR Ny e

observed growth rates. Also, che rapid growth of the field does
not occur until precipitation forms and induction charging com-
mences. Prior to the formation of precipitation the cloud elec-
trical state is in conformity with the theoretical expectation
and observational evidence described in Section l.: The cloud is
weakly electrified, with a nagatively charged base and core and a
relatively thin upper layer of positive charge. Convective elec-
trification dces not occur. With the onset of induction charging
the charge distribution soon evolves into a main dipole structure
(positive above, negative below) which is in general accord with

observations.

Later on, a smaller positive charge center appears below the
main negative cne. This comes about because of two factors: 1)
the strongly reversed {ield in the region beneath the main nega-
tive charge, and 2) the arrival of and formation of rain within
this same region. This leads to induction charjing of polarity
opposite to the usual case, which eventually results in a net
accumulation of positive charge residing on the precipitation
near cloud base. The appearance ol such a lower positive chafge
center has also been recorded in the literature on thunderstorms.
For example, Mason (1971, p. 514) states that, "In the majority
of storms there was also evidence of one or more lccalized re-
gions of positive charge in the base of the cloud, these Dbeing

usually associated with heavy rain."

Predictions of Chiu's Model of the Influence of the Ambient field

Let us now turn to the numerical experimeat recently per-
formed with Chiu's model to gauge the possible connection between
fair weather field changes and thunderstorm occurcrences. On in-
creasing the initial field at ground level from 100 vm~! to 170
vm~l, orville found the eventual maximum vertical field increased
rather modestly, from 9 x 103 vm~l to 2.2 x 10% vm~l. Thus a 70%
boost in the fair weather field led *to about a 140% increase in
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the final field. For both runs the electrificaticn growth lagged
the rainwater céntent field growth slightly (by 2-3 min.). This
is qualitatively reasonable, since the formation of precipitation
is requisite to induction charging. No changes were noted in the
cloud dynamics or precipitation efficiency. However, the latter
quantity would be affected mostly by electrostatic changes 1in the
collision and coalescence efficiences, and such possible changes
were not allowed for.

These results tend to support the 1idea that thunderstorm
occurrence should increase following ambient field enhancements.
That is, the bias toward increased cloud electrificaticon follow-
ing such enhancements mignt, for a given set 9of meteorological
conditions over a wide aresa, push enough additional clouds over
the threshold to thunderstorm status that the effact could be

seen rising above the usual meteorological noise.

In view of the sophistication of Chiu's cloud electrifica-
tion mcdel and its success 1in simulating many of the observed
features of the different states of evaluation of electrified
clouds, it seems our best theoretical tool at present for further
explorations of this problem, and of thunderstorm electrification
in general. It is hoped that further improvements in the model
will be forthcoming soon, such as the inclusion of the ice phase
and thermoelectric charging, electrostatic effects on collection
efficiencies, and stochastic aspects of particle charge and
giowth.

3, Some Possible Influences of Thunderstorms on Changes in the
VAI (Vorticity-Area-Index)

Statistical studies suggest that thunderstorm activity in-
creases following solar flares or solar magnetic sector boundary
crossings. Assuming these are real effects, they may provide a
physical basis for the observed statistical correlations between

b8
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flares or sector boundary crossings and subsequent changes in the
VAI.

Markson (1978) has described how the general circulation
might be influenced by changes in thunderstorm activity (see Fig.
6). According to this view, increased thunderstorm activity in
the tropics could release more latent heat and hence boost the
circulation of the equatorial Hadley cell. This intensified cir-
culation would eventually be communicated to the other Hadley
cells as well. Consequently, a greater low level convergjence in
the polar front region might occur, leading to incresased stormi-

ness (i.e., an increase in the VAI).

This suggested link between thunderstorms and changes in the
VAI seems physically plausible, but unfortunately its quantita-
tive feasibility appears quite difficult to assess. Two possible
difficulties with it are: 1) The .ime lag between increased
thunderstorms 1in the tropics and enhanced vorticity in the mid-
latitudes via the proposed mechanism may be too long to explain
responses in the VAI to solar disturbances. 2) The statistical
correlations of thunderstorms and the VAI to solar disturbances
are weak. Therefore, even if they are real it is not clear that
one such response in the tropics could survive m terological
noise over a significant fraction of the earth an _hen trigger

another weak response in the mid-latitudes.

A somewhat more localized version of a possible connection
between thunderstorms, the general circulation, and the VAI has
also beer suggested by Markson (1978) (see Fig. 6). In this
scheme the north-south temperature gradient across the polar
front is increased by virtue of thunderstorm-enhanced precipita-
tion Jjust south of the front. This would again lead to

mid-latitude vorticity intensificaticn.

This mechanism also seems plausible, but as before the tie-

in to the general circulation likely implies responses too slow
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and 1long-lastirg to be compatible with the statistical evidence
of possible correlations between solar variability and VAI

changes.

A more transient, synoptic scale connection between thunder-
storms and the VAI may come about because of the cold front wuich
accompanies a developing barocliric wave (see Fig. 7). If tne
thunderstorms which often accompany a cold front were intensified
by solar disturbances, any increase in precipitation efficiency
which might result thereby wculd lead to a direct and rapid in-
crease in the heat input to the system, and alsoc to a net in-
creased low level convergence. This would likely intensify the
baroclinic wave instability, leading to increased vorticity (the
degree of "waviness" of the 500-mb contours in Fig. 7 provides a
very direct qualitative measure of the magnitude of the VAI). On
the other hand, there is also the possiblity that the increased
release of latent heat might locally decrease the advection of
cold air below the 500-mb trough and slow the development of the
system. Hence this mechanism might also provide for temporary

decreases in the VAIL.
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Fig. 4: Enlarged portion of the electric records from
20 Aug., 1974. Some electric field changes
due to lightning flashes are labelled with
lower case letters. (Winn and Byerly, 1975)
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Fig. 5: Charge/size (Q/d) coi'.cidences measured in
penetration 1 on 15 Aug. 1977 (65 sec.). The
solid lines are theoretical maxima (Eq. 2)
operating in a breakdown field of 300 kVv/m.
(Gaskell et al 1978b)
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fig. €: Tongitudinal cross-section of
atmosphere illustrating how solar
modulation of cloud physical processes
might influence the general circulation.
(Markson, 1978)

Fig. 7: Schematic 500 mb contours (heavy lines),
1000 mb contours (thin lires), and
1006-500 mb thickness (dashed) for a
developing baroclinic wave.
{Holton, 1972)
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Report VIII
The Intlaence of Solar Variability on Terrestrial Weather and Climate

by

Allen S| Krieger
American Science and [ngineering, Inc.
Cambridge, Massachusetts
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1.0 INTRODUCTION AND OVERVIEW

Trow the time cf the discovery of the solar cycle (Schwabe, 1843),
nopular folk wisdom has held that variations in solar conditions

can influence the behavior of the earth's atmosphere. Scientific
efforts to investigate this problem have not been as fruitful as

one might wish. The reasons for this condition are the complex
nature of the phenomena in both the solar and terrestrial atmo-
spheres, the difficulty of statistically separating a solar "signal"
from the higher amplitude '"noise" of terrestrial atmospheric fluctu-
ations, and the unknown nature of the relevant coupling processes

between the two.

As a step in overcoming these difficulties, the Marshall Space
Flight Center sponsored a study of the mechanisms by which solar
variability might influence terrestrial weather and climate. This
report is one part of that studv. It i{s an examination of the
feasibility and relevance of various mechanisms by which variations
in solar outputs might be coupled through the heliosphere to ulti~

mately influence the lower atmosphere,

The sun generates a variety of outputs all of which influence the
earth in one form or another, Solar electrom' netic radiation may
be divided into the steady photospheric component and a (much less
energetic) component from higher layers of the solar atmosphere
which is demonstrably variable on time scales from seconds to
decades. The greater part of the photospheric radiation reaches
the surface of the earth and provides the power source for the
atmospheric heat engine. Even a small variation in this component
could cause major effects in the lower atmosphere. The electomag-
netic radiation from higher layers in the solar atmosphere is
primarily at shorter wavelengths. Very little of the total solar
luminocity is involved. These radiations are absorbed in the
upper layers of the terrestrial atmosphere. Any effect they might
have on the lower atmosphere would have to be mediated by coupling
processes involving the interaction of the various regions of the

earth's atmosphere,
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The sun is also the source of the magnetic field which perm<ates
the heliosphere. This magnetic field is not steady. As seen from
-he earth it varies periodically in direction and to a lesser ex-
tent in magnitude. The interplanetary magnetic field is also
subject to magnetohydrodynamic waves. All of these variations
have their direct or indirect origins at the sun. This variable
magnetic field impinges on the earth's magnetosphere. There it
gives rise to a variety of phenomena, e,g., geomagnetic effects,

particle precipitation, etc., which influence the ionization bal-

ance, chemical composition, and temperature of the upper atmospheric

regions of the earth., It is not obvious how variations in these
upper atmospheric parameters affect the properties of the lower

atmosphere.

In addition to electromagnetic radiation, the sun is a copious
emitter of particles. The sun continually emits streams of plasma,
called the solar wind. It is the solar wind which convects the
heliospheric magnetic field past the earth's magnetosphere. In-
termittently, solar events accelerate particles to higher energies
and these particles reach the earth's environs. In some cases,
these energetic solar particles enter the atmosphere producing
enhanced ionization at high lattitudes. On rare occasions, solar

accelerated energetic particles reach the surface of the earth.

The variable solar wind and interplanetary magnetic field also
modulate the flux of galactic cosmic rays reaching the earth.
These cosmic rays are a major source of ionization at certain
levels in the atmosphere. Their flux is lower during periods of
maximum solar activity and higher during periods of minimum solar
activity, There are also variations in galactic cosmic ray flux

associated with particular solar flare events.

Thus, one finds a large number of variable solar outputs which
could be responsible for variations in terrestrial weather and
climate if mechanisms coupling the upper and lower atmosphere
could be developed and one solar output, photospheric radiation,
which could directly effect the lower atmosphere if its flux were
sufficiently variable.
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These considerations would b= totally academic in the absence of
statistical evidence relating solar variability and terrestrial
weather and climate. A great many authors have investigated this
question. Unfortunately, much of this work has been marred by
various methodolugical problems, primarily statistical in nature
(see Pittock, 1978). Siscoe (1978), however, lists three phenomena
as possible examples of solar influence on terrestrial weather and

climate. These are, in order of decreasing time-scale:

1. The apparent correlation between terrestrial climate and the
general level of solar activity (e.g., Maunder minima, etc.)
(Eddy, 1977);

2. The reported relationship between the 22-year solar magnetic
cycle and the incidence of drcought in the western United
States (Mitchell et al,, 1979); and

3. The apparent signature of solar magnetic sector boundary
crossings in the atmospheric vorticity-area index (Wilcox
et al,, 1973),

Accordingly, it is appropriate to search for mechanisms which

could be responsible for these three phenomena.

Herman and Goldberg (1978) and Goldberg and Herman (1979) have
provided an extensive review of possible sun-weather links. In
general all of the processes they discuss can be classified into

three areas:

1. Possible variations in "ar luminosity of sufficient
magnitude to affect the .zrrestrial heat-balance;

2. Solar induced variations in the middle atmosphere (15 - 100 km)
which could modulate the reflection, transmission, amplifica-
tion, etc. of inputs and processes in the lower atmosphere;

and

3. Solar induced variations in the atmospheric electrical

circuit.
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Processes in the second and third categories would require an
elucidation of the mechanism by which a solar induced variation
in the upper or middle atmosphere could affect the lower atmo-

sphere. 1In general, these mechanisms were considered by the two

other teams involved in the MSFC study.

In the remainder of this report, we will be concerned with the
manner in which one could determine the solar output whose vari-
ation might be responsible for a particular terrestrial effect.
Section 2 is a considcration of the conclusions which can be drawn
from the time-scales of the three statistical phenomena which are
indicative of variable solar influence on the lower atmosphere.

Section 3 suggests possible observations that might help to eluci-

date the candidate processes.
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2.0 TIME SCALES

To a solar or heliospheric physicist the time scales involved in
various possible terrestrial atmospheric reponses to solar vari-
ability provide clues to the possible solar outputs which might
induce these responses. An atmospheric response at a particular
period is likely to be assoclated with some member of the class

of solar outputs that vary with that period. Unfortunately, the
statistical problems mentioned above prevent one from drawing firm
conclusions based on the absence of particular time scales. At
the current state of the art, this is as likely to indicate a
signal-to-noise problem as it is to indicate an absence of atmo-

spheric response at that time scale.

The shortest time scale for which a reasonable correlation between
solar variability and the terrestrial atmosphere can be considered
as demonstrated is that involved in the relationship between atmo-
spheric vorticity-area index (VAI) and the passage of solar sector
boundaries past the earth, The VAI is a measure of the area at
the 300 mb level of the earth's atmosphere at which the vorticity
exceeds a specified level, This is effectively a measure of the
intensity of low pressure troughs. Wilcox et al. (1973) showed
that if the VAI data were superposed using the date of sector
boundary passage as a time indicator, on the average, the VAI
started to decline one day before sector boundary passage, reached
a minimum about a day and a half thereafter, and then began to
rise again. The effect 18 only valid in the winter.

Interplanetary magnetic sector boundaries are the projections along
the Archimedean spiral of reversals in the polarity of the large
scale solar magnetic field (see, for example, Hundhausen, 1977).
Accordingly, one might conjecture that a terrestrial phenomenon
correlated with interplanetary sector boundary crossings would be
related to solar outpu*3 which vary in correspondence to the large
scale structure of the solar magnetic field. This is not much help.
Large scale solar magnetic structure is related to the global dis-
tribution of active regions (e.g., Levine, 1977). Accordingly,
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any solar output that varies with the distribution of active re-
gions, as do almost all of the temporally varying radiative outputs
and as does the frequency of solar flares, will have a frequency
component in its variation at a rate which is consistent with the
time scale of sector boundary crocsings iand more or less synchro-
nized to it. By the same token, the large scale solar magnetic
structure determines not only the positions of interplanetary
sector boundaries, but also the locations of coronal holes (e.g.,
Krieger, 1977) and, hence, the locations of high speed solar wind
streams (Krieger et al., 1973). Thus, one must add to the candi-
date mechanisms any which depend on the velocity of the solar wind
(or the convection of interplanetary magnetic field past the
magnetosphere) as well as those which depend on the variation in

solar radiative outputs.

Ccensideration of the terrcstrial atmosphere, however, allows the
elimination from consideration for the driver of VAI correlation
of any mechanism involving an atmospheric response too slow to
follow changes in solar outputs on a time scale of order one day.
For the same reason, one can probably eliminate variation in the
total solar luminosity as the driver of the VAI correlation. Re-
cent results from SMM (Hudson et al., 1981) indicate that the

total solar luminosity does vary with the area and darkness of
sunspots, but only by ~0.2%, significantly less than the percentage
which would be necessary to produce short term terrestrial effects.

To zeroeth order, the solar luminosity is reduced by

4 _ 4
Aspot o (Tphot Tspot ).

This would be hardly adequate to produce any short term terrestrial

effects.

The relationship betwecen periods of drought in the western United
States and the 22-year solar magnetic cycle is substantially more
suggestive. The intercsting point is that the period of this re-

lationship is twenty-two years rather than eleven years,
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The level of solar activity varies on a roughly eleven-year cycle.
The primary difference between succeeding eleven-year cycles is
the alternation in magnetic polarity of the preceding and following

' portions of active regions in the northern and southern solar

L 2

hemispheres and correspondingly the ultimate magnetic polarity of

. the solar poles in each succeeding eleven-year period. Accordingly,

\ . a complete solar magnetic cycle is twenty-two years in duration.
Any i-echarism relying on variations in solar radiative output,
vhether in the fora of spectral variations or in the form (f vari-
ations in total luminosity would be expected to show an eleven-year
periodicity rather than the observed twenty-two year period. While
it i3 certainly true that, over the last few solar cycles, odd-
numbered cycles have been more active than even ones, this effect
is small compared to the magnitude of the eleven-year variationm,
and it vanishes (along with the precision of the solar data) if
carried back fsr enough into the past. On the other hand, the
drought cycle seems to extend back for at least 300 years. Ac-
cordingly, the strength of this correlation euggests a relation-

ship to solar magnetism,

The effect might possibly be related to the alternation between
one eleven-year cycle and the next in the season of the year when
the (small) average angle of the interplanetary magnetic field
points in the southward direction, which leads to more efficient
transfer of energy from the heliosphere to the magnetosphere (e.g.,
Svaalgard, 1977). This could only be significant if there is a
meteorologically significant difference between the responses of
the northern and southern terrestrial hemispheres to that energy
transfer at a particular seasons. It is not at all obvious how
an effect such as this could lead to drought, but the 22-year
periodicity suggests a search for mechanisas related to phenomena
governed by the interaction of the geomagnetic and interplanetary

magnetic fields.

A clue to such a mechanism might be the fact that drought condi--
tions are associatad with alternating solar minima, rather than
solar maxima. Obviously, impulsive non-recurrent disturbances of
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cwiegcent heliospheric coniitions associated with solar activity
't more freguent at or near the solar activity maximum than they
' at solar minimum. Accordingly, a mechanism dependent upon

s1ight deviations in the average properties of the heliosphere is

more likely to make itself felt at solar minimum.

/iternatively, there is some cvidence that the drought periods
actually occur during the rising phase of the solar cycle (Olson,
1179). A mechanism prevalent during the rising phase of the solar
cvele might be related to the disturbance of average conditions

bv the increase in activity associated with the new solar cycle.
# nin, the twenty-two-year period implies that the effect would
l.. related to the relative direction of the interplanetary and

yeomagnetic ficlds,

e reported correlation between the long-term average level of
sonlar activity and the earth's climate raises the possibility of
5t 111 other mechanisms which might act on a longer time scale.

In particular mechanisms dependent upon changes in solar radiated

t lux become plausibie.

¥ddy (1977) has found cvidence to support the conclusion that the
solar cycle is substantially less regular both in amplitude and
duration than has commonly been supposed. In particular, there
have been periods in historic times when the manifestations of
solar activity have essentially disappeared. The most recent of
these was the so-called Maunder minimum when between apout 1645

and 1700 sunspot activity vanished and aurorae were less frequently

reported.

Fddy (1977) bhas reported carlier such periods by relying upon the
average lAC content of tree rings. Medium energy galactic cosmic
rays, which impinge on the upper atmosphere of the earth, produce
l':'C. some of which is eventually assimilated into plant matter.

The flux of cosmic rays is inversely correlated with solar activity
dering periods of normal solar cyclic behavior. In particular,

cosmic ray flux (and hence 14C production) rises when solar activ-

- ity is low and declines when solar activity is high. Accordingly,
i
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the 1I‘C abundance in the atmosphere (and in tree rings) should

be inversely correlated with the long-term average (over 20 years
or so) level of solar activity.

Eddy has found both periods when the average level of stmospheric
1"C was lower than it is today and periods when it was substan-
tially higher. He identifies the periods of low 1"C with high

solar activity and the periods of high 14C level with minima in
solar activity, The most recent period of high solar activity

gseems to have occurred in the thirteenth century.

Historically, it is well known that during the Maunder minimum

the climate in northern Europe was unusually cold. Moreover, Eddy
has correlated periods of advance and recession of northern
European alpine glaciers with solar activity as reflected in the
1l'C record, The glaciers advanced during periods of low solar
activity, such as the Maunder minimum or the earlier sixteenth
century Sporer minimum, and receded during periods of high solax
activity as in the thirteenth century.

Climatic changes in northern Europe do not necessarily imply world-
wide climate changes, nor do they imply, even if the changes were
worldwide, that they would all be in the same sense. The world-
wide average temperature might even increase while that 1i: northern
Europe was declining, The result of this uncertainty about condi-
tions in other terrestrial areas is an inability to distinguish

between possible explanatory mechanisms.

The simplest possible mechanism would be a decline in total solar
luminositv as the amplitude of the solar cycle declined. If this
vere the case, one would expect a decline in average temperature
worldwide. More complex mechanisms invoke changes in solar spec-
tral irradiance as a function of the activity level. These
mechanisms make different predictions about climatic changes in
other parts of the world that might be expected to accompany the
advance or decline of European alpine glaciers. For example,
equatorial temperatures would be anticipated to rise in some models
and to fall in others, Accordingly, determination of conditions
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at other terrestrial locations might be a good discriminant among

modeis attempting to explain Fddy's results.

At this point there is no generally accepted explanation for the
variations in the rate of solar activity reported by Eddy. Accor-
dingly, it is difficclt for solar physicists to predict how
potentially important solar outputs might vary under circumstances
of decreased or enhanced average solar activity. Naively, one
might assume that if there were no solar active regions (e.g., a
Maunder-like minimum), the flux of short wavelength chromospheric
and coronal radiation would dcecline to the level normally observed
at solar minimum, It is not at all obvious, however, that the de-
cline would not be greater (or less) than that in some wavelength
b~nds. Similarly, while modulation of the galactic cosmic ray flux
is assumed to decrcase under conditiorns of minimum activity and
increase under conditions of maximum activity, it 1is not at all
obvious how important heliospheric constituents like the solar
wind and the interplanctary magnetic field would behave, even
thouph cosmic ray modulation is functionally dependent on a com-
bination of these paramcters. A great deal of solar physics will
have to be done before the solar and heliospheric conditions
prevaleat during a period of solar activity unlike the present

could be predicte...
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3.0 RELEVANT SOLAR AND HELIOSPHERIC OBSERVATIONS

At the present time, our understanding of the mechanisms by which
solar variability influences terrestrial weather and climate is
8o rudimentary that almost any observation that increases our
understanding of the sun, the heliossphere, or the earth is rele-
vant to the problem. There are, however, areas of solar and
heliospheric physics which deserve emphazis because of the light
they might shed on the mechanisms coupling solar variability to

the earth's atmosphere.

The first area is that of solar variability and solar activity
itself. At this time, our understanding of the processes which
generate the solar magnetic field and which give rise to the solar
cycle are not adequate to allow us to understand phenomena like

the existence of Maunder winima or, conversely, periods cf higher
than normal activity. In nrder to improve our theories, we must
have a much better idea of the nature of the processes that gene-
rate solar magnetism., The principal observational task here is

to obtain more detailed measurements of the subsurface differential
rotation pattern via the relatively new study of solar - cillations.
The variation of solar surface differential rot:tion patterns with
lattitude and the possible existence of meridional circulation also
requires further observation. Hopefully, these observations would
lead to a better theory of solar magnetism which could lead to an
understanding of the circumstances associated with levels of solar

activity different from those of the present time.

We need a much clearer concept of the response of the solar lumi-
nosity to magnetic activity and to its absence, High precision
measurements of the solar constant .om space have just begun. As
yet no - rogram exists to obtain such data on s regular basis cali-
brated with sufficient przcision to permit observation of solar
cycle variations. This would be particularly important to solar
physics because we are still puzzled by some aspects of energy
transport through the convection zone. In the same context, it
would also be worthwhile tu attempt the observation of the solar
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diameter and figure with sufficient precision to observe variations

over the solar cycle.

The total solar luminosity is proportional to both the fourth power
of the solar surface temperature and to the area of the so'ar sur-
face. Thus a variation in solar luminosity might be detectable as
either a change in solar surface temperature or a change in radius.
Even in the absence of a variation in the total energy generated
by nuclear procrsses in the solar interior, a change in surface
temperature or surface figure could produce 4 temporary change in
solar luminosity. Such a variation in the temperature or area of
the photosphere might be a result of the same process that would
modify the rate of solar activity, e.g., a change in the rate of
convective energy transport. At this point, the mechanisms giving
rise to snlar activity are not well enough understood to make any

definite statement.

The quantitative response oi variable solar outputs to changes in
the behavior of the solar cycle is also problematic. Unfortunately,
our understanding of cosmic ray modulation is insufficient to allow
us to state whether a change in the average atmospheric 1l‘C level
reflects a change in average solar wind velocity, average inter-
planetary magnetic field strength, the variance of these quantit.es,
or even the spectrum of the variations in these quantities.
Similarly, while we are beginning to understand the variations over
the solar cycle of the properties of the solar chromosphere and
corona, we know that even at solar minimum, the characteristics

of these layers arc related to the characteristics of subsurface
solar velocity fields and the properties of the solar magnetic
field., Because we cannot, at this time, predict the properties ,
of those velocity fields or the configuration of the solar magnetic
field during a period of lesser or greater solai activity than those
we are accustomed to, we cannot really predict the level or spectrasl

distribution of variable solar radiations under such conditi 1s.

To achiave an understanding of the initial steps in coupling mech-
anisms which rely on changes in the flux of variable solar outputs

affecting the upper and middle atmosphere, we must therefore
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attack some of the key questions in solir and heliospheric physics,
the problems of the heatirg of tlie chromosphere and corons, the
acceleration of the solar wind, the modulation of galactic cosmic
rays, and the iateraction of the interplanetary medium with the

magnetosphere.

As an example of such meciianisms, consider the possible role of
atmospheric ozone as a coupling agent between solar variability
and the lower atmosphere. It has been suggested (see Hermai and
Goldberg, 1978) that variations in the ozone layer density could
modulate the amount of solar UV radiation reaching the lower
atrosphere. The resulting variation in heating would lead to
temperature changes and conseruent changes in atmospheric circu-
iation patterns, The concentration of ozone in the atmosphere is
determined by a complex chain of processes which are beyond the
scope of this -~.ticle. Ir general, though, ozon. is created by
solar ultraviolet rzdiation at wavelengtha less than about 2420 e
and destroyed by chemical reactions with oxides of nitrogen (Nox).
The ozone effectively absorbs solar radiation at wavelengths below
about 3000 K. The NOx i3 created primarily by cosmic ray inter-
actions in the atmosphere. Omne might postulate that during a
period of high solar activity the sun emits more short wavelength
radiatior, producing more ozone, and modulates cosmic r-vy- more
deeply, producing less uox. The ozone concentration should rise.
The opposite effect should occur c“uring periods of minimum solar
activity. The magnitude of theeec effc~ts (and secondary effects
vwhich could upset thz balance) depends on the relative importance
of the changes in source and sink terms which originate in very
different physical processes in the solar atmosphere, the helio-

sphere, and the magnetosphere.

In order to examine cuck a mechanism, one would have to understand
the processes governing stmospheric ozone creation, distribution,
and destruction, and the mechanisms coupling these to the lower
atucsphere, Ideally one would then have a model, into which one
could enter tit relevant fluxes of the solar variabie quantities.
The first 2t:ep, therefore, is the generction of the ncdel. The
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single most important ingredient in either a photochemical or
radiative-photochemical model would be full disk measurements of
solar ultraviolet flux at about 5 R resolution. At this time,
there still exist significant vncertainties as to the absolute
value and variability of the UV flux. The absolute value of the
solar flux in the 2000 R range is probably on the order of 25%.
This immediately sets a limit on our ability to perform accurate
photochemical calculations of stratospheric ozcae. Knowledge of
the variability of this flux over the soliar cycle is required if

we are to interpret variations in oz-ne quantity and distribution.

Of themselves, these measurements would mark a significant advance
for atmospheric physics, To relate these results to a model of
«limatic change in response to solar variability, we would need

tu know how the solar quantities would vary under conditions we
have not observed, This would require an understanding of chro-
mospheric and coronal heating which can only be obtained by an
intensive program of imaging and . nectroscopic observation of the

solar atmosphere at short wavelengths,

Similar chains of reasoning can be applied to other possible mech-
anisms relating solar variability and terrestrial climate, e.g.,
solar induced variations in atmospheric electrical conductivity
or solar induced variations in auroral precipitation. In every
case, one finds that the solar and heliospheric phenomena postu-
lated to be responsible for the modulation of terrestrial
conditions are not sufficiently predictable at our present state
of knowledge to allow a definitive statement. While this may
seen to be a very pessimistic conclusion, this author does not
view it so. Almost anything we learn about the mechanisms of
solar variability is vound to advance our understanding of solar-
terrestrial coupling mechanisms. Progress is certain to be at
least as rapid as that in solar anu heliospheric phvsics or
metooroiogy.  Because of scientific feedback processes, it will
probably be more rapid. Accordingly, the author is optimistic
that progress in understanding solar variability will lead to the

uliimate solution of the sun-weather-climate problem.
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