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. - FOREWORD

These proceedings contain the papers presented at the Twelfth
Annual Precise Time and Time Interval (PTTI) Applications and Planning
Meeting held December 2-4, 1980, at NASA Goddard Space Flight Center.
They also include the discussions following the presentations.

The purpose of the PTTI Applications and Planning Meeting, as
defined for 1980, was to give Managers, Systems Engineers, Program
Planners, and Industry:

t An opportunity to discuss current and future needs,
problems, and programs;

• An overview of state-of-the-art in PTTI applications;

• A review of significant accomplishments in applications;

t A view of important future trends;

• Future applications.

There were 220 registered attendees from government, private
industry, universities, and 19 registrants came from foreign countries.

This year, a special emphasis was placed upon the subject of
reliability, which has become critically important in the applications
of PTTI equipment. With this in mind, speakers were invited to describe
their experiences in achieving high levels of reliability in other
programs involving high technologies. In addition, the technical
program was organized in order to emphasize the importance of views of
industry, on one hand, and the views of government officials, on the
other hand, in the process of effective planning.

On behalf of the Executive Committee, I particularly want to
recognize the excellent efforts of the Session Chairmen and of the
Technical Program Committee under the leadership of Mr. C. A. Bartholomew.
As in the past, the quality of the technical program was excellent, and
the interest in PTTI continues at a high level. I also want to thank
the Session Chairmen for thei^efficient conduct of the Meeting. Finally,
it is a pleasure to recognize the contributions of S. Clark Wardrip and
the hospitality of NASA Goddard Space Flight Center.

c

L. L t
ARTHUR 0. McCOUBREY
General Chairman
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CALL TO SESSION

Dr. Arthur 0. McCoubrey
National Bureau of Standards

DR. MCCOUBREY: Good Morning. As your General Chairman, it is my plea-
sure to call to order this 12th Annual Precise Time and Time Interval
Applications meeting. I am very pleased to note that the interest in
this meeting remains high and that the attendance is already excellent.

Let me remind you of the purpose of the PTTI meeting. It is a meeting
to provide managers, system engineers, program directors, and industry
with an opportunity to discuss, for planning purposes, current and future
needs, problems and programs, tp_p_royide_for an overview of the state-_ofj^
the-art in PTTI applications, to review significant ac~complishments~irf
applications, and to review important future trends in applications. I
am pleased to say that we have an excellent technical program. The tech-
nical interest in this Precise Time and Time Interval Applications meet-
ing remains very high reflecting the rapid advances that continue to
emerge.

I want to thank the Technical Program Committee, ably headed by
Mr. Charles Bartholomew. They have selected 47 papers from those sub-
mitted. Forty-one of these papers will be included in the formal pro-
gram and a number of additional papers which cannot be included in the
formal presentations because of time limitations will be published in
the proceedings. Forty-one papers in the formal program exceeds the
number presented last year, and I am sure you will appreciate that we
have a crowded schedule.

The emphasis which we have selected today for the opening session of the
meeting places the subject of reliability up front. PTTI is a field in
which applications of very advanced technology are necessary and I am
sure you will agree that the questions of reliability is not only impor-
tant now, but as we apply this technology in more and more demanding
situations the importance continues to increase. Therefore, the first
session this morning brings a number of speakers from fields in which
reliability has been an essential objective for many years; we will have
the benefit of their important experience in advanced technology field
other than PTTI.

Later today, during this afternoon, the first part of Session II will
deal with the perceptions of Government planners; this part of the meet-
ing will be moderated by industry. Later in the afternoon, the second
part of the planning session takes up the industry views; this part will
be moderated by Government representatives.

*



Tomorrow we have a session on time transfer. We also have a session on
frequency standards and clocks. On Thursday a session on advanced tech-
nology is scheduled.

Let me remind you that, as usual, on Wednesday evening we have our in-
formal banquet. This year we are very privileged to have Professor
Joseph Webber as a speaker. Professor Webber divides his time between''
the University of California at Irvine and the University of Maryland
here in College Park. His subject tomorrow evening is Listening for
Extra Terrestial Intelligence. Professor Webber is a most interesting
speaker and we will have a very interesting evening. I urge you to
attend and, in this connection, I also urge you to make your plans early
and purchase your tickets.

Next then it is a pleasure for me to call upon officials of our spon-
soring agencies to open the meeting. First let me call upon a represena-
time of our host institution, NASA Goddard Space Flight Center. NASA
Goddard is also a sponsor of PTTI and it is a pleasure for me to intro-
duce Dr. John McElroy, Deputy Director of NASA Goddard Space Flight
Center.



WELCOME ADDRESS

Dr. McElroy
Deputy Director:

NASA-Goddard Space Flight Center

Good morning, ladies and gentlemen. I must say it is a very great pleasure
on my part to be able to welcome you to this 12th PTTI conference.

This is the sixth time Goddard has hosted the PTTI and we always welcome the
opportunity to do so. It is a personal pleasure because some years ago,
about 10 or 15 or so, I was in the organization which housed the hydrogen
maser program here at Goddard and I know the spirited discussions which came
out of the previous PTTl's and related meetings. Harry Peters and Vic Rein-
hart and many of the others used to come back from those meetings with many
interesting stories. And if this meeting is as spirited as some of those
that they told me about, then I am^ure _it will be a very successful meeting.

I recall the subject of wall effects on hydrogen masers being a popular one
for many years. I remember the vigorous arguments that went on as to
whether a hydrogen maser would ever be good for anything. But we seem to
have passed that stage these days.

There are a number of NASA papers that will be presented over the next three
days that will discuss much of what we do here at Goddard in the Precision
Frequency and Time fields, but I would like to mention just a couple of
those activities and highlight them because we are, indeed, quite proud of
them.

Our new hydrogen masers are now becoming available for direct support of the
study of crustal movements where accuracies of less than one .centimeter per
year are required over distances of hundreds to thousands of kilometers.
Over the next 4 years we expect to construct three to four of the NASA
research or NR masers per year. These added to our existing NASA prototype,
or NP masers, will give us about 15 hydrogen masers for support of various
NASA programs.

These new NR masers, which have frequency stabilities of a few parts in ten
to the fifteenth are under microprocessor control and will be monitored and
controlled from Goddard.

The experimental work is continuing in this area with the development of
variable volume masers, I am sure a subject which is of great interest to
many of you, and a new field operable maser design which should be reproduc-
ible at a much lower cost than present designs, and picking up on Dr.
McCoubrey's comments, hopefully with a lot higher reliability as well.

Our interferometry work continues with the use of the Mark III wide band,
very long baseline interferometry systems. These systems are currently
located at Westford, Massachusetts, Greenbank, West Virginia, Owens Valley,
California, Fort Davis, Texas, and Onsala, Sweden.



A portable system has already been out to Germany and to England and is now
presently at Goldstone, California.

The velocity measurement goals of the crustal dynamics project are accura-
cies of 4/10 of a centimeter per year for a 5-year measurement span and 7/10
of a centimeter per year for a 3-year measurement span.

To date we have been able to achieve an RMS value of three centimeters
between Haystack and Owens Valley, a distance of 4000 kilometers over a
4-year period.

During the 1980's we are going to replace most of our worldwide ground
tracking network with two large geostationary communication satellites, the
Tracking and Data Relay Satellite System.

The TDRSS, as it is called, will greatly increase spacecraft communications
capability, but will also be used to time synchronize the TDRSS ground ter-
minal at White Sands, New Mexico to terminals here at Goddard and, thus, to
the U.S. Naval Observatory to within some 100 nanoseconds.

In cooperation with the Naval Research Laboratory we are developing GPS tim-
ing receivers that will be used in our laser ranging network for sub-micro-
second timing in support of the crustal dynamics project.

All of these activities, I think, show that Goddard is, indeed, very in-
terested in the subject of this conference.

We have some very distinguished guests here today from other PTTI sponsoring
agencies. Among them we have Rear Admiral Eustace, who is Vice Commander of
the Naval Electronic Systems Command, Captain Vohden, who is the Superinten-
dent of the Naval Observatory, and Captain Henifin, Commanding Officer,
Naval Research Laboratory.

I would also like to welcome and acknowledge the attendance of our foreign
guests. Many of us in our own travels are hosted and treated extremely well
when we visit laboratories around the world and we are certainly delighted
to have the opportunity to reciprocate at least in a small fashion.

Of the 44 papers in the program, 10 are from authors from other countries.
Certainly your presence at this meeting makes for a much more meaningful
discussion and you are indeed welcome.

I thank you all for coming and for the opportunity to greet you this morning
and I sincerely hope that you have a very good 3 days.



OPENING COMMENTS

Rear Admiral R. J. Eustace
Vice Commander

Naval Electronic Systems Command

REAR ADMIRAL EUSTACE: Thank you, Dr. McCoubrey. Good Morning ladies
and gentlemen. I want to join in welcoming all of you here today and
particularly our foreign guests, as was noted.

It is a pleasure to be here as a representative of the Naval Electronic
Systems Command because we are one of the cosponsors of this 12th Annual
Precise Time and Time Interval Applications and Planning Meeting.

NAVELEX is the Navy's PTTI program manager. As such we are, of course,
a vitally interested member of this community. We understand the prob-
lems confronting you and by sharing our problems with you we hope to
achieve something from our collective efforts.

We at NAVELEX supply the Navy's fleet with electronic communications,
navigation, and command and control systems. These systems have very
demanding time and time interval requirements. The systems are con-
stantly being modernized and replaced with newer systems which have
even more strigent and demanding timing requirements.

It is only through your efforts to develop new, more accurate, refer-
ence standards and time dissemination and distribution systems and
techniques that we in NAVELEX are able to support the demands of our
fleet.

In scanning your agenda I noted that reliability is the subject of the
first session. This is putting first things first. We, in the Navy,
are concerned with systems that work; we have too many that don't. We
need reliable support systems, including PTTI reference standards and
distribution systems.

Like you, I will be interested in hearing what Mr. Willoughby and the
other speakers have to say concerning the reliability requirements and
capabilities.

I also note that Government PTTI planning and industry's response to
that-planning is high on the agenda. Again, I concur, that is the kind
of dialogue which is extremely important if we in the Navy are to ful-
fill our increasingly demanding mission.

I encourage each of you to take full advantage of the opportunities
you will have during the next three days to keep abreast of the rapidly
advancing technology.



Before finishing, I would like to make two announcements which I think
you will find of interest. First, in response to NAVELEX's recommen-
dation, the Chief of Naval Operations has validated the Navy's require-
ment to maintain time on the Global Positioning System satellites to
within 100 nanoseconds relative to Coordinated Universal Time. That
requirement has been forwarded to the GPS Program Office.

Also, just last month, the Chief of Naval Operations approved the con-
tinued maintenance of time on the current TRANSIT satellites to 20
microseconds at a one Sigma relative to UTC.

It is our belief that the maintenance of time in these satellites to
within these tolerances will provide the Navy, the other services, and
the civilian community with an essential, valuable reference source.

I am certain you will find this planning meeting to be mutually profit-
able and productive. I am equally certain that the NASA people will
again prove to be commendable hosts. It has been my pleasure to welcome
you and to thank you for participating.

j



OPENING COMMENTS

Captain Raymond A. Vohden

Superintendent, U. S. Naval Observatory

CAPT VOHDEN: Mr. Chairman, Ladies and Gentlemen: This morning I have
the pleasure of speaking for Admiral Williams who, regrettably, had a
previous commitment as the guest speaker for the Annual Meeting of the
American Institute of Aeronautics and Astronautics. Admiral Williams
wears two hats, he is the Director, Naval Oceanography Division
(OP-952) and the Oceanographer of the Navy, both in the Office of the
Chief of Naval Operations. He is responsible for people and money
resources for the Naval Observatory and he is my boss. As OP-952, he
has the task of coordinating the entire Navy PTTI effort. In this
capacity, he monitors precise time and time interval functions per-
taining to- Verdin, Communications,,JNavigatipn_andthe Master Clock
Upgrade.

We atf^the Observatory are optimistic about the future of PTTI in the
Navy in that Admiral Williams brings to his position a unique exper-
tise and enthusiasm. At 12 years of age, Admiral Williams was already
an accomplished navigator. A graduate from the Naval Academy in 1951,
he has served as a navigator on a destroyer; he had three tours on
ballistic missile submarines, once as the executive officer and twice
as commanding officer. More recently, he served in the Office of the
Secretary of Defense as Military Assistant to the Deputy Director,
Strategic and\ Space Systems. At the Observatory we are convinced that,
under his leadership, PTTI is on the ascendancy.

Although I have learned a great deal about "time" in the last year as
the Superintendent of the Naval Observatory, I find that the more I
know the more there is to learn.

The requirements for precise time continue to be more demanding, con-
sequently the Naval Observatory continues to look for means to improve
time transfers and to make the U. S. Master Clock more precise and
more accessible. The upgrading of the Master Clock continues and we
hope to guarantee one (1) nanosecond real-time precision. A prototype
Global Positioning System (GPS) receiver has been checked out by the
Naval Observatory and time transfers of 30 nanoseconds anywhere in the
world are now possible. The monitor results are available on the
Naval Observatory's digital information service within less than 24
hours. Of almost equal importance is the speed with which the time
service information can reach the user. This year we inaugurated a
new digital information service with direct access to parts of our
data base and with real-time measurement capability.



While preparing my welcoming remarks, I thought it might be useful to
review the proceedings from the past 11 meetings. It was interesting
to discover that the original purpose of the first conference was not
to duplicate the typical engineering meeting where ,the emphasis is on
papers about new work and accomplishments but, rather, its purpose was
to be a planning meeting to reveal if we were meeting all of the PTTI
requirements and to determine what could be done better, the emphasis
was on capabilities and user needs. Questions and discussions were
indispensable to the success of those meetings. Therefore, again, I
suggest to ,you the importance of questions and discussions as the best
means to assure the optimum amount of communication among all partici-
pants. This should also lead to suggestions to PTTI users for new
applications, procedures and techniques and will allow the PTTI re-
searchers to assess fruitful directions for future research efforts.

The Naval Observatory, located on Massachusetts Avenue in Northwest
Washington, is well worth a visit for those of you who may not have
been there already. Besides being a place of considerable scientific
interest, it is a rather pleasant place to visit. In its present loca-
tion, the Observatory dates back to 1893. It was originally known as
the Depot for Charts and Instruments and was founded on December 6,
1830. And for this reason, we will have the opportunity to celebrate
our 150th Anniversary on December 6 of this year. A tour of the Naval
Observatory is scheduled for the evening of December 2. I'm sure you
will find the tour a very interesting and worthwhile experience.

You appear to have a very impressive program outlined for the next two
days. I'm sure you are going to have a very productive meeting.
Thank you.



OPENING COMMENTS

Captain E. E. Henifin
Commanding Officer

Naval Research Laboratory

CAPTAIN HENIFIN: Good Morning ladies and gentlemen. It is a distinct
pleasure for me, on behalf of the Naval Research Laboratory, to make
some brief comments at the 12th Annual Precise Time and Time Interval
Applications and Planning meeting.

First a sincere thank you to Tom Young and NASA Goddard for providing
the fine facilities of the Goddard Space Flight Center for the meeting.
Many of you may have been expecting the meeting to be at NRL this year
and I apologize if you are disappointed. However, a spurious pulse in
the alternating-GSFC/NRL hosting-circuit-has caused a-phase shift.

Secondly, I would like to extend to Captain Vohden, Dr. Westerhout, and
to all of the employees, past and present of the Naval Observatory, a
heartly happy 150th birthday and may the present lead to a bright, pros-
perous and timely future.

Thirdly, I would like to offer a welcome to the office of the CNO and to
the National Bureau of Standards, the sixth and seventh sponsors of this
meeting joing with USNO, NASA/GSFC, NAVELEX, DCA and NRL in insuring
PTTI continuance.

Back in April 1969 when USNO alone sponsored the first PTTI, it's
purpose was to provide a forum for discussion and coordination among
Government planners. It was soon expanded to take advantage of valuable
inputs from industry and foreign participants.

That original purpose remains today and it may not be the formal ses-
sions that are of underlying importance rather it may be the informal
face to face, eyeball to eyeball discussions between sessions, at cof-
fee breaks, and at the social functions that pay the real dividends.
And when the meeting is over no one will really know the value of this
meeting. But exchange of ideas between planners, users, and doers is
priceless. We at NRL are firm believers that meetings, small or large,
are a necessity for the exchange of IDEAS.

The formal sessions and papers are the means to facilitate thinking, to
generate questions, to formulate new ideas. Hence the attendees, you
in the audience, need to be listners, good listeners so that each of
you can put the speakers on the spot with the hard and difficult ques-
tions that may develop new ideas. I charge you not to be passive at-
tendees but to be active participants.



I believe the Program Commitee has put together an excellent series
of sessions, each with a superb group of papers and you should be on
with the program.

Thank you for coming and I hope you have a rewarding three days here
at Goddard.
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SESSION I

RELIABILITY

Dr. Gernot M.R. Winkler, Chairman
Naval Observatory



MANAGEMENT OF RELIABILITY AND MAINTAINABILITY;
A DISCIPLINED APPROACH TO FLEET READINESS

Willis J. Willoughby, Jr.
Deputy, Chief of Navy Material for
Reliability and Maintainability

And Quality Assurance, Navy Material Command
Washington, D.C.

It certainly is my pleasure to be here at Goddard again. It has
been a number of years since I have been here. I was at NASA for a
number of years in the past, but I recall a remark of my very own that
came to me as I was listening to the introduction.

W_h_en_Appllo_was__pver_,_ I saidjtojthe Administrator of NASA that I
want $10 and a new suit. I don't know whether~youunders~tancl~that ~ex-
pression or not, but when you get out of jail the first thing they give
you is $10 and a new suit.

Apollo was over. I said, I am through with reliability, we have
done a job, I don't want anything more to do with it. I came from a
systems engineering group and I said, I want to get back into that
business and get out of this game called reliability.

Well, the $10 and a new suit didn't last long because I was thrown
into the Navy to see if we could manage to turn around a trend in the
Navy which was very detrimental; the lack of operating life in Naval
equipment.

Now, I use the term operating life. That is what I grew up with
and the Navy calls it reliability. Whatever you want to call it, it is
all the same thing.

Today you are here to learn, listen and talk a lot on the subject
of precision time. I think also you should put the word precision in
your mind very carefully because that is really what reliability and
what the quality assurance world is all about. It is really the preci-
sion of how you do something.

What we learned in Apollo was that nothing in the terms of operating
life happens by accident and that you can have reliable systems without
redundancy. As a matter of fact we had many systems that were very
important and that were not redundant, although we did have quite a bit
of redundancy.
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When you don't have redundancy, such as the military has a great
lack of, then you must depend 'On how you design your systems and you
must depend on how you manufacture your systems. So today what I would
like to hold in front of you is the term "precision," because that is
what it is all about. We are going to talk a little bit about the ex-
perience, what has happened in the Navy in the past years, where we
have been and where we think the program is really paying off.

I think there is quite a bit of excitement in terms of our own con-
tractors and ourselves as to what we see being introduced to the fleet,
which has a primary job to do.

If you notice, in the Figure 1 we didn't put in reliability and qua-
lity assurance and that is for a very good reason. For a number of years,
I think most people have become mesmerized with the word "reliability" and
"quality" and there is a little story about the runner who went out to see
how the war went and the runner came back and said, "the war doesn't go
too well, Emperor." And the Emperor says, "shoot the runner."

That is really what I found happening, when I came to the Navy. We
had reliability people standing up, answering questions that should have
been properly addressed to the designer and we had people standing up in
quality assurance circles trying to answer questions which really belonged
to the manufacturing community. So we have decided to focus where it is
important and put our hands around the throat of the guy who is really
doing it to us; the designer and the manufacturer.

The reliability and quality organizations have a purpose and a point;
and we are not in any way circumventing their role, but what we are trying
to do is make sure that we focus on where the culprit is and that is the
designer and the manufacturer. You will see very little discussion about
reliability and quality itself, but you will see it more centered around
the design arena and around the manufacturing arena, which is where it all
takes place.

I think the thing that is important is the word "mandate", in
Figure 2. On Apollo we had a mandate and that was to land three men on
the moon and bring them back safely within the decade.

That mandate means a lot. The Navy decided back in the mid-'70's
that the fleet was not doing well and that parts and people were not the
answer to bad equipment. And they really put a mandate out and this is
how I got involved.

They said, we want to change the way the Navy operates in terms of
the equipment operating life and these are the three commands that are
involved: the Air Command, the El ex Command and the Sea Command.
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In Figure 3 is shown how the mandate carried itself out. On the
slide you can see the office I now hold (06). It is a responsible
role along with the logistics community and the acquisition community.
The three operations report directly to the Chief of Naval Material.
So that means we have recognized the mandate and the organizational
structure which is, of course, very important.

A little bit in terms of motivation. I saw Figure 4 in the Patent
Office on documents that I was reading not too long ago. It is a plow
in combination with a gun. I am sure that the designer of this machine,
back in the time period when that plow was made, was doing it for pro-
tection, but I couldn't help but think what a great motivation that would
be if you were the mule who was pulling the plow.

Of course what—we want-to -ta-l-k-about_is the_managemen.t of_a_discj^
plined approach. The whole secret to this busines of precision is a
matter of discipline (see Figure 5), how you go about it and how your
understanding takes place during the course of that discipline.

Now normally speaking this is what you would find yourself dealing
with in terms of reliability and what I saw the Navy dealing with back
in the mid-170's is their version of reliability. It has been charted
for simple understanding, but it is what I refer to as the game of random
nines.

Figure 6 is a chart that portrays how the acquisition cost (A)
increases as the reliability is increased. The support cost (S) de-
creases as the reliability is increased.

This chart was supposed to tell you that for some Delta increase in
reliability here, that there is a point on the acquisition cost curve
where it would be too expensive to continue to develop the equipment in
terms of placing it into a higher reliability category.

And, of course, this chart is absolutely true if you are intending
to manage your reliability by a test program. If you are intending .to
test your reliability into your program then, of course, this is the kind
of a curve you would see in terms of the acquisition costs, because you
would be spending so much money for time, equipment, test chambers and it
would be very late in the program, it would be a very costly kind of an
operation.

And I have seen these type of curves run before on equipment and
they are referred to as cost drivers. And in any program where you run
into reliability as a cost driver, what you will find most times is that
you are dealing with a program where the test philosophy is reigning
supreme, rather than the design philosophy.
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So this is the game that I got involved with when I first came to
NASA back in the mid-'60's. And there was a group called PSAC that was
looking over Apollo and they wanted us to do a predictive kind of anal-
ysis and to do a reliability program in what I call the game of random
nines. In other words, they were trying to get us involved in the mathe-
matical aspects of reliability rather than design and manufacturing.

Very fortunately for NASA they didn't listen to PSAC and went on and
did what was right.

In Figure 7 is shown what we replaced the game of random nines with.
There is nothing that we can't do in terms of acquisition fundamentals
that defines the program reliability that aren't under these categories.

Actually when we were with the Apollo program there were quite a
few more analytical activities than this that we could perform in order
to understand reliability of our equipment while it was in the design
process. But for the military application we picked these categories and
said they are the ones we want to use, they are the ones that we are
going to focus on and if we understand these, we are sure that we can
design and build reliable devices.

There is one secret to reliability that you have to understand and
it comes out very clearly in this chart and that is, reliability is a
function of stress. If you understand the stress on your hardware, you
understand its reliability. If you are overstressed, you are not very
reliable. If your equipment is overstressed it is not reliable. These
are simple analytical tools, but very powerful analytical tools that if
used properly can give you as much confidence as a very complex test
program.

They have the advantage of being done up front while the design is
still on the paper, they have the advantage of not using a lot of capital
resource and inventory and yet giving you the confidence that you need
to understand whether your equipment is going to hack it or not in terms
of the stress that is being put on it.

t

For instance, the mission profile definition is very important. You
have to understand where it is going to be used, how it is going to be
used and what environment it is going to be used in. Of course, that is
one where we have fallen down on our swords many times because we have
just inadequately defined the environment, sometimes out of ignorance and
sometimes because we were just careless.

If-it is something we don't know and it is perfectly understandable,
we will learn what the mission really turns out. to be later.
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But all of these tools are designed to produce analysis and in the
Navy most of our contractors have generated the necessary algorithms in
the Cad and Cam work in terms of getting the analysis into the automation
system such that the engineer doesn't have to do it in the long, time-
consuming way.

This is a very important analysis that Apollo spent a lot of time
on and as far as an analysis goes in terms of understanding stress, that
is probably the most important one; the most powerful one there is, up
and down the board.

The only problem was that it wasn't known outside of Apollo circles.
Today it is getting the emphasis I think that it needs in industry. I
think the jury is still out though as to how important it is to military
systems that have not a high reliability requirement. It may come as a
shock to you but in most cases military equipment doesn't demand high
_re.l_iabll_i_ty_—It-demand s_what_we_calJl_a_.medlan_kind_of_a_reljjabllj_ty
somewhere in the 80 to 90 percent category, not like the Apollo reli-
ability where failures were just ordained not to be, which demanded
very precise design and very precise understanding of the design.

/

The question of sneak circuit analysis came in as whether or not it
would be a type of analysis that would be valuable to the military. It
turns out that it is, I think, but the jury is still out voting and the
jury is really the industry. As they use it, become more familiar with
it, we are finding out how cost effective it is and,whether or not it
is really paying its own way in terms of an analysis activity.

Next I am going to talk about design experience.

What we have here is a series of figures that show you some of the
involvement of the design and what it really means in the early stages.

When I first came to the Navy we asked some very simple questions
about what was the policy of say junction temperatures in the design of
electronic equipment. We couldn't find any policy written.

We also went out in the fleet and did some measurements to see what
typical junction temperature were in equipment and we found they were
operating somewhere in the 150 to 140 degree C category.

We also know from our experience with Bell Labs that this is the
temperature that they like to design in for the majority of their equip-
ment and they have had a lot of experience with those kind of tempera-
tures and we know what reliability we can get out of them.

If you put those numbers together what you see in Figure 8 is a '
difference of 900 times the reliability of the equipment depending on
just simply what junction temperature you pick. We, in the Navy picked
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the 100 degree standard because we couldn't afford the luxury of the
weight, the extra copper that goes into designs of these very cool sys-
tems at the bottom of the chart, but we also couldn't afford the failures
that we were seeing at these high temperatures. As a matter of fact,
we set 100 degrees as a standard and it has turned out now that we are
probably designing more in the 100 to 90 degree C region.

Our contractor has come back and told us that they really think they
can probably design fairly comfortably at 110 to 120 . But we set the
110 C standard back in 1975 and we are probably going to move it very
shortly into a lower temperature category since we seem to do it with a
relative amount of ease.

But as you can see, even within the bandwidth of 120 to 110, we are
still talking 12 times the reliability. So you can see the sensitivity
of the precision of reliability requirements to just one little element,
which is called junction temperature.

Also embodied in another chart, which I didn't bring today, is the
electronic stress on the devices. You. have two kinds of things you
should look at in semi-conductors which are very important, one is junc-
tion temperature and the other is electronic stresses. I have just
highlighted this one because it is very significant and easy to see.

Figure 9 is a chart that I think really portrays for people who have
difficulty understanding what the relationship is between dollars, tem-
perature and MTBF. We have collected this on a fleet of aircraft, 200 to
'be exact, and what we are looking at was the impact of operating temper-
ature on MTBF and on the operating cost of the airplane. I think this is
a very, very, important chart, at least it is for the Navy because it is
the first time we have been able to quantify MTBF with temperature and
with the dollars.

And what the chart portrays is what we did. We took a 200 fleet of
airplanes and we lowered the cabinet temperatures from 110 down to 90,
which is a 20 degree drop in the cabinet temperature.

And when we did that we almost doubled the MTBF. It went from about
2.7 to 4, but we found also that when we did this 20 degree drop in temper-
ature of the box, we found that the annual operating costs decreased $42
million for every year for those 200 airplanes. And now we find that if
we can drop it another five degrees in those cabinets, we can have an
annual savings of $8.5 million a year on those 200 airplanes.

So you see, reliability has a very direct connection with the economy
of how we operate, how we bill, how we buy. And in this day of inflated
dollars, where we are buying less and less with the same amount of money,
we have to understand more and more of these relationships and we have
several other families of charts that show the economic impact of just a
few degrees of temperature on the subtlety of reliability.
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We have always know these numbers, like you could lower the tempera-
ture and the MTBF's would change by these amounts. Those are relatively
known factors, but what we had not known is the impact of operating costs
on airplanes when we just lowered it those 20 degrees.

So it shows you that for every degree you lower the temperature, you
are not only dealing with MTBF, but you are dealing with operating costs.

Figure 10 is a very significant chart in terms of just the design
and understanding of temperature and the design of a piece of eqipment.
This is a signal processor. We call it an ASP and the interesting thing
about this chart is when we first looked at this program a number of
years ago, the reliability it was achieving, was right around the 200
hour level, against a specified level of somewhere between 500 and 700
hours. We did a design analysis of that particular piece of equipment
and we found most of the devices were running* too hot. We didn't have

ji whql_e_lqt of money on this pj^ogram, so what we told the designer of
this equipment, "which was IBM, that what we wanted them to do was to
relocate the components on the boards and not do any new design. So
essentially we went in and changed the printed circuit board only. All
of the components went back on that were on there before. The electrical
circuits were exactly the same. Only this time we did a sort of a re-
gression analysis, thermal regression analysis, we put the components
where they would best receive their cooling. In other words, the very
hot ones were near the edge of the boards and those who needed less
cooling progressively went towards the center of the boards.

We made a thermal adjustment of the parts on the board. When we put
it back into service, 750 hours. MTBF is the equipment reliability that
we got. Now you see, to me that is very powerful. This is very in-
spiring for a designer to understand that the only difference between
the old failure rate and the new was the fact that he relocated com-
ponents.

We didn't change the design. We didn't do anything except just re-
locate the components on the board. Then what we noticed, when we got it
out in the field was that we were still not achieving the reliability that
I thought we ought to be achieving. So we took some more looks at that
piece of equipment and we found that the field failures were about 50-50
parts and workmanship. In other words, the design stresses were within
the limits that we wanted to be in, but parts and workmanship were a prob-
lem.

So in the next version, the initial production, we pulled that design
back into the factory and changed the manufacturing process. When we
fielded this piece of equipment, Figure 10 shows that the reliability
went up to 1000 hours MTBF.
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We looked in the field and saw that we were seeing some kind of cate-
gories that were lower than these numbers, but still a problem in the area
of workmanship. We have instituted a screening program which improved the
reliability prediction. We haven't fielded these units yet.

We are now putting our equipment through a vibration thermal cycle be-
fore we put it into the field and when that is completed we expect to see
the reliability go up again.

I think the message of this chart is that this is a manageable
process. There is nothing mystical about reliability. It has nothing
to do with mathematics. I hate to tell you that, but E to the minus,
Lambda to the t is a dead duck in the Navy.

Figure 11 is a "show and tell" about where all of this leads if you
you properly follow it.

When we were getting ready to put an INS, Inertial Naviagation Sys-
tem, into the F-18 program we found we needed five to nine times the
reliability of any current system in order for the airplane to meet its
design requirements.

At that time when we went into the design phase of the F-18 INS
system, Litton was the primary builder of these systems and everyone of
these, with the exception of the A-7 had been built by the Litton Com-
pany and, as you can notice, the best that they had in terms of MTBF on
any INS they had ever built from the 1960's through the 1974 time frame,
was somewhere around 90 hours MTBF. And, yet, we had to have somewhere
around 500 to 700 hours MTBF on an INS system if our F-18 was going to
fly the way we wanted it to fly.

So we initiated those design parameters that we talked about earlier,
what we call design fundamentals, and put in the manufacturing disciplines
that we wanted on the program and today that program is flying in 22 test
airplanes and is demonstrating somewhere between 500 and 700 hours MTBF.

The thing that is interesting about this chart is that the same manu-
facturer who from 1960 to the 1972 time frame couldn't make an INS system
with any more than 90 hours MTBF in it for all of those airplanes. And
yet we changed the design standards, changed his manufacturing standards
and today we regularly get this kind of thing out of that manufacturing
operation.

So once again, I am trying to show you that it is a discpline process,
it has design capability in it, it doesn't have to be mathematically driven.
We simply look at our design, understand the stresses and see to it that it
is built to print, which of course is a big problem.
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If you look at our general industry's response to all of the initia-
tives that I have just talked about, in Figure 12 is shown the top 10
people who spend most of the Navy's money in terms of delivering systems
to the Navy. And these are the kinds of evaluations that we have put on
the industry.

As you can see, there is still some red (R) with some companies as
they gradually understand the transition design and the biggest one, of
course, is motivation which we are working on this year, which I think
is very important.

You know, Patton once said years ago, "You can't push a wet noodle."
And that is a very true statement. So what we have done is gone to the
corporate people and said, we are now demanding that you ask that your
equipment be reliable, that you make that first in your company.

The're is no point in"buiJlding~equipment7~no-matter-how-weMT~no
matter how precisioned, such as your time equipment. You know, if you
build very precisioned time equipment, but it doesn't dp the job, it
quit on you when you want it the most, then there is really not much
point in having that design. You know, let's not be infatuated with
just the performance aspects of equipment.

The Japanese have shown us what happens when you become infaturated
with a total equation, not only the design of the equipment, but the
manufacturing and the understanding of the stress of the equipment. You
know, the Japanese are just about to put us out of business electronically
and that is because they have understood the equation. I think it is high
time we, as Americans, understand what that equation looks like also.

So we have been working diligently in that area and it won't be long
before I think that the chart is going from all red in 1975 to have it all
green (G) in 1985. And I think with our top 10 contractors we will have
that happen.

As I said earlier, understanding design stress is really the main
part of the equation for the design aspect. But now you still have to
build it to print. No matter how well the design has been carried out,
no matter how well you understood the stress on the equipment and no
matter how well you did your design, if the guy out there on the floor
doesn't put it together the way the design is supposed to go together,
then you have shot it all.

So what we are involved in Figure 13 is a heavy emphasis on the
manufacturing of equipment, or what we like to refer to as build to
print.

We are going to talk about today in two areas: parts and workman-
ship (see Figure 14). The only parts that I am going to bring up with
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you today, which are occupying probably 90 percent of our problem areas,
is semi-conductors. And the other thing we will talk about is workman-
ship. But I will first talk about the parts problem, what we see in the
parts area and what I think you should be very attentive to in your
precision time work in terms of semi-conductors.

Back in the late '70's we did a study, shown in Figure 15, which
became very significant to us. I became aware that parts and semi-
conductors were giving us an unusual amount of trouble in the fleet and
we were buying mil-standard parts, high reliability parts, JANTX and
JANTX-B parts, which are supposed to be the top of the line, the cream
of the crop.

But we began to see equipment with these mil-standard parts in them
that weren't performing the way that we thought they should. So we went
out and bought a dozen part types in quantities of about 100 or 1000,
I have forgotten how many were in these lots now, but we bought 12 dif-
ferent types of semi-conductor devices with what was referred to as a
statistical quantity and then we put them in tests at one of our labs.
And what you are seeing here is the summary of one part type of which
the other eleven looked exactly alike.

But what I want to go into is to show you what really happens in
this world that began to open our eyes.

If you go to Radio Shack to buy a given part it will cost you 59<t
for that part. If you buy the same part commercial screened, such as
the FAA, or other people buy, that same part will cost you $1.99. If
you buy the part with high-rel standards, such as NASA buys, that will
cost you $3.10. If you buy the same part under what is referred to as
a mil-spec the part will cost you $12.50.

Now what we found out in this study, if you notice there is only
one thing changing in this chart that you can see and that is the amount
of paper you buy.

If you buy your part at Radio Shack there is no more than your
receipt. You get a little more data at each higher priced part and
when you get the mil-spec part you have bought a trainload full of
information and it is supposed to guarantee you that you have now bought
the part quality that you want.

Well, what we found in this, study is that that wasn't^true! What we
really saw is that there was quite a difference in terms of the reliabil-
ity between the first two categories. And we saw there was a lot of
difference in the quality between the next two. But the significant
part that came out in all 12 part types was that we could see no dis-
cernable difference between the mil-spec and commercial screened parts.
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Now, why is that? We began to study it and we thought.we knew the
answer, and since Fairchild has blown the lid off everything we now know
the answer. But at that time we were speculating.

You see, commercial screened parts is where 99 percent of the parts
are sold commercially. We in government only buy three to four percent
of the industry's output and what is happening is, when they run short
of mil-spec parts they are just dipping in the box and getting us these
commercial screened, unburned-in parts. And that is the reason we could
not see the difference. They just look alike.

You know, we wrote a great mil-spec, but we just aren't able to
police it or enforce it.

So that began to open our eyes. I got a couple more pieces of data
-here-that—I—am-going-to-show—you. Here-are-S-ix-of_the_lead-ing_sem-i^_
conductor manufacturers in Figure 16; we took their names off to protect
the guilty, but I never have quite figured out why I wanted to protect
them, but nevertheless every name that you know is on this list.

In one major program it became a real eye opener for us, it was a
mining program where we were having trouble with some of the semi-
conductor devices.

We decided that we would go in and do our own pre-cap visual. The
manufacturer had been doing it for us now for three years and we were
having trouble with this particular device. So we said, we are going to
see if anything is different. We are going to send our own people into
the factory and we are going to sit down with the guy who does the pre-
cap visual and we are going to do it right along with him.

When our man arrived at each one of these six plants the reject
rate that showed up is shown in Figure 16. Now mind you, they had been
delivering them to us all along. And, as a matter of fact, these two
fellows, number three and four, came to the Navy and said that they had a
72 percent rejection when we were sitting there with them and that they
previously had only a 6 to 5 percent rejection.

Those two fellows said to us, if you really want a mil-spec part
we can't supply it to you and they disqualified themselves and they had
been sending therrrto us for three years.

Now these other fellows who had still unusually high numbers, at
least agreed to clean up their lines, and they began to deliver us
quality semi-conductor devices.

Well what we found out is there is gross cheating going on in the
semi-conductor world; gross cheating.
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A typical example is shown in Figure 17. We screened, we took a
family of them and you can see the number of parts. I won't go into it
here for time reasons. But when we did the exact same test, we took mil-
spec parts that had already been delivered to us and we put them through
the mil-spec test again. We just sent them to an independent tester, and
we said what we want you to do is submit these to a mil-spec standard
test requirement just as though you were the manufacturer and do exactly
the same thing he is supposed to do when he ships them to us. And that
is what the column represents in Figure 17.

And when that guy was finished with testing, I think it was 20,000
parts, we found 14 percent rejection of transistors, 14 percent rejection
of IC's and about 11 percent rejection of diodes.

What we are seeing consistently, in the Navy in the mil-standard
world of military parts, in the semi-conductor world, is somewhere be-
tween 10 and say 17 percent rejection of mil-standard parts. Now those
are parts that, you know, we are paying the $12.00 for. They are not
the Radio Shack part. They are the part that is supposed to be tested,
burned-in and are supposed to be high quality devices. That has changed
our whole way of doing business once we learned this.

Now here is an example of what happens. We call it the manufac-
turing burden.

Figure 18 is a chart I showed the industry just to show them how
stupid this whole thing really is. But here is a case where a guy deliv-
ered 425 pieces of which 243 were found bad. When they were taken apart,
they found they didn't even have the same die in them. Figure 18 is a
picture of two different dies in the devices. What had happened is; he
had just put the wrong dies into the devices. Now mind you, not only
does he have the wrong quality on the die, but he also has the wrong
die.in the semi-conductor. Now that doesn't bother me nearly as much as
the statement down on the bottom. An alert was put out, everybody was
told, the manufacturer, which is National Semi-Conductor, responded to
the alert in this way. And this is what was written on the alert; It
says: "This situation of mixed parts does not constitute a reliability
problem". It has got the wrong die in each one, but that is not a
reliability problem!! They say: "All of the incorrect devices would
have been detected at the users incoming, receiving testing board level
checkout". In other words, "Buyers beware."

You will find that somewhere along the line at your cost and at your
expense, but we don't consider that a problem. And that is the kind of
thing we are dealing with in semi-conductors.

Now, of course, there was one that has really hit the street lately.
I am not going to spend a lot of time on it, but as you know Schoenberg
took over Fairchild in a stock option bit and when Schoenberg came into
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that plant and began to do an audit of what they had bought, and my own
version of this is they get what they deserve because I don't like people
that do these stock option takeovers, but at any rate they now found out
that they have a disaster on their hands.

You know, Schoenberg came to the Navy and came to DESEE and says,
hey we don't quite understand what is happening in the Fairchild plant.
We put out approximately 2 million semi-conductor devices a day — on
the military line — and yet we don't find but 500 sockets in which
we can burn them in and we don't understand how they are doing that.

Of course everybody rushed into the plant to see what it was all
about and what you really found out is that they weren't burning in at
all.

For the last five years Fairchild has been shipping mil-standard,
_hlgh._relja.bi_l..i.ty_djByices. unburned-in_. And those are ijljall. J>jf Jfour__ _ _
ewuipment right now. You see, what I am saying to you is you are really"
-- "Buyer beware."

Now the Navy has established its own programs with screening. Most
all of our major vendors have bought what is referred to as "century
equipment". It is a temperature screening device that we rescreen all
semi-conductors. We just don't use any semi-conductor that isn't re-
screened. It is just a disaster. I am sure in your precision world
you should take very great note of this because I think it is very
important that you recognize that just because you bought a mil-spec
part doesn't mean you have got anything at all. You have got to
determine what you have got yourselves.

Shown in Figure 19 is a program for which we had specified an MTBF
allocation. I picked it because it was a fairly high number in terms
of Navy equipment and the thing that is interesting about thisx curve is
if you look at the JAN world, you see the mil-burned-in part is required,
the thing Fairchild didn't do for us and let me just stop right here a
minute.

If you think the scandal going on with Fairchild is only with
Fairchild, it is just because you haven't visited the other plants yet.
Don't you believe for a minute Fairchild is the only one delivering
unburned-in parts. You just have to understand how semi-conductors
are made, you have to understand what the volume is and having been
around these plants for awhile you have to understand the term called
"ship for revenue".

At the end of every month a payroll has to go out in a semi-conductor
plant. And when they get near the end of the month, if they haven't
sold enough devices to meet their payroll, anything that is on the
shelf gets sold. That is called "shipping for revenue" and that goes
on across the whole industry.
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Now what this chart shows you is that there really is a break point
at which the cost begins to go up, but the MTBF doesn't meet the same
cost rise. And really is there sufficient reason to use the mil-burned-
in part for military equipment, or should we really look at the 883
screen parts, which is where the cost cross over point is.

We are looking for cost effective reasons, does the JANTX part
really pay for itself, or should we buy a couple of levels down, do our
own screening and see if that isn't the most cost effective way to put
the semi-conductor into military equipment.

If you think the problem is bad, Figure 20 just says you haven't
seen anything yet. Because when you go to the outer circle, which is
the '80's, what you are going to find out is that in the past, the
outlook for the semi-conductor industry was market emphasis and then
sales were sort of the thing they were interested in but in the '80's
you are going to find that profitability is the only thing industrial
sources are interested in.

As foreign companies come in and take over the semi-conductor houses
(I will make you a prediction that within 10 years there will be no semi-
conductor house in the United States that isnM: owned by a foreign
interest) and buy up this industry what they are going to be interested
in is only word, "profitability." And you are going to have a devil of
a time knowing what you have got and believing what you got unless you
have some way of screening your own parts.

Figure 21 shows there is a lot going on in the semi-conductor world
that I think is good. What I have said is a bad picture, but actually
any place we have seen the Japanese take over the"7 semi-conductor industry
and work with the semi-conductor world, what we find immediately is the
part type quality goes up.

There are all kinds of laws saying don't buy overseas, don't buy
offshore, all of this kind of stuff, but it is primarily nonsense because
in actual fact the Japanase build a better device. And the reason they
do is because they spend more money in the design process.

You know, our manufacturers have known for years that the quality
of the device would go up if they just spend more money on the masking
process, just for example. They spend over twice the amount of money
we do for masking their devices and, of course, they get a better
device when they mask it.

So if you look into the process what you find is that the Japanese
are really moving and you can look at the curve and see that. The
reason is they have understood what it is that they are looking for that
makes real profitability; a dependable device.
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Figure 22 is a little parts story. The other part of it is work-
manship. We have recognized that workmanship also is a problem, loose
wires, improper manufacturing procedures, et cetera. So we instituted
about a year ago, a year time frame, we instituted this screening pro-
gram which is really just a matter of known literature that we put into
a document. We used it on the Apollo program. It has been used in space
programs and probably is nothing new to you all.

But the point is, we said, hey on all of our equipment from now on
we want to see random vibration, 66, no less than 10 minutes, no more
than maybe 20 minutes, but somewhere in that time frame. And we said we
also want to see thermal cycling and we want to see that thermal cycling
is a function of complexity and there is a family of curves in this book
that shows it. We have given this book to all of our industry and parti-
cularly the corporate people because what we want them to understand is
-that 1_i-t_d.ec.re.a.s.es._corp_orate_ costs. _

If you can understand what it is in your manufacturing cycle that
is giving you trouble, then you can correct it and you can build the
product better and better at a cheaper and cheaper cost.

So this document was sent out to the industry. It has very good
response. We are now thinking about turning this into a NAVMAT publi-
cation, or maybe even a mil-standard, or I don't know what to do with
it exactly. But at any rate, it has served its purpose in industry now.
It has called attention to the fact that if you really want to improve
your profitability of your company, as well as delivering more reliable
equipment, you must do some type of manufacturing screening and that is
the screen we picked that came mostly out of NASA literature and if you
have seen it I am sure you are familiar with it. That is working well
for us.

Between the emphasis on semi-conductors, rescreening, between doing
this kind of manufacturing screening, we are seeing equipments now go
out into the fleet that are sometimes two, three, and as much as five
times greater MTBF then we have ever seen before and this is because we
put the focus on design and manufacturing and I think that is the point
I really want to make with you.

Don't play mathematical games. Don't get involved with E to the
minus Lambda t. Those are interesting things and I am sure they have
some design predictive nature, but look at the part that is really-
important in this whole equation and that is understanding the stress
in your design and being able to build it to print.

If you can guarantee yourselves those two areas are under control,
you will be building precision time equipment that just will be very
dependable. And, after all, that is really what we are looking for is
dependable equipment.

27



Figure 23 just says we haven't made quite the progress with the
transition in manufacturing as we have with the transition in design,
but this is because we got on it a little bit later, we got on it in the
late '70 time frame recognizing these kinds of problems. There is still
very little green (G) on the chart and I guess the main message in that
building to print is very, very, difficult and we are working very hard
to get industry standards set such that we all can have a baseline for
manufacturing that we understand.

What we see is a great deal of volatility in the manufacturing pro-
cess. Some companies do it one way, some companies do it another way
and nobody really knows why they do it either way.

So what we are doing now is setting a family of standards for manu-
facturing that we are going to send out very shortly and we are going to
say, now this is what we expect you to do as a minimum; if you want to
do any more than that, fine. But we feel by doing that we can set a
baseline in this manufacturing where we come closer to building to print
within the economics of the design. So that is really what we are look-
ing towards.

Let me'just say to you in closing that, this has been a very fasci-
nating area for me in the military. Coming from the NASA Apollo program,
I really didn't think there was an achievement that I could make that
could really top putting men on the moon and bringing them home.

But having been with the Navy now a number of years and working in
transition with them to try to bring more reliable equipment into the
fleet, try to decrease the fleet burden in terms of OMN costs, what we
found is what I think is a very exciting program.

I think the Navy in the next few years will be routinely delivering
reliable equipment to their fleet. It will be equipment that just like
the INS system for the F-18, it will have five to nine times more reli-
ability in it then we have ever seen in the past and we will be doing it
for less dollars. That is very important. We will be doing it for less
dollars.

As the inflation goes up, we just have to do more and more with less
arid less dollars. And by resorting more and more to the analytical under-
standing of reliability, rather than to the testing understanding of re-
liability, we find the economics that we are really looking for in this
whole business.

I think the Navy is making great strides in this. As a matter of
fact, I think the Air Force is moving along with it. We have spent a
great deal of time with Al Slay on this matter and I think you are going
to see the FSC Command begin to be very much engaged in this business.
It is really quite exciting.

28



The thing that you will have to keep in mind is that it is very
fragile. Until we can get it down to where it has some solid base under
it, it is fragile. We have had programs that were doing well, we left
them alone for about a year, came back and they weren't doing too well.
We found that various disciplines had been dropped. The emphasis hadn't
been carried through. So what we found is that right now, at least, we
just can't drop any program. We have to keep them all under our visi-
bility in order to keep them moving because they are a little fragile.

But I think as time goes by we will see it harden more and more and
we will find less of this fragile business. So that is the main message
I have and thank you very much.
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QUESTIONS AND ANSWERS

DR. WINKLER:

Thank you very much for a most interesting and challenging presenta-
tion. Let me add to your quote of Patton. I don't think you can put
screws in the General ever.

And that is what it amounts to in some of these things. Well,
if gear is to be there, then of course it is up to us to insist on
quality.

There is one thing I wanted to ask you, however, and that is
your- comment about-militar-y-systems-rel-iability—in-general—is. not
required to be so very great.

I would suggest that there are cases such as for instance in
our case in precise timing in which we provide a commodity, pre-
cision timing, on which many operations depend. That in this case
I think you have to insist on much higher reliability. The reli-
abilities that we are talking about in timing equipment is on the
order of 20 to 50,000 hours MTBF. In this case we have an entirely
different proposition. It has become uneconomical, for instance,
to have maintenance people trained in some equipment because they
will never see equipment fail. Or if it fails you will never have
one experienced man around.

But it was certainly an extremely challenging and interesting
speech. I wish we could all read it after it has become available
in printed form, at least once a month on a Monday morning.

Do we have any questions?

DR. MCCOUBREY:

I wonder if values of parameters, such as junction temperature, are
included in procurement specifications now?

MR. WILLOUGHBY:
4

You mean in ours or in yours?

DR. MCCOUBREY:

In the Navy procurement.
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MR. WILLOUGHBY:

That list of what we call fundamentals up there goes into most of
the Navy procurements now and we set 110 degrees as the max temper-
ature that we will accept.

Now, I won't lie to you and say that we have accepted any tem-
peratures with more than 110. We do, on an engineering basis, make
some exceptions to that. But it is with judgement and consideration
that we allow that temperature to go more than 110 degrees, which is
the important point.

We know the risks we are taking and then we will let it go
higher. But we are finding that we have to make less and less of
those judgements.

Early in the program we had a lot of people asking for excep-
tions on the 110 degree. Now we find almost nobody asking for it.
As a matter of fact, as I said, we are running more like 90 to 100.

It has been put into standard specs, which I think is important.

MR. RUEGER, The Johns Hopkins University, Applied Physics Laboratory

I understand that when reliability gets to a high enough number
the Navy has a philosophy about not buying spare parts. Then when
a failure occurs there is a long recovery cycle to get the instru-
ment back in service.

MR. WILLOUGHBY:

Yes. You have hit on part of a problem. It has to do with mathe-
matics once again. The Navy, in terms of sparing its equipment,
uses algorithms as to certain numbers of times that the equipment
has to be worked on during a years time, or during six months time.
And there is a very flukey little algorithm that they use that does
quantify exactly what you said.

And as the MTBF goes up, what they will do, if you follow this
algorithm, you will find yourself with less and less spare parts.

o

See, what this has caused to happen, I will get into in just a
minute. But what this has caused to happen, we have doubled, tripled
and quadrupled the reliability of some equipments only to find that
it is the most unavailable in the fleet in terms of availability.

The reason is from the way the sparing system is put together.
We ran into an anomaly in the sparing system. That is what it
amounts to. It is a logistics world. But the logistics community
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is now re-looking the way they provision equipment because what
they were doing was shooting themselves in the head with this par-
ticular algorithm.

And it is just simply said, significance of failure has nothing
to do with it. It is only quantity. For instance, we had one piece
of equipment we tripled the reliability on and the availability of
the equipment went down to a mean time to repair of 13 months because
they didn't even order a spare transformer for it. They had to order
one at the first failure of a transformer and have it wound.

But that is a problem that is very unique to the military and
let's hope nobody else does dumb things like that.
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RELIABILITY ACHIEVEMENT IN HIGH TECHNOLOGY SPACE SYSTEMS

Dean L. Lindstrom, Hughes Aircraft Company, Space
and Communications Group, El Segundo, Calif.

ABSTRACT

Long Life space systems developed from the early
1960's to the present day have demonstrated the
achievement of long life and high reliability in
a high technology space environment. With elec-
tronic parts improvements, decreasing failure
rates are leading to greater emphasis on the
elimination of design errors. The achievement
of reliability is dependent on three primary
-factors:—technicaT-capabi-lity7-good-judgement-r~
and discipline.

INTRODUCTION

My discussion will center primarily on the achievement of reliability
on long life, high reliability spacecraft. These utilize a combina-
tion of proven technology and new technology. The lives of these
spacecraft, for the most part, have been longer than anticipated.
When we started the Intelsat IV program, for example, noone had any
experience to indicate that a battery would last for the seven years
required.

Several of these spacecraft have introduced new technology without
compromising life or reliability. One recent development is the
Compact Hydrogen Maser frequency standard for Navigational Satellites,
delivered this year to NRL. It is still not space proven, but
initial clock comparison data indicated performance unsurpassed v

for a device of its size.

DISCUSSION

Figure one (1) shows the Hughes family of satellites. This family
started with the launch of Syncom (lower right corner) in 1963.
This was the world's first synchronous communication satellite. It
operated successfully until operation finally was discontinued in
1969. The newest member of this family in the upper left hand corner
is the Leasat. This satellite, to be launched in the 1980s is our
first spacecraft design optimized for a shuttle launch. Some other
spacecraft are worthy of note. The ATS, launched in 1965 for Goddard
Space Flight Center, is still providing useful data. The TACSAT,
launched for the air force in 1969, was the first gyrostat or dual
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DISCUSSION - Continued

spin-stabilized spacecraft. On the left hand side in Intelsat IV,
which was the first large International Communication Satellite.
It is capable of handling 9,000 simultaneous two-way telephone
conversations. The OSO, orbiting solar observatory, with the design
life of 3 years, was turned off after 4 years of successful operation.

Two spacecraft shown in this figure are shown more closely in Figure
2. Pioneer Venus Orbiter and Multiprobe spacecraft represented some
very difficult technological challenges. 33 different scientific
instruments for.taking atmospheric measurements in Venus were
integrated into these two spacecraft. For the probes that went to
the surface of Venus, this meant withstanding the high temperature
and acid of the Venus atmosphere plus the extremely high pressure
encountered at the Venus surface.

The next two figures (Figures 3 and 4) show the operational per-
formance of this family of satellites. Together they have accumu-
lated over 200 spacecraft years of successful operation. More than
15 billion electronic parts hours have been accumulated with less
than 30 failures attributable to electronic parts. None of these
part failures has had a significant impact on spacecraft operation.

These spacecraft have demonstrated several significant things
relative to reliability. First, they have demonstrated that long
life in the vicinity of 7 to 10 years is achievable with complex
space systems. ATS has demonstrated that, under the right
conditions, a life of 15 years or more is possible. Second, they
have demonstrated that the reliability of electronic parts can be
extremely high and a negligible factor in overall system reliability.
They have demonstrated another fact that is not apparent from these
charts. When you take any element or item for granted, it will be
the element that comes up and bites you. The only significant
problems we have had on orbiting satellites is with travelling
wave tubes. Due to oversights in the modification of existing
designs, we had early life failures of travelling wave tubes on
several spacecraft. Because of redundancy within the satellites,
the effect of the shorter tube life was minimized. The problems
have been corrected and we expect to get longer life on our tubes
in the future. The second illustration is a non Hughes satellite,
but it was one that caused a major investigation. The SEASAT had
an early failure of slip ring power transfer assembly. In this
case an existing proven design was used for a different application.
The difference in the application was not recognized initially and
eventually led to the failure of the satellite.
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DISCUSSION - Continued

What are the keys to achieving high reliability in a high technology
environment?

• Understand the Design
•. Design with conservatism
t Control Parts, Materials and Processes
t Test and Analyze

Understand the Design

Generally, there is a hesitancy on the part of the design engineer to
document Jits design,and dpcument__what_he understands about the design.
I have two concerns about this. One is, since the full understanding
of the design is in his head, what happens if someone else attempts
to supply that design? And second, does he really understand the
design or does he just think he does? The process of setting down
on paper how the design works and interacts with other hardware
systems generally leads to better understanding by the designer
himself. I can refer to a recent example, where a very competent
design engineer was requested to perform a hazard analysis. After
the explanation by the safety engineer, the design engineer spent a
day and a half fully documenting how his design works. He later
acknowledged that now not only were other people able to understand
how this design worked but he now understands it better himself.

Failure modes and effects analysis is an important tool in both
documenting the design and identifying what can happen to cause the
system to fail. Unfortunately failure modes analyses are often con-
ducted after the design process is complete. This results in
mechanically accomplishing the task to satisfy some contractual
requirement. With the great reduction in part failures, design error
or oversight becomes one of the principal causes of failures occurring
during ground test and system operations. Therefore, it is important
to identify and eliminate all failure modes as early as possible in
the design process. Failure modes and effects analysis can be divided
into the four areas listed below.
Functional - The functional FMEA should be initiated early. It shows
the interaction of all functions of the item and the role of the
individual hardware elements in the overall item operation.
Design - The design FMEA considers all hardware elements, their inputs
and outputs, down to the level necessary to determine the item's
failure mode and the potential of failure.
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DISCUSSION - Continued

Understand the Design - Continued

Interfaces - Commonly overlooked in an FMEA is the assessment of all
the interfaces and interconnections. I know of one case where the
conventional failure modes and effect analysis was performed orj
some complex hardware. By standard considerations, it was a good
FMEA. However, after some problems during system operations a
reliability engineer was assigned to reassess the failure modes
in that hardware. He found over 100 single point failures in that
system design. In order to accomplish this analysis he had to.
reconstruct the interconnects and the interfaces of all the elements
in that system.

Product Design - This is a new concept now being introduced.in some
programs. It is one which I feel will be one of the most constructive.
Great attention is often paid to circuit design and system design, but
product design, which can greatly affect the manufacturability and,
ultimately, the reliability of hardware is often overlooked. How
many of you have had a product design review?

Another element in understanding the design is testing - test to
determine design limitations, safety factors, and failure modes
that may have been overlooked in the failure modes and effect
analysis. Development tests and qualification tests generally are
aimed at proving the design capability of the hardware. While this
is valuable, I maintain that testing that uncovers no failures is
wasted testing. Sometime during the development process, tests
should be conducted on the hardware to accelerate the failures.
Failures can be accelerated through the application of environmental
or performance stresses. You cannot fully understand your design
until you know how it operates under extremes of temperature, thermal
cycling, vibration, or performance. If a system is designed to
operate for several years, it is not possible to fully evaluate that
system within normal time constraints without accelerated testing.
This testing must also consider the interfaces. Until all the
interfaces have been tested with the adjoining equipment, a full
understanding of that unit is not possible.

One other area that I think is very important in understanding the
design and helping to stay out of trouble is to modularize the
functions and the hardware. By this I mean divide the functions
and hardware into workable independent or semi-independent elements.
Design decisions are difficult under the most straightforward of
circumstances. If the hardware functions are so interrelated that
each decision affects all elements then you can count on overlooking
some element that later causes problems.
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DISCUSSION - Continued

Design with Conservatism

One of the keys to the success of our space systems has been the
conservative design. From early systems, parts derating has
been an important factor in achieving high reliability. The
thermal environment is extremely important. We generally try to
derate our parts to about 20% stress at 25° centigrade. If the
temperature goes up the stress goes down. At the most, parts
should not be operated over 50% of their rated values to achieve
high reliability.

What have you learned from your past experience? Utilize the past
experience and past problems to develop design guidelines. We have
developed design guidelines"~aime~d'~aT" preventing problems that pre-
viously have occurred or similar problems that might occur. Design
check lists provide a good tool for implementation of design guide-
lines and for design review.

Design with Safety Factors. This is a significant factor in achieve-
ment of overall reliability. And finally, there is redundancy. I
consider redundancy as a crutch to protect from what you do not know.
It also protects from errors that may be introduced during the
manufacturing process.

Parts, Materials and Processes Control

We establish a Parts, Materials and Processes Control Board (PMPCB)
at the beginning of each program. The objective is not to prevent
the introduction to the new parts and materials; rather it is to
manage the introduction of new parts and materials, and to assure
that proven parts and materials are used wherever possible.

Control of electronic parts through the manufacturing process, test,
application, and installation in hardware is extremely important.
As I said before, we have very few parts problems in Space. The
driving force for the controls we place on electronic parts has been
the failures on the ground. While high reliability parts may cost
more initially, the savings in parts replacement, equipment repair,
and test time usually more than compensate for the higher cost for
the parts. Control on the materials is just as important. They
should be properly specified, controlled, and analyzed so that all
the materials characteristics are understood.

Probably the best term to describe the control of manufacturing process
is "tender loving care". Introduction of new process specifications
also is approved by the PMPCB. The associated quality controls
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DISCUSSION - Continued

Parts, Materials and Processes Control - Continued

are tighter for high reliability products. Documentation is extremely
important, so that when a problem does occur, you can trace its source
and correct the cause.

Test and Analysis

I previously discussed the importance of the proper development and
qualification testing. A technique that has been found to be very
effective in producing a high reliability product, and at the same
time reducing manufacturing cost, is environmental stress screening.
This usually consists of thermal cycling, vibration, vacuum testing,
shock, or some combination thereof, applied at various hardware
levels. It may be applied as low as the card or module, or as high as
the system. It is most frequently applied at the black box level.
The objective of this testing is to stress the hardware sufficiently
to uncover workmanship or parts defects. At the same time, it is also
a good tool for finding design weaknesses. In one case, we applied
thermal cycling to a spacecraft after it had completed all the
acceptance tests and was ready for launch. In the process, a number
of failures were uncovered, at least six of which would have caused
significant spacecraft degradation during operation.

Generally tests should be conducted under conditions more severe than
operational conditions. Concern is often expressed that this may
cause wearout or early failures of your systems. Performed with
discretion, I know of no failures in Space on Hughes systems that
have been caused by over-testing. I do know of failures that have
occurred because of oversight. One important aspect of testing is
to test all modes of operations. This is not always possible during
system testing, therefore some of that testing must take place at
lower levels.

I think one of the keys to achievement of High Reliability Spacecraft
has been the fact that every failure is treated as a critical failure.
All failures should be reported, should be fully analyzed, and cor-
rective action should be identified and instituted wherever possible.
It sometimes takes time and costs money, but it will surely result
in a more reliable system. Do not overlook the analysis of all test
data. Numerous cases have occurred where failures occur in operation
and subsequent analysis of test data showed that the symptoms of the
failure had occurred but had been overlooked.
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CONCLUSIONS

There are no simple answers for achieving high reliability in a high
technology environment. Specific techniques that are applicable to
one contractor, one system or one hardware element are not necessarily
the same techniques that are applicable to another.

Failure-free hardware can be produced. The elements required to
achieve failure-free hardware are:

Technical expertise to design, analyze, and fully
understand the design.

Use of high reliability parts and materials
control of, and-tender loving care in, the
manufacturing processes. —

Testing to understand the system and weed
out defects.

Proper application of the above requires sound judgement in decision
making and the discipline necessary to follow proven practices.
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APPROACH TO RELIABILITY
WHEN APPLYING NEW TECHNOLOGIES

John C. Bear, General Dynamics Corporation
(Pomona Division), Pomona, California

ABSTRACT

General principles derived from experience
in achieving high reliability in tactical
weapon systems are selectively summarized
for application to new technologies in
unusual environments

INTRODUCTION

The General Chairman of this meeting, in suggesting some
topics for this paper, observed that much of the technology
which is important in precise time and time interval appli-
cations is new and immature in the sense that it has not
been fully qualified for the most demanding field applica-
tions. Tactical weapon systems, while different in many
respects from PTTI applications, probably face similar risks
in achieving reliability in development. A supersonic
guided missile, for example, must cope with continuing
modernization of its state-of-the art sensors, oscillators,
and other special-purpose devices, and it must operate
reliably in severe environments including high and low
temperature, shock, and vibration. Perhaps some of the
lessons learned in the development of tactical weapons can
therefore be of value in PTTI applications.

PRINCIPLE NO. 1: START EARLY

During development the reliability of a design grows as the
sources of failure are unearthed and eliminated. In this
context reliability is more or less synonymous with matur-
ity, whereas state-of-the-art technology is by definition
infantile. It follows that any successful approach to the
problem will require an early start and an acceleration of
the normal processes for avoiding or removing the root
causes of failure (Figure 1).
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But many factors inhibit an early start. Cautious program
managers are reluctant to transfer funds allocated to the
downstream "curative" engineering into the category of
upstream "preventive" engineering. After all, testing is
certain to produce failures, whereas an analysis has only a
probability of payoff. Then too, managers who have grown up
under the heavy influence of Murphy's Law do not necessarily
believe that the really big failures are preventable.
Furthermore, state-of-the-art designs deal with arcane con-
cepts that do not easily yield to analysis nor readily
reveal their weaknesses. Also, the reliability experts do
not come from an ancient and universally admired discipline,
and their ministrations are not always trusted.

For these reasons, it is necessary to adopt a high-level,
deliberate, well-focused management determination to attack
unreliability at the beginning, to muster up a lot of
interest and excitement in specific approaches, and to
reward creative planning and successful effort. A good way
to converge quickly on a plan of action is to prepare a list
of the devices or design elements that are immature, and
identify for each item on the list a series of tasks that
will reduce the risk. What follows is a discussion of some
of the more useful tasks.

PRINCIPLE NO.2: KEEP IT SIMPLE

Complexity and sophistication, obviously, are the primary
obstacles to the achievement of reliability in the initial
design. On the other hand, a simple design (Figure 2) is
straightforward, well-balanced in its accomplishment of the
essential requirements, and free of frills—one might say
it is elegant in concept. But how. can simplicity be
achieved while striving for some new and difficult level of
performance?

An effective (but often neglected) procedure for achieving
a balanced design is the design trade study (Figure 3).
Its value lies in forcing alternative design solutions to
the surface, in clarifying the relative importance of
requirements (indeed providing the basis for deleting
requirements that are "costly" in one way or another), and
in suggesting back-up designs in case the primary selection
fails to prove out. The trade study technique adapts well
to the simulataneous analysis of multiple parameters (relia-
bility, weight, power consumption, cost, etc.) and is an
excellent mechanism for bringing design features and weak-
nesses out of the hallowed shadows of the expert mind.
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Another method for promoting simplicity, especially on
larger systems, is component standardization. The benefit,
of course, is reduced variability and thus fewer sources of
failure. But where a design applies redundancy as a way of
compensating for low reliability, one must beware of
standardization in the parallel components, for under severe
stress they will tend to suffer the same failure modes, thus
negating the assumed independence in the probabilistic model
that justifies the redundancy.

Another technique for achieving design simplicity is the
FMEA (Failure Modes and Effects Analysis). There are many
different ways to do an FMEA, and the scope of the analysis
can be adapted to designs of different sizes. In essence,
the object of the FMEA is to examine the dark side of the
design. The bright side, of course, is how it works or is
supposed to work, whereas the dark side is how it can fail
and what will be the consequences of failure. A good way to
perform the FMEA is with a team composed of the design
engineer, the systems engineer, and the reliability engineer.
Pooling their, different viewpoints can often lead to a
simplified design if they do the analysis early in the
development process when changes are still relatively easy
to incorporate.

PRINCIPLE NO. 3: MAKE IT STRONG

Assume now that an attempt has been made to simplify the
design, with a concentration of effort on the state-of-the-
art technologies that will dominate the failure rate of the
operating system. The final step is to take the resulting,
optimized design concept and make it strong enough to with-
stand its usage environment.

The general concept of conservative design (Figure 4) takes
the view point that environmental stress is the ultimate
cause of failure, so that failure prevention is a matter of
assuring adequate separation between expected strength and
expected stress.

To begin with, it is necessary to define the environments
with full respect for their lethality, with regard for not
only their average values, but also for their natural
variability and worst-case values. The design specification
must reflect these worst-case expectations.
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Then the strength objective is established, either in the
same specification or in formalized design guidelines.
Ideally the strength requirement will take the form of a
safety margin, which sets strength as a function of both its
average and its variance. Or, when the variance is not known
or is not a problem, the objective will take the form of a
safety factor (for mechanical designs) or a derating factor
(for electronic designs).

Finally, the strength-minus-stress difference is controlled
by analysis. That is, a stress analysis is performed on the
design before it is released so as to assure that the speci-
fications and guidelines have been followed. Even though
safety factors are as old as engineering itself, they suffer
de-emphasis whenever there is pressure to squeeze extra
performance out of a state-of-the-art device. The stress
analysis is essential, therefore, to enforce the guidelines,
to surface the risks, and to assure time for pursuing alter-
natives .

WHEN ALL THIS FAILS

If the foregoing approaches to preventive analysis do not
materialize for one reason or another, what then? The
standard fall-back position is to rely on testing, followed
by diagnosis and fixing of test failures so that they can't
recur. A very good technique for flushing out problems
early in the test program is the overstress screen
(Figure 5)). In applying this test, the high-risk devices
are exposed to one or more important environments to assure
that they individually exhibit an adequate strength-stress
.safety margin. The stress level should exceed the worst-
case expected stress in actual usage. The type of environ-
ment (s) should be tailored to the suspected weaknesses of
the device. The test should be performed as early as
possible, ideally by the designer or supplier. Proposals
for this kind of testing can evoke outspoken (and usually
unwarranted) fear of damage and wearout, which can be dis-
pelled by exploratory step-stress testing of dedicated or
spare hardware.

SUMMARY

The key to achieving reliability in new technologies is to
really want it--that is, to align the development team
toward the essentiality of reliability right at the begin-
ning. Given that significant attention will be devoted to
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reliability early in the design phase, there are a number of
analytic tools such as trade studies and failure modes
analysis that will help keep the design simple, and others
such as derating and stress analysis that will help make it
strong. Further down stream, when hardware is available,
an environmental overstress screen in selected environments
will help expose remaining problems. In applying these
techniques success will be directly proportional to the care
with which they are tailored to fit the specific design
program.
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QUESTIONS AND ANSWERS

DR. STOVER:

I would like to question you about the simplest design because it
seems to me that one of the most complex devices we do is the micro
processing. I am convinced that using it gives us more reliable
equipment then if you use the less complex method of achieving the
same result that it achieves. Yet that must be by far the most
complex device that we ever use in electronics.

The little tiny chip has so many parts on it, it can't be
looked at as the simplest approach. But gives us the smallest,
simplest project, the least soldering, the fewest connectors, they
are reliable products. They are appearing in our automobiles now.
I am sure the reason they are there is because they can't achieve
the same result as reliably by other methods.

MR. BEAR:

I think that is a simple development.

DR. STOVER:

You do?

MR. BEAR:

Yes, I do. I think that solid state, the programs of solid state
technology is moving toward simpler devices even though you count
the gates, it seems more complex. Yet the reliability is going up.
And the reason it is going up is that the more things are being
done mechanically without human intervention and that is primarily
the reason. We are doing more things in a systematic way and every-
time we go to a new grade of micro processors, you are not only
achieving a much higher performance, but we are also improving re-
liability. So I consider that to be simple.

DR. STOVER:

Well, I guess that your definition of simple needs to get around
through the industry because I am sure that the desgin engineer
who comes up with a circuit diagram that includes the circuits
that are on that micro chip and then comes up with all the firms
that don't use this micro chip, it is a much smaller circuit dia-
gram, much less on it and he gives that to his manager and which
one is the manager going to tell him is the least complex.
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MR. BEAR:

I guess my definition would be that simplicity is eliminating sources
of variability.

DR. STOVER:

How can you get the definition across to the rest of the world?

MR. BEAR:

I don't know. That is a good challenge.

DR. STOVER:

Thank you.

DR. WINKLER:

Thank you. I think we have some time to think about that and maybe
return to that question of simplicity. I think it is a very inter-
esting one since it appears to me that reliability engineering or
prevention of failure has very much to do with our ability to ratio-
nalize things, to think ahead your idea of putting the best brains
together into a review group and design group as early as possible.
I think that would be the best way to attack that failure to be able
to foresee.
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RELIABILITY AND THE DESIGN PROCESS
AT

HONEYWELL AVIONICS DIVISION

Alex Bezat, Reliability Department,
Honeywell Avionics Division

ABSTRACT

This paper describes the Honeywell Avionics Division
philosophy for "Designed-In" reliability, a summary of
selected tasks from the Willoughby ."New Look", and a
comparison of reliability programs (based on electronics)
for space, manned military aircraft, and commercial
aircraft. The approach we have taken in this paper will
cover the following items, as they relate to Honeywell
AvD:

o Reliability Philosophy and Organization
- Reliability Interface with Design
- Reliability Interface with Production

o MTBF Predictions, Concept Phase through Final
Proposal
- The Laser Gyro - A New Technology
- Electronics - An Evolutionary Technology

o Design, Development, Test and Evaluation Phase
- Semi-Conductor Junction Temperatures
- Sneak Circuit Analysis

o Production Phase
- Production Support
- Manufacturing Run-in (MRI)

o Commonality Among Space, Military, and Com-
mercial Avionics
- Space Electronics
- Military Avionics
- Commercial Avionics

INTRODUCTION

This paper has been prepared in response to a request from Dr. A.O. McCoubrey,
general chairman for the 1980 PTTI Meeting. As we understand the background
of PTTI measurement, some of the concepts and technology are new, even
unique. Reliability and Maintainability (R&M) considerations to date may,
therefore, be inadequate for the projects of tomorrow. Our purpose in this paper
is to present a picture of how our company—the Avionics Division (AvD) of
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Honeywell, Inc.—approaches the subject of designing, building, and testing
electronics equipment with controlled R&M characteristics.

The breadth of the subject is staggering in terms of a 20 minute presentation. In
an attempt to avoid an overly broad-brush approach to the subject, we are
making some assumptions. First (and foremost): because the Willoughby "New
Look" has gained wide acceptance, we will not review all of the various tasks,
tests, and analyses that it prescribes. We believe that R&M people can, in their
own operations, perform or lead most or all of the salient tasks inherent in the
"New Look". Therefore, this paper will dwell on efforts at AvD that are
different—and in one case, unique to our operation.

We recognize that the approach we have chosen might amplify the appearance of
disagreement with other people in R&M work—including, perhaps, some of you in
the audience. Please, then, keep two things in mind: (1) we undoubtedly have a
high degree of commonality in most of the items not discussed in detail here; and
(2) the material we are covering represents a view—a series of Engineering
judgments—on methods that we consider to have been effective for us.

RELIABILITY PHILOSOPHY AND ORGANIZATION

Honeywell AvD subscribes to a basic reliability philosophy that is common to
most organizations where product reliability is of major importance: "Reliability
is a 'designed-in' performance characteristic. Testing and inspection verify that
the design meets objectives, and that the product, as built, retains the
characteristics of the design." While very few people would disagree with any
aspect of the philosophy as stated, the methods by which the concept is
implemented by various organizations—the actual tasks and organizational
responsibilites of the working reliability engineer—are diverse and, at times,
seem to contradict the philosophy as expressed. At AvD, our organizational
structure and our assigned charter of responsibilites are tailored to fit the
accepted basic philosophy. Therefore, reliability engineers are an integral part
of the Engineering Department in a service organization.

Reliability Interface With Design

Although our Engineering department is quite large—(more than 500 engineers,
400 of whom are design engineers)—we have found that a central support/
services group gives flexibility to the covering of changing work loads in the
various1 sections of the department. One section of this group is the Reliability
and Design Support (R&DS) function, consisting of about 50 engineers. R&DS has
responsibility for disciplines that include: reliability, maintainability, system
safety, mechanical/vibrational stress analysis, thermal analysis, electromagnetic
interference considerations, and electrical/electronic part standardization and
specifications. There is a need for interaction within these disciplines and our
organization fosters such interaction.
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In the design phase of major projects, our experience has seen the assignment of
one or two R&M engineers for every 10 design engineers. On recent projects,
the ratio has been closer to two-to-10.

Reliability Interface with Production

There are gray areas between Engineering Department control of product
performance, and those items of control that belong to the Production and/or
Quality Departments. However, we believe (with Mr. Willoughby) that the
prudent resolution of such gray areas is almost always in favor of making them
the responsibility of the Engineering Department. Specifically, if there is any
doubt about the control of the end result of a process by direct measurement of
the end-product, then that process should become an engineering specification,
under control of the Engineering Change Order (ECO) procedure.

Despite this effort, there are areas of overlap in which items that are not under
ECO control can—and do—have an effect on reliability. Therefore, one of the
tasks assigned to our reliability engineering function is to interface with
engineers from the production and quality departments in order to resolve
problems during product build, and for malfunctioning goods that are returned
from the field. We title this task FRACA--Failure Reporting, Analysis and
Corrective Action. We'll discuss this task again later, as well as some of the
major differences between a quantity build (100s or 1000s of the same item)
program and a space-oriented product.

Highlights of a Current Program

The remaining portions of this paper, which describe various phases of a
particular program, are examples from a current commercial project that brings
Honeywell AvD into a new major field of business—inertial reference/navigation
for manned aircraft. It may seem strange to choose a commercial product for a
discussion of "Hi-Reliability" hardware, but we believe it is applicable to the
objectives of this meeting.

MTBF PREDICTIONS, CONCEPT PHASE THROUGH FINAL PROPOSAL

There are numerous R&M tasks that are significant and necessary contributors to
this phase of a successful program. We have decided to discuss prediction
methods because they are very important to a commercial program (warranties
and guaranteed MTBFs), and because our prediction methodology (for solid-state
electronics) is unique within the industry. Furthermore, we believe the concepts
are also critical for space applications, and a reasonable baseline for tradeoff
decisions (relative failure rates) and for projected life/redundancy considerations
is needed.

The Laser Gyro - A New Technology

The Ring Laser Gyro (RLG) portion of the subsystem under consideration repre-
sents a new technology—one for which we have limited (relevant) reliability
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data. As the primary motion sensor required to perform inertial navigation, the
gyro's failure rate can make-or-break the ability of the system to meet its MTBF
and Life Cycle Cost (LCC) goals. Because no comparable instrument exists, we
projected the failure rate by the following general approach:

o Identify failure modes as thoroughly as practical.
o Review failure modes by (sub)function and comparable (sub)function.
o Use failure rates for known hardware and comparable function where

possible.
o Analyze and review causes of failure in prototype gyros for compati-

bility with the theoretical analyses.
o Factor-in experience during the build process.
o Total subfunction failure rates, and review and compare those rates

with known failure rates for mechanical gyros.

Although the RLG subsystem has many advantages over the gimbaled, rotating
gyro mechanization, the most significant item is improved reliability at equal or
lower cost. There are two considerations when comparing the new technology
with the old-"random" failure rate, and mean life. However, there are no known
wear-out or age oriented failure modes in the RLG during the anticipated life of
the equipment. Therefore, a sum of the estimated random failure rates of the
RLG is compared to the cumulative wear-out and random failure data for the
mechanical gyros.

Even though the entire process tends to be better on paper than it does in
practice, we have enough confidence in the procedure to use it as the basis for
extended warranties and guarantees.

The RLG involved more than 15 years of research and development. The steps
for reliability analysis described above, meanwhile, represent an iterative
process that started almost with the original idea of a laser sensor mechanism
(i.e., a motion sensor with no moving parts). The final, numerical assessment by
a reliability engineer only formalizes and quantifies the accepted basic probabili-
ties associated with the new technology.

Electronics - An Evolutionary Technology

Although MTBF projections for new technology items carry the greatest risk,
electronics predictions are also critical in the reaching of good decisions at the
front-end of a program. AvD has developed a unique prediction methodology for
solid-state electronics hardware that is based on extensive data gathered over a
period of years. Our largest, most-accurate data base is the record of failures of
a digital air data computer (DADC) used in Douglas DC-10 airplanes. Consider-
able data is also available from AvD flight control electronics equipment on the
C5-A and F-l^ airplanes, as well as radar altimeters used in most of the Navy's
airplanes. That data is limited in scope and accuracy, however. Specifically, the
available data suggests two sources of reliability improvement in production-
type solid-state electronics:
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o The universally-accepted impro.vement of a design, and its associated
production processes through maturation

o An aging maturity related only to operational age (average operating
hours per unit).

Figure 1 shows a log-log plot of the measured failure rate of the Digital Air Data
Computer (DADC) electronics vs. the average age of all equipment in the field.
Each data point represents at least 35 failures. The calendar period is super-
imposed on the axis depicting average operating hours. Further information on
this subject is available from the author.*

Based on the data cited earlier, we have developed a simple equation (Figure 2)
for predicting electronic failure rates. The equation is based on the assumption
that there are two components of the basic failure mechanism, such that:

Xi = KM" + Xr, where

o X i is the failure rate at any given instant
o X r is a residual or constant X , approached as an asymptote
o The KHa term is the variable X , very large at infancy and approaching

zero as an asymptote. K is a constant, H the operating hours, and a is
the slope of the curve.

We recognize that failure rates will vary with temperature and could be affected
by other environmental and package-design factors. For AvD purposes, the
validity of our prediction is limited to equipment that operates within tight
design constraints for temperature and packaging. The actual environment at
the piece-part level is then controlled within these constraints. For AvD
applications, we believe that the accuracy of failure data does not justify any
greater precision than we get with our simple equation.

We are convinced that the data summarized in Figure 1 is a valid indication of
the behavior of electronic parts. The explanation we have developed postulates
that solid-state electronics have the following characteristics:

o There are no significant wear-out modes for the operational life of the,
equipment involved,

o Some electronic parts have latent defects or flaws that represent a
weak link in the chain that could lead to failure,

o All of the latent defects may still not lead to a failure during the life of
the product (10,000 to 75,000 operating hours).

* "The Effect of Endless Burn-In on Reliability Growth Projections," Alex
Bezat and Lyle Montaque, Proceedings 1979 Annual Reliability and Maintain-
ability Symposium.
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o Repair actions for failed parts result in the removal of the weakest part
within the population at any given instant. The replacement part is, in
all probability, a part that will not fail during the remaining life of the
equipment.

Other investigators have arrived at conclusions similar to ours regarding both the
cause and shape of the failure rate curve (there is a paper on this subject
scheduled for the forthcoming R&M symposium in Philadelphia). However, the
explanation must be treated as theory; the failure rate curve represents data at
a high level of statistical confidence. Based on the above characteristics, the
reliability prediction methods described have been used in the RLG program
under discussion in this paper, as well as for all other programs where
management risk/cost analyses are needed.

It should be noted, however, that MIL-HDBK-217 is still the only method that
government procurement agencies can use on an "apples-for-apples" basis, so our
AvD operation uses the MIL-HDBK for all such projects, as required.

Design, Development, Test and Evaluation (DDT&E)

The Willoughby "New Look" applies fundamental engineering design principles
and disciplines to the design process, with the objective of attaining "designed-
in" reliability at the earliest, most cost-effective phase of the program. We
have adopted NAV MAT Instruction 3000.1 A as a baseline for preparing a
Reliability Statement of Work (SOW) for situations that are incomplete, or
inadequate by contract. The checklist at the end of this paper summarizes the
"New Look" tasks associated with designed-in reliability, as we applied them on
the RLG program.

Semi-Conductor Junction Temperatures (Tj)

At AvD, we believe that design margin is the touchstone to cost-effective
reliability. Adequate temperature margin is, in our judgment, the most
important of all stress factors that impact reliability. We have found two
difficulties in specifying and controlling design requirements so as to keep Tj
within desired bounds. The worst of these is the paucity of data on 6,— (the

'thermal impedance from semi-conductor case to junction). Furthermore,
conflicting, often absurd values for 0,~ are sometimes found in both the Military
Specifications and the vendor data sheets for integrated circuits. We have
generated an interim solution for the item by defining Q-.c by measuring the
forward voltage drop of the substrate isolation diode. Although we feel that our
methods are far more accurate for design decisions than our previous attempts
to use published data, there remains much to be desired in terms of variables
other than those covered. Also, our data is incomplete, but compatible with that
from other people who have taken measurements similar to ours.

The other difficulty has to do with improved dissipation of heat from medium- to
high-power LSIC (Large Scale Integrated Circuits) mounted on printed-wiring
boards (PWB). Thermal planes have been used extensively, but we havejound no
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straight-forward, reasonably-economical methods of improving the heat flow
from the semiconductor case to the thermal planes. This problem is not yet
fully-resolved, but we have measured significant—and highly reproducible-
reductions in case temperature by the use of a silicone compound displacing the
usual air gap between the case and the copper of the PWB.

Sneak Circuit Analysis (SCA)

The only item of "New Look" analysis that we by-passed on this program was
SCA. We are not sure that SCA is cost effective at a level below the system or
major subsystem level, and the subject was explored in detail with our customer.
Our experience with SCA is that it duplicates somewhat the parts application
analyses, failure mode and effects analysis, and related built-in-test (BIT)
analyses for design problems within the black box. However, we believe that an
SCA at the system or major subsystem level can avoid interface/interconnection
problems, and simultaneously uncover design errors with optimum cost effective-
ness.

Honeywell AvD experience with SCA is not comprehensive, being limited to work
performed on a subcontract basis on three manned aircraft avionics items, and
one manned spacecraft project. We would be highly interested in the
experiences and judgments of other people with experience in this field.

PRODUCTION PHASE

Production Support

Operations at AvD are such that the engineering and production functions are in
the same building as engineering. The FRACA system represents an important
interface among the three departments most involved in the production phase
(i.e., production, product assurance (quality), and engineering). The documenta-
tion, retention, and retrieval of anomaly (defect, failure, non-conformance, etc.)
data is the responsibility of the Quality Department. The automated retrieval
system is so mechanized that failure trend data is rapidly available by sorting
against a variety of items (i.e., defect code, part types, part number, assembly/
subassembly numbers, etc.). The FRACA system is applied either on a 100
percent basis for all anomalies, or on a selective basis by using the automated
trend analysis output, working closely with production and quality engineers.

For this program, closed-loop FRACA will be used for 100 percent of all
anomalies that occur during final acceptance testing, for 100 percent of
manufacturing run-in on the first 50 units, and selectively for all other
anomalies. The number of anomalies that are to be investigated in the detailed
procedure called FRACA will be reduced with the maturity of the design and
production processes. (The FRACA procedure is, of course, used extensively
throughout the DDT&E phase for all failures that occur during Qual test, Rel-
Development tests, etc.)
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Manufacturing Run-in (MRI)

MRI (or burn-in) has been used at AvD for almost all of our avionics during the
past 10 years. It is a natural outgrowth of our failure rate concept regarding the
improved product reliability associated with operating age. Three factors are
considered important in the MRI screening process: (1) 100 or more operating
hours at elevated temperature, (2) power cycling in excess of mission require-
ments, and (3) 10 or more temperature cycles. Our internal standard is an MRI
elapsed time of one week, four temperature cycles per day (temperature
extremes beyond mission requirements, but no overstressing allowed), with
power-on during the elevated-temperature portion of the cycle.

Power is cycled four times per hour during the elevated-temperature operation.
A random vibration screen precedes the operational portion of the screen, and
the last three temperature cycles must be failure free. The RLG program we
have reviewed will use the AvD internal standard described here.

COMMONALITY AMONG SPACE, MILITARY, AND COMMERCIAL AVIONICS

Honeywell AvD has extensive experience in design and production of equipment
used in military aircraft of all kinds, manned and unmanned space programs, and
commercial jumbo jets of today and tomorrow. In terms of cost effectiveness, in
our judgment, the essential principles of the "New Look" are just as applicable to
military and commercial avionics as they are to manned space. This is
particularly true for the DDT&E phase. We have found some minor differences
in the production phase.

Space Electronics

The design, process, and build maturity must be nearly instantaneous for space
electronics; "field" results must be at the desired reliability levels with the first
unit. It is self-evident that corrective action in the field is usually impractical
or impossible. Therefore, "S" level parts and extremely costly tests and screens
can be cost effective for space applications. Furthermore, each failure at any
level of build and assembly justifies a complete, thorough analysis for cause, as
well as high-visibility decisions on corrective action (i.e., FRACA) throughout
the total production build. The MRI prior to final acceptance testing should, we
believe, be comprehensive to an extent that would be prohibitive for non-space
applications. The AvD concept of reliability growth of electronics through
operational age suggests that run-in of at least 1000 hours might be a practical
requirement for space electronics. Based on our experience with APOLLO, it is
reasonable to believe that little or no equipment left the ground with less than
1000 operating hours, and 3000 operating hours prior to flight was not unusual.
We believe that extended testing contributes to reliability by growth-through-
aging, as long as maintenance actions are not destructive.

88



Military Avionics

Typical military avionics can be repaired after installation. Therefore, there is a
viable tradeoff between increased maintenance cost for manned aircraft avionics
and the ultimate reliability built into space equipment. This factor has been
misused in the past as a license for shoddiness. The AvD compromise approach
has been to use FRACA extensively in the early production systems. For
example, an extended MRI can be used with 100 percent failure analysis (i.e.,
FRACA) for the first 20 to 50 units. This type of effort is treated as an
extension of "Rel-Development" testing.

Subsequent production systems can then be evaluated for trend failures or any
unusual anomaly events, and the FRACA procedure is superimposed on the
quality anomaly reporting system as the problem-solving vehicle. Generally, the
design-and process-oriented problems can be resolved quickly and effectively
with this approach. As the product matures, the proportion of failures that are
analyzed declines from the 100 percent range, to as low as five percent with
fully matured systems. Typically, the trend analysis becomes the "spotter" for
lot-oriented part problems that sift through the inspection screens at the piece-
part level, and can only be detected under the simulated operational conditions
of MRI.

Electronic parts for military applications are usually specified to the MIL-STD
levels (MIL-M-38510, level B for integrated circuits) where available. Non-
standard parts are purchased to an AvD "Spec Control" drawing that imposes the
more critical controls equivalent to the MIL-SPECS for generically similar parts.
Although we have found that Government source inspection does not guarantee
that parts are really tested, such MIL-STD parts appear to be generally cost
effective. There is, however, one glaring exception: we believe that the added
costs of MIL-M-38510 controls on standard integrated circuits cost more than
they are worth. We find that reasonable specification control drawings, using
mostly vendor-level requirements of MIL-STD-883B (with 100 percent hi-low
temperature testing at receiving inspection) are more cost effective. The
subject of parts specification and control would require a full paper of its own,
so these comments will have to suffice.

Commercial Avionics

Honeywell AvD has found that R&M inputs are cost effective at essentially the
same levels for commercial aviation programs as for the military. A typical
three-year warranty in a commercial jet will involve 10,000 to 15,000 operating
hours, which is usually equivalent to more than the full life of avionics for
military fighter aircraft. A military transport (C5-A) may go as many as 1000
hours per year—or perhaps a 20,000- to 25,000- hour total life vs. 50,000 to
75,000 hours for commercial. Because we see no wear-out failure modes in
solid-state electronics, the only difference beween commercial and military
avionics is the elapsed time to attain full maturity, which is much more rapid for
the commercial.
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Parts specifications and controls for commercial avionics at Honeywell AvD are
the same as for the military, with one exception. Integrated circuits are usually
purchased to Spec Control drawings and MIL-STD-883B, and MIL-M-38510B parts
are used only when commonality and quantity-buy for the military makes them
cheaper.

SUMMARY

There are a few significant points that we would like to emphasize. Most
important, perhaps, is the idea that the "New Look" is just as applicable to
commercial and "ordinary" military projects as it is to space hardware. The
check list appended to this paper is not a shopping list—it represents the
significant items associated with an effective R&M program.

Again remember that the items we have covered in detail herein were not chosen
as having the highest priority—only that there are, perhaps, greater variations in
how to handle them.

We mentioned that "design margin" generates a reliable product, but the impor-
tance of controlling the build process may not have been stressed adequately. It
is obvious that the world's best design can be murdered by shoddy practices in
the factory—or repair facility—if precautionary measures are not used.

Finally, we believe that all of the controversial items covered have a sound basis
in fact. We are, however, anxious to correct our ways when better informati9n
is available; this better information often comes from people like you, with
experiences in new technology. We would like to hear from you.
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CHECK LIST FOR "RELIABILITY BY DESIGN"

^o Mission/environmental profile definition
o Design alternative studies
o Numerical allocations and reliability growth analysis
o Conservative derating criteria

- 110°C maximum junction temperature, worst case
- 60°C to 85°C maximum junction temperature, normal operation

o Part stress analysis
o Thermal analysis

o Thermal testing/measurement
o Structural analysis
o .Worst case tolerance analysis
o Failure modes and effects analysis
o Parts and materials selection and control by technical baseline docu-

mentation
- Screening to "hi-rel" levels: JANTX: MIL-STD-883B, etc.

- Detailed part characteristics controlled to fit application

- Parts teardown analyses to 883B visuals
- 100% hi/lo/room temperature tests of key electrical characteristics

o Design reviews

o Reliability development test (test analyze and fix test - TAAF)

o Design limit qualification test
o Manufacturing run-in screening with random vibration
o Failure free reliability verification/acceptance testing

o Failure reporting, analysis, and corrective action

- Design and development tests
- Qualification tests

- Reliability development tests
- Production manufacturing run-in (MRI)

- Failure free reliability verification/acceptance tests
- Returned goods
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o Technical baseline documentation control of production processes that

impact reliability and maintainability as well as the classical "form, fit,

and function"

o Adequate staffing and involvement of reliability, maintainability, and

manufacturing in the design process.

o Receiving inspection screening of electrical and electronic parts.
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QUESTIONS AND ANSWERS

DR. CARROLL ALLEY, University of Maryland

This is the first paper the term "sneak circuit analysis" was used,
but I am intrigued by what that really means and it hasn't been
explained.

MR. BEZAT:

Let me read it to you. I passed up discussing sneak circuit analysis.
I didn't have time. I should mention that on this particular pro-
gram, the ring laser gyro program for the Boeing 767-75-7 airplane,
we went into considerable review of the possible application of sneak
circuit analysis.

We went into it with our customer, and our own analysis. We have
had sneak circuit analysis done by Boeing-Houston because it is a
mechanized approach and I believe General Dynamics is also doing it
now.

Let me read to you what is in the work statement very quickly.
"The sneak circuit analysis for hardware looks for sneak paths; that
is to say energy flow on unexpected routes. It looks for sneak timing,
energy flow on expected times. For sneak labels; that is to say that
information and undesirable stimuli. That information is available
to the pilot or what have you."

A sneak circuit for the software is virtually identical except
for energy flow. You want to talk about logic flow. They also do
similar things to what we would do for design margin considerations,
but those are sort of an additional output.

Now, our preliminary conclusion about sneak circuit analysis in
terms of its usefulness -- and I certainly don't want to talk as
though we were experts on this entire subject -- our preliminary con-
clusion is that it is probably cost-effective at a major system or
total system level because much of what would be discovered by this
kind of an approach has to do with interface of equipment that is
designed in different areas.

If you have a big enough subsystem, that same problem can occur.
Generally we have found in our past experience, those areas where we
have had sneak circuit work done — things that were found internal
to the box -- our people had found with the normal analysis. I don't
know if other people agree with that approach.
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DR. STOVER: . •

In several earlier papers, the point was made that the parts vendor
couldn't really be trusted to produce reliable parts. And in your
paper, you make the point about junction temperature data not being
quite adequate. Does this imply that there is a place here for the
independent testing organization to get involved? Some kind of
organization that doesn't exist to date.

MR. BEZAT:

You need to provide an objective basis of comparison.

DR. STOVER:

Right. Where there is not the bias of being the vendor.

MR. BEZAT:

Those organizations do exist. I mentioned the Defense Electronics
Center, the RADC. However, I am not sure that they are able to
cover all the subjects, but particularly I believe, they could not
impact the adverse that Mr. Willoughby is talking about in respect
to parts and parts quality, parts reliability. We have indeed
found exactly the same thing Mr. Willoughby talked about. I don't
have the numbers that are anywhere near as accurate as what Mr.
Willoughby indicated; we can't quantify it quite that well.

But indeed the parts are bad. I should say, though, that the
data that we got from the supplier was, in general, about ~ seven
out of ten suppliers we contacted was much better in regard to the
junction temperature coefficients than what we found from the other
sources -- than any other sources including the military.

DR. STOVER:

This really applies more to previous papers than to yours, but from
this standpoint of each doing their own inspection and verifying
and maybe doing the same thing -- every organization doing the same
thing. If some independent testing organization would do this type
of failure testing and publish the results for different vendors,
would not the free market — the competitive market forces force
us into more reliability?

MR. BEZAT:

I don't know that I can answer that question. I have some opinions
about it from a straight economic standpoint which would say no.
Simply because the total quantity of parts that are used, where we



need this relatively high reliability and where it is cost-effective
to have it, is such a small proportion of the total number of parts
that are used.

Therefore, it would appear that the mass production method which
I think will probably move upward in quality and reliability on a
competitive basis as you were pointing out, but not on a quantum jump
basis. The cost of screening is ever so much lower than the cost of
actually building to that high reliability at the present time. That
is an opinion and I could not1support it with data.

DR. STOVER:

Thank you.

CHAIRMAN WINKLER:

Thank you very much. Before we close, I would like to make just one
comment concerning this section. I think, at least for me, it has
been a most interesting session. Each of these papers leaves a
number of suggestions behind, what to do in our specific cases. I
hope you share that impression.

One thing came back very strongly to me, and that is that there
is no such thing as a material failure, that all of these failures
are failures of the man in one way or another; failures of our in-
tellect to recognize the properties, to recognize the hidden prob-
lems in design, and failures, of course, in the manufacturing pro-
cess. So, what we have is a much, much lower random failure level
than we would have assumed until now.

The last paper has reinforced this opinion that you really are
talking about weeding out the faulty ,components and then you have
not yet reached the purely random failure rate, the Poisson distri-
bution. For many devices you will never reach that level because
in the case of cesium beam clock you end up running into the end
of life phenomena, likewise the rubidium lamp problems which come
up after a number of years. So, maybe it is a wrong position to
take to believe that there is such a thing as a material failure.
These are failures in our intelligence recognizing what is going
on.

That, of course, brings me to a second point. That is, maybe
a useful change in attitude, in one's own intellectual attitude,
would be to remember that our ideas of characterizing a module or
an atom by fixed properties may break down at the level of very
complicated systems. Its actual properties change because it is
exposed to a different environment which you had not foreseen.
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I consider that a very general attitude and it has made me
more cautious and maybe less ambitious. But again, I enjoyed that
last session very much and I am sorry to see it come to an end.
It is something which has been very important in precision time-
keeping. Thank all of the contributors to this session.
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A SPACE SYSTEM FOR HIGH-ACCURACY GLOBAL
TIME AND FREQUENCY COMPARISON OF CLOCKS

R. Decher (NASA), D." W. Allan (NBS), C. 0. Alley (U. of
Maryland), R. F. C. Vessot (SAO), G. M. R. Winkler (USNO)

ABSTRACT

NASA is planning a , Space Shuttle experiment to
demonstrate high-accuracy global time and frequency
transfer. A hydrogen maser clock on board the Space
Shuttle will be compared with clocks on the ground using
two-way microwave and short-pulse laser signals. The
accuracy, goal for the experiment is 1 nsec or better for
the time transfer and 10~14 for the frequency
comparison. A direct frequency comparison of primary
standards at the lO"1^ accuracy level is a unique
feature of the proposed system. Both time and frequency
transfer will be accomplished by microwave transmission,
while the laser signals provide calibration of the system
as well as sub-nanosecond time transfer. Following the
demonstration with the Space Shuttle, an operational
system could be implemented in a free-flying satellite to
provide permanent global time and frequency transfer.

Introduction

Plans for a spaceborne system to meet the needs for global,
high-accuracy time and frequency transfer are being studied by
NASA's Office of Space and Terrestrial Applications, Geodynamics
Branch. The system uses a hydrogen maser clock on board a space
vehicle which will be compared with clocks on the ground by
one-way and two-way transmission of CW and time-code modulated
microwave signals. In addition, short-pulse laser signals will
be transmitted simultaneously with the microwave signals for
calibration of the system and for time transfer. The unique
feature of the proposed system is its capability to make direct
frequency comparison of primary standards at the 10~14

accuracy level. No other technique or .experiment in existence or
planned has this capability with coverage over most of the
inhabited globe. In addition, the proposed system is expected to
provide time transfer with an accuracy of 1 nsec or better.

The techniques to be employed have been used successfully in
earlier experiments. The microwave portion of the system is sim-
ilar to a system used with the Gravitational Redshift Probe (GP-
A) flown in 1976 [1]. The short-pulse laser technique was
successfully used in airborne clock experiments in 1975 which
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measured general relativistic effects on time [2]. Because of
this experience with previous experiments, basic new technology
development is not required for the Shuttle experiment.

The first step of the proposed program will be a
.demonstration experiment using the Space Shuttle. Following a
successful demonstration, the system could be implemented with a
free-flying satellite or on a space platform to provide
permanent, global high-accuracy time and frequency transfer. The
following discussion deals primarily with the concept of the
Shuttle demonstration experiment which is the subject of a
definition study in progress at Marshall Space Flight Center.
The first flight is planned for 1985, pending approval of the
project. Ideas similar to the concept discussed in this paper
have been proposed earlier [3].

Overall Objectives

The purpose of the Shuttle experiment is to demonstrate and
evaluate the techniques for a later operational global system. A
variety of users would benefit from an operational system
providing time transfer with accuracies of 1 nsec or better and
frequency comparison with an accuracy of 10~14. Potential
user groups include primary standard laboratories, high-accuracy
timing operations such as the computation of TAI and coordination
of major BIH contributors, NASA's Deep Space Network (DSN), and
various other users of precision time, e.g., radio astronomy and
geodynamics research.

The stability and accuracy of precision clocks and primary
frequency standards have improved far beyond present capabilities
to transfer time and frequency information between widely sepa-
rated standards. Further improvements in the stability and
accuracy of primary standards can be expected in coming years
which will result in increased requirements for high-accuracy
time and frequency transfer. The most accurate time transfer
method now in use is the transportable clock. This method has
many logistic problems and is very expensive if high accuracies
are required. The latter problem is illustrated by Figure 1,
which shows estimated yearly cost for synchronization of one
remote station as a function of accuracy. The operational cost
becomes prohibitive if high accuracy is required. The proposed
space system using an orbiting hydrogen maser clock can be viewed
as an extension of the transportable clock method, providing
accurate time and frequency transfer at frequent intervals with
worldwide coverage and at a much lower cost for the individual
user.
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The current operational mode to compare primary standards in
the U.S. (NBS), Canada (NRC), and West Germany (PTB) utilizes
Loran C, which suffers- from limited global coverage and
fluctuations of the ground wave propagation delay, making the
system practically incompatible with requirements of high-
precision standard laboratories and time services. Other
laboratories are interested in the accuracy capabilities of
primary frequency standards, either directly or indirectly, but
adequate means for international frequency comparison do not
exist at the state-of-the-art accuracy. Other techniques of
accurate time transfer have been tested experimentally or are
planned for implementation in the future. A performance
comparison of available and planned methods, including the
proposed Shuttle experiment (Shuttle Time and Frequency Transfer
Experiment, STIFT) is shown in Table 1. The following
definitions apply to the table. Inaccuracy is expressed relative
to a perfect portable clock. Stability is the'measure of time
variations over the course of the measurement (i.e., related to
the phase stability% of the measurement system with sampling
intervals and length of data determined by the method).
Cost-effectiveness is the product of inaccuracy and user cost
dollars (in mega dollars), the smaller the number the better.
The 24-hour frequency accuracy is derived from time stability
over 24 hours which determines the accuracy of absolute remote
frequency comparison. Though many of the numbers represent
anticipated performance, it is believed they are within a factor
of two of what will be accomplished. (Where applicable the
figures in the table are rms values.) As can be seen, the STIFT
experiment looks extremely attractive when compared with other
techniques.

Concept of the Shuttle Experiment

The idea of the Shuttle demonstration experiment is
illustrated in Figure 2. The experiment package which is mounted
on a pallet in the Shuttle bay contains the hydrogen maser clock,
a microwave transponder with antenna, a corner reflector array, a
photodetector, an event timer, and some associated electronics.
Three microwave links are transmitted between a space vehicle and
a ground terminal which permits cancellation of the first-order
Doppler effect and correction for ionospheric delay. Frequency
comparison is accomplished by using the CW carrier frequencies.
A time code modulation is applied for the time transfer function.
An important feature of the proposed experiment is that the
microwave system provides time and frequency transfer independent
of weather conditions and that a laser system is used for
calibration, providing information about time delays in the
propagation path and instrumentation. In addition, the laser
portion of the experiment is available for time transfer with
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sub-nanosecond accuracy. Short laser pulses are transmitted from
the ground station to the Shuttle and returned by the corner
reflector. The arrival time of the laser pulse at the Shuttle is
measured by the photodetector and event timer and is recorded in
the time frame defined by the on-board hydrogen maser clock.
The simultaneous transmission of laser and microwave signals
should yield valuable and interesting high-accuracy data about
wave propagation and related effects.

Planned Shuttle orbits have a rather low altitude (-200 n
mi) which limits the time available for clock comparison during a
pass over a ground station to several minutes. Otherwise, the
Shuttle is rather ideal for a demonstration experiment because it
provides very generous volume, weight, and power limits for the
experiment package as well as return of the flight hardware with
the option of reflight at minimum cost. High-inclination orbits
up to- 57° are planned for several Shuttle missions which give
sufficient global coverage for the demonstration experiment,
including all of the primary standard laboratories and many other
important stations. While the Shuttle orbits are adequate to
demonstrate the performance of the system, a higher orbit would
be adopted for an operational time and frequency transfer
satellite.

Microwave System

The key to the direct frequency comparison technique is
elimination of the first-order Doppler shift. This method was
successfully used with the Gravitational Probe A (GP-A) in 1976,
a joint project of Smithsonian Astrophysical Observatory and
Marshall Space Flight Center [1]. During this mission the
frequencies of two hydrogen masers, one on the ground and one in
the space probe, were compared to measure the gravitational
redshift effect. For 100 sec averaging .intervals, the frequency
comparison was accurate to 1 x 10" , which was at the
stability limit of the space probe maser. This mission
demonstrated the capability to eliminate first-order Doppler
shifts and ionospheric propagation fluctuations to achieve direct
frequency comparison with an accuracy of 1 x 10~ . Since
1976, further improvements of ..the hydrogen maser stability have
been achieved which make 10"1 a safe accuracy goal for the
Shuttle experiment [4].

A stability comparison of various techniques and standards
including the 1976 system and the new hydrogen maser (1979) is
given in Figure 3. To achieve the desired accuracy requires
corrections for relativistic effects, including the second-order
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Doppler shift and the gravitational redshift effect. These
corrections will be calculated from orbital data of the space
vehicle. Figure 3 also illustrates the relationship of time
transfer accuracy and frequency stability for measurements spaced
by T seconds. The two dotted lines represent a microwave pulse
system (0.6 nsec precision) and a laser pulse system (0.1 nsec
precision). If time comparisons are made at 24-hour intervals
(105 sec), a time transfer accuracy of 0.6 nsec or better is
needed to compare frequencies at the 10~14 level.

A functional diagram of the microwave system is shown in
Figure 4. Three S-band microwave frequencies are transmitted,
providing one-way and two-way Doppler information in the ground
station. The first-order Doppler effect is cancelled by
subtracting one-half of the two-way shift from the clock
down-link signal. This process also eliminates propagation
effects in the ionosphere for temporal variations longer than the
propagation time. The three frequencies have to be selected
carefully to compensate for ionospheric dispersion. (Frequencies
shown in the diagram are those used with GP-A.) A single antenna
is used on the- spacecraft and in the ground station to handle the
three frequencies. The frequency comparison information
generated in the ground terminal is contained in the beat signal
of the two clock frequencies which is obtained after removal of
the Doppler shift. • v

The frequency comparison method utilizes the phase
information of the CW phase coherent carrier signals. To
accomplish time transfer a PRN phase modulation is applied. The
round-trip propagation delay (2R/c) is determined by a
correlation technique applied to the two-way signals (Figure 5).
The time shift between space clock and ground clock is determined
from the displacement of the two corresponding time codes. The
space clock time code is modulated on the clock down-link
carrier. The correction for the one-way propagation delay is
obtained from the two-way signal correlation process. One
important objective of the proposed program is the development of
a low-cost microwave ground terminal which can be afforded by a
large number of users of a later operational system. The Shuttle
experiment will use S-band frequencies. (The optimum frequency
for an operational system is the subject of further studies.)
Participation in the STIFF experiment requires a microwave ground
terminal. It is anticipated that several ground terminals will
be in operation for the demonstration flight(s). Most of these
terminals should be located at the site of primary standard
laboratories and time service operations.
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Laser System

The short-pulse technique is presently the most accurate
method of time transfer. This technique has been used by the
University of Maryland with support from the U. S. Navy in com-
paring airborne clocks with clocks on the ground to measure gen-
eral relativity effects with sub-nanosecond accuracy [2]. The
uncertainty in the clock comparison was only a few tenths of
nanoseconds. A disadvantage of the laser technique for an opera-
tional system is its dependence on weather. In the proposed time
and frequency transfer system the short-pulse laser method is
used primarily for calibration and performance comparison. How-
ever, the laser portion of the experiment can be used independ-
ently for time transfer experiments. Any laser ground station
equipped with a stable clock and means to record epochs (event
timer) can perform time transfer experiments. The Shuttle exper-
iment will utilize existing laser ground stations.

A block diagram of the laser system, including on-board and
ground station systems, is shown in Figure 6. A corner reflector
array is used to return the laser signal to the ground station.
Simultaneously the laser pulse is received by a fast photo-
detector in the Space Shuttle. The event timer measures the
arrival time t£ of the laser pulse in the time scale estab-
lished by the on-board hydrogen maser clock. This information
is sent by telemetry to the ground station for comparison of the
space and ground clock epochs. The epochs of transmission and
return of the laser pulse, ti and t3» respectively, are
recorded at the ground station. Clock synchronization is accom-
plished by comparing t2 (measured at the space vehicle) with
the midpoint between tj and t^> including a small correction
for earth rotation. Figure 7 shows the result of the 1976 short
pulse laser experiments. The uncertainties of individual clock
comparisons are only a few tenths of nsec. Neither the relative
velocity between space vehicle and ground station nor the dis-
tance separating them enters into the comparison.

Conclusion

The proposed concept using a hydrogen maser in a space ve-
hicle is expected to meet the future need for global high-
accuracy time and frequency transfer. It has a number of advan-
tages compared to other techniques, including high accuracy,
direct frequency comparison, weather independence, global cover-
age (for operational system), and comparatively low cost for the
user. Only a single station is needed to accomplish time and
frequency transfer, namely the." station which wants to synchronize
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its clock or compare its frequency standard. The microwave
ground terminal can be located in close proximity to the stan-
dard. In addition, the laser portion of the experiment makes
time' transfer available with accuracies in the sub-nanosecond
region.
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"̂̂
 

r*
CO

 
O

3
. 

O

i-
l

CO
X

IOo
VVS—
 '
 

r
^O
 

^
"1

z0C
O

MP
i

<
£

p
L
j

yOC
J

pdWpnC
/3

£
5

^
1

(KHSr-l
H|
 
"
)

^
J

520r-l
HZSw5
2

M

r
l
 
C

 
0

3 
<U

 co
0
 
3

 
r
l

ac cr 3
1 

C
U

 U
<
f
 

r
l C

J

CN ti, <;

- <n

-*1O

V
?

^COc
1 

•
C

J
<

/>

CU 
^^

It 
. ̂

^
,

»4H
M

 C
O

1 
C

O
4-J 

Q
>

CO
 

p
o cu

C
J
 

>4
J

mC
N

I

o

J
x
,

4-1
••-I

^
 

i-
l

' 
/ 

i-l
X

ICO
4-1
C

O

COCr
-
l

^
 

Ĉ
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V
c
*COcomiCO

•H
"*

S
3

E
r
H

g
r
-
l

O
 

C
U

C
J 

4
J

^
 
C

OC
O
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QUESTIONS AND ANSWERS

CAPTAIN VOHDEN:

I would like to know what the time line would be for this system be-
coming operational. You say the first flight would be 1985. How
long after that would you envision the system being available for
general usage?

DR. DECHER:

That is very difficult to answer at the present time. I think we
will have several shuttle flights and then a normal lead time of
such a program probably is at least two to three years.

MR. BANERJEE:

Does this experiment you have mentioned that you are expecting to
do at the Maryland University provide the first calibration of the
instrument that will be the elimination of the delay of that order?

DR. DECHER:

You question the accuracy of the system? Is this what you are saying?

MR. BANERJEE:

Yes.

DR. DECHER:

Well, both techniques, the laser and the microwave systems, have been
demonstrated in those early experiments, and so I think we are also
safe to propose this type of accuracy.

DR. ALLEY:

I would just add the comment that the limiting uncertainty of the /
early proposed low-altitude flight may be in the ability to measure
the velocity of the spacecraft sufficiently well to include the
relativistic corrections adequately.

DR. DECHER:
-14Yes, that is true if you want to achieve the accuracy of 10 , you

have to include relativistic affects, the second-order Doppler Ef-
fect and the gravitational affect which you have to get out of the
trajectory of the space vehicle. This will be no problem for a
satellite system, but for the shuttle will need some doing.
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DEPARTMENT OF DEFENSE PRECISE TIME AND TIME
INTERVAL PROGRAM IMPROVEMENT PLAN

James R. Bowser, Automation Industries, Inc., Vitro Laboratories
Division, Silver Spring, Maryland

ABSTRACT

Department of Defense Directive 5160.51 assigns
the United States Naval Observatory the responsi-
bility for ensuring uniformity in precise time and
time interval operations including measurements,
the establishment of overall DOD requirements for
time and time interval, and the accomplishment of
objectives requiring precise time and time inter-
val with minimum cost.

In support of the execution of these responsibili-
ties, the United States Naval Observatory has em-
barked upon an effort to document the Department
of Defense Precise Time and Time Interval's re-
quirements and develop a master plan for overall
PTTI program improvements . ' • . ' .

This paper presents an overview of the objective,
the approach to the problem, the schedule, and a
status report, including significant findings
relative to organizational relationships, current
directives, principal PTTI users, and future re-
quirements as currently identified by the users.

INTRODUCTION '

The United States Naval Observatory is assigned the responsibility for
precise time and time interval dissemination throughout the Department
of Defense (DOD-) components. "Specifically,, it is Department: of
Defense Directive 5160.51 titled, "Precise Time and Time Interval
(PTTI> Standards and Calibration Facilities for Use by Department of
Defense Components'r, that assigns the Naval Observatory the respon-
sibility for insuring: (iy uniformity in precise time arid time inter-
val operations including measurements, (2) the establishment of over-
all DOD requirements for time and time interval, and (3> the accom-
plishment of objectives requiring precise time and time interval with
minimum cost. The first of these responsibilities entails the tech-
nical aspects of timekeeping and time dissemination. Despite the
rapidly changing systems which seek to exploit the leading edge of
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technology, the Naval Observatory staff continues to keep pace in
meeting this responsibility. In addition to expanded and improved
means of dissemination of time and easier access to time services for
the user, the basic equipments and methods of determining precise time
are being upgraded. The requirement to upgrade time dissemination
systems becomes self-evident through a simple comparison. DOD direc-
tive 5160.51 dated August 31, 1971, defines precise time as, "a
time requirement to within ten milliseconds." Compare this with cur-
rent user, needs of time to within nanoseconds. Not only are opera-
tional requirements for time becoming more stringent with respect to
accuracy, the number and variety of uses is expanding rapidly. There
is a tendency for a new user, faced with a need for precise time, to
approach the solution to the problem on a unilateral basis. The pit-
falls to such an approach can be counter productive to achieving a
fully coordinated PTTI program. Based upon the information available
to the manager, a system is designed and an array of equipments is
assembled that will meet the requirements. The combination of clocks,
frequency dividers, time conversion modems, etc., may be totally
unique to that program. This tends to result in a wide variety of non-
standard systems which exacerbates the maintenance support problem and
training problem. If the manager is one of foresight, he may even
anticipate future requirements and design a system whose capabilities
far exceed his current specifications for stability, accuracy, or
other criteria. Conceivably, the full capability of the system for
which the manager paid dearly, may never be fully exploited or re-
quired. The synergistic consequences of these factors is an overall
PTTI program that is 'less than cost effective.

In recognitition of the dynamic nature of the PTTI program and the
influence of the aforementioned factors, the Naval Observatory has
initiated an effort to ameliorate the impact of the current processes.

OBJECTIVE

The objective is to achieve improved management of the Department of
Defense Precise Time and Time Interval Program in order to provide
full coordination of PTTI programs and ensure economies of resources.

Although the Observatory has the lead in the endeavor within the pro-
visions of DOD Directive 5160.51, the support of separate DOD compon-
ents is engendered through "the specific functional responsibilities
assigned to those components in the same "directive. Under paragraph
VI.C..various functional responsibilities are delineated for DOD com-
ponents and contractors. " Of the five subparagraphs spelling out the
functions, the first four deal principally with the technical aspects
of timekeeping, that is; reference to the USNO master clock, use of
portable clocks, etc. Paragraph VI.C.5 and paragraph VI.C.6 cover the
management and planning aspects of PTTI. The separate DOD components
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are directed to:

"5. Notify the U. S. Naval Observatory of:

a. Existing and planned PTTI requirements, including infor-
mation as to accuracy and stability of needs, measurement
techniques planned or in operation and continuity of
service required of the applicable distribution trans-
mission.

b. PTTI (frequency) arrangements between DOD user compon-
ents and contractors and other Federal Government
agencies.

c. Scheduled scientific and technical meetings on PTTI
(frequency).

6. Consult the Observatory prior to entering into contracts for
equipment, research, studies, or services involving PTTI
(frequency) in order that maximum use of existing facilities
may be assured."

The degree of detail encompassed in the notification of the observa-
tory is subject to a wide variety of interpretation. Consequently,
the perception of PTTI requirements is equally subjected to a wide
range of interpretation. Needless to say, a full comprehensive knowl-
edge of the DOD requirements is essential to determining the necessary
management actions to improve the overall program. The observatory's
initiative can be viewed as a two-pronged approach; each inexorably
entwined with the other. In support of the objective, the observatory
will conduct a DOD PTTI requirements analysis and concurrently develop
a DOD PTTI Improvement Plan.

APPROACH

A three-phased approach is being used for the requirements analysis
portion of the task. The three phases are an identification phase,
a collection phase and an analysis phase.

Identification Phase

As implied by the title, the purpose of this phase is to identify the
users of precise time and time interval. The elements of information
being sought to fit the definition of "identification" are somewhat
more detailed than simply a name or organization. This effort will
endeavor to identify the user by organization, location, points of
contact by name and phone number and establish the organizational
relationship of the unit with respect to higher and lower echelons of
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the appropriate organizational structure. These data will serve to
clarify the lines of operational control, administrative processes and
logistical support. It will also provide a directory of personnel
participating directly in the PTTI program and enhance the flow of
information among the participants.

Collection Phase

Having identified the users of PTTI, the next step is to document
essential information with respect to their participation in the pro-
gram. A determination will be made as to the functional use of PTTI
(e.g., navigation,communication, calibration, timing/synchronization,
etc.), the essential equipment currently on hand and in use; the
means whereby these equipments are timed/synchronized (traceable to
USNO); and the criteria which define the users requirement in terms
such as accuracy, stability, environmental specifications, or other
key characteristics. Of equal interest in documenting the equipment
is the maintenance policy of each organization. Information will be
gained regarding the level of maintenance performed at the site (oper-
ational, intermediate or depot), and whether or not it is performed by
organizational personnel or under contract support arrangements.

The full scope of information to be collected is not a fixed set at
this time. Even early in the collection process, it was found that
additional data elements proved most useful in revealing an overall
picture of the PTTI program. As an example, the directives issued at
various echelons were researched to determine the charter under which
various organizations were operating. In some cases, the directives
issued within the chain of command, may be useful in revealing the
funding lines. Funding information will be essential if recommenda-
tions are to be developed regarding cost effective alternatives.
Equally as important as documenting the current state-of-the-art is
planning for future requirements. Current users will be surveyed to
determine their perception of future needs or any problems they may
anticipate in meeting their perceived operational requirements in the
future. Developmental programs will be reviewed to determine if there
may be PTTI requirements which have not yet been explicitly defined.
This data on future requirements will provide a baseline for specific
areas to be investigated in order to keep pace with refined require-
ments and broader PTTI applications.

The data collection process will consist of researching documents,
interviewing personnel, either by telephone or in person, the circu-
lation of a survey questionnaire, and on-site visits as required.

Analysis Phase

Based upon the information provided by the previous efforts, the
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analysis phase will seek to delineate systems methods, systems accu-
racies, performance requirements, numbers of clocks, maintenance
support roles, and inter/intrasystem utilization. Pertinent data
elements will be reduced to graphs, charts and/or matrices to present
concise, comprehensive summaries from which cogent alternative actions
may be derived in support of the improvement plan.

Although it may appear that these three phases are conducted sequen-
tially, in a series fashion, such is not the case. The process is an
iterative one in which data derived in one phase may lead back to
further investigations in the previous phase which may in turn lead to
additional areas of investigation, data collection and analysis.

PTTI Improvement Plan

The customary approach to the development of a plan is being followed
for the improvement plan. This entails the development of an outline,
the development of a book plan, and finally, the development and
publication of the PTTI Improvement Plan. The Book Plan development
was scheduled in the early phases of the task in order to provide
direction to the data collection and analysis phases. As stated
earlier, the improvement plan development will be a concurrent effort
which will interact on a real time basis with all three phases of the
requirements analysis portion. Proposed management initiative and
related recommendations will be firmly supported by clearly defined
requirements.

An Executive Summary will be provided as a lead into the Improvement
Plan in order to provide a concise overview of the program and recom-
mendations. The succeeding four chapters will describe the character-
istics of the PTTI program as it now exists. This will take the form
of an introduction/background section; a description of the services
available through the U.S. Naval Observatory; a section on users and
their related requirements and a section on how those requirements
are currently being met and planned improvements matched to potential
needs. The next chapter will highlight the critical issues. In
essence, this portion will address the shortfalls and problem areas,
including cost factors, to the extent that they can be isolated and
documented.

The remaining two chapters will provide alternative management actions
which, if executed, should result in significant improvements in the
PTTI program. Recommendations will be made as to the preferred
alternative. The preferred alternative will be expanded in more
specific detail with respect to responsibilities, schedule of actions,
and any modifications to governing directives required to implement
that alternative.
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Details of the supporting rationale contained in the plan will be
provided in appendices to the plan. Three levels of detail will be
provided: the Executive Summary will provide an overview for decision
making; the body of the plan will contain the rationale for the alter-
natives and recommendations. The backup data will be contained in the
appendices.

SCHEDULE

Work on the project was initiated on 18 January 1980. The target date
for the completed Requirements Analysis Report and the PTTI Improve-
ment Plan is 27 December 1981. The only major interim milestone is
the development of the Book Plan in June 1980. Due to the concurrent
and iterative nature of the identification phase, collection phase,
analysis phase and plan development, clearly delineated start-stop
dates for these activities were not deemed appropriate. However,
selected interim goals to be achieved have been identified in the
interest of sound program management and are displayed in Figure 1.

STATUS

The identification phase commenced immediately upon initiation of the
task. A two-pronged approach was used; a top-down approach and
bottom-up approach. The top-down approach began at the policy level
in Washington and sought to identify the individuals involved, their
job title, code, location, phone numbers and the field agencies or
subordinate commands under their purview. The bottom-up approach
used the U.S. Naval Observatory distribution list printout for their
time services bulletin. The list includes 986 domestic users and
258 foreign users. The listing was separated into categories by
Service (USAF, Army, Navy, etc.) or agency. In some cases, the func-
tional area of PTTI in which the user has primary interest may be
discerned from the type of time service publications received. Such
is not always the case, for there are multiple uses, as well as mul-
tiple users of the documents. Here the top-down approach seeks to
clarify the functional area of interest by tracking the organizational
relationship through the chain of command and the supporting directive
system. DOD Directive 5160.51 required each DOD component to issue
implementing directives. These, in turn, assigned responsibilities
and functional areas to various commands and field activities. The
directives have been researched and collected for OSD, JCS, DCA,
USAF, USA and USN. To date, a preliminary directory of points of
contact in the PTTI arena has been compiled, consisting of approxi-
mately sixty persons. In its current format, it lists the personnel
by Service or agency, with code, address, phone numbers and any
charter or directive associated with their function. Approximately
thirty-five of the persons listed have been contacted in search of
data. Preliminary initiatives have been made with the Federal
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Aviation Administration, Defense Mapping Agency, and certain inde-
pendent commercial users.

In order to accelerate the data collection process, a survey question-
naire was designed. Using the information gained in the early portion
of the identification phase, a distribution list of key recipients
was developed. A cover letter signed by the Superintendent of the
Observatory, explaining the purpose of the effort and forwarding the
questionnaire, was distributed on 7 May 1980. Responses were re-
quested by 4 June 1980. Twenty-five completed questionnaires have
been returned. A comparative analysis is now in process comparing
data received from interviews and the survey questionnaires with the
data required to complete the requirements analysis and fill out the
element of the Book Plan. Voids in essential elements of information
will be identified. Efforts to fill these voids will begin with local
interviews and phone calls and finally, on-site interviews at field
activities will be conducted to complete the process. In every case
requiring a field visit, a point of contact will be advised in advance
either by phone or by letter as to the type of information being
sought. r,

An outline of the Improvement Plan was developed and approved on
23 April 1980. The outline was subsequently expanded into a Book Plan
which was approved on 30 June 1980. The Book Plan, which defines the
elements of data scheduled for incorporation into the Improvement Plan
is now serving as the benchmark in guiding the collection and analysis
phases.

A clearer picture of the organizational relationships has begun to
evolve. Preliminary diagrams have been drafted in tiered echelons
from the policy level down to field activity and users.

Although some minor difficulties have been encountered in translating
stated requirements into common terms of reference for easier com-
parison, and ensuring that all users are identified, the program is
currently on schedule with no insurmountable obstacles in view.
Although not deemed insurmountable, two areas of investigation which
prove more intractable than one would care to have them are those
driven by security restrictions and availability of funding details.
Every effort is being made to maintain the reports as unclassified in
order to enhance their circulation and utility. If need be, a classi-
fied appendix may be published to provide supporting data essential
to the decision making process.

PRELIMINARY FINDINGS

In the interest of brevity 'selected highlights of the preliminary
findings are presented below in the areas of organizational
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relationships, current directives, PTTI users, and future require-
ments.

Organizational Relationships

There are two distinct lines of staff cognizance in PTTI, the logis-
tics side and the operational side. In most cases, the responsibili-
ties for PTTI shift to the logistics staff at the policy level. The
bulk of the documentation is written in terms of metrology and cali-
bration responsibilities for technical laboratories or similar support
units in the field. In general, these lines of responsibility through
the logistic side are easily traceable. The logisticians are tasked
with specific responsibilities to maintain set standards, and provide
support to operational users. The operational side of the problem
does not lend itself to easy traceability. It has been difficult to
pinpoint the central controlling agency for operational requirements
within the various organizational structures. It appears at first
blush that a.variety of research agencies, usually resident at the
same location with a metrology/calibration facility will develop oper-
ational requirements and resolve their needs in coordination with the
resident experts. As currently documented the technical or logistics
side of the chain is very responsive to the users' needs and the
interchange of services and information is free-flowing and continuous.
However, as additional support services are required from a higher
support echelon (such as the Naval Observatory), the requirement flows
up through the technical chain on the logistics side of the staff.
Again, the system works by virtue of the nature of the participants.
However, this system places the Observatory in a reactive mode—
responding to needs from the field on an "as required" basis. Ideally,
the operational requirements should be centrally coordinated for each
agency. The central coordinator would express these requirements to
the U.S. Naval Observatory personnel who, in execution of their
charter as DOD PTTI Manager, would assist in defining the system to
meet the requirements. Then through the logistics side of the staff,
the USNO would insure that the necessary dissemination system and
proper support equipments were available to execute the PTTI support.
This process would place the USNO in the requirements determination
loop and insure a more cost effective, coordinated program.

PTTI requirements which transcend the bounds of single Service of
single agency applications are generally addressed by committees. In
some cases,the committees are formed to address specific issues and
representation is established to insure that all interested parties
participate. There are two standing committees which provide a forum
for addressing joint requirements. The MUSIC MAN COMMITTEE and the
JOINT TECHNICAL COORDINATING GROUP for METROLOGY and CALIBRATION
(JTCG-METCAL). Based upon the representation on these committees,
it appears that the MUSIC MAN COMMITTEE is best suited for addressing
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the operational aspects of the problem and the JTCG-METCAL is techni-
cally oriented.

There are exceptions to the general description of the interaction of
operational agencies and logistic agencies as previously described.
Two notable exceptions are the GPS/NAVSTAR program and the SATCOM/DCA
program. These two programs have been the beneficiaries of long
arduous planning and inter-agency activity. However, in spite of such
coordination at the top level, the results of the survey question-
naire reveal that some participants in the PTTI program are somewhat
tentative as to the precise impact the program may have on their
"modus operandi".

Current Directives

Two items of interest were revealed in tracing through the directives
which govern PTTI programs in the Department of Defense. First, the
assignment of responsibilities in implementing directives generally
substantiates the heavy influence of the technical/logistic partici-
pants in structuring the character of the program. In instances
where operational staffs are tasked with responsibilities, they are
usually stated in terms of verifying the compatibility of design and
specifications rather than explicit responsibilities for stating and
processing requirements. The second item is tracing directives to a
common reference. Some implementing directives cannot be traced back
to DOD Directive 5150.61, although other DOD Directives may be
referenced.

PTTI Users

Preliminary findings with respect to PTTI users reveals that the
laboratories, research organizations, and test ranges are best able to
document their function, equipments, current operating procedures, and
identify future requirements. There appears to be a significant
community of beneficiaries of PTTI who tend to accept the services
provided without full awareness of the impact on their program of how,
by whom, and at what cost the services are made available. The in-
vestigation and full documentation of this community's PTTI programs
portends to be the most difficult aspect of the task. Consequently,
it will be the objective of detailed scrutiny in the iterative identi-
fication and data collection processes. Some of the PTTI users who
responded to the survey questionnaires left some unanswered questions.
A few indicated that they had no "next higher" echelon of command and
no subordinate commands. Some provided no further time or calibration
service beyond their own use, an acceptable though unlikely situation,
except for a research facility. In some instances it was indicated in
the survey that the time maintained on-site was not traceable to the
USNO, yet the method whereby the time was maintained provides for such
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traceability. Current requirements were generally implicit in the
description of the users function and the capabilities of the equip-
ments in use. Further investigation is warranted to insure the most
economical and efficient use of resources.

Future Requirements

Future requirements have been expressed in a variety of character-
istics desired. These include: cost, stability, accuracy, vibrational
loading, G-loading, temperature sensitivity, power requirements, size,
and accessibility. A number of these characteristics were described
in quantified terms and others in general terms. For example, the
lease cost item desired was to be less than $100 per unit. Stability
requirements have been submitted at the refined end of 4xlO~^^/sec
and lxlO"ll/4 hours. Accuracy statements range from "extreme" to a
quantified value of 100 nanoseconds. Every effort will be made to
quantify requirements to provide a common means of comparison and
evaluation.

In the process of seeking answers to questions initially proposed for
data collection, there appears to be a higher ratio of new questions
than answers to old questions. In a program as dynamic and complex
as the Precise Time and Time Interval program, one should reasonably
anticipate such results in the early portion of the investigations.
Hopefully, the crossover point will occur soon, wherein the number
of answers neatly matches the questions at hand and no vital area
which may influence the selection of viable alternatives remains un-
explored. Needless to say, it is a challenging task, but one that
should prove to be rewarding and beneficial to the PTTI community as
a whole.
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A U.S. NAVY PRECISE TIME AND TIME

INTERVAL (PTTI) PROGRAM UPDATE

RALPH T. ALLEN

NAVAL ELECTRONIC SYSTEMS COMMAND

ABSTRACT

A review of the Navy's PTTI Program
was presented at the Tenth Annual PTTI Appli-
cations and Planning Meeting. That review
presented a brief history of the Navy's,PTTI
Program, its management organization, and
current and projected requirements, capabi-
lities and Program efforts.

This paper:

a. Updates those previously identi-
fied Navy requirements, capabilities and Pro-
gram efforts.

b. Outlines new Program efforts.

c. Presents overall Program growth
since September 1975.

d. Projects the Navy's areas of
concern regarding future PTTI development.

A review of the U.S. Navy's Precise Time and Time Interval (PTTI)
Program was presented in November 197JT at the Tenth Annual PTTI" Appli-
cations and Planning Meeting (1). Since that presentation, the Pro-
gram's management organization, its basic mission of providing all Navy
platforms and their communications, navigation and weapon systems with
PTTI information traceable to the U.S. Naval Observatory (NAVOBSY),.
and its PTTI System Concept, see Figure 1, have all remained essentially
'unchanged.

This has provided a stable base from which the Program has conti-
nued to grow and to respond to the increasing PTTI needs of the Fleet.
This growth and response to Fleet needs has resulted in an increasing
awareness of and support for the Program by Navy program sponsors,- plan-
ners, programmers, engineers, support personnel and users.
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More specifically, the review at the Tenth Annual PTTI Applica-
tions and Planning Meeting reported that the Naval Electronic Systems
Command (NAVELEX) had submitted an analysis of the Navy's PTTI require-
ments to the Chief of Naval Operations (CNO) in November 1978. The re-
view further reported .that current, medium and long range Navy platform
timing requirements were in the 100 microsecond, the one to ten micro-
second, and the 10 nanosecond ranges respectively. With a few excep-
tions, those values are still valid.

Based on the requirements analysis findings, NAVELEX updated the
Navy's PTTI Program Master Plan. CNO subsequently approved the Master
Plan in January 1980.

Some of the major Navy PTTI efforts addressed in that Master Plan
and reported on at the Tenth Annual PTTI Applications and Planning Meet-
ing include the:

PTTI Maintenance and Calibration Program.

SSN-637 Class Submarine PTTI Platform Distribution System
(PDS) Development.

SSN-688 and POSEIDON Class Submarine PTTI PDS Development.

NAVOBSY Master Clock System (MCS) Upgrade.

AN/URQ-23 Frequency-Time Standard.

Global Positioning System (GPS) Time Transfer Unit (TTU).

PTTI Technology Program.

0-1695 Cesium Beam Frequency Standard.

Rubidium Standard Development.

"Standardized". PTTI PDS.

The following is a brief update on each of. these efforts covering
the past two years.

i - *

" In 1978, the Naval Electronic Systems Engineering Center (NESEC),
Portsmouth was assigned the responsibility of providing maintenance
and repair services for all Navy owned atomic standards and providing
portable clock trips to numerous Navy installations and Army Defense
Satellite Communications System (DSCS) earth terminals under the PTTI
Maintenance and Calibration Program. NESEC, Portsmouth has now been
formally tasked, as the Technical Manager for PTTI, with providing
Field Maintenance Agent CFMA) and Depot Repair Facility services for
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Navy owned PTTI equipment including the AN/URQ-23 Frequency-Time Stand-
ard and the SG-1157/U Digital Processing Clock. Future projections
indicate that NESEC, Portsmouth's responsibilities as the Technical
Manager for PTTI will continue to increase and expand.

The automatic, no-break SSN-637 Class Submarine PTTI PDS equip-
ment, see Figure 2, was delivered in 1979 and completed Operational
Evaluation (OPEVAL) testing in June 1980. It is currently being consi-
dered for Approval for Service Use (ASU).

A direct result of the SSN-637 Class PTTI PDS development effort
has been a reduction in scope of the SSN-688 Class PTTI PDS to a manual
switch, see Figure 3. Also, current planning is for the POSEIDON class
submarines to use the PDS developed under the SSN-688 Class effort.
While development was initiated on this PDS at the Naval Ocean Systems
Center (NOSC) and the Naval Avionics Center (NAG), reversals and set-
backs have necessitated reprogramming actions. A restart effort is now
being scheduled.

In July 1980, CNO formally approved the Navy Decision Coordinating
Paper (NDCP) for the NAVOBSY MCS Upgrade, see Figure 4. Presently,
various component equipments required to upgrade the Data Acquisition
System (DAS) of the MCS have been procured and installed. AlsOj the
first of two Environmentally Controlled Monitor Stations (ECMS) have
been procured and installed. The first procurement of hydrogen-masers
is now scheduled for Fiscal Year (FY) 1982.

The AN/URQ-23 Frequency-Time Standard which will replace the
AN/URQ-10A as the Navy's quartz crystal reference standard was granted
ASU in August 1979. The first AN/URQ-23 production contract was
awarded the following March and the first production units are now
being delivered to the Fleet. The next procurement of AN/URQ-23's is
scheduled as a competitive, multlyear procurement in FY-82.

The GPS TTU (2) feasibility model was delivered to the NAVOBSY in
December 1979 where it is currently completing a one year testing
program. Initial findings indicate that its performance is better
than the specified 100 nanosecond time transfer capability. A pro-
duction decision is scheduled for April 1981.

The PTTI Technology Program to investigate (a) time transfer via
GPS using laser technology, (b) environmental effects on atomic clocks
and (c) high performance standards and advanced timing has gone unfunded
for the second year. NAVELEX will continue to pursue this effort by
showing the potential impact of these advanced research programs on
systems and equipments which are currently scheduled for installation
in the Fleet.

Cognizance of the 0-1695A/U Cesium Beam Frequency Standard was
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scheduled for transfer to the Navy's PTTI Program in FY-79. While
responsibility for the maintenance and calibration of the 0-1695A/U has
now been assumed by the Program, full technical cognizance of the unit
has, at the request of the VERDIN Program Manager, not been transferred
because of reliability problems associated with the equipment. A tran-
sition plan has been developed and will be implemented upon final reso-
lution of those reliability problems.

The development of a rubidium standard for the Navy which was
discussed in 1978 is now being held in abeyance. A Preliminary Design
and Life Cycle Cost Analysis for the "Standardized" PTTI PDS, see
Figure 5, was initiated in late FY-/9. The Preliminary Design and Life
Cycle Cost Analysis is to develop alternative designs for a modular
PTTI PDS comprised of Standardized" equipments which could be recon-
figured to meet the needs of a particular platform, i.e. surface ship,
submarine, aircraft or shore installation, and compare the technical,
operational and economic advantages and disadvantages of those alterna-
tives. It was decided that it would be premature to initiate the devel-
opment of a rubidium standard for the Navy prior to the completion of
that Preliminary Design and Life Cycle Cost Analysis.

Similarly, final approval for full scale development of the
"Standardized" PTTI PDS is being held in abeyance pending the comple-
tion of the Preliminary Design and Life Cycle Cost Analysis. The
"Standardized" PTTI PDS is the heart of the Navy s PTTI Program. For
that reason, NAVELEX is currently attempting to recoup after the fail-
ure of the contractor to complete the Preliminary Design and Life Cycle
Cost Analysis within cost and schedule constraints and to finish the
effort via other alternatives. NESEC, Portsmouth again under the PTTI
Technical Manager assignment has taken the lead to insure timely comp-
letion of the effort.

New Program efforts have also been kept to a minimum over the
past two years for two reasons. First, the PTTI Program Manager made
a concious decision in 1975 to minimize new Fleet, operational equip-
ment developments until the Navy's requirements had been defined and
then reasserted that decision in 1978 pending the completion of the
Preliminary Design and Life Cycle Cost Analysis. Secondly, there has
been a lack of sufficient personnel in the Program office to manage and
administer the various Program efforts. Recently, this latter reason
has caused NAVELEX to notify its sponsor that it could not accept addi-
tional PTTI responsibilities.

Taking this into account, the Program has still taken on new
efforts to support immediate Fleet needs. For example, in 1979,
NAVELEX procured several TRANSIT Timing Receivers to support NAVOBSY
requirements. More recently, NAVELKX procured a clock distribution
system to meet an urgent requirement at Naval Communications Station,
Japan.
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These were relatively small tasks, but, as stated previously, the
PTTI Program has continued to grow and to support the Fleet. Figure 6
is an updated Program Milestone chart which depicts some of the preced-
ing efforts and reflects that Program growth. Figure 7 provides a
funding profile, including RDT&E, OPN and O&MN funds, of the Program
from FY-75 to FY-80 which again reflects that Program growth.

Most of this is, however, history. What projections can be made
regarding the future?

Broad projections indicate that there will be a continuing increase
in the Fleet's need for PTTI and that there will be an accompanying
increase in the Navy's support for PTTI.

Also, while the "Standardized" PTTI PDS Preliminary Design and Life
Cycle Cost Analysis has not been completed, some specific Navy pro-
jections regarding future PTTI developments appear feasible.

First, it appears that currently available reference standards
combined with both operational and planned PTTI dissemination systems,
e.g., LORAN-C, TRANSIT and GPS, will' be capable of meeting the vast
majority of the Navy's projected operational requirements.

Second, there is a need for a properly designed, manual switch
combined with an "update and comparison" equipment capable of (a) com-
paring onboard reference standards with a reference signal from a
dissemination system external to the platform as well as with each
other, (b) providing an alarm when any one standard drifts beyond a
preset limit, and (c) allowing for underway time transfers as required.

Third, there is also a need to reduce the number of reference
signals being distributed on board Navy platforms. Currently there are
three basic frequencies, 5MHz, 1MHz and 100KHz; two timing pulses, 1PPS
and 1PPM; and an untold number of time code signals being distributed.
It appears that long range planning should reduce distribution to a
single reference frequency and single time code. If necessary, this
might be relaxed to include a single timing pulse signal. No decisions
have been reached regarding which signals should actually be "standard-
ized" on, but this action alone would reduce the number of cables which
must be run, reduce the complexity of the PTTI reference signal genera-
tion and distribution equipment and notify designers of future Navy
communications, navigation and weapons systems of exactly what reference
signals will be available on board Navy platforms and to design their
systems and equipments accordingly.

One area of greatest need is that of distribution equipment; i.e.,
a new frequency distribution amplifier and a "time" distribution
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amplifier. The AM-2123/U Frequency Distribution Amplifier is a good,
reliable amplifier, but it is an old equipment. Modern technology
should be able to provide a distribution amplifier with Improved reli-
ability characteristics and capable of providing more output channels
in the same space as the AM-2123/U. Additionally, the Navy.currently
does not have an amplifier capable of distributing multiple timing
signals, i.e., both time codes and timing pulses, and the need for a
"time" distribution amplifier is increasing. Both units should be
capable of supplying the multiplicity of reference signals required
today, but also be capable ultimately of supplying the "standardized"
signals discussed previously.

A final projected need is for reliable PTTI equipment. The
"Standardized" PTTI PDS will be driving virtually all of the platform
communications, navigation and weapons systems. Loss of a reference
standard or failure of a switch could result in system outage or down-
time at a critical moment and thereby result in damage to the platform
or even a loss of life. Additionally, the Navy and the Nation's tax-
payers cannot afford unreliable equipment; e.g., a reference standard
which requires a tube replacement in excess of $10,000 approximately
every eighteen months. Reliable equipment is a must if the concept of
a "Standardized" PTTI PDS is going to or even should be accepted by the
Fleet.

In summary, the Navy's PTTI Program has formed a solid base with
the Requirements Analysis and the CNO approved Program Master Plan. It
has experienced some setbacks because of personnel shortages, missed
delivery schedules, etc. However, the Program is moving forward and
providing the Fleet with needed equipment and support.

Hopefully, the next two years will see even greater growth and
support both to the Fleet and from Navy sponsors, planners, programmers,
engineers, etc. Hopefully, the "Standardized" PTTI PDS Preliminary
Design and Life Cycle Cost Analysis will be complete and full scale
development of PDS's for candidate platforms will have been initiated.

The Navy PTTI Program office is working to make these hopes
become realities.
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PRECISE TIME TECHNOLOGY FOR SELECTED
AIR FORCE SYSTEMS: PRESENT STATUS AND

FUTURE REQUIREMENTS

N. F. Yannoni
Rome Air Development Center

Deputy for Electronic Technology
Hanscom AFB, MA

ABSTRACT

Precise time and time interval (PTTI) tech-
nology is becoming increasingly significant
to Air Force operations as digital techniques
find expanded utility in military missions.
Timing has a key role in the functions of
communication and identification as well as
in navigation. A survey of the PTTI needs of
several Air Force systems will be presented.
Current technology supporting these needs will
be reviewed and new requirements will be
emphasized for systems as they transfer from,
initial development to final operational
deployment. The PTTI program activity in
the Signal Processing and Timing Devices
Section of the RADC Solid State Sciences Div-
ision is reviewed, and a survey is presented
of areas of mutual interest to Government
and industry in planning and execution of
PTTI research and development programs.

INTRODUCTION

This paper reviews the status of selected systems re-
quiring Precise Time and Time Interval (PTTI) technology:
systems in which the Air Force has either sole sponsorship
or participates jointly with the Army and Navy. They in-
clude PTTI applications in space, in aircraft and on
ground-based platforms. Future needs in these programs
are addressed in terms of generic performance improvements,
the need for which has been produced by operational con-
straints such as the time interval for which a specific
communication code key is to be used, the allowable period
between resynchronization, or the logistics of the plat-
form carrying the system of interest. The opportunity is
taken to describe the evolution of the time and frequency
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activity at the Solid State Sciences Division of the Rome
Air Development Center (RADC) and to review the scope of
the current PTTI activity from the technology-base/system-
support viewpoint. Finally we address areas of common in-
terest, and occasional concern, to the PTTI community
which detail some of the factors which control our ability
to provide, in a timely way, the PTTI technology required
for Air Force programs.

CURRENT PROGRAMS

Several acquisition divisions of the Air Force Systems
Command: - the Electronic Systems Division (ESD), Aeronau-
tical Systems Division (ASD), and the Space Division (SD)
are involved with acquisition programs requiring precision
timing devices.

The space segment of the Global Positioning System (GPS)
program office at SD has completed the launching of the
first six satellites of the total constellation. These
satellites carry redundant rubidium and/or cesium fre-
quency standards. The clock status of the GPS space seg-
ment is to be described elsewhere(*) in these proceedings
and therefore a detailed discussion is unnecessary in this
paper. The user segment equipment is based on quartz
oscillator technology which employs a common module for
placement in aircraft avionics packages, in rack-mounted
equipment in submarine and surface vessels, and in com-
pact electronic units for backpack and mobile ground equip-
ment. In comparison with the relatively benign environ-
ment of the space segment, the oscillators for the user
segment will be subject to the vibration, humidity,
temperature and g-force extremes of the high-performance
aircraft or rough-terrain vehicle platform. Dual con-
tractors are now involved in full scale development pro-
grams which should deliver about 100 units. Production of
the user equipment will require many thousands of
oscillators.(*)

The Joint Tactical Information Distribution System (JTIDS)
is a secure, jam-resistant, high-capacity, flexible
digital communications systems under joint development
of the military services. It provides for position loca-
tion, communication and identificationTfunctions via a
time-division multiple access architecture. Timing re-
quirements for this system can be satisfied with quartz
technology.(3*4) The JTIDS acquisition process is divided
into three classes of terminals. The Class 1 terminal is
for use in ground command and control centers and in long-
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range surveillance aircraft. This terminal is now in pro-
duction. Acquisition of the Class 2 terminal^ which is
scheduled for fighter aircraft deployment, is in the
source selection process for full-scale engineering de-
velopment. The Class 3 terminal, not yet initiated for
acquisition, is intended for surface-based mobile users.

The United States Identification System (USIS, formerly
the NATO Identification System, NIS), a tri-service effort,
is in the first stages of the acquisition process. The
USIS program involves both improvement of the Mark 12 IFF
system now in use and the development of an entirely new
IFF system designed to be secure, jam-resistant and inter-
operable within the NATO community.(5) The system will re-
quire clocks for ground control centers and AWACS aircraft,
for tactical aircraft and helicopters, and for mobile
ground-based users such as tanks, trucks and surface-to-
air missile crews. For the timing system, the objective
is to procure the highest quality clock commensurate with
system economics. The goal is to minimize the code val-
idity interval, thus reducing the interference options
available to a jammer. The frequency stability to be
specified forms part of a NATO agreement scheduled for
completion by the end of the year. As is the case for the
GPS user segment, the number of oscillators required will
run to many thousands. Therefore it is highly probable
that quartz technology will play the major role in surface
based and, perhaps, airborne platforms. Several studies
of the clock problem for USIS have been completed and de-
velopment work on several aspects of oscillator technology
are planned for this fiscal year.

The 616A program is the Air Force support to the Minimum
Emergency Essential Communications Network (MEECN) and is
a survivable very low frequency communication system for
use by the Strategic Air Command. The principal clock ap-
plication is for synchronized communications between the
command structure, launch control centers, and SAC air-
craft. Current status of the clock is a cesium-based unit
which was developed with Air Force funding. The latest de-
sign is a portable (1 hour battery capacity)/ radiation-
hardened device which is used to carry and insert system
time into the communications hardware of network part-
icipants.

The SEEK TALK program is a secure anti-jam voice communica-
tion capability for Tactical Air Force use. The system is
presently in full-scale engineering development under a
dual contract award. The SEEK TALK scenario includes
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timing performance which requires frequency stability at
the high technology end of quartz capability. Both
rubidium and advanced quartz technology are considered to
be candidates for the SEEK TALK oscillator. The near-term
solution to the SEEK TALK requirement is vested in the
HAVE QUICK program. The latter system is an ECCM modifica-
tion to certain ground-based and airborne radios which
gives them a frequency-hopping capability.(8) A random-
ized channel selection sequence which is changed rapidly
inhibits an enemy inteceptor or jammer from joining the
communication system because of the very short residence
time of the system in any one channel. The HAVE QUICK
program is based on Coordinated Universal Time in order to
be able to take advantage of the TRANSIT satellite system
as a means of obtaining time. Reference frequency for
ground-based units is supplied by rubidium oscillators and
almost all of the clocks in the HAVE QUICK system are re-
quired to hold correct time to within 3 milliseconds for
mission duration. An analysis(6) of possible errors in
initial setting accuracy coupled with ageing of the unit
indicates that frequency recalibration would not be re-
quired over a period of five years in order to hold to the
3 millisecond specification.

FUTURE NEEDS

We address this topic less from the viewpoint of in-
dividual program office requirements but rather from de-
velopments which would benefit across-the-board users of
PTTI technology. The importance of reviewing these topics
becomes, clear when we consider the 1980's as a decade when
industry will be called upon to provide reliable oscilla-
tor hardware by the tens of thousands of units. When
acquisition is discussed in these terms, our ability to
deploy quality systems will depend to a large extent on
economies of scale associated with continuing, large-
quantity purchases, and the development of innovative man-
ufacturing processes which will produce the desired equip-
ment at prices which the acquisition divisions can afford.
It is important, therefore, that substantial, serious
process engineering development work be completed by the
early 1980's. We believe that any plant or equipment mod-
ification plans must be finished and evaluated in pilot
plant operation early enough to respond to the acquisition
milestones of the programs with PTTI needs. The plant
capacity topic will be addressed further in the last
section of this paper.

144



For many systems using quartz oscillator technology, a
fundamental operational choice usually emerges: whether
or not to turn the unit off. If constant power is main-
tained, we avoid the problems associated with frequency
retrace and warmup time. We pay for these benefits
through providing battery backup in the case of line power
failure and enough battery capacity for the stand-alone
unit to maintain operation for mission lifetime. For most
of the programs involving man-portable clocks, it is un-
likely that continuous power will be available except for
missions of rather short duration. Therefore it is im-
portant to note that improvement in the warmup time would
benefit several programs which will enter the procurement
phase in the 1980's. Given fast warmup, say less than 60
seconds to some narrow band around nominal frequency, the
capability for tuning would complete the process of clock
initialization. Without the tuning capability, the re-
trace of the unit must be good enough, early enough, so
that the oscillator can stay within the required specifica-
tion for the necessary mission period. The last few years
have witnessed exciting new strides in quartz material and
resonator research which are still to be fully exploited.
Improved packaging and thermal controls, plus the SC-cut
technology, have shown improved performance levels in
terms of power consumption and warmup. Continued research
and engineering effort will be needed to transfer new tech-
nologies into the small, rugged unit which will meet the
military specifications of several programs.

The rubidium oscillator provides the stabilities associ-
ated with an intrinsic atomic phenomenon. Although the
optical pumping system and other aspects of the physics
package limit rubidium to secondary standard status, it is
essentially free from the perturbations which are common
with a mechanically vibrating device. We would like to
see an expanded role for rubidium as a candidate in large-
quantity acquisitions. This will be possible only if the
price for rubidium oscillators, even in quantity procure-
ment, is substantially reduced from current costs for
military quality units. This is possibly achievable by
radical design departures from state-of-the-art technology
which could reduce fabrication costs. More likely to
succeed are new developments in electronic configuration
and physics package design which can lead to savings in
the manufacturing process. Size reductions in the physics
package will lead to smaller power requirements for main-
taining operating temperatures: - an important factor
since steady-state power requirementd under temperate con-
ditions for rubidium oscillators are five to ten times
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greater than those of precision quartz oscillators. Im-
provements in manufacturing technology must be seriously
considered as a viable avenue to substantial reductions in
unit costs in large-quantity procurements.

There are now commercially available at least four, rugged,
portable cesium clocks which could meet at least some of
the requirements of systems needing timekeeping accuracy
associated with .primary standards. .Given the complexity
of the beam-tube design and the necessary .electronics to
provide a standard frequency, these devices are .outstand-
ing engineering achievements today. As with rubidium, a
major driving force for broader use of cesium standards is
the price factor. As demand for cesium stability becomes
documented/ it is in the examination and improvement of
the manufacturing process where we seek the cost reductions
that will permit expanded use of cesium clocks with the
benefits of system performance inherent to cesium tech-
nology. . .

PROGRAMS :

As part of this paper,, we include a brief summary of pro-
gram efforts conducted by the Signal Processing and Timing
Devices group at RADC. The laboratory's involvement in
.this field began in the mid-1960's with fundamental solid
state physics research programs in radiation-induced
changes in the structure and properties of quartz. By the
mid-1970's, RADC had been assigned as an Air Force Systems
Command laboratory dedicated to support of the mission of
the.Electronic Systems Division (ESD). As C^I became the
principal focus of the ESD program offices, it was natural
that. RAD.C take advantage of. past work in quartz material
research to assume an active role in quartz oscillator R&D.
As the needs of system program offices diversified, the .
RADC activity extended into R&D on many aspects, of quartz
oscillators and atomic frequency standards. In 1977, RADC
was designated as the lead laboratory for Air Force R&D in
PTTI technology.

RADC now operates research, exploratory development, and
advanced development programs both in-house and via con-
tracts with industry, university and non-profit organiza-
tions. The in-house activity includes sophisticated re- .
search autoclave systems for quartz material improvement,.
through advanced, closely-controlled growth processes.
Complete facilities for characterization of quartz mate-
rial and resonator evaluation are coupled with contract
programs for material and resonator development. Advanced
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quartz oscillator technology is supported at all levels
from research to the development of hardware responding to
specific system needs.

RADC has active programs in hydrogen, rubidium and cesium
technology. Atomic clocks for use by the ̂ 616A and SEEK
TALK programs are presently under development, as .well as
a program for fabrication of a prototype small hydrogen
maser for master-station timekeeping applications. A
joint in-house/NBS/University effort is evaluating several
new approaches to the use of optical pumping techniques in
cesium, rubidium and other potential atomic standards.

RADC operates a Frequency-Time Test Facility (FTTF)
equipped to evaluate oscillator performance at standard
atmosphere conditions, and at extremes of Mil-Spec para-
meters of temperature, humidity and aircraft altitudes.
Measurements can also be made under Mil-Spec conditions of
vibration and in a comprehensive radiation test facility
which forms part of the RADC Solid State Sciences Division,
The FTTF is being used to evaluate and qualify oscillators
for several program offices and is. considered an R&D test
facility for Air Force-wide needs in time and frequency
hardware.

The Electromagnetic Sciences Division of RADC includes a
diversified program for research and development on SAW
correlators/convolvers for signal processing applications
and research efforts on high frequency oscillators.

AREAS OF COMMON INTEREST .

In this section we address several issues which affect.the
ability of the Air Force to carry out the acquisition of
system hardware in a timely and efficient manner. Several
of these issues play a significant role in the capability,
of industry to respond rapidly to. Air Force needs.

Program continuity is of primary importance in establish-
ing a smooth flow of technology from the early R&D stages,
through the development model sequence, to final pro-
duction. Abrupt changes in fund -flows, particularly at
high levels in the appropriation chain, cause disruption
in the work flow and interfere seriously with our ability
to meet the milestones scheduled at program inception. We
acknowledge that we do not have the overall view of the
priorities which is available to higher organizational
levels, but unexpected shifts in program support lead to
deferred activity and diminished regard for program
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importance. In some cases, we can blame ourselves for our
inability to provide decision-makers with adequate informa-
tion to allow intelligent conclusions based on complete
data. Such events often lead to program deferrals and per-
turbations in the industrial process from which recovery is
difficult and slow. It is incumbent on planners within the
Government structure to ensure that adequate, significant
program documentation is available both for intelligent
review and to facilitate the decision-making process.

The Air Force Systems Command does not usually advocate
forward-financing activity. That is, funds which are bud-
geted for FY80 cannot be expended in FY81. Although this
is strong motivation to operate a fiscally responsive pro-
gram, an unavoidable consequence is the pressure to utilize
authorized funds in a rush at fiscal year end. The situa-
tion is caused frequently by the unavailability of funds
for expenditure until well into the fiscal year. Even
when budgeted funds are on time, the procurement process
for an R&D contract can take from three to six months
with the same result. The situation is frustrating to the
government agency, causes serious fluctuations in flow of
funds to contractual efforts, and leads to public mis-
representations in the press of what is actually taking
place.

Air Force managers are keenly aware of the forces of
supply and demand in the marketplace and the cost/per-
formance benefits resulting from competition among
suppliers. That is one of the reasons for multiple source
development programs. HQ AFSC has exerted heavy pressure
to promote competitive contracting and the fostering of
multiple-sources for needed equipment. The rationale is
not only to assure that more than one vendor is capable of
supplying the hardware, but this policy also promotes
efficiency and tight program control in the industrial
community. The end result is generally a superior acquisi-
tion program for the funds expended.

The higher technology of modern Ci systems usually means
higher costs per unit deployed. The impending prolifera-
tion of timing systems has been noted at the level of the
Secretary of the Air Force as well as in the R&D lab-
oratories and the acquisition divisions. RADC is in-
volved in an attempt to consolidate program office require-
ments so that one or two standardized oscillators of each
technology type can be used with only slight modification
for a number of different programs. This activity has been
stimulated by the USIS program office and participating
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with RADC in this effort are the Aerospace Guidance and
Metrology Center (AGMC), ERADCOM, several Navy organiza-
tions and various military program offices. We consider
that an aircraft with three different systems requiring
PTTI service will have higher reliability at lower costs
if all the oscillators are interchangeable rather than if
three independent, incompatible units are used. For those
programs where many thousands of oscillators will be re-
quired, large savings can be realized by adherence to a
commonality principle, and by applying extensive engineer-
ing activity to developing some entirely new and cost-
efficient manufacturing processes as suggested earlier.

Finally, the US policy of government-industry-university
relationships has worked somewhat adversely in the United
States for certain technology areas. We consider that
PTTI activity is one such area. European and far Eastern
governments finance the entire birth and development of
high-technology entities which finally mature enough to
become stand-alone corporations in the private sector.
Similarly, foreign governments have taken an active role in
the sponsorship of their national academic programs and in-
stitutions devoted to precise time R&D. Such academic
support provides a small but steady flow of highly-
trained professionals who can enter government or industry
laboratories and produce meaningful results without an ex-
tensive and time-consuming period of on-the-job training.
We believe that the trend of frequency/time technology will
require a formalized government effort to meet projected
manpower needs efficiently. RADC, as part of its PTTI
activity, is exploring the desirability and feasibility of
establishing small but significant formal training programs
for time and frequency R&D within the academic environment.

In closing, it is a pleasure to acknowledge helpful dis-
cussions with Lt. Col. D. Busse of BSD on the JTIDS pro-
gram, with Ivan La-Garde and Gene O1Sullivan of the MITRE
Corporation on the HAVE QUICK and SEEK TALK programs
respectively, and with Major M. Gaydeski of ASD on the
USIS program.
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INTRODUCTION

With reference to Figure 1, this paper discusses the current and future

PTTI programs at the Goddard Space Flight Center (GSFC) and the evolution of

frequency and time requirements over past years within the various NASA sat-

ellite tracking networks. A brief history of the network development is

also given.

History of the NASA Tracking Network

Today's network, called the Spaceflight Tracking and Data Network

(STDN), is a global complex of tracking stations used to communicate with

both the manned and scientific spacecraft. STDN is a combination of

networks that have evolved (Figure 2) over the years as requirements have

changed.

The first network was called Minitrack, a radio interferometry sys.tem

which became operational in 1957 (Figure 3). Minitrack originally consisted

of eleven stations forming a radio fence in the north-south direction. Sta-

tions in the network were added and deleted as the space program fluctua-

ted. Some sites are part of the present network. The first internationally

agreed to satellite transmitting frequency was 108 MHz which was* changed to

136 MHz in 1960. This new frequency was assigned by the International

Telecommunications Union for the purpose of space research, a recognition of

the rapid growth of the aerospace technology. The basic function to be

performed by the Minitrack system was to collect tracking data for satellite

orbit determination. A second function and one which grew more important

with time was to receive and record the spacecraft telemetry data, which was

then sent back to the Vanguard Data Reduction Center in Washington, D.C.

151



Sputnik I was launched on October 4, 1957 transmitting on a "surprise"

frequency of 40 MHz. Quick modifications were made to Minitrack and, in

less than 24 hours, tracking data from Sputnik I were being sent to

Washington, D.C. for analysis.

During the 1958-1962 period several Minitrack sites were closed and

several others were established. The Minitrack Network grew in capacity and

complexity and in 1967, Minitrack evolved into the Station Tracking and Data

Acquisition Network (STADAN)CFigure 4). Stations in Alaska, Newfoundland

and England were added to improve geographical coverage and to add a new

support capability for tracking satellites in polar orbit.

Early in 1959, the major ground-rules for the man in space Mercury Pro-

ject were established. An orbital inclination of 32.5 degrees became firm.

The Atlantic Missile Range would be utilized for launch and recovery. The

tracking network would be worldwide (Figure 5) and .operate in as near

real-time as communications technology would permit.

The building of the Mercury Network was an enormous task requiring gov-

ernment, military and industry working together. The Network became opera-

tional on June 1, 1961, ready for the first man in space launch which occur-

red on February 20, 1962.

There was little change in the Mercury Network for the Gemini Network

(Figure 6) which became operational in 1964.

The Apollo Network or Manned Spaceflight Network (MSFN) became opera-

tional in 1967 and was developed separately from the Mercury-Gemini Network

(Figure 7). The early Mercury-Gemini sites used separate systems for track-

ing, command, and communications. The Apollo Network combined these three

functions by using the Unified S-Band (USB) system which employed 26-meter

and 9-meter antenna systems. The more significant parts of the USB system

were the range and range rate equipment supplied by the Jet Propulsion Lab-

oratory and the antenna systems which were nearly identical to those used in
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the STADAN. Like STADAN, the MSFN tended toward site consolidation with

fewer, better instrumented, primary sites handling the complete mission sup-

port. Analog techniques gave way to digital techniques, and mission control

was centralized with the field stations acting as data collection and relay

points.

Finally, today's Network (Figure 8), the Spaceflight Tracking and Data

Network (STDN) is a combined Network made up of the former Manned Space

Flight Network (MSFN) and the former Station Tracking and Data Acquisition

Network (STADAN). Administratively, this coming together was done in 1971;

operationally, the merging took place over a period of several years.

During the 1970"s, most of the STDN tracking facilities were fixed land

sites. However, tracking ships have been used to give special support such

as oribt-insertion and re-entry for the manned missions. Apollo Range

Instrumentation Aircraft (ARIA), operated for NASA by the Air Force, were

part of the Apollo support and later a part of the STDN supporting SKYLAB,

Apollo-Soyuz, and a variety of scientific missions.

In staying abreast of the tracking technology, STDN uses a standardized

data handling system to aid the NASA Communications System (NASCOM) function

of efficiently transferring data from the tracking sites to Goddard Space

Flight Center. Increased command and telemetry functions have necessitated

the use of small on-site computer systems. Also, the STDN has had to move

to higher frequencies to accommodate the greater volume of data produced by

today's sophisticated spacecraft.

The Network of the 1980's will be the Tracking Data Relay Satellite Sys-

tem (TDRSS), the result of a conceptual study which started in 1966. In

support of TDRSS a contract has been awarded to provide 50 MBS data service

from the TDRSS White Sands, New Mexico ground terminal to GSFC and to John-

son Space Center, Houston, Texas. The service will use a domestic satellite

system and existing earth stations to provide either 50 MBS, 4.2 MHz analog

data, or television services on a switchable basis.
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Chronology of Time and Frequency Requirements

Throughout all the Network growth, changes, and mergers precise time re-

quirements have increased from tens of milliseconds to sub-microseconds.

Frequency stabilities have improved from parts in ten to the eighth (1 x
—8 —15

10 ) to parts in ten to fifteen (1 x 10 ).

Figure 9 shows a chronology of precision frequency and time requirements

from the late 1950*s to the present and on into the year 2000, and the tech-

niques used to achieve the needs, and some of the projects that were and

will be supported over this time span.

During the Vanguard and early Mercury flights NASA relied on HF time

transmissions from WWV and WWVH for millisecond timing. Figure 10 shows the

first timing system that was installed in the Minitrack Network, Ventage

1958. This system was built at the Naval Research Laboratory and used a

quartz crystal oscillator to develop various pulse rates and sine waves. HF

receivers were used for time synchronization to within several milliseconds.

During the early to mid 1960's NASA depended on VLF phase tracking, tech-

niques to monitor the performance of station crystal clocks. This, along

with HF time transmissions improved time keeping capability by about an or-

der of magnitude to within 500 microseconds; with frequency stabilities of
—9

one part in ten to the ninth (1 x 10 ).

Figure 11 is a picture of the second generation timing system that was

installed in the Network in 1961. The systems used basically the same in-

strumentation as the first system. Note the Hermes Model 101 quartz crystal

oscillator.

From 1966 through 1968 NASA conducted world wide time synchronization

experiments using the Loran-C Navigation System and Loran-C timing receivers

developed for NASA. A Loran-C capability was implemented in the Network

during 1968 and 1969.
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Between 1965.and 1967 the two rack timing systems in both Networks

(STADAN and MSFN) were replaced with sophisticated "fail safe," redundant

timing systems which used the latest state-of-the-art electronics in the

frequency and time generation and distribution systems. These same systems

are still in use today with the STDN. In the mid to late 1960's the crystal

clocks were replaced with rubidium gas cell frequency standards, improving

frequency stabilities to parts in ten to the tenth (1 x 10 ).

Present Network Timing Systems

As a consequence of the two Network merger, the MSFN and the STADAN in

1971, the present Network (STDN) has several different timing systems and

sub-systems. The two prime systems are the Collins TE-411 timing systems

which are at the former MSFN sites and the Astrodata 6600 timing systems

which are in the former STADAN sites. Both of these systems have been modi-

fied and updated numerous times over the past ten years to keep pace with

frequency and time requirements.

The TE-411 system shown in Figure 12 provides a wide spectrum of sine

waves, pulse rates and NASA/IRIG serial and parallel time codes. The fre-

quency signals for the time systems are provided by the Precision Frequency

Source (PFS) rack shown on the left in Figure 12 and utilizes three frequen-

cy standards with a high performance cesium as the on-line standard and rub-

idium and crystal standards as secondary. Some systems have two cesium

standards with a crystal backup. Automatic switchover to a backup standard

is accomplished if loss of amplitude or out-of-lock failure occurs in the

primary standard. In addition, the frequency and phase of the backup stan-

dards are controlled by the master standard.

A dual 5 MHz output from the frequency combiner drives the PFS distribu-

tion amplifiers which provide outputs to the timing system at 5 MHz, 1 MHz

and 100 KH™. All outputs are metered and monitored and are individually

amplitude adjusted. The PFS unit has a minimum of 10 hours of battery back-

up in the event of a power failure. A recent addition to the timing system

provides triple redundancy and majority logic to the clock generation unit.
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Time synchronization is accomplished via HF, Loran-C, and portable

clocks. The STDN worldwide Network is presently maintained to within 25

microseconds of the Naval Observatory Master Clock. However, stations are

typically within 5 microseconds and selected sites are within 1 microsecond.

The former STADAN sites have triple redundant Astrodata 6600 timing sys-

tem shown in Figure 13. The systems presently use one cesium beam frequency

standard with either an additional cesium or crystal as secondary. The

1 MHz from each standard is monitored for both amplitude failure and phase

difference. If the master standard fails the backup is automatically

switched on-line. The master oscillator drives each of three timing units

A, B, and C, the outputs of which are intercompared in majority logic, error

detection circuits. Error lights indicate which standard has failed and

which of the three clocks (A, 8, and C) are in error and where. The systems

use WWV, Loran-C and portable clocks to maintain microsecond time. Tele-

vision is also used for time sync where available such as at GSFC, Hawaii

and Guam.

During 1965-1967 NASA began to use crystal rubidium portable clocks to

periodically calibrate the remote station clocks to within several hundred

microseconds. Figure 14 shows an early Sulzer, Portable Crystal Clock. In

1968 the crystal and rubidium portable clocks were replaced with Hewlett

Packard (HP) cesium beam portable clocks shown in Figure 15, thus permitting

remote clock calibration to within microseconds depending on the duration of

the clock trip. NASA now uses lightweight portable clocks one of which is

shown in Figure 16.

Future Considerations

Future requirements for frequency and phase stability, pulse jitter and

site-to-site time synchronization cannot be met with the present STDN timing

systems. Recognizing this, design concepts were finalized in 1978 for a

fourth generation timing system to be installed in the Network during the

early 1980's in support of the GSFC Tracking and Data Relay Satellite System

(TDRSS) and the NASA/JPL Consolidated Network.
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Shown in Figure 17 is the new IRAK Model 8407 timing system which was

designed and built to NASA specifications. This system is installed and

operating at the TDRSS NASA ground terminal located at White Sands, New Mex-

ico. The system is designed to be driven from a frequency combiner/selector

with controlled 5 MHz outputs.

The purpose of the Frequency Combiner/Selector (PCS) is to provide the

White Sands NASA Ground Terminal timing system with a reliable and precise

source of 5 MHz. The PCS achieves reliability by using more than one preci-

sion frequency source of 5 MHz. It uses 5 MHz from two cesium standards and

one from a remote source. In the normal mode, one cesium standard is se-

lected to drive all the PCS outputs. If the PCS detects a failure in that

cesium, the PCS switches all its outputs to a hack up input. If the PCS

detects failures in both cesium standards, the PCS will switch all its out-

puts to the remote 5 MHz input (input 3). The main characteristics of the

White Sands timing system are as follows:

1. Fully.redundant

2. Highly reliable

3. NASA-quality construction

4. Sub-microsecond precision

5. Built-in fault isolation

6. Minimum down-time

7. Multiple code and rate outputs

The basic timing system (Figure 18) contains three separate and identi-

cal time code generators which produce parallel and serial time codes with

resolution and coherences of 50 to 200 nanoseconds. The outputs from the
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three generators are combined in majority voters, assuring that system out-

puts are maintained if one or two generators fail. A distribution system

provides multiple buffered outputs of the generated time codes and pulse

rates. A failure sensing subsystem isolates failures to the card level.

Individual power supplies are provided for each time code generator and the

power supply outputs are ORed for majority voting and fault sensing circuit

power.

The three time code generators accumulate time via the external 5 MHz

input and distribute serial and parallel time codes and rates to the major-

ity voters and fault sensing logic. The voted outputs from the majority

voters are buffered in three types of signal distribution assemblies.

The fault sense logic isolates failures to the card level. Failure in-

dicators are located on a control status panel. This panel also contains

switches for selecting generator A, B, C or voted outputs for distribution

and for output monitoring on the panel.

Millisecond time is maintained via HF receivers and sub-microsecond time

is maintined via Loran-C receivers and the Tracking Data Relay -Satellite

(TDRSS) Time Transfer Unit (TTU). Portable clocks are also used for period-

ic calibration to sub-microseconds. The Global Positioning System (GPS)

will also be used when it becomes operational.

Figure 19 is a block diagram of the system that will be installed in the

NASA/JPL Consolidated Network sites at Madrid, Goldstone, and Canberra in

the early to mid 1980's. The basic timing system on the right will be sup-

plied by Goddard and the frequency generation source will be supplied by JPL.

Satellite Time Transfer Techniques

In the late 1960's and early 1970's NASA personnel experimented with the

use of satellites for time transfer. This included the use of GEOS and ATS

spacecraft. During 1973-1975 NASA conducted two-way time transfer experi-
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ments using the synchronous ATS-1 satellite. This technique proved accurate

to better than a microsecond between widely separated clocks. In 1974 NASA

in cooperation with the Naval Research Laboratory developed timing receivers

for use with the Navigation Technology Satellites (NTS). Experiements

achieved less .than 500 nanoseconds worldwide. In 1976 .GSFC initiated stud-

ies to look at the use of the Global Positioning System (GPS) and the Track-

ing Data Relay Satellite System (TDRSS) for sub-microsecond timing. As a

consequence of these two studies GSFC is looking to the use of both TDRSS

and GPS for timing .(Figure 20).

Time Synchronization. Via TDRSS

Data communication via the Tracking and Data Relay Satellites is to be-

come available to users in the 1980*s. The ranging and data services pro-

vided by the Tracking and Data Relay.Satellite System are to be an integral

part of NASA's post-1980 Spaceflight Tracking and Data Network.

The TDRSS system will consist of two geostationary relay satellites 130

degrees apart in longitude (Figure 21) and a ground terminal at White Sands,

New Mexico. The system will also include two spare satellites, one in orbit

and one ready to be launched. A real-time bent-pipe concept is used in the

operation of TDRSS.

Time transfer communication between the TDRSS ground station at White

Sands and GSFC will be in a Multiple Access service standard mode of opera-

tion. This mode uses a combination of pseudorandom (PRN) codes and data

modulation for ranging and telemetry. The capability of simultaneous rang-

ing and data communication is directly applicable to time transfer. Ranging

is accomplished by synchronized forward and return link PRN.codes in a

"round trip" or "two way" ranging mode (TDRSS mode 1). Forward and return

telemetry data are modulated onto the respective codes allowing simultaneous

two-way data transfer. The PRN code "epoch" signals or all ones "state in-

dicators" serve as event markers for time transfer. Signal margins are such

that these markers will be quite stable and code acquisition time relatively

short.
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To transfer time via TDRSS, the time interval between a specific event

marker and the master station clock's 1 pps is measured. A similar time

interval is measured by the user as his transponder receives the PRN code

and, hence, event markers. The time interval measurements and other infor-

mation (time of day in hours, minutes and seconds) are exchanged between

master and user by forward and return telemetry. The master site makes a

second time interval measurement on the return telemetry to allow estimation

of the forward path delay time. A number of relatively simple calculations,

using the time interval measurement data, are required for each clock error

estimate. A clock error estimate would be obtained once per second. The

data processing or "smoothing" would be based on a linear model of the move-

ment of TDRSS and utilize a data span of several minutes. Microprocessor

hardware/software is well suited to the synchronization and computational

requirements. An important and desirable feature about TDRSS is that for

time transfer, the master and user designations are interchangeable. The

error in the clock difference measurement is expected to be less than 40

nanoseconds and to be available once each second. The total elapsed time

required to complete a time transfer should be less than 5 minutes.

Also shown in Figure 21 is the NASA/JPL Consolidated Network of the mid

1980's and will consist of sites at Madrid, Goldstone and Canberra. All

other Network sites within the present STDN are expected to be phased out

over a period of years.

Time Transfer via GPS

In order to make use of the highly accurate laser ranging data, it is

necessary to time tag the data from the laser stations very accurately. In

applications where the data from two or more stations will be merged to de-

termine baselines for geodetic work, polar motion determinations, etc., it

is necessary that the clocks at the several stations be synchronized to

within +1 microsecond with respect to a master clock such as that of the

Naval Observatory (USNO).
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GPS time transfer receivers are being developed jointly by GSFC and

NRL. GSFC will use the GPS timing receivers in the Laser Ranging Network

which consists of eight mobile vans and permanent installation at GSFC. The

Laser Network is separate from the STDN although there may be colocations.

A typical mobile laser van installation is shown in Figure 22. Figure

23 shows an installation at Kwajalein along with the range safety radar sys-

tem, and Figure 24 shows a laser system at American Samoa. Over the next

several years the laser timing systems will be updated and GPS receivers

installed.

Use of Shuttle for Timing

There are plans in the formative stage for a Shuttle-based laser ranging

system which would transmit pulses to several hundred passive ground based

targets located at points of interest. The Shuttle laser system would re-

ceive the returned reflected pulses from the various ground targets and use

this information to define the Shuttle orbit in real-time, and by using

trilateration, to measure the relative position of selected ground targets

(Figure 25). .

This technique is ideal for transferring time. A ground timing terminal

may look like what is shown in Figure 26 and consists of a retroreflector, a

constant fraction discriminator, an event clock and a microprocessor data

recorder and analyzer.

SIRIO/LASSO Time Transfer Experiment

Other future activities include joint participation by GSFC with the

USNO and NRL in the ESA SIRIO/LASSO time transfer experiment during 1981 and

1982. With reference to Figure 27, the missions of SIRIO-2 are twofold;

meteorological data dissemination and synchronization of intercontinental

atomic clocks.
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The aim of the LASSO experiment is to provide a repeatable,

near-real-time method for long-distance (intercontinental) clock synchroni-

zation with nanosecond accuracy at a reasonable cost. The pioneering as-

pects of this first experiment will provide the opportunity to compare the

international network of atomic clocks with the internationally adopted

atomic time scale (TAl) and with each other. It will also have an impact on

such practical applications as the tracking of deep space missions, the

calibration of other time transfer techniques such as Very Long Baseline

Interferometry (VLBl), Tracking Data Relay Satellite System (TDRSS), and the

Global Positioning System (GPS), and future generations of space navigation

and telecommunication systems.

SIRIO-2 will be launched during October of 1981 from Koarou, French

Guiana in South America into synchronous orbit at 25 degrees west longitude

which is just off the West Coast of Central Africa near Liberia. The satel-

lite, which has a 2-year lifetime design, will remain in this position for

about 9 months to permit time measurements between the United States (God-

dard Space Flight Center referenced to the Naval Observatory) and major

observatories and time keeping facilities in Europe—principally with the

Bureau International de 1'Heure (BIH) in Paris, France. SIRIO-2 will then

be moved over Central Africa at 20 degrees east longitude and will remain

there for meteorological data dissemination until the completion of its

2-year mission. See Figure 28.

S/C Characteristics

The LASSO experiment is based on the use of laser ground stations firing

monochromatic light pulses at predicted times directed toward the geosyn-

chronous SIRIO spacecraft.

SIRIO-2 is a Spin-stabilized geostationary satellite spun around an axis

vertical to its orbital plane. The spacecraft consists of a drum-shaped

central body covered with solar cells. On top is mounted a mechanically
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despun S-Band (1689.6 MHz) antenna for support of the meteorological and

timing missions and housekeeping data. Omnidirectional antennas (VHP 136.14

MHz) serve for command, ranging and backup telemetry (Figure 29).

The LASSO payload is composed of retroreflectors, photodetectors for

sensing ruby and neodyme laser pulses and a stable clock for time tagging

arrival times of laser pulses.

LASSO Experiment Goals

The goals of the LASSO experiment are as follows:

1. To verify that lasers can be used to perform a two-way time

transfer from a geostationary satellite to within nanoseconds or

sub-nanoseconds.

2. To determine the limitations and problems of such a laser time

transfer technique.

3. To verify the accuracy of other techniques such as the Global Posi-

tioning System (GPS) time transfer technique using receivers being

developed for use in the Mobile Laser Network.

Description of the GSFC Laser Ranging Systems for LASSO

The GSFC laser satellite ranging system to be used for the LASSO time

transfer experiment is an adaption of the laser ranging system presently

used for tests and evaluation of advanced laser ranging technologies and

components. There are three major systems incorporated in the system (Fig-

ure 30): the general purpose tracking telescope, the laser transmitter, and

the range timing and data recording system.
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The tracking telescope is a 1.2 meter aperature, F/30 Azimuth-Elevation

Coude system, controlled by a general purpose computer system. The system

has a servo pointing accuracy better than 0.4 arcseconds and an open loop

pointing accuracy relative to the input prediction data of better than 1.5

arcseconds. The Coude input/outputs of the telescope is directed via a >

turning mirror and negative matching lens to the laser ranging system lo-

cated in a clean room 15 meters from the base of the telescope.

The laser transmitter is a cw mode-locked Nd:YAG system incorporating a

regenerative amplifier and three single pass amplifiers. The transmitter

operates at up to 5 pulses per second with a pulse energy of 0.25 joules in

less than 200 picoseconds at a wavelength of 0.53 microns. The output beam

divergence is less than two times the diffraction limit. The output of the

laser is coupled to the telescope through a transmit/receive switch and ex-

panding optics. The incoming signal from the telescope is directed to the

detector with a solenoid activated flip mirror and passes through condition-

ing optics and a narrow bandpass prediction filter. A constant fraction

discriminator with a threshold of one photoelectron converts the photomulti-

plier detector signal to the appropriate timing signal for measurement.

The range timing system consists of a computer, multi-event range timing

unit, real-time clock, and an epic timing unit. The computer controls in

real-time (via inputs from the real-time clock) the operation of the laser,

range gate generator, epic timer, multi-event range times, visual display

unit, and data recording from each element of the ranging system.

History of Hydrogen Maser Program

Since 1961 GSFC has had a program to develop and test field operable

hydrogen maser frequency and time standards. After the successful results

with an experimental maser (NX-1) in 1967, the NASA Prototype or NP series

of masers were developed between 1969 and 1971 providing frequency stabili-
-14

ties of parts in (1 x 10 )(Figure 31).
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The four NP hydrogen masers continue to be the backbone of our frequency

standard support. These raasers have compiled impressive records in the

field. They have accumulated a total of over 35 years of field operation

and have traveled nearly 200,000 miles to 40 separate installations in sup-

port of various VLBI programs in the geodetic and astronomical work, star

mapping, relativity experiments, and time transfer experiments with various

worldwide observatories and laboratories.

Presently the program is directed toward the development of a new series

of field operable hydrogen masers, the NASA Research, or NR series, in con-

junction with the Applied Physics Laboratory. These masers, based on two

new experimental masers developed at GSEC, will provide parts in ten to the

fifteenth (1 x 10 ) frequency stability for future NASA requirements.

Over the next 4 years GSFC expects to construct 3 to 4 NR masers per

year for a total of about 14.

By 1985, GSFC expects to have a total of 19 to 20 masers for support of

NASA programs such as the Crustal Dynamics Program.

The program is also developing primary frequency standards with parts in

ten to the fourteenth (1 x 10 ) accuracy to calibrate and improve the

field operable masers. Two novel masers, the Concertina Maser and the Ex-

ternal Bulb Zero Wall Shift Maser are being developed.

Based on discoveries made with the Concertina Maser and those at

Williams College under a NASA grant, a new experimental field operable

hydrogen maser with a line Q approaching ten to the tenth (1 x 10 ) is

being developed. This is a factor of 3 greater than the line Q of the NR

and NX masers. These masers promise to achieve parts in ten to the six-
_ 1 f

teenth (1 x 10 ) frequency stability.
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To compliment the work on improved frequency standards, an improved fre-

quency distribution and measurement system has been developed. A modular

approach was used based on the CAMAC interface standard. This allows one to

combine the various modules being developed into systems tailored for vari-

ous uses. This modular system is used for the frequency distribution system

(frequency combiner/selector) in the next generation of Network Timing Sys-

tems and for the measurement and distribution system for the new Frequency

Standards and Test Facility.

In the near future, this Frequency Standards and Test Facility will pro-

vide the frequency standards program with a controlled undisturbed environ-

ment. This will enable long term measurements to be made on the NX and NR

hydrogen masers which were previously impossible. Measurements will also be

made on the temperature, pressure, and magnetic field sensitivities of the

NX and NR masers as well as the frequency stabilities of these masers under

various conditions.

The Concertina Maser, and eventually the External Bulb Maser will be

used to study the effects of the wall shift on field operable maser stabil-

ity. After the two new experimental masers are constructed and operating,

these tests will be repeated on them to determine their performance and to

document their hoped for parts in ten to the sixteenth (1 x 10 ) fre-

quency stability.

Summary

In summary, Figure 32 shows the timing techniques that have been used

over the years and will be used to meet NASA Project needs. Under satellite

techniques, GSFC will use TDRSS and GPS for sub-microsecond timing. GSFC

will continue to use Loran-C and television for localized timing and will

transport portable clocks for several years to come.
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General
Description

13 NI TRACK
SATELLITE TRACKING UNIT

Section I
Paragraph l.U.

PRECISION TIME
STANDARD
POWER CONTROL

POWER D E S I G N S
MODEL 3 2 3 M
(-200 V OC)

POWER DESIGNS
MODEL 323M
( + 30OV DC)

WWV RECEIVER
SHASTA MODEL 56tO

' TIME COMPARISON
«f*T "OSCILLOSCOPE

COUNT DOWN UNIT

DIGITAL CLOCK

0 - 7 6 A / U
R-F OSCILLATOR

Figure 1-8. Precision Time Standard Rack, Right Obliqje View

ORIGINAL 1»

Figure 10. Minitrack Satellite Tracking Unit

176



Description of
Equipment

136MC MINITRACK
INTERFEROMETER SYSTEM

Section I

eo'v,
GENERATOR
AMPLIFIER

TEKTRONIX
TYPE I6OA
POWER SUPPLY

DIGITAL
CLOCK

FREQUENCY
DIVIDER

SIGNAL
DISTRIBUTION

BINARY TIME
CODE GENERATOR

HERMES
ELECTRONICS
MODEL IOICS
ULTRA STABLE
OSCILLATOR

PANEL

TEKTRONIX
TYPE N)< WAVE-
FORM GENERATOR

TEKTRONIX
MO

INDICATOR

BECKMAN/BERKELEV
MODEL 905
WWV RECEIVER

TIME
COMPARISON

•O'V POWER
AMPLIFIER

CONVERTER
REGULATOR

12V. BATTERY
CHARGER

POWER DESIGNS
MODEL SKSM
POWER SUPPLY
(»300VOC)

POWER OESWN8
MODEL 30SM
POWER SUPPLY
(tSOOVOC)

Figure l-« Time Standard Rack

1-19

Figure 11. Second Generation Minitrack Interferometer Timing System
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LESS THAN 50 NANOSECOND TIME TRANSFER
TDRSS

TRACKING DATA RELAY
SATELLITE SYSTEM
PASSIVE TECHNIQUE

GPS
GLOBAL POSITIONING SYSTEM

ACTIVE TECHNIQUE

TORS
WEST

TDRSS
GROUND STATION

MASTER
CLOCK

TDRS
EAST

USER
SATELLITE

CLOCK

c- &'•
v

N, >»•

GPS
SATELLITE
CLOCK

/

s

\ USER
A REMOTE

»\ GROUND
<4 CLOCK

USER
SATELLITE

CLOCK /

^*>

/ *«
/

USER
REMOTE
GROUND
CLOCK

Figure 20. Future Considerations
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CONTRACTING FOR RESEARCH AND DEVELOPMENT

DAVID H. WEBER

NAVAL ELECTRONIC SYSTEMS COMMAND

ABSTRACT

A brief and simple outline of contracting
procedures and requirements for the acquisition
of the Navy's needs will be presented. Examples
of the roles of Engineers/Scientists in the
Contracting process will be given.

The purpose of the Department of Defense's acquisition mission
is to develop and supply the weapons, services and supplies required
to meet the nation's defense needs. Although working under the same
laws and basic regulation, the methods of achieving this goal of
defense vary among the services, even among different commands within
each service, and are constantly changing. Because of the variations
between agencies, to explain the process in detail would almost be
impossible for one person. Therefore, I propose to present a general
overview of the acquisition process, particularly as it pertains to
the contracting function, citing the methods used by my Command as
specific examples.

The basic law governing defense contracting is Title 10, Chapter
137, of the U.S. Code known as the Procurement Act. The Act provides
for two methods of contracting - formal advertising and negotiation.
Formal advertising must be used except when it is impracticable and
the acquisition falls within certain categories, established in the
Act. The categories, or exceptions, provide the authority to nego-
tiate. The Act also provides procedures for formal advertising and
sets forth specific restrictions and qualifications as to the types
of contracts that may be used. Formal advertising means acquisition
by competitive bids and awards. Negotiation means acquisition made
without the use of formal advertising. In negotiation, the Govern-
ment asks prospective contractors to submit offers and to support
them with statements of estimated cost or other evidence of reason-
able price and data covering technical and management plans and
capabilities to perform the required effort. Negotiation provides
the flexibility to discuss the costs, technical and management
effort proposed. This flexibility is not permitted under a formally
advertised acquisition.
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The Defense Acquisition Regulation, the DAR, is jointly issued
by the Military Departments to provide uniform policies for carrying
out the provisions of the Act and to establish policies for contrac-
ting areas not.covered by it. In addition, the Defense Acquisition
Regulation provides direction and guidance for complying with perti-
nent Statutes and Executive Orders. It covers policies, practices,
and procedures for formal advertising and negotiation. It also
covers other contracting topics such as pricing, type of contracts,
contract clauses and contract cost principles.

Departmental regulations supplement the Defense Acquisition
Regulation. /-The Army issues the Army Defense Acquisition Regula-
tion Supplement (A DAR Sup.); the Navy, the Navy Defense Acquisi-
tion Regulation Supplement (N DAR Sup); the Air Force, the Air
Force Defense Acquisition Regulation Supplement (AF DAR Sup).
These regulations parallel the Defense Acquisition Regulation in
outline and format providing subordinate policy and procedural
guidance.

Some Department of Defense contracting policies and procedures
are not suitable for inclusion in the Defense Acquisition Regulation.
Others must be distributed faster than the periodic revisions of the
Defense Acquisition Regulation permit. These situations are handled
by issuing special instructions, directives, or circulars. The
Military Departments also issue their own publications with respect
to their acquisitions. Thus in the Navy, we have Secretary of the
Navy (SECNAV); Navy Operations (OPNAV); Naval Material (NAVMAT);
and Systems Commands (SYSCOM), in my case Naval Electronic Systems
Command (NAVELEX) publications. These publications must not contra-
dict the applicable higher level regulations.

The acquisition process may be broken down into three phases:
(i) the pre-solicitation phase; (ii) the solicitation - award phase
and, (iii) the post award contract administration phase.

The pre-solicitation phase begins with acquisition planning
between the initiators of the acquisition request, contracting and
other personnel .

The acquisition plan should cover such areas as:

(i) the contracting lead-time;

(ii) the method of contracting - formal
advertising or negotiation; s
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(iii) the terms and conditions - specifications,
work descriptions, quantities, delivery dates
and terms, contract type, reports required,
data requirements, small business considera-
tions, etc. ;

(iv) the handling of proposals - supporting information
required, evaluation criteria and closing date.

The pre-solicitation stage ends with the preparation of the
solicitation package, the invitation for bids in the case of formal
advertising or the request for proposal in the case of negotiation.
The solicitation package includes all documents and information
needed to prepare a bid or proposal or refers the prospective
offeror to where he can obtain the needed documents or information.
The package also sets forth the terms and conditions of the proposed
contract and the rules for submission of bids or proposals. Requests
for proposals also include the evaluation criteria, those specific
areas of the proposal that will be evaluated and their relative im-
portance.

The solicitation-award phase of the acquisition begins with
the issuance of the solicitation package and the publication of a
summary of the solicitation in the Commerce Business Daily.

Firms interested in the acquisition submit bids or proposals
in response to the solicitation. In advertised acquisitions the
award is made to the lowest responsive, responsible bidder. A
responsible bidder is one who has (i) adequate financial resources
or the ability to obtain such resources for the performance of the
proposed contract, (ii) be able to comply with the delivery or per-
formance schedule, (iii) have a satisfactory record of performance,
(iv) have a satisfactory record of integrity, and (v) be otherwise
qualified to receive an award under applicable law and regulation.

In many ways, the negotiation process parallels formal adver-
tising. Competition is obtained to the maximum extent practicable.
Proposals are required by specified closing dates and an award may
be made without discussion to a responsible offeror. In negotiation,
award is made to the firm whose offer is most advantageous to the
Government - price and/or other factors considered. The best price
and/or pricing arrangement is often the basis for determining which
of several responsible firms will receive the award. But negotiation
is flexible enough so that factors other than price may be considered
- to the extent of their importance. When technical competence is of
prime importance for example, as in research, it and the technical
proposal are the main criteria for award.
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During the post-award administration phase of the acquisition
process, the Government's relationship with the successful offerer
is a contractual one. Therefore, the contract is the prime refer-
ence for all matters concerning performance.

Administrative responsibilities vary with the type and complexity
of the acquisition. On even the simplest contract, the item to be
delivered must be accepted or rejected. On a contract of any com-
plexity, the Government acquisition team has many administrative
duties. One of them is progress surveillance to make sure that the
work is being carried out successfully as well as monitoring the
performance for compliance with the terms and conditions of the
contract.

The Government often takes an active part in contract perform-
ance. It may provide Government-furnished material or equipment,
approve designs; participate in periodic program reviews, test,
evaluate, inspect and accept supplies or services and provide
technical information. These are some of the actions required of
the Government which may condition contract performance. Delays or
omissions on the part of the Government may excuse the contractor
from his own related performance obligations.

The Department of Defense acquisition team is made up of specia-
lists in many fields. It includes contracting officers, engineers,
auditors, lawyers, price and cost analysts, administrative contracting
officers and their technical staff and negotiators. The contracting
officer has the authority and basic reponsibility on all contractual
matters. Many persons who do not have contracting officer authority
may be delegated to act as his representative. Particularly on
complex contracts, the key person delegated to act as the Contracting
Officer's representative is usually the engineer. Let us briefly
examine the role of the engineer in the acquisition process by follow-
ing him in his capacity as acquisition manager, through a simplified
version of an acquisition from planning through award of a contract
in NAVELEX.

Timing is a vital part of acquisition planning. Responsibility
for the timing rests with the Acquisition Engineer. Prompt coordina-
tion with interested groups within the contracting activity will
surface potential problems. Upon conceiving and justifying a required
need, the acquisition manager calls for an Acquisition Planning Con-
ference (APC) to which he/she invites those parties who will consti-
tute the Acquisition Team. At this conference, the team members plan
the acquisition. The following topics are discussed:
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1. The requirement and the estimated cost/price

2. Earliest required delivery date

3. Specification

a. type

b. status

4. Statement of Work

5. Approval for Service Use

6. Planned Method of Acquisition

a. advertised

b. negotiated

i. competitive

ii. sole source

c. type of contract

i. fixed price

ii. cost reimbursement

d. multi-year

e. options

7. Security Requirements (DD Form 254)

8. Requirement for an Acquisition Plan

9. Small and Disadvantaged Business Consideration

10. Small Business Set-Aside Consideration

11. Acquisition Schedule

For our purpose today, let us presume that the planning confer-
ence has determined that the proposed acquisition will be for research
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and development and will cost in excess o± $100,000.00 and that the
method of acquisition will be by negotiated, competitive, cost reim-
bursement contract.

At the conclusion of the Acquisition Planning Conference, the
Acquisition Engineer prepares the specifications/statement of work,
the integrated logistics support requirements and the data require-
ments and circulates them to the appropriate activities, in accor-
dance with regulations, for review and approval. Concurrently,
he/she meets with the acquisition team to prepare the formal Acquisi-
tion Plan required by BAR 1-2100. This plan sets forth the background
of and justification for the requirement and the basic acquisition
strategy. The Acquistion Plan and later, The Determination and Find-
ings (D&F) and Justification for Authority to Negotiate (JAN) is
forwarded to the Assistant Secretary of the Navy (Manpower, Reserve
Affairs and Logistics) via Chief of Naval Material and Assistant
Secretary of the Navy (Research and Systems). When the D&F is
signed by the Assistant Secretary of the Navy (Manpower, Reserve
Affairs and Logistics), the Contracting Officer has the needed
authority to negotiate for a contract. As the activity associated
with preparing the acquisition winds down, the Acquisition Engineer
starts to prepare a Source Selection Plan. This plan is crucially
important to the sucess of the acquisition effort and must be care-
fully prepared and strictly followed. This plan establishes specific
milestones for accomplishing the acquisition and specific dates for
each milestone; the Source Selection Authority (SSA); the Contract
Award Review Panel (CARP) and the Technical Evaluation Board (TEB).
The plan also establishes the instructions to offerers. These
instructions appear verbatim in the solicitation and tell offerers
which areas of a proposal most interest the Government and therefore
the areas in which they should expend most of their effort. This
normally results in cost savings to offerers and better proposals
to the Government. The evaluation criteria is established in the
plan and reproduced verbatim in the solicitation. The criteria
lists in descending order of relative importance the specific
elements to be evaluated and used in ranking proposals. Numerical
weights are assigned to the criteria in accordance with the importance
of each criterion. Criteria weights are not published by NAVELEX but
are put in a sealed envelope and kept by the Contracting Officer in
a secure place.

Sometime after issuing the Request for Proposal (RFP), usually
thirty (30) days, a pre-proposal conference is held in which prospec-
tive offerer's ask questions, the answers to which will help them
submit better proposals. Often the questions asked cannot be answer-
ed during the conference as they require research by the Acquisition
Engineer. All questions and answers are reduced to writing and issued
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to all recipients of the solicitation as an amendment.

On the closing date of the solicitation, the Contracting Officer
removes all cost and pricing data and furnishes the balance of the
proposal to the Technical Evaluation Board for technical evaluation
of the proposal. The cost and pricing data is removed so as not to
bias the technical evaluation by cost considerations. When the
Technical Evaluation Board completes its evaluation and ranking of
the offers, it prepares, its report in accordance with the instruc-
tions in the source selection plan and submits it to the Contract
Award Review Panel, usually chaired by the Acquisition Engineer.
The Contract Award Review Panel combines the technical ranking with
the cost ranking submitted by the Contracting Officer and develops a
combined preliminary ranking. To this ranking, the Contract Award
Review Panel applies the criteria weights furnished by the Contracting
Officer and develops a final ranking. The Contract Award Review Panel
prepares a report of its finding and submits it with a recommendation
of a competitive range and those offers which fall within that range.
The determination as to which offerers fall within the competitive
range is made by the Contracting Officer. If there is doubt whether
a proposal falls within the competitive range, that doubt is resolved
by including it. Discussions, written or oral, are held with all
offerers that are within the competitive range. They are advised
of the deficiencies in their proposals and are given a reasonable
opportunity to correct or resolve the deficiencies and to submit
revisions to their proposals that may result from the discussions.
At the conclusion of the discussions, the Technical Evaluation Board
and the Contract Award Review Panel evaluate the revised proposals
and rerank them. As a result, the number of proposals falling within
the competitive range may be reduced. At this point, the Contracting
Officer establishes a common cut-off date for discussions and so
notifies the offerers still within the competitive range and offers
them reasonable opportunity to submit "best-and-final" offers. Upon
receipt, the "best-and-final" offers are reviewed by the Contract
Award Review Panel which then recommends to the Contracting Officer
a single offerer for award of the contract. The final determination
for award is the responsibility of the Contracting Officer. Upon
selection of a succsessful offerer, a contract is drafted. The
drafted contract is reviewed by the Acquisition Engineer and legal
counsel for technical and legal sufficiency and the Comptroller is
requested to certify the availability of funds in the amount needed
to finance the contract. The unsuccessful offerers are notified and
the proposed contract is mailed to the successful offerer for review
and signature. After signing two copies of the proposed contract,
the successful offerer returns them to the Contracting Officer for
execution.
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After the contract is executed and issued, the Acquisition
Engineer with assistance from the Contract Administration Office
works with the Contracting Officer in administering the contract.
He assumes the responsibility for technical performance under the
contract, recommending changes to the specifications, statement of
work, delivery schedules, etc.

The brief description of the acquisition process presented does
not depict the time it takes to enter into a contract for a require-
ment. The process may take years. I know of one case where the
requirement was conceived two years before contracting action was
initiated. The process, once an acquisition request is received by
the Contracting Officer, may take from one to seven months (see figure
1). However, on large, complex acquisitions, it may take a year to
enter into a contract. Federal acquisition is no longer simply getting
the right material to the right place at the right time for the right
price. The federal acquisition contract is one of the most effective
tools for implementing federal policy. Unlike statutory requirements
which penalize for non-compliance, a contractual requirement rewards
for compliance. Not only is the cost of compliance reimbursed, but
profit is also paid. The Government is using federal acquisition
contracts more and more to implement policy, i.e. increased EEO
requirements, the small business program, the labor surplus program
and requirements for compliance with the Presidential wage guidelines
to name a few of the better known policies.

What does all this mean to the Acquisition Engineer? It means
that each year new policies come into effect and it takes longer to
get his requirements under contract. He must therefore assemble his
Acquisition Team, particularly the Contracting Officer and begin his
acquisition planning early in his program so as to better serve
his clients.
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FREQUENCY AND TIME GENERATION AND CONTROL

Martin B. Bloch
(Frequency Electronics, Inc.), New Hyde Park, New York

ABSTRACT

FEI designs, develops and manufactures high precision
quartz crystal oscillators, cesium beam atomic reson-
ators, and cesium beam atomic standards for time and
frequency generation equipment for ground, airborne,
and space use. In order to utilize our resources more
efficiently, the problem that we face is lack of long
term visibility of DOD and NASA needs, and the enormous
variety of hardware that we have to custom design for
each individual program.

It is also becoming quite apparent that with the lack
of significant R & D funds available from Government,
advances in technology are slow, and in FEI's opinion,
will not be able to meet near-future requirements such
as GPS user equipment, Seektalk, and other programs.
Because of the high risk factors involved, and the com-
mercial applications of this product being too far off
in the future, private capital for research and devel-
opment is difficult if not impossible to obtain. More
specific analysis and FEI's recommendation to overcome
these difficulties will be objectively presented
herein.

INTRODUCTION

FEI is a vertically integrated corporation, supplying frequency and time
control components, sub-systems and systems for the military and
aerospace users from the raw quartz to a finished timing system, and
from the fabrication technology of the cesium resonators to the finished
cesium atomic clock. It has been the Company's experience and history
over the past eighteen years of its existence that the majority of its
engineering talent has been applied to making modifications for each
particular system of existing technologies rather than to further the
state of the art and concentrate its talents on future needs and cost
reduction. The Company has produced over twenty different types of
distribution amplifiers; fourteen types of quartz standards; eighteen
different oven controlled oscillators for the aerospace industry; and
thirty-five different temperature compensated crystal oscillators, for
the missile and space industry.
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INSTRUMENTS AND SYSTEMS

The large variety of instruments and systems as exemplified by the
equipment shown in Figures 1 thru 34, indicate the enormous amount of
man hours that have been expended to hand-tailor similar functions for
each particular user on pretty much of a crash basis. A careful
analysis indicates that better planning and coordination between
various DOD and NASA users, and the discipline to design and plan
functional equipments that can be used over and over again in systems
will reduce lead time costs enormously and at the same time make
available the necessary engineering talent for use in the further
development and the design of high reliability equipment at lower cost.

SIMILAR FUNCTIONAL MODULES

Similar functional modules that require significant redesign and
repackaging in order to meet the particular specification requirements
of specific systems are very expensive and time consuming to produce.
There has been minimal standardization of products, which FBI feels is
needed in spite of the past pitfalls of such standardization attempts
which were buried in red tape and over-complications. Frequency and
time generation and distribution equipment and systems need direction,
standardization and long range planning in order to more effectively
accomplish reliability, lower cost, and make available the desperately
needed manpower to do the designs that will be required five to ten
years hence.

OVEN CONTROLLED PRECISION OSCILLATORS

Oven controlled precision oscillators primarily for missile and
satellite applications have been designed in hundreds of physical
configurations as shown in Figures 5 thru 19. The basic functions of
the oscillators, is to achieve low power (1 watt at room temperature),
provide high stability/ (1-5x10~H/day) and survive launch
vibrations. The enormous quantity of types of oscillators could be
reduced by possibly two to three times by standardization and
coordination between various users. FBI has found that out of a one
hundred man engineering team, approximately seventy are expended on
custom redesign for a specific system application. The exact frequency
is not a limitation on a manufacturer such as FBI because we build our
own resonators. However, the need for accommodating the various types
of input and output control signals and physical configurations and the
large variation in surface finishes all impose significant cost and risk
factors in meeting a timely delivery schedule. As was the case for
instruments and systems, FBI would welcome closer coordination between
all aerospace users so that we can better service the industry and not
expend all of our engineering talents for the large variety of designs
that we are presently fulfilling.
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OTHER CRYSTAL COMPONENTS

Temperature compensated crystal oscillators, crystal filters, and
crystal discriminators for the missile and aerospace industry is another
example of the enormous variation in shapes, form factors, and input
voltages that must be designed into the equipment in order to meet the
particular application of each user. In spite of having over one
hundred different designs available for users to pick from, we find
ourselves continuously custom designing to fit each application.
Coordination between various users and the investment in developing a
half dozen modules would most likely meet 90% of the needs of the users
in the missile and aerospace field.

While FEI, and I am sure many others in the frequency and time control
field, are working sixteen hour days to fulfill various different
system applications, the planning for the future, and the research
required for the advancement of the art is greatly lacking. We are so
busy meeting our day to day needs in terms of engineering and production in
quartz resonators that there is no time left for research and
development for the future. Quartz resonators, I might add, have
made very little progress from the precision resonators first developed
at Bell Laboratories in the early 1950's. Even the various atomic
standards have progressed very slowly from the mid-1960's.

CONCLUSION

It is FEI's recommendation that the following steps be taken
immediately in order to service DOD, NASA, and eventually commercial
users, in the next decade.

1. Establish a well planned and coordinated program to improve the
basic raw material.

2. Finance research and development with continuity of multi-year
programs for the development of high performance, high reliability,
quartz resonators.

3. Invest in the necessary research and development for economically
manufacturing the precision quartz resonator.

4. Develop economical, high reliablity, thermal controlled
electronics and associated electronic circuitry to make use of the
improved resonators, in order to meet the stringent future requirements
of fast warmup, low g sensitivity, high stability, and high spectral
purity sources of quartz oscillators and quartz standards.

5. Sponsor research in development a basic physics package to
improve life and reliability, reduce manufacturing costs, and establish
the capability for manufacturing the quantities of atomic standards that
will be required in the next decade.

6. Coordinate and clearly outline the long range needs of ground,
airborne, and space applications for frequency and time controlled com-
ponents and systems in order to minimize the time and money expended by
eliminating a multitude of different designs to accomplish the same
function.
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It is quite apparent, in FBI's view, that with the uncertainty in the
production potential for DOD and NASA needs, private industry does not
have the resources and the risk capital to do the basic research and
development necessary to meet future needs. Therefore, it is imperative
that the future specification requirements and the quantities needed be
determined, and that the government sponsor basic and applied multi-year
research programs if the industry is to meet the needs of the user in
the next decade.
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Figure 2. Frequency and Time Measuring System
Model FE-5070A

Seektalk
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Figure 3. RF Switching Group
Model FE-7728A

HF Surveillance System

217



Figure 4. Common Time and Frequency Standard (CTFS)
Model FE-5054A

TDRSS Ground Station
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QUESTIONS AND ANSWERS

CHAIRMAN STOVER:

Are there any questions?

MR. JOSEPH MURPHY, Westinghouse

Could you give us some explanation as to why the quality of the
synthetic quartz has declined over the years?

MR. BLOCH:

What has happened has been an inbreeding process. You see, most of
the early synthetic quartz has been grown on natural seeds that were
gathered from very large pieces of quality quartz which were avail-
able in abundance. As time progressed, the seeds for the new gen-
eration of quartz material has been grown on synthetic seeds, and
there has been an inbreeding process.

The inbreeding process has really destroyed the manufactur-
ability of the crystals. We throw out one out of four bars of pre-
mium material, and then we throw out 40 percent of the resonators
due to imperfections in the materials due to softness or radiation.

But it is due to inbreeding processes. I think John Vig might
be able to comment on this. He has been studying it for the Army
and Nick Yannoni of the Air Force.

MR. VIG:

I think you are right. The manufacturers don't have an incentive
to grow this quartz because 99.999 percent of all applications are
met by the currently available quartz.

For every ultra precision resonator sold, there are probably
a million low quality resonators sold. For very low cost units,
there are probably 10,000,000 parts sold, so they don't have the
incentive to grow quartz.

MR. BLOCH:

Total needs of DOD of this precision quartz, I think, is 4,000
pounds a year and that is a very small bucket compared to about a
million pounds of quartz that are now manufactured worldwide each
year.
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MR. MURPHY:

One more question. How many resonators would you say you have made
over the past 18 years?

MR. BLOCH:

We have been manufacturing resonators since 1968 so that it is 12
years. I would estimate about 30,000.

MR. MURPHY:

Is that synthetic quartz?

MR. BLOCH:

We are primarily servicing the aerospace industry so most of our
units have been premium Q swept-synthetic quartz because we are
looking for radiation hardness whenever we launch into space. I
would say 80 percent of the resonators that we have made are made of
premium Q. For your programs under 616 A, you absolutely insist
that it be premium Q-swept material for Westinghouse.

DR. WINKLER:

Mr. Bloch has been tactful enough to be silent about the real reason
why the synthetic quartz degraded over the years. It is that the
government has become less competent. But seriously, I think that
we owe you thanks for pointing out a real serious problem. In fact,
this is precisely the kind of problem which caused us to make a
major effort a couple of years ago to get a requirements analysis
funded.

That is precisely the direction which I think we must take in
order to streamline our efforts. Government today is fragmented
because of a jungle of conflicting organizations, processes, laws,
regulations, what have you.

I think Dr. Yannoni has pointed to some of the difficulty that
the best thought-out plans inevitably after two years become modi-
fied.

Also many of the people who write specifications and require-
ments, have never done designing or developing themselves. So, they
do not appreciate the fact that even the slightest change can cause
untold disasters. Now, you cannot blame people for adding speci-
fications because they simply do not have enough qualified people
-at hand today. I think we are coming to some real limitations:
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how do you organize, what can we do about planning and procurement
and development, a better standardization of building blocks; that,
I think, is really a big problem.

Why don't you as a bidder, when he is faced with unreasonable
trivial requirements like "I want to have five more lights and
seven more screws and a connector at the bottom." Why don't you
say, "Look, this is my standard equipment. You can have that for
$2,499.95. Your special requirements will make the price $6,000
per unit. Take it or leave it."

MR. BLOCH:

We do it all the time, Dr. Winkler.

DR. WINKLER:

Well, I tell you, the unfortunate part of it is that the small user
doesn't give a damn. He will have his own design, independent of
cost. Yesterday I had the occasion to see a new aerospace applica-
tion for a classified satellite. An extended TCXO was available
which will meet all the requirements but has a height of .8 inches;
but the spacecraft designer decided that all the slices are going
to be .55 inches high, so we are going to spend another 100K re-
designing a TCXO.

MR. BLOCH:

There is another point that this industry has faced over and over
again. There was a meeting a couple of years ago where it was said,
"We, the government, have the needs. Why doesn't private industry
go ahead and develop reliable clocks for use that will be available?"
I have explored this approach in great length. The future quanti-
ties needs are so small or so wild that it is very difficult to get
private capital to commit to really meet the future needs.

When you are strictly a military supplier -- and we have tried
hundreds of times with the distribution amplifiers -- saying, "Here
is a standard product. Use it." No, we want the blue panel. We
want an extra two lights. So, I think we need to talk with each
other more to coordinate future needs.
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GOVERNMENT AND INDUSTRY INTERACTIONS
IN THE DEVELOPMENT OF CLOCK TECHNOLOGY

Helmut Hellwig
Frequency and Time Systems, Inc.

ABSTRACT

It appears likely that everyone in the time and
frequency community can agree on goals to be
realized through the expenditure of resources.
These goals are the same as found in most
fields of technology: lower cost, better per-
formance, increased reliability, small size and
lower power. This paper focuses on related
aspects in the process of clock and frequency
standard development which sees government and
industry in a highly interactive role. These
interactions include judgments on clock per-
formance, what kind of clock, expenditure of
resources, transfer of ideas or hardware con-
cepts from government to industry, and control
of production. The author believes that suc-
cessful clock development and production
requires a government/industry relationship
which is characterized by long-term continuity,
multi- disciplinary team work, focused funding
and a separation of reliability and production
oriented tasks from performance improvement/
research-type efforts.

THE CLOCK HIERARCHY

Figure 1 shows the existing clock hierarchy, a commonly accepted
ranking of clock types.1 This ranking is not only based on the
physical characteristics but also on the technology used; i.e., the
crystal resonator, the rubidium gas cell, the cesium beam tube and
the hydrogen storage bulb maser. We must remember that any of these
concepts or atoms can be used in different combinations as we will
discuss later.

This ranking of today's principal precision clocks and frequency
standards is meaningful as shown in Figure 1. Listed is the typical
best stability or flicker of frequency floor, Op, as well as the
typical Q values. Figure 1 shows that increasing Q's ranging from
2 million with a crystal resonator to 1 billion with the hydrogen
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storage bulb, correlate to frequency stability improvements from
1 x 10~12 to 3 x 10~*5. However, we also note that size
and cost correspondingly increase. Thus, we conclude that the
ranking of today's frequency standards may not necessarily be based
on a fundamental difference governing the crystal resonator vs. the
rubidium atom vs. the cesium atom vs. the hydrogen atom but rather
on particular technical realizations. They lead, on one end of the
scale, to small acceptably performing devices at affordable costs
and, on the other end of the spectrum, to very high performing de-
vice at substantial sacrifices in size and cost.

2Historical developments have indicated what would happen if we
dropped this ranking and attempt to use these existing principles to
realize either higher performance as in the case of rubidium or
cesium, or lower size and cost as in the case of hydrogen storage.
The basic results of these efforts are shown in Figure 2. The Q
and, with it, the best frequency stability a p can be increased for
rubidium and cesium;, however, at increased cost and size. The size
and cost of a hydrogen device can be decreased; however, at a sacri-
fice in performance. Furthermore, Figure 3 shows that nearly all of
the different atoms have been subjected to the three fundamentally
differing basic technologies;2'3»^Beam, storage vessel, and gas cell.
In addition, nearly all of the devices have operated as passive
resonators serving to stabilize a crystal oscillator or as active
oscillators of the maser type. Of special historical interest is
the fact that the attempt to interrogate the cesium atom in a
storage vessel led to the creation of the hydrogen maser; a decade
later, the idea of pursuing the- possibility of a cesium maser led to
the passive hydrogen maser principle.'

We may conclude from Figure 1 through 3 that there is no fundamental
relationship between superior performance nor cost nor size and the
particular atom or physical principle which is used, but rather that
the combination of expenditure of funds in a historical chain of
events is largely responsible for today's device-hierachy.

Furthermore, it is not a foregone conclusion that very high per-
formance in small size must be crea'ted by reducing the size of high
performance devices; it may be as well to focus on performance en-
hancement of devices already small. Therefore, openness of mind is
very much in order when judging new ideas and proposals to improve
parameters ranging from stability performance to environmental in-
sensitivity to size and cost. It just may be that a truly new idea
may change an old principle of a "down-rated" atom into the best
solution possible.
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IDEAS AND SELECTION CRITERIA

New ideas can fall in the areas of basic research, applied research
or engineering. A new idea may be basic, or it may be a solution to
an existing or perceived problem, or it could be the revival of a
once discontinued or discarded idea. Independent of this classifi-
cation, there are four basic questions which may be asked and should
be answered before resources are expended. By "resources" we mean
either an approved program within a government • laboratory or the
funding of a program in industry or elsewhere.

The following should not lead the reader to believe that some re-
search of an undirected nature should not be approved. Such
funding, in the author's belief, is essential, but such resources
must be expended in a field of technology or in a field of basic
science with proposed results reasonably undefined. Resources spent
in this direction have proven over the last few decades (and in fact
throughout human history) to be one of the most worthwhile invest-
ments. . . .
«

We now restrict ourselves to proposed ideas for proposed measurable
results. They may be subjected to the four questions listed in
Figure 4. These questions are aimed at a sequence of logical
attack to determine whether the idea is worthwhile to pursue. One
word of caution is in order; the author believes that these
questions cannot always be unambigously answered; however, if the
answer is clearly a "no" for A or B, and a "yes" for C or D, no
resources should be spent. An example from the mid 60's is the
thallium beam. It was pursued as a cure to perceived bad aspects
of cesium. As we know today, the thallium beam research was termi-
nated a long time ago and cesium beams are still around. Figure 4
gives the scenario to questions A through D which could have been
answered before any expenditure of resources in this particular case
in the early 60*s.

An idea which is a revival of an old idea is not necessarily bad:
the old idea may have been discarded- because of limitations of
technology at its time, or the revival of the old idea may be worth-
while because other new ideas have created a different scenario.
However, there seems to be a set of ideas which appear regularly.
These are listed in Figure 5. This is not a complete list but might
serve to illustrate further the questions of Figure 4. These ideas
remain "new" because the questions listed in Figure 4 have seldom or
never been applied to these ideas. The pretense of "new" is no
reason in itself to expend resources. The author's favorite is
"small size". Question C here is very appropriate; does it intro-
duce a new problem? Using the same physical technology,
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reducing the size uniformly lowers the Q. As we have seen from
Figures 1 and 2, the Q is linked to the best frequency stability of
atomic or crystal clocks. If the very small rubidium cell or the
short cesium tube or the small hydrogen bulb lead to reduced Q, it
is an illusion to believe that the stability performance of the
original full size device can be retained.

Figure 6 shows the history of passive hydrogen development. This is
an interesting example involving the author in a very intimate way.
In 1969, at the National Bureau of Standards, D. Halford asked the
author about the pro's and con's of adapting the maser principle to
the cesium beam. The resulting analysis took several months of
fruitful discussion and led to the idea of the passive hydrogen
resonator device: the limitations of the hydrogen maser in long-
term were cavity pulling; this effect was highly reduced in a pas-
sively operating device, especially if particle interrogation was
used. The author then experimented with the hydrogen storage beam
but ran, as did the pure beam9 work of H. Peters at NASA, into
problems which were related to the difficulties of efficiently de-
tecting hydrogen atoms. Thus, the future of the hydrogen storage
beam is critically dependent on the availability of efficient hydro-
gen detectors. There still are no efficient hydrogen detectors.
However, as soon as this changes, a discarded old idea may become a
worthwhile new idea (Ref. Figures 4 and 5).

The author's solution to the detection problem was the concept of
the passive hydrogen maser 8 which does not fully realize the advan-
tage one obtains in cavity pulling (or lack of it) by detecting
particles but retains the advantage of a passive device over an
active device in this regard. Pioneering work in the electronic
design and further refinement of the concept by F. Walls at NBS then
lead to experimental realizations of the low cavity-Q, small, pas-
sive hydrogen maser and the full size, passive hydrogen maser.
These concepts now have lead to several government-funded pursuits
of realizations of the passive hydrogen concept * which include the
novel-cavity-mode-small-maser, the dielectric-cavity-small-maser,
and the positive-feedback-small-active-maser (a combination of the
small, passive maser idea with an old idea realized previously in
hydrogen).12 Thus, the time and frequency community is now dealing
with a family of six, somewhat different solutions using the passive
hydrogen principle and the expenditure of many millions of dollars
with some of the questions previously addressed not asked or
answered in full.
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THE PROBLEM OF TRANSFER TO INDUSTRY

Transfer to industry for the purpose of commercial or government-
need-oriented production appears to be the ultimate goal of most
government funded efforts. In fact, most researchers and engineers
will agree that a successful transfer to industry would be the ulti-
mate goal of their agencies as well as an important ingredient in
their personal and professional motivation. This question can be
addressed from various angles. The first is depicted in Figure 7
which illustrates the role of the clock expert. The clock expert is
typically an individual with privileged knowledge or background or
experience in relation to what is important in clocks. Thus, the
clock expert can be characterized, as having special knowledge in
connection with the physics package (crystal resonator, rubidium
optical package, cesium beam tube or hydrogen maser) and with the
problems of testing, measuring and characterizing the complete
system. Frequently the clock expert also plays an important role in
the interface between the physics package and the electronics system
of the clock or frequency standard.

In Figure 8 we list organizational modes and probable results. Like
all other technology, the making of clocks and frequency standards
involves engineering, quality assurance, manufacturing and testing.
If an organization has these four functions, such as they are
present in most industries, we have the potential of manufacturing;
however, due to the complexity of crystal and atomic clocks, the
absence of a clock expert may lead to the manufacture • of clocks
which are beset by fundamental problems. If a clock expert is
inserted into the clock making process directly contributing to the
creation of hardware, the clock expert will mostly be found in
either or both of the following: engineering and testing (based on
the specialties of the clock expert as shown in Figure 7). In this
role, the clock expert can assure that working clocks are produced
but the links to quality assurance and manufacturing are not proper-
ly established; thus, there is the potential of working clocks, but
only one at a time, plus potential shortcomings in reliability and
serviceability. In government laboratories which are not oriented
towards manufacturing, quality assurance and manufacturing as opera-
tional entities typically do not exist; thus, this example also
characterizes government laboratories: They can reach out and pro-
duce prototype devices but cannot actually produce clocks. The
desirable and ideal situation is approached by the third part of
Figure 8 where the clock expert is placed within management or in a
technical/consulting role focussing not only on the four parts of
the manufacturing process but on the interfaces between these four
processes. Such an organization offers the potential of making not
only good working clocks, but producing these clocks in quantity
with reliability.
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We are now ready to answer the question: When is the best timing
for transfer from government to industry? An attempt to give an
answer is Figure 9. The figure depicts the sequence from the
original idea to production in seven steps: The idea, the experi-
mental verification of the idea, demonstrating feasibility in a
laboratory or bread-board setting, the demonstration model which
does not have size, weight or power constraints but shows all
aspects of performance, the engineering development model (EDM), the
pre-production model (PPM) and the production. Since industry con-
tributes original ideas as well, we list this as an alternate idea-
start. The idea is carried through experimental verification and
the demonstration of feasibility. At this point the critical timing
for transfer from goverment to industry arises. The reason for this
lies in the results discussed in Figures 7 and 8. At this point,
the full circle of a manufacturing operation comes into focus:
Engineering, Quality Assurance, Testing and Manufacturing become a
planned process, displaying a high degree of coherence which is
phased in time. If government work progresses beyond this stage;
i.e., through the demonstration model, or even to the EDM or PPM
phase, this work becomes increasingly alien to the coherence of the
industrial manufacturing process. In other words, resources spent,
in a government laboratory, beyond the stage of demonstrating feasi-
bility are probably wasted because industry will not be able to take
advantage of it because aspects of quality assurance, producibility,
cost, etc. are not properly accounted for.

The issue in relation to Figure 9 is not that of funding per se; we
assume that funding is available and can be channelled at the right
time in the right direction. The problem, rather, is that a mis-
understanding may persist: As viewed from the government side, it
appears that the government has spent significant resources and has
come up with an almost producible clock or frequency standard; in
contrast, industry must request substantial additional resources to
go "back to the drawing board" for reasons of quality assurance,
reliability, producibility, etc. To the government this looks like
unnecessary duplication, to industry it looks like an unacceptable
constraint. Therefore, we have the phenomena of reluctance to fund
such work on the government side, reluctance to accept such work
from the industry side in addition to issues of professionalism and
recognition of contributions. Recognition of the critical timing
for transfer is the more important, if one realizes that the
majority of funds are expended after the demonstration of feasi-
bility with the consequence of increased irreversibility of the
process once carried too far.
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CONSTRAINTS OF INDUSTRY

History has taught us that clock and frequency standard development,
because of the complexity and {State-of-the-art nature of the de-
vices, may span many years or even a decade from idea to production.
Industry has several concerns in the process of accepting, counter-
proposing, or even rejecting government-funded work. A most serious
and often overlooked aspect is the engineering content versus the
manufacturing content of government-funded work. Figure 10 is an
attempt to depict this predicament. Plotted is the effort level
(funding level) as a function of time. The pre-EDM phase includes
all stages from idea to demonstrating feasibility including the
demonstration model. The effort level is comparatively low and
calls almost exclusively on the research and engineering talent of
the organization. The effort level is substantially increased (up
to a factor of ten) but retains its largely engineering content with
the engineering development model. It is important to highlight
this jump in effort level because this often-overlooked fact
a-priori rules out that all (even worthwhile) pre-EDM efforts can
reach production maturity. There simply are not enough resources
available for product realization of all good ideas. For example,
the National Bureau of Standards frequency standards effort operates
at about the million dollar level. If all of the ideas and concepts
developed there would meet all of our criteria and lead to full
scale industrial efforts, the required funding level is about ten
times higher. That means we would have to have resources at approx-
imately the 10 million dollar per year level just to execute all of
the NBS ideas in industry and NBS is only one of several such
laboratories.

After the EDM stage, the first significant change of effort-mix
occurs: Manufacturing begins, causing a drop in the engineering
content of the total effort level while the total effort level
continues. The PPM stage is followed by the production stage which
may be at the same level, at a higher or lower level depending on
the value of the product and the rate of production. Important is
the fact that the total effort level remains substantial while the
engineering content is reduced to a very small level serving only as
production support and trouble shooting. This fact puts industry in
a predicament; as shown in Figure 10, a substantial team of engi-
neers and scientists is needed to execute the EDM and the following
PPM phase but only few basic resources are required before and after
this phase.
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How shall industry gear-up its engineering staff from the pre-EDM
phase to the EDM and PPM phase and what should this staff do after
production has started? The hard-nosed answer to this is to hire
and then reduce staff again. It is the author's belief that clock
efforts which are based on a quick hiring process with the potential
of substantial re-orientation or loss-of-job after a relatively
short time will not lead to success in the complex challenges of
clock making. Thus it is incumbent upon the government to insure
continuity in those efforts which exist solely because of a govern-
ment mandate. Continuity can be provided by successive upgrading of
the product through consecutive EDM and PPM phases time-phased with
production of the previous product. Another alternative is funding
of related or complementary efforts after the engineering and pre-
production of the main product have been consumed.

CONCLUSIONS

In the decision making process on a new product, many thoughts and
conditions have to be considered. Figure 11 depicts what may be
called the decision tree for product development. This decision
tree starts with an idea; this idea may come from government or from
industry in the form of a proposal or a request for a proposal.
Industry will first analyze this for basic validity as a solution to
an existing problem or validity as a new product or capability. The
first steps are the considerations on performance improvement and
degradation (comp. Figure 4). If the answer to the first question
is no, there will be no further consideration. If the answer to the
second question is yes there still may be a valid idea if the per-
formance degradation is acceptable. The next step is an analysis of
the engineering costs; are they acceptable? With engineering costs
it is not only the amount of monetary resources at stake, but also
the question of human resources as discussed above; also, one must
ask whether the needed engineers could produce other things of high-
er value than the one in question (concept of foregone benefits).
If the answer is 'no', government funding must be available to
offset the costs of engineering. These costs, of course, relate to
the market size in the sense of return on investment. If the market
size is unacceptable, the government may be the sole customer and
must bear the product funding as well. Manufacturing industry will
be, in general, reluctant to pursue an engineering development
effort with no prospect for production. If government funding is
available and/or the engineering costs are acceptable, and/or the
market size is acceptable, the required capital equipment investment
is analyzed. If the work is govenment-funded, invariably the need
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for government funds for capital investment arises. Substantial
capital investment needs must be offset by government furnished
equipment or the funding of equipment purchases which then become
property of the government.

Finally, the question whether the targeted product competes with the
present product line of the company must be addressed. There will
be general reluctance to develop and create a product if such a pro-
duct competes within the existing market and does not serve to
enlarge the market expansion. Other considerations, however, may
enter here; thus the decision on this question is not clear-cut.
However, a go-ahead is almost universally given if the new product
opens new markets adding to sales and enhancing capabilities.

It appears proper to conclude with some thoughts about reliability.
It is self-evident, that reliability is probably the most important
issue in clock technology because of the very nature of the clocks
principal function: time-keeping. Reliability must have proper
attention in the engineering phase (reliability engineering), it
must be addressed with high priority in the manufacturing process
(quality control and quality assurance), but, most importantly, it
must benefit from field-feedback. This latter element requires
long-term continuity of the clock development, production and
application scenario, which is characterized by stability of the
organizations involved, by business commitments between government
and industry, and by maximizing quantities of products while mini-
mizing engineering changes outside of performance or reliability
mandated actions.
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QUESTIONS AND ANSWERS

DR. WINKLER:

I think your excellent speech has focused on many interesting
aspects; two of which are particularly important. The first one,
the danger of a government laboratory trying to produce a product
in mass production. I have several examples of that mistake, I am
deeply concerned about it and I don't know what to do to convince
the various incumbents that it is a major mistake.

It is not only contrary to our national policy to keep govern-
ment out of production as much as possible (beyond the feasibility
models and technology studies) but it is also a major mistake for
the laboratory to absorb your creative engineering potential solving
production problems. Your most precious human resource could be put
much better to use on new studies, advanced concepts, and specifi-
cations, which I think are the most difficult things in the world.

Now, the second point, is that you have a bewildering array of
combinations of beam lasers and active and passive and greater Q
and less Q — kind of reminds me of a very similar discussion which
we had about six years ago. I hope you don't remember it.

DR. HELLWIG:

Because I will give the same example. Here in America since our
major industrial achievement is the automobile, there is no better
example than the automobile. There are certain engineering combi-
nations which can be played upon. You can have the engine in front
with rear-drive, engine in front with front-drive, engine in rear
with rear-drive, but one that has never been tried is the engine in
rear with front-drive.

In automatically controlled oscillators, all combinations
have been tried, however.
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INNOVATION AND RELIABILITY' OF ATOMIC STANDARDS FOR

PTTI APPLICATIONS

Robert Kern
KERNCO, Inc.
Danvers, Mass.

ABSTRACT

Over the past 20 years, the U.S. Government has been the
largest single customer for hyperfine frequency standards
and clocks. In this same period the government directly
and indirectly has provided financial support of extensive
research, development and manufacturing methodology efforts
in industrial and government laboratories.

The GPS/NAVSTAR Program requirements for a spaceborne clock
has provided new impetus and development monies to generate
multiple sources of reliable frequency standards and clocks
with life expectancies of 5 to 7 years. These multiple
sources will produce significant economies and performance
improvements to PTTI users in the U.S.

The GPS/NAVSTAR designs should result in units with improved
stability and environmental tolerance that will provide U.S.
systems planners with strategic advantages .in the PTTI field.

I would like to address the subject of innovation and reliability in
hyperfine frequency standards and clock systems. Hyperfine standards
are defined as those precision frequency sources and clocks which use
a hyperfine atomic transition for frequency control and which have
realized significant commercial production and acceptance. I refer to
the cesium, hydrogen, and rubidium atoms and exclude references to
other systems such as thallium and ammonia since these atomic standards
have not been commercially exploited in this country.
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In the\1ate 50's and early 60's several companies pioneered in the
development and production of atomic standards. In the mid 60's
statistically significant quantities of cesium and rubidium standards
were produced, sold, and put into service by PTTI user agencies. The
reliable performance established by the Hewlett Packard hyperfine
standards in the 1960's stimulated government interest in additional
system applications and further development of the hyperfine family
of standards.

In the early 70's the Department of Defense issued military speci-
fications (MIL F 28734 & Elex F 105) which defined four types of
cesium standards. Our industry saw the issuance of these MIL
specifications as a clear signal by the government that there was
a growing opportunity in cesium and hyperfine clocks for system
applications.

Until the 1970's government support of hyperfine standards was
focused on research and technology development. In the 70's the
emphasis shifted and intensified toward the development of specific
hardware with direct application to major systems concerned with
navigation, communications, Very Long Baseline Interferometry (VLBI)
and space experiments. The GPS/NAVSTAR need for development of a
spaceborne clock provided great impetus for innovative activities in
all three hyperfine clocks. New companies and new concepts advanced
rapidly in this period producing new miniature rubidium standards,
small long lived cesium standards, and prototype passive H masers.
The stong levels of government funding matured these new designs
and spawned a broad series of commercially available products.

In the late 70's and now into the early 80's, our industry con-
tinues to benefit and mature from both continuing government support
and an active commercial marketplace for quality hyperfine standards.
Contractual funding from the Department of Defense is directed
toward higher system performance and multiple sources of cesium,
rubidium, and hydrogen clocks.

To summarize this development activity the following table describes
the companies who have been recipients of government funding and a
parenthetical estimate of this funding (to date) in millions of
dollars.
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CESIUM RUBIDIUM HYDROGEN MASER

Atomichron, Inc.*
Freq. Control Corp.*

FEI

FTS

Hewlett Packard
Kernco, Inc.
NBS

National Radio*
Pickard & Burns*
Varian Associates*

Autonetics - (Rockwell)
Collins - (Rockwell)
Efratom
E G & 6

General Radio*
General Technology*
Hewlett Packard
Tracer*

Varian Associates*

(20 - 25) (15 - 20)

*No longer active in this business

Applied Physics Lab./JHU
Hewlett Packard*
Hughes Research Lab.
Jet Propulsion Lab.
NASA Goddard
NBS
Sigma Tau Corporation
Smithsonian Astro ,
U. S. Naval Res. Lab.
Varian Associates*
Universities: Harvard

Laval
Williams

(25 - 30)

The figures support public statements made that there is more support
and more work available than the hyperfine companies can ingest. Many
companies in this field have doubled over the past two years. Perhaps
this preoccupation with growth in this period of prosperity has caused
a diversion of industry attention from the issues of performance and
reliability.

The U.S. Government, as a customer, has had a vested interest to de-
velop both improved clocks and competitive sources for them. The
hyperfine technologies have enjoyed strong levels of direct and in-
direct customer support these past ten years and must now address
the question of customer payback. Current programs to qualify
several suppliers for GPS/NAVSTAR clocks should favorably impact
both the economics and the stability of the source(s) of supply.
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The payoff to the government customer is rooted in the fact that for
the first time in our business qualified competition exists in all the
hyperfine standards. It is no longer adequate for the manufacturer to
certify his design, build, and verify by test that the equipment
initially meets all applicable acceptance specifications. In the
future it should be necessary for the manufacturers both to guarantee
and to demonstrate that the customer will actually realize the called
for lifetime expectations. Demonstration of the lifetime cost para-
meter must be an integral condition for a manufacturer to receive
future business.

Let me suggest a valid signal that development is truly complete when
a manufacturer releases a quantity of commercial products directly
spawned from the government sponsored development effort and assumes
a significant commercial warranty obligations for these commercial
units. It is then that the government customer, after paying for the
development, has a right to expect a stable price structure, con-
tinuing product improvement and a purchase price that is less than ten
times the price of the commercial unit.

The specific point I wish to make today concerns innovation and re-
liability in hyperfine physics packages. The intensive developments
now underway would not be necessary if our industry had achieved the
equipment which the government customer(s), some 90% of the market,
funded to bring into being.

The technology base for hyperfine physics packages had been estab-
lished and remained locked away under a "proprietary information"
label by a few companies. Government scientists and engineers did
not have the opportunity to participate in and evaluate the under-
lying design and processing philosophy of the physics packages. Nor
have the manufacturers revealed the details of factory and field
failure history of the design. Only by customer-supplier discussion
and analysis of such data can specific problems be quantified and
user insights applied to yield simple environment compatible solutions
to engineering or processing weaknesses.

This lack of physics package 'know-how' and the lack in the visibility
of data make it difficult for a user to evaluate whether a given
supplier can consistently meet his lifetime and performance require-
ments. Usually the customer can provide verification that the
electronic components are procured, screened and assembled to a speci-
fied practice. When it comes to the physics package used in the
equipment, the PTTI user must accept company assurance that the
'proprietary unit1 was built according to strict process specifi-
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cations and in facilities unique to the system requirements. Then,
screening and in-house unit testing will do the rest of the reliability
and performance job.

Until recently the development sponsoring agency could not purchase
cesium or rubidium physics packages without buying the whole standard
or clock. In my opinion what remains to be done is for the Department
of Defense customer to conduct specific in-house testing and make
design appraisals of the hyperfine physics package. By establishing
end user data concerning the reliability and lifetime performance of
a given design, in a government laboratory, the customer could compare
results with data provided by the manufacturer.

The tests to be performed by the government laboratory can include
several tests usually conducted by the manufacturers and can be ex-
panded to include tests which reveal the design limits of the device.

A PHYSICS PACKAGE TESTS

FOR DESIGN CHARACTERIZATION

o Accelerated Life Testing

o High/llow Ambient Temperature Runs

o Irradiation

o Over Voltage Testing

o Temperature Gradient Induction

o R.F. Power Shift Stimulation

o Spectral Sensitivity

The appearance of multiple manufacturers in the GPS/NAVSTAR hyperfine
marketplace will provide economic and performance benefits to the
whole of the PTTI community. It now remains for the U.S. Government
to establish an in-service capability for the assessment, evaluation
and lifetime testing of the physics units utilized by these manu-
facturers. With data and the institution of manufacturing controls
and safeguards the government's support can finally produce an
economic and performance return on investment.
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QUESTIONS AND ANSWERS

DR. HELLWIG:

Maybe just a comment on the availability of physics packages for
testing. If I remember right, Varian was willing and able to sell
tubes in the '60's. I think Hewlett-Packard did so in the early
days -- 1970's -- and FTS has sold tubes over the past years to the
U.S. government. That is not a question of lack of availability.

It is a Tack of focus on this problem which I totally agree
with you, Bob. I think this is one of the major problems.

CHAIRMAN STOVER:

Well, there seems to be a common thread through the papers we have
heard so far of need for more cooperation between industry and
government. We will see if that continues with our other two papers.
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R & D: TO FUND OR NOT TO FUND

Terry N. Osterdock
Hewlett-Packard Company
Santa Clara, California

ABSTRACT

The U.S. Government spends vast sums of money each
year to fund the research and development of electronics
for a variety of applications. Commercial enterprises
also spend large sums on R & D of electronics and other
areas of interest to the U.S. Government and its agencies.
The government can take advantage of industrial R & D and
thereby maximize the utilization of their own R & D funds.

INTRODUCTION

In accomplishing any task, we are faced with limited resources such as:
manpower, materials, time, and funds. Faced with a given task we must
both conserve and make maximum use of ALL our resources. One drop of
oil spilled will never be recovered. One second wasted is lost for-
ever. The watchword everywhere should be the maximum utilization of
available resources. If we are to conserve, we must not waste one drop
of oil, one second of time, or one dollar of funds. As taxpayers we
want the government to take less of our income for taxes. More
importantly, however, we want the government to spend each dollar they
do take as wisely and effectively as possible. This spending efficien-
cy should be applied to the area of Research and Development (R & D) as
well as all other areas of government spending.

RESEARCH AND DEVELOPMENT

Before discussing the funding of R & D let us define and characterize
R & D so that we have a common base from which to build.
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Definition of Research and Development

Research and Development can be defined in a number of ways. However,
for our purposes I will define it as the process of finding a
solution to a problem. The most difficult part of R & D is defining
the problem. The professors in my freshman engineering courses (many
years ago) stressed that once you had defined the problem, you had it
half-solved.

Types of Research and Development

There are three types of R & D which are pertinent to our discussion:
1. Basic Research, 2. Development and 3. Modification or redesign.

Basic research is the investigation of specific phenomena to further
our understanding of the sciences, the world we live on, and the
worlds around us.

Development on the other hand, is the application of known or SEMI-KNOWN
Technology to solve a specific need or problem. I say SEMI-KNOWN tech-
nology because we can generally produce one of anything in the Iab9ra-
tory but producing one hundred or one thousand is a much more difficult
task to accomplish.

Redesign or modification allows us to use a currently available off-the-
shelf product to solve a new need or problem. The older product
doesn't fit the solution exactly, but with a little modification it will
do just great.

SOURCES OF PRODUCTS AND TECHNOLOGY

If we were to determine how many dollars were spent each year on R '& D
by bgth the government and private industry we probably would be
astonished. Each year thousands of new products are introduced into
the marketplace and scores of new technological breakthroughs are
realized.

Have you ever wondered how mankind manages to come up with all of these
fantastic products and ideas? Both products and technologies come from
three sources.

Problems

Problems are the manifestation of needs. The customer has a specific
need or problem which must be solved. Someone thinks he can fill that
need and hence, the R & D process is initiated. As a result, a product
is created which solves the problem or fills the need.
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An example of problem solving is when our customers told us they would
Tike to be able to have Cesium beam frequency standard performance at
several locations within their plant or system. However, they could
not afford to purchase a multitude of Cesium standards. As a result
the 5087A Distribution Amplifier was developed, thereby filling the
need and solving the customer's problem.

Solutions

Here we find the R & D Engineer, Physicist, Chemist or researcher that
has discovered or developed a fantastic product or process. The
question we all would ask is "Does anyone need it?" The solution,
therefore, is looking for a problem to be solved. In the early days
of Cesium standards it was mainly a laboratory curiosity. Later it
became apparent that the Cesium standard was the solution to a number
of communications and navigation problems.

Accidents

In Research and Development, the researcher is looking at technologies,
processes, needs, and a myriad of other things. Someday, with a little
bit of luck, he may discover something that will be useful to someone,
somewhere. More than likely if he finds it, it won't be what he
thought it would be, nor will it be the solution to the problem he had
originally set out to solve. Instead it will be the byproduct of his
efforts. Totally by accident he will find something useful to mankind.

Some years ago we had an engineer working on the design of a frequency
counter. He became totally frustrated with trying to determine the
state of a logic gate. Because of this frustration he designed a
device to determine whether the Logic gate had a "1" or a "0" on its
output or input. From this first logic probe came a whole series of
logic test equipment. Totally by accident was this product concept
discovered.

R & D PROCESS

The R & D process starts with either a need or an idea. In the case
of starting the process with the needs, (figure 1) the company attempts,
first, to determine what the customers need. Once we have determined
that something is needed, we look at the limited resources available
in terms of people, materials, funds, and even in terms of ideas to
develop.

If the company thinks it can solve a problem and fulfill the need, then
it proceeds to develop the solution.
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The product is designed and tested and if everything works, it is put
into production. The customers now have a solution to their problem.

If instead we start with an idea (figure 2), i.e. a possible solution
searching for a problem, then the process is similar. The R & D Team
comes up with an idea. The company then looks to the marketplace to
see if there is a need for a product using that idea. If so then the
design and development begins and the product developed.

To determine what the customers need, a company will simply ask their
customers (including the government) what they think they will be
needing sometime in the future, say 5 to 10 years (figure 3). The
customers typically respond with a not so simple answer, e.g., "I don't
know, what will be available in 5 to 10 years?" This circular
questioning continues back and forth. Sometimes we arrive at an answer,
sometimes the process continues without resolution.

ROLE OF INDUSTRY

Industry has specific responsibilities in the R & D process:

Query Customers for Needs

They must ask customers what they need. Industry needs to know what
people will be doing in 5 to 10 years. Companies have to be wizards
of fortune telling and be able to forecast the future. They need to
watch trends in government, military, and private sector activities.

Analyze Technology

Industry must also analyze technology. Somehow we need to determine
a prognosis for the state-of-the-art. We might examine technologies
and ask which hold promise for solutions to problems which may exist
in 5 to 10 years. We need to look at what technologies are currently
available and which need to be developed before they can be utilized
in specific solutions to problems.

Develop Solutions

Finally, industry must take existing technologies and design products
which can be solutions to problems in the near future. And if
possible, they need to develop promising technologies to the point of
being useful.
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ROLE OF GOVERNMENT

If industry does all that, what is left for the government to do?

Determine User Needs

First, the government should determine user needs. Requirements for
communications, navigation, space exploration, air traffic control
need to be examined. The government should look at Military needs for
the next 5 to 10 years as well as examine needs of other agencies such
as the FAA. The government might even go so far as to look at fore-
casting the commercial needs for similar products. This would provide
a real service for industry.

Disseminate Information

These needs must then be communicated to industry. In sharing what the
government agencies know about their future requirements, industry
will be better able to design products which the government can use.

Look at Available Products

The government's system designers need to look at currently available,
proven, off-the-shelf hardware to satisfy as many needs as possible.
To ignore off-the-shelf hardware might be related to the NIH or Not
Invented Here Syndrome. Nothing is more wasteful then reinventing the
same product when an off-the-shelf piece of hardware will do.

Buy Solutions

A solution may simply be the purchase of off-the-shelf hardware. Or
it may be slightly modified hardware integrated into specially
designed systems. Or the solution might be to fund the basic research
in an area which looks promising, but the need is too tenuous to
convince an industrial company to invest its own R & D funds.

ADVANTAGES OF OFF-THE-SHELF HARDWARE

Why buy off-the-shelf hardware, you might ask. First of all, because
its reliability is known; it is not. simply computed, but based on real
experience. Its early problems probably have been worked out.

Second, it is more serviceable. The bugs have been worked out, people
have learned how to repair it, and it is more thoroughly documented.
Service information, operating instructions, and test procedures are
generally available.
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Lastly, you will generally buy the item for less money than a specific
design for only one application. The R & D costs are shared by all the
buyers, in essence, not just one. Ergo, you don't have to pay ALL of
the R & D costs.

FUNDING OF R & D

Both government and industry commit vast sums of money each year to
develop solutions to problems. But because our resources are limited,
it is important to utilize the resources we do use to get the maximum
benefit. The government can greatly improve the impact of the tax-
payer's dollars by trying to identify its own needs and by letting
industry know what it needs, even to the extent of letting industry
know if there is any commercial benefit. If the government can assist
in the forecasting effort by letting industry know what lies ahead for
future requirements, industry might be able to respond. In this way
the government could impact the commercial design efforts to the extent
of being able to buy off-the-shelf hardware and not having to fond the
effort.

Of course the government has a problem when it tries to provide
industry with information. They would like some information in return.
They would like to know what the companies are developing and if they
will commit to development of a specific solution. However, the
government will encounter resistance on the part of industry to commit
to a specific project. Companies, in all areas not just PTTI, are not
likely to disclose what they are developing or when it will be avail-
able in the marketplace. Generally, a company doesn't want its compe-
tition to know what it is doing; this allows the company that invents
a new product to be first in the marketplace with that product. A
company needs to be able to protect its investment on each product and
thereby maximize its return on that investment as its shareholders
expect.

GOVERNMENT FUNDING

So what should the government fund? Primarily, they should fund the
purchase of off-the-shelf hardware. After what I have said earlier
you would be disappointed if I didn't list this one first. Secondly,
they should fund minor modifications to off-the-shelf hardware.
Thirdly, they should fund elementary R & D only if the product is not
currently available. And, of course, they should fund basic research
in unknown but promising areas. The results of these efforts should
be made available to all potential industrial users to maximize spread
of technology funded by taxpayer dollars. This will result in more
technical solutions being available at an earlier time than if all
associated funding was left to the government.
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BENEFITS

Definite benefits can be obtained by government participation in the
R & D process. Because the government will have provided information
and shared in the forecasting process, industrial firms will be able to
better consider incorporating the needs of the services and agencies
in their future product developments. This will result in the
government being able to purchase off-the-shelf equipments to satisfy
more of its needs. R & D funds will be used more efficiently in the
few most critical areas, and fewer taxpayer dollars will be wasted.

287



R & D PROCESS

Solution

Customer
Needs

Ideas?

^ Test
^

-^^

Fig. 1 - R & 0 Process (Needs)

\ ^J /̂ R & D PROCESS
k/

Solution

Design

Idea *2St

W Customer ̂ ^ r̂
Kla^wleO

Fig. 2 - R & D Process (Ideas)

Industry

What is needed
in 5 to 10 years?

Customers
including
government

What will be
available In
5 to 10 years?

Fig. 3 - Forecasting the Future

288



QUESTIONS AND ANSWERS

CHAIRMAN STOVER:

Your request that the government tell you what they need may be, in
many cases, unreasonable. The government is no different from other
people, and many times they don't even know they need it until they
have used it. I think that is even more true in the government than
it is in the public in general. If you haven't used it, you don't
really know you need it yet.

I think the government has a great deal of that problem: not
knowing what they need because they don't know what it will do for
them. How do you propose to solve that problem?

MR. OSTERDOCK:

I think that is part of that circular questioning that I describe;
basically trying to figure out what happens, and by all of us con-
tinuing to communicate that way, maybe we will get some answers. I
don't have a specific solution for that part of it.

Forecasting is the most difficult part of the process. I don't
think that anybody can really say what technology is going to be
like in 10 years any more than we could have back in the '60's.

CHAIRMAN STOVER:

If you go to a Field Commander and ask him what new technology he
needs next year, what is he going to tell you? He has to have a
shopping list of some kind, right?
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CONTRACTOR POINT OF VIEW
FOR

SYSTEM DEVELOPMENT & TEST PROGRAM

F. K. Koide
Defense Electronics Operations

Rockwell International
Anaheim, California

D. E. Ringer C. E. Earl
North American Space Operations Defense Electronics Operations

Rockwell International Rockwell International
Seal Beach, California Anaheim, California

ABSTRACT

This paper will present industry's practice
of testing space qualified hardware. An over-
view of the GPS Test Program will be discussed
from the component level to the sub-system
compatibility tests with the space vehicle
and finally to the launch site tests at Van-
denberg AFB, California, all related to the
Rubidium clock.

INTRODUCTION

Rockwell International has been involved in the development and pro-
duction of space qualified Rubidium Frequency Standards for the GPS
Program since the initial inception of the program in 1974. To date,
we have produced a total of 29 Rubidium clocks consisting or proto-
types, engineering models, and production units.

The first series of six satellites are in orbit and have been declared
operational, with each carrying three redundant Rubidium clocks.
Initial test results demonstrated navigation accuracies of a few
meters in three dimensions. Rockwell is currently in the process of
developing Rubidium clocks on the Phase II/III Program for the GPS
Satellites 9 through 12.

The Rubidium clock test cycle covers two major phases, the pre-pro-
duction and the acceptance level testing. The pre-production covers
the board, system assembly, and assembly tests. The acceptance level
testing includes the environmental and certification tests. All
Rubidium clock tests are performed in different test facilities of
Rockwell's Defense Electronics Operations in Anaheim, California.
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The space vehicle undergoes integrated acceptance testing through test
conditions simulating and exceeding the environments which it will en-
counter from launch through on-orbit operation. The acceptance test
of the space vehicle is performed at Rockwell's Space Operations and
Satellite Systems Division at Seal Beach/Downey, California, and the
North American Aircraft Division located in Los Angeles, California.

SPACE QUALIFIED TEST PROGRAM

Rubidium Clock Automated Test Station

Rockwell's Rubidium clock has been developed from a commercial
Efratom Rubidium Frequency Standard. Extensive modification and
repackaging have been performed to meet spacecraft requirements
and to improve reliability and stability. Acceptance testing of
production clocks are required to assure compliance with the
design goals and conformity to the procurement specification.

Computer automation of the Rubidium clock testing is utilized
because of the large amount of data to be gathered over an
extended time period and the need to extensively process this
data.

A central or a time share computer concept was selected to
allow for greater versatility of utilization and to allow im-
plementation of additional test stations. The computer system
utilizes a sophisticated version of BASIC as the programming
language available to users and can be extended to service up
to 16 terminals. The time share computer is a pdp-11/35 micro-
computer which includes 256K, 16 bit word fixed head disc, 1.2
mega bit word movable head disc, dual dectape storage and 28K
words of core memory. It is essentially a minimum system re-
quirement to support the data storage and processing require-
ments .

In the existing configuration, four terminals or test stations
are supported by the pdp-11/35 minicomputer. Three of the four
test stations are equipped with micro-computer systems that
provide redundant data collection and storage capabilities if
the time shared computer should fail. At the end of the test,
these data would then be transferred to the pdp-11/35 for
analysis. System redundance prevents the loss of test time
without interruption. A functional block diagram of the
Rubidium clock test station and a photo of three of the four
test stations are shown in Figures 1 and 2 respectively.

A valuable feature of the RSTS time share concept utilized is
the ability to access data being stored on disc from one program
using one I/O port by executing an independent program from a
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second port. This feature allows data analysis without interrup-
ting data collection program while using a number of different
programs.

Failsafe features are incorporated into all test stations to
protect against loss of data in the micro-computer due to trans-
ient in the power line voltage, clock supply over-voltage and
current, over and under base-plate temperatures, and water flow
rate restriction in the vacuum pumps.

Rubidium Clock Test i

The testing of Rockwell's Rubidium clock is controlled by two
specifications, one an assembly and alignment procedure and the
second an Acceptance Test Procedure (ATP). These test procedures
have been witnessed and certified by Quality Engineering. There
are approximately 76 inspection points where a Quality Assurance
Inspector must approve and stamp off the work before additional
testing can proceed. All these steps are planned and recorded
in a FAIR book system. FAIR is an acronym for Fabrication-
Assembly- Inspection-Record.

This system also keeps track of all parts installed into the
Rubidium clock. If a failure occurs during assembly, the retest
must start over per the retest matrix listed in the assembly
procedure. If a failure occurs during the ATP, the failure
must be documented by Reliability Engineering, who also notifies
the prime contractor, and generates a failure analysis report.

At the completion of a successful ATP the test data is assembled
into a data package by Quality Engineering and a formal data
review is conducted with the prime contractor, Air Force (SAMSO)
and the technical consultants for the Air Force.

After the data review, the Rubidium clock is packaged and shipped
to the prime contractor. The data is impounded in the Data
Submittal department where it is available for review at a later
date. This data includes all acceptance test record cards,
"FAIR" books, computer printouts and strip charts.

Figure 3 shows the Product Acceptance test flow for the Rubidium
clock from the Module Assembly level to the point of shipment,
the space vehicle factory test. A typical calendar time for
product acceptance test is approximately three months.

Space Vehicle Factory and Launch Site Tests '

As prime contractor for the GPS Space Vehicle, installation of
sub-systems and integration tests are initiated at Rockwell's
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Seal Beach Operation Factory Test Clean Room Facility. Figure 4
shows the test flow and the type of tests performed at these
levels on the space vehicle. The Rubidium clock is primarily
tested for interface compatibility with the different sub-systems.
The performance of the individual sub-system is tested at each
phase of buildup to assure reliable operation during the five year
mission life. The test criteria are structured to verify that
each sub-system performance is within specified limits, and the
performance is monitored for stability and continuity from test
phase-to-test phase. Departures from expected performance, even
well within specification limits, are evaluated in detail and
corrective actions are implemented.

Two mobile vans equipped with test systems to perform factory
tests follows the space vehicle to Rockwell's acoustics and
thermal vacuum chamber environmental test facilities located
in the Los Angeles area.

At Rockwell's Los Angeles Operation Acoustic Chamber, the space
vehicle is subjected to a broad spectrum of acoustic frequencies
to simulate the lift-off, boost, and separation environment.
The thermal vacuum chamber at Rockwell's Downey, California,
operation siumlates the heat, cold, and vacuum of space to
verify assembly, workmanship of space vehicle components.

Figure 5 shows the qualification space vehicle in a thermal
vacuum chamber. Each individual sub-system component is mounted
on the Space Vehicle thermal control plates and driven to tem-
peratures exceeding on-orbit temperatures by 21°C for qualifica-
tion testing and 11°C for acceptance testing. The thermal design
of the entire spacecraft is thus validated by thermal-vacuum
testing in a large vacuum chamber with a typical test time of
about 3 months. Each Rubidium clock is turned on in a programmed
sequence to test stability at the temperature extremes with the
four different sub-systems during the thermal vacuum tests.
These four sub-systems include navigation; electrical power
(Ni-Cd batteries); attitude and velocity control; and the
telemetry, tracking, and command (Figure 6).

After the completion of the Thermal Vacuum Test, the space
vehicle is shipped to Rockwell's Seal Beach Clean Room Facility
for a series of final tests. These tests include the mission
profile, space vehicle's static and dynamic balance and func-
tional tests. One of the key tests is the spin balance which
is designed to make precision determinations of the Space Vehicle
Mass Properties.

At Vandenberg AFB, the space vehicle is prepared for launch by
performing satellite and master control L&S band RF link com-
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atibility tests and a simulated flight and mission dress re-
hearsal (Figure 7). Normally, one of three redundant Rubidium
clocks is turned-on as a master clock for the L-Band RF link
compatibility tests. The S-Band links with the Satellite Control
Facility located in Sunnyvale, California, and is used as a down-
link to receive the telemetry and other information from the
satellite.

SUMMARY

It has been shown that the role of automation is essential in the
development of a Space Qualified Test Program. Use of automation has
been a key factor in the success of the test program to date. Because
of the accelerated schedules and heavy demand on test systems, it is
highly unlikely that the present state of development could have been
achieved without automation techniques. Expertise in the field of
precision frequency and time measurements as well as the capability
to interface special test equipment with computer technology are
essential in meeting test requirements for the space-qualified clocks.
Automatic test systems have essentially provided unattended operation
24 hours a day, thus reducing cost and increasing productivity.

The test program plays a major role in producing Rockwell International
products for Government contracts. By employing a regimented type
test program, it has been shown that tests uncover latent faults
which otherwise may have gone undetected. The program has also
demonstrated interface compatibility among sub-systems. The use of
well documented test procedures has provided uniform testing from
location-to-location; test personnel-to-test personnel; and inspector-
to-inspector.

In conclusion, when involved in a major program such as GPS, a con-
siderable amount of effort is expended in tests and as such is
a key element in the success of the program.
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QUESTIONS AND ANSWERS

DR. VESSOT:

If you could explain a little more about what I consider to be the
most important test -- and that is the on-going operation of the
clock and the monitoring of its operation for very, very long
periods of time. Even though these are extreme stages of testing,
in my opinion, you do not observe the clock operating for as long
as you possibly can while it is in your possession before it goes
into space.

A lot of those long-term tests I feel are very minor.

MR. KOIDE:

The long-term tests uses trade-off schedules -- production schedule
trade-offs. So, we felt that the long-term type testing will be
the Allan variance test which will get out to 100,000 seconds. We
get our data points up to about seven data points to give us some
assurance of confidence that it has maintained this particular
level of task.

DR. VESSOT:

This is not the kind of test I had in mind — which is the test
wherein you prove that this device is going to work for a period
of several months while you still have it on the ground. At no
time while it is in your possession, I feel, should you fail to
take data from the clock in the operating condition.

This is the clean shake, shock, vibration, thermal vac, and
all the rest of it -- keep it running and monitor it.

MR. KOIDE:

Yes, we do have the acceptance level testing for the rubidium fre-
quency standard. Once the rubidium frequency standard gets over
to the factory test level and integrated into the space vehicle,
you are primarily concerned with the interface compatibility be-
tween systems.

So, you do monitor all the time — you do the test while you
are testing or monitoring the telemetry lines. You do a lot of
other types of tests, but is mainly for the interface compatibility
of other systems.
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DR. VESSOT:

But does that interfere with the frequency or the stability testing?

MR. KOIDE:

No, that is not the prime function when we get into the vehicle
testing.

DR. VESSOT:.

I suggest that is a mistake; that you can't avoid that issue of
keeping an eye on the piece while you still have it as long as you
possibly can.

MR. KOIDE:

Well, we try to do that. We are trying to set up a long-term test,
a life test for the RFS and that is another issue.
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PROGRESS OF THE LASSO EXPERIMENT

" fir; B.E.H. SERENE

European Space Agency, Toulouse, France

ABSTRACT
" ! . ' -' ' '> . " .• '

The LASSO (Laser Synchronisation from
Stationary Orbit) experiment has been
designed to demonstrate the feasibili-
ty of achieving time synchronisation
between remote atomic clocks with an
accuracy of one nanosecond or better
by using laser techniques for the first
time. The experiment uses ground-
based laser stations and the SIRIO-2
geostationary satellite, to be launched
by ESA towards the end of 1981.

The first part of the paper is dedica-
ted to the qualification of the LASSO
on-board equipment, with a brief des-
cription of the electrical and optical
test equipment used.

The second part gives the progress of
the operational organisation since the
last PTTI meeting, including the pro-
visional list of participants.

1. INTRODUCTION

Since the last PTTI meeting an important number of activi-
ties have taken place in the framework of the SIRIO-2
programme and more specifically for the LASSO experiment

- the units of the mechanical model have been integrated
and successfully tested with the complete satellite,

- a design review has been held to examine breadboard
results with a view of authorising the manufacture
of the qualification units,
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the units of the qualification model have been delivered
to the Centre National d'Etudes Spatiales (CNES) for
integration and performance evaluation at subsystem
level,
after acceptance of the principal investigators by ESA,
two LASSO Experimenters and Users Team (LEOT) meetings
were held in Geneva and Paris respectively*
the LASSO Coordination Centre (LCC) was subcontracted
to the Italian firm TELESPAZIO which is already in
charge of the SIRIO-2 Operations Control Centre {SIQCC) .

2. QUALIFICATION OF THE LASSO PAYLOAD

2.1. LASSO On-Board Equipment

The specifications and the design concept were largely
presented at the last PTTI meeting (1). It is recalled
that the LASSO payload consists of :

- the retro-refleetors,
- the photo-detectors for sensing ruby and neodyme laser
pulses,

- the ultra-stable oscillator,
- the counter to time-tag the arrival of the pulses.

These time-tags are to be encoded in time division
multiplex with satellite housekeeping before transmission
to the ground.
An overall block diagram is shown in Figure 1.

2.2. LASSO Test Equipment

The test equipment has been designed and built for easy
transportation and operation with a maximum of automatic
test sequences. It is used at :

- subsystem level for qualification and acceptance
tests,

- system level for integration and pre-launch tests,

and consists of two inter-connected parts : the electrical
test equipment (ETE) and the optical test equipment (OTE).

(1) SERENE B. and ALBERTINOLI P.t
"The LASSO Experiment on the SIRIO-2 Spacecraft", ESA Journal,
Vol. 4, pages 59 to 72, 1980
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2.2.1. Electr ical_test_eguigment

In order to allow a complete check of the LASSO pay load,
the ETE must perform the following functions :

(a) satellite interface simulation concerning power
supply, telecommand transmission, telemetry acqui-
sition and synchronisation with satellite rotation.

(b) laser pulse simulation by means of an electrical
pulse generator which is used directly behind the
photo-detectors or indirectly to trigger the
OTE. In both cases, stimuli pulses are time-tagged
by the ETE; these measures are used as references
to verify those carried out by the LASSO equipment.

(c) LASSO housekeeping monitoring; this function concerns
temperatures, voltages, currents and status
recognition.

(d) interface with the satellite check-out equipment
after integration of the LASSO payload in the
satellite.

Overall control of the ETE is performed by a desk-top
computer running automatic and semi-automatic test
sequences and providing finally statistical treatment of
the measurements performed .

An overall block diagram is shown in Figure 2.

2.2.2. 2Etical_tes t

The OTE, under ETE software control, sends laser pulses
towards LASSO detectors and simulates the light generated
by the earth albedo inside a time window corresponding to
earth visibility.

The departure of the laser pulses are detected in the OTE
by fast photo-diodes which provide an electrical feed-
back signal time-tagged by the ETE.

The block diagram of the OTE is given in Figure 3, and the
main characteristics of the different parts are listed
below :
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(a) dye laser for neodyme simulation

X. = 532.0 nm

1 < PWHA5{ < 3 nsec.
0.1 < E < 30 mW/cm2
maximum repetition rate : 20 Hz

(b) dye laser for ruby simulation

X_ = 694.3 nm

1 < PWHA"< 3 nsec. ,
0.05 < E < 20 mW/cm
maximum repetition rate : 13 Hz

(c) earth albedo simulator where a quartz-iodine lamp
provides the illumination :

222 yW/cm for X + 6 nm
2

16 yW/cm for X~ + 6 nm

(d) optical interface which collects, by means of optical
fibers, the light generated by the three simulators
above; after being mixed and merged into a parallel
beam, the light is chopped by a mechanical shutter
driven by the earth appearence signal.

(e) electrical interface between the OTE and the ETE.

Pulse width half amplitude
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2.3. LASSO Units Test

2.3.1. Retro-reflectors

The qualification programme was run by AEROSPATIALE on a
test sample made of 94 dummy glass corner cubes and
4 flight-worthy quartz corner cubes. The diffraction
figures of the 4 quartz corner cubes were measured before
and after each test :

- vibration (sinusoidal and random)
- thermal cycle under vacuum (+50°C/ -60°C)

The measured efficiency for normal incidence is in fact
20 for 694.3 nm and 17.5 for 532 nm;

2.3.2. Optics

The qualification programme on the two sets of optics
was conducted by MATRA and EMD.
For the neodyme optics the results are :

- normal incidence A = 534.3 nm with a bandwidth (half
amplitude) of 11.8 nm;

- 10 degrees incidence introduce a shift of the central
wavelength of -2,3 nm; the bandwidth remains the same;

- the optical gain versus incidence angle was measured
and the results are given in Figure 4 and 5;

For the ruby optics the results are :

- normal incidence A = 696.9 nm with a bandwidth (half
amplitude) of 12.1 nm;

-10 degrees incidence introduce a shift of the central
wavelength of -2.5 nm, the bandwidth remaining the same;

- the optical gain versus incidence angle was measured
and the results are given in Figures 6 and 7.

2.3.3. Ultra-Stable_gscillator (U.S.O;.)

This unit, manufactured by F.E.I. (USA), was delivered
fully qualified.
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2.3.4. Converter

The qualification programme was conducted by LABEN and
the following test sequence was applied :

- electrical performance,
- vibration (sinusoidal and random),
'.- electrical performance,
- thermal cycles under vacuum <+60t*C, -20°C)
- final electrical performance.

2.3.5. Detection_and_datation

The qualification programme was conducted by EMD on both
units, using only the ETE. The following test sequence
was applied :

- electrical performance,
- vibration (sinusoidal and random),

- electrical performance (repeated)f
- thermal cycles (+50°C, -10°C),
- electrical performance (repeated).

The electrical performance was controlled for six
different configurations which are listed below :

Configu-
ration

1

2

3

4

Pulse
width

(half
amplitude)

(nsec)

2

20

Time Sep-
aration
between
2 pulses
of a same

pair
(msec)

0.284

72.7

0.284

72.7

Time Sep-
aration
between
2 pairs

(msec)

1164

Pulse
amplitude

(mV)

200

8 000

Time Sep-
aration
between
2 se-
quences

(msec)

70
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A 5th configuration is used for false detection evaluation,
with and without the presence of the earth albedo, during a
period of five minutes.

Yet another configuration. No. 6, is used for the chronometer
dead-time evaluation, i.e. time tagging pulses far apart
of 200 ysec.

The results obtained for the different configurations are
summarised in the Table 1.

Confi-
guration

1

2

3

4

1

2

3

4

5

5

1

2

3

4

5

6

sensitivity

normal
ii
n

H

maximal
M
n

ii

n
n

normal
n

ii

n

n

albedo

no
ii

n

ii

yes
n
n

n

n •

no
yes

M

n
n

n

Standard
deviation
(psec)

148
377

137

456

159

280

141

296

-

-

185

286

145

240

-

False
detection

-

-
-

-

-

-.
-
-

0

0

- -

-

-

- • '•'

0

Operating properly

TABLE 1
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2.4. LASSO Subsystem Test

For this purpose a satellite mock-up was manufactured,
enabling the units to be mounted in their exact position.

After delivery to CNES, the 'detection, the datation and
the ultra-stable oscillator were integrated on the mock-
up and inter-connected with the qualification model
harness. This partial subsystem was submitted to thermal
cycle under vacuum (+50°C, -10°C) during which-the elec-
trical performance was extensively controlled using the
OTE and ETE. .

The main results are :

- for 1900 pairs of pulses generated by the neodyme and
the ruby laser simulators, in all the configurations,
the standard deviation is 341 psec with a bias of
68 psec due to the fact that two different time refe-
rences are used.

- the number of false detections is always less than one
per hour.

After delivery to CNES, the converter was integrated in
the partial subsystem. The test programme for the quali-
fication of the complete subsystem is at present ongoing
with the following activities :

- electrical performance,
- electromagnetic compatibility, including electrostatic
test, :

- thermal cycles,
- final electrical performance.

3. OPERATIONAL ORGANISATION

The overall SIRIO-2/LASSO organisation -is shown in
Figure 8.

The industrial consortium is led by the Compagnia
Nazionale Satelliti per Telecommunicazioni (CNS) with
two co-contractors, CNES and SELENIA, in charge of the
LASSO and MDD payloads recpectively, while for the ope-
rational activities the company TELESPAZIO has been
entrusted, under ESA contract, to run the SIOCC and the LCC,
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FIGURE 8

The LASSO Working Group (LWG), which is composed of seven
European scientists, has been created to advise ESA on the
validity of the proposed participation, the capabilities
of existing and envisaged laser stations, and potential
LASSO applications (time and frequency, geodesy,
geophysics).

The LASSO Experimenters and Users Team (LEUT) is composed
of the principal investigators of the admitted experiments.
The purpose of the group is to clear the technical and
operational interfaces between the ESA-provided services
and the users intentions. It also enables the users
themselves to be involved at the very beginning of the
experiment coordination process.

The SIRIO-2/LASSO operational organisation is given in
Figure 9.
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SIRIO-I OPERATIONS

COHTROl CENTRE (SIOCC)
I

LASSO COORDINATION
CENTRE (LCC)

S C I E N T I F I C C O M M U N I T Y

I Slrlo 2/LASSO operational organUatlon

FIGURE 9

3.1. The Scientific Community

The Announcement of Opportunity was issued by ESA in
September 1979 and distributed worldwide. Replies were
received and analysed with the support of the LWG during
the first quarter 1980. Provisional admittances were
notified to the principal investigators, and two LEUT
meetings were held in June and September 1980.

The provisional list of participants in the LASSO
mission is given in Table 2.
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The LASSO Principal Investigators are undertaking prepa-
ratory work for LASSO participation in the following
typical areas :

- adaptation of laser station equipment (e.g. acquisition
of datation timers, modification of laser beam width,
intensity, pulse length);

- preparation of computer software for time synchronisa-
tion calculation and geophysical or orbitographical
analysis;

- affiliation to the General Electric Mark III System
for data exchange;

- attendance at the LASSO Experimenters and Users Team
(LEUT) meetings organised by ESA.

3.2. The L.C.C.

Telespazio has been requested to prepare for the set-up,
operation and maintenance of the LCC for the purpose of :

(i) experiment preparation (hours, minutes before daily
laser transmission session), including :

- orbit determination,
- S/C spin phase prediction,
- laser firing times,
- telescope pointing angles,
- dissemination and acknowledgment;

(ii) experiment monitoring (during daily session) :

- LASSO telemetry real-time analysis,
- operational feedback to/from laser stations,
- updating of operational modes (e.g. phasing of
.transmissions);

(iii) compilation and annotation of data (after daily
sessions) :

- LASSO telemetry preprocessing to correlate timing
with stations,

- laser station timing data,
- orbital ranging data,
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- S/C spin phase information,
- session narrative summary;

(iv) dissemination and archiving of results.

3.3. Communication System

Data exchange between LCC, laser stations, time institutes
and research laboratories will, as far as practicable, take
place using the worldwide General Electric Mark III System.

Specialised or validative data processing will be performed
by various user institutes primarily to satisfy their own
needs, but the results will be made available to the user
community as a whole by way of the G.E. Mark III file
interrogation feature.

The LCC data output will consist of laser transmission
and reception times at the participating laser stations,
along with the datation extracted from the satellite
telemetry. The data will be distributed to principal
investigators via the G.E. Mark III System.

3.4. Cooperation with the "Bureau International
de 1'Heure" (BIH)

The BIH has offered its cooperation with ESA in the LASSO
mission in three areas :

- time comparison over long periods, by statistical
treatment, for atomic clocks attached to laser stations;

- special processing allowing the participation of
one-way laser stations;

- data exchange via the G.E. Mark III System.

3.5. ESA Responsibility

The LASSO principal tasks to be carried out by ESA under
the SIRIO-2 Exploitation Phase during 24 months after
geosynchronous orbit acquisition are :

(a) schedule and prepare the overall LASSO mission in
terms of monthly, weekly and daily activities, in
liaison with participating principal investigators
and laser station operators;
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(b) build, operate and maintain a LASSO Coordination
Centre (LCC);

(c) collaborate with LASSO Principal Investigators in the
calculation of time asynchronisms among participating
atomic clocks with the aim of demonstrating the
feasibility of achieving a precision of one nanosecond
or better;

(d) transport and maintain a transportable calibration
device in order to monitor secular drift phenomena
in the laser transmission and reception equipment
at participating laser stations;

(e) evaluate and report on the performances of the LASSO
mission in comparison with other space and ground
methods for time transfer.

4. CONCLUSION

The testing of the LASSO qualification model and the
manufacturing of the flight model hardware is progressing
in a satisfactory manner.

The LASSO mission implementation is facilitated by the
overwhelming support of users, consisting mainly of laser
station operators, time and frequency institutes, and
researchers in the field of geodesy and geophysics.

The LASSO exploitation is benefitting from the fact that
the users have developed, over the years, an informal
but well-established scientific and operational relation-
ship as a result of earlier land and space programmes.

Accordingly, users in Europe, America and Asia are under-
taking procurement or adaptation of ground hardware, along
with software development, in order to render the LASSO
mission and their own participation as fruitful and
rewarding as possible.

- oOo -
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QUESTIONS AND ANSWERS

PROFESSOR CARROLL ALLEY, University of Maryland

Could you give us more details on the results of the testing, par-
ticularly as to the minimum detectable signal in the presence of
maximum Albedo and in the presence of minimum Albedo?

DR. SERENE:

Well, I am surprised you have any questions, Professor, but no I
don't have this information here. Have you any problem concerning
the detection level? Because as far as I understand you plan to
use a quite powerful laser and you have more problem to avoid de-
stroying the equipment on-board than to know the threshold.

PROFESSOR ALLEY:

We need to know both. Let me go a bit further. You reported that
the false alarm turns out to be at a rate of less than one per hour,
whereas the specifications call for one per minute. This suggests
to me that perhaps the threshold levels for detection is set higher
than it might be necessary and that one might have a better sensi-
tivity if one adjusted that.

DR. SERENE:

Well, the threshold detection is just to avoid filling the memory
with any stray lights, but actually that is not involved in the
threshold for the detection of the laser pulse because we have two
modes. The normal mode and the sensitive mode on-board, and I
don't see the point, because the spec for one false detection per
minute is more to limit electronic noise than light noise.

PROFESSOR ALLEY:

Well, I would think that they would get mixed up at the final level.
Perhaps we should continue this discussion elsewhere.

DR. SERENE:

Yes, no problem. But, we can have electronic noise and passive
light. That is where the false detection comes from, because if
you have something recorded in the memory perhaps not coming from
the detection, but coming by electromagnetic coupling that is a
false detection. It has nothing to do with the threshold.
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PROFESSOR ALLEY:

Well, I think this is not the forum to continue this detail but let
us continue it later.
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TWO-WAY SEQUENTIAL TIME SYNCHRONIZATION:
PRELIMINARY RESULTS FROM THE SIRIO-1 EXPERIMENT**)

E. Detoma, S. Leschiutta
Istituto Elettrotecnico Nazionale "Galileo Ferraris"

Torino - Italy

ABSTRACT

A two-way time synchronization experiment was per-
formed in the spring of 1979 and 1980 via the Ital-
ian SIRIO-1 experimental telecommunications satel-
lite.

The experiment was designed and implemented by the
Istituto Elettrotecnico Nazionale, Torino (Italy),
to precisely monitor the satellite motion and to
evaluate the possibility of performing a high-preci-
sion, two-way time synchronization using a single
communication channel, time-shared between the par-
ticipating sites.

The results of the experiment show that the preci-
sion of the time synchronization is between 1 and
5 ns, while the evaluation and correction of the
satellite motion effect has been performed with an
accuracy of a few nanoseconds or better over a time
interval from 1 up to 20 seconds

INTRODUCTION

The principal features of the SIRIO-1 time synchronization
experiment can be briefly summarized as follows:
- the experiment was designed to precisely monitor the satel-
lite motion and the effects of this motion on the time syn-
chronization accuracy;

(*) Work supported by the Italian National Research Council.
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- the time synchronization is performed using the two-way
time synchronization technique and a single communication
channel, time-shared between the two sites;

- the experiment tests a new technique that has been proposed
to correct for the satellite motion effect while performing
the time synchronization;

- by using a single communication channel, no effects affect-
ing the accuracy of the time*" synchronization at the 1 ns
level are due to the space segment (from one ground anten-
na to the other), thanks to the high frequencies used for
the RF carriers;

- the time signals used allow the independent determination
of the uncertainties of the time-of-arrival measurements
at the two stations, to separate the contribution of each
station to the total precision.

This last feature can be important .to understand the contri-
bution of local phenomena (ground equipment, atmospheric con-
ditions affecting the signal attenuation, especially rain,
etc.) to the synchronization precision.

ORGANIZATION OF THE EXPERIMENT

A detailed description is given in ref. 1. Only a few remarks
are given here, mainly for reference purposes.

Two ground stations, Fucino and Lario (fig. 1), participate
to the experiment. Both sites are in Italy, in the north-
ern (Lario) and in the central part (Fucino) of the country;
one IEN Cesium clock was installed at each site.

Fucino (fig. 2) transmits its time signal at 0 seconds of the
synchronization frame (Fucino time), acting as station 'A',
while Lario transmits its own signal at 0.5 s (Lario time),
acting as station 'B1.

Two times-of-reception are then measured at each site; with
reference to fig. 3, these are T^ and T-, at Fucino and T-,
and Tc at Lario (we have no need to measure TQ and T? since
these aresknown).
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To simplify the notation and for a better understanding, we
may note that T4 - T0 is the time of propagation of the time
signal from Fucino to Fucino, T-| - TQ is (neglecting for now
E) the time of propagation from Fucino to Lario, etc., so we
can write:

T(FF) = T4- T-, = T4
m T(FL) * T-, -T0*^ T!
U; T(LF) * T3-T2*c* T.-0.5

T(LL) = T5-T2 = T^-O.^

(*) local time reference

T(FF), T(FL), T(LF) and T(LL) are the actual results of the
time measurements at the two sites [except for the subtrac-
tion of 0.1 s, resulting from the hardware implementation,
see ref. 1 ] and will be used in any following computation.

Two data types are considered: pseudo-range data, such as
T(FF) and T(LL), that are the time intervals measured against
the same time reference, and synchronization data, such as
T(LF) and -T(FL); the starting and ending times of the latter
intervals are measured with reference to different clocks.

Data format

Actually, each one of the values listed in (1) results from
the measurement process as the mean over ten independent
measurements: a rough data file is shown in fig. 5. Each
time of arrival is then evaluated as the arithmetic mean of
the measured data. The data is rejected if the associated
standard deviation is larger than 100 ns; however, less than
0.5y£ of the data was rejected because their standard devia-
tion was exceedingly large. On the average, the standard de-
viation for each of the time-of-arrival evaluations, based
on ten data values, is in the range 10 to 50 ns.

The basic synchronization frame lasts 1 s and is repeated
every 10 s; during the 1979 series of measurements, small
groups of data (10 to 15 measurement frames) were recorded
sequentially, to characterize the performance of this tech-
nique over time intervals of 100 to 150 seconds: this was
actually performed also to verify the assumption of a linear
motion of the satellite and the validity of the correction
used (see eq. (7) to (15), ref. 1) over this time interval.
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During 1980 a second series of measurements were per-
formed over longer time intervals (up to 16 minutes); the
comparison between the results obtained via the satellite,
the TV method and portable clock trips are shown in fig. 6,
where c ̂ . is the difference between the two atomic clocks
located at the ground sites. An expanded view over four con-
secutive days of satellite measurements is given in fig. 7.

The overall accuracy of the clocks comparison was estimated
to be between 50 and 100 ns, with reference to some portable
clock comparisons.

Synchronization estimate (T = 1 s)

The clocks difference £•£ at the time t, defined as:

(2) E. = t(B) - t(A) = t(LAR) - t(PUC)
"C

is given (see ref. 3), over the basic synchronization frame
time intervalT (T = 1 s), by the equation:

T (PL) - T (LF)
(3) E.(T = 1 s) = —2 * + (0.5)-C

* 2
since (t2-t1) is 0.5 s (see fig. 3).

The range-rate correction C to E., as defined in ref. 1, is
computed as:

1

(4) C = + ̂  —
20

The magnitude of C was usually found to be in the range
2*4 ns/s, yielding a range rate correction of 1 to 2 ns over
the basic frame.

An estimate of E is obtained by taking the arithmetic mean
of a number of successive data (from 100 s up to 16 minutes).
If e would be constant over this measurement interval, then
the standard deviation <T(E ) of the data would be related to
the precision of the method.

The evaluation of £ and <T(E ) is carried on by applying a
3-sigma width filter; that is, the £ ̂ value is rejected if
the residual | E-E.|> 3<r ; if anys has been rejected, a new

T» t

332



e and<r(e) are evaluated using the remaining data.
This procedure is repeated until no more data are rejected;
usually this filter rejects less than the 5$ of the available
data.

Assuming a normal distribution of the data, the one-sided
estimated error|6c| in the determination of £ is given, with
the 99.5$ confidence, as:

<r-t ™c(n-1)
(5) |6£l= ^

The magnitude of 6E , when £ is computed over 50 to 100 data
ranges usually between 1 and 5 ns (see fig. 7 and fig. 8).

The capability to look at the precision of the method over
short time intervals is demonstrated by fig. 8 and fig. 9,
where two-hours data are plotted, together with an unweighted
least- squares fit of the available data.

As it can be seen, the average error of the fit is quite small,
less than 1 .5 ns.

Expanded time synchronization frame (t = 10 s and T = 20 s)

As explained in ref . 1 , the time synchronization frame can
be lenghtened by simply rearranging the data.

This shows the capability of the method to synchronize two
clocks by using a single communication channel even if a fast
switching of the RF carrier at the two sites is not possible
and a large effect due to the satellite motion is then expect-
ed; however, the amount of the correction due to this motion
can be computed very accurately by using the pseudo-range
data available.

In this case, the clocks difference E ̂  can be computed as:

T (PL) - T (LF)
(6) e.(t = 10 s) = — - - i±12 - + (10.5)-C

* 2

(since now (t2-t-| ) ̂  10 .5 s) where C is given by eq . (4).

This is equivalent to have a station transmitting its time
signal at to and the other site transmitting at (t.o+10.5)s.
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Accordingly, to simulate a longer time interval (T = 20 s) we
can write:

T (PL) - T (LF)
(7) et(x = 20 s) = — * - -^^ - + (20.5)-C

where now C is computed as:

1 r
(3) C = + -

A comparison of single measurements of e , evaluated by using
eq. (3), (6) and (7) is presented in fig. 10, over a 200 s
time interval. The agreement between the values of e^. for dif-
ferent T's is remarkable, if we note that the correction to
be applied to eq. (6) and (7) amounts respectively to about
48 and 95 ns in most cases.

Further analysis on the experimental data

Instead of using the differences between the measurement data
T(FL) and T(LF) to compute ê ., it is possible to use a poly-
nomial fit of the data and then evaluate et over the coef-
ficients of the fitted polynomial.

This procedure has the advantage that less data are exchanged
between the two sites (the fit coefficients only) and that
also missing data points at one site can be recovered from
the fitted curve.

By writing:
n

T(FF) = rt ai(t-t0)
1

T(LL) = I- b.(t-t0)
x

(9) 2 1 i
T(FL) = I± c.(t-tQ)

T(LF) = I\ di(t-t0)
1

eq. (3) can be written as:

1 n

where:
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(11)
20

n .

20

If e^. is constant over the measurement interval, then et=E.
and eq. (10) becomes: °

If only the linear (velocity) terms are significant and any
higher order term (acceleration) of the satellite motion is
neglected, then C is given by

a. -i- b.
(13) C .+ X

 4
 x

This procedure was actually carried on over measurements in-
tervals up to 600 s; over time intervals up to 200 s it was
found that a linear (first order) fit (as given by eq. (12)
and (13)) was usually good anough to evaluate E, and any
further increase in the degree of the polynomial does not
improve the fit; obviously this result depends mainly on the
clocks and the synchronization process behaviour.

This was also a further check of the correctness of the lin-
ear motion assumption as given by eq. (4).

The test of statistical significance (see ref. 2) of the com-
puted coefficients of the polynomials (9) was carried on by
computing the standard deviation of the estimated coeffi-
cients.

This was done in the following way: the least squares fit is
expressed by the normal equations that, in matrix form, are:

(14) (X'X)̂  = (X'Y)

where: ( X ' X ) is the normal equations matrix (or x-products
matrix);
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(X'Y) is the cross-products matrix;
4> is the vector of the coefficients.

An estimated value of the standard deviation of the fit is
computed as:

where n is the number of data, k is the number of estimated
coefficients and r.^ is the i-th residual. The estimated stan
dard deviation (ref. 2) of the k-th coefficient is given by:

(16) <r = ff-
1C

where ĉ i,. is the k-th diagonal element of the matrix (X'X)~.
Actually the computation of the (X'X)~1 matrix was performed
with Gauss-Jordan reduction and pivot search to minimize the
numerical computation errors. Then an estimated confidence
interval for the coefficient can be computed, by using the
Student t-distribution at (n-k) degrees of freedom.

Ground-equipment delays measurements

Two types of measurements were performed: test-loop-translator
(TLT) measurements and transmitting-chain delay measurements
(LARIO site only).

Test-loop-translator measurements

The experimental set-up is shown in fig. 11. The measurements
performed showed a precision around 1 ns and a long term (1
month) stability of the delay in the order of 1 to 3 ns, if
the ground equipment is operated at the same power level. The
measurements were performed in the same operating conditions
as during the synchronization sessions.

The loop-delay was found to be 3.776 us (LARIO) and 4.618 us
(FUCINO) on the average.

Transmitter delay measurements (LARIO site only)

The proposed use of a microwave cavity as a frequency discrim-
inator was tested. The cavity was characterized by a Q of
150.0 at the transmission frequency. Unfortunately, the only
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way to couple the cavity near the TLT was via an existing
directional coupler, that attenuates the signal more than
40 dB.

The rectified signal consequently was very small, since the
cavity contributed an additional attenuation of about 12 dB,
and, under these conditions, the measurement was impossible.

In order to increase the rectified signal, it was necessary
to increase the frequency deviation: in these conditions the
communication equipment was working outside the range of nor-
mal operation and the overall system response degraded no-
ticeably. The measurement jitter, for instance, increased up
to 50 ns (1 sigma), as compared to the 1 ns found in the TLT
measurements; this was verified by performing the same TLT
.measurement, but with the larger frequency deviation.

The reproducibility of the measurements, mainly related to
the critical setting of the microwave cavity (the cavity res-
onance was adjusted at the RP carrier frequency when no mod-
ulation was applied), was better than 100 ns, even when
working in these very critical conditions.
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Fig. 12 - The time transfer unit (TTU)

Fig. 13 - Automatic TV measurements subsystem

348



QUESTIONS AND ANSWERS

MR. DAVID ALLEN, National Bureau of Standards

Two questions; one what is the size of the antenna involved?

PROFESSOR LESCHICUTTA:

Yes, please. In the ground station the size is 17 meters with a
true bandwidth — RF bandwidth of 34 megahertz. Also, in the re-
peater satellite in the real bandwidth of base band bandwidth of
6 megahertz.

As regards the experiment on the ship, the diameter of the
dish is on the order of 2 1/2 meters but the bandwidth is just
1.5 megahertz. So, obviosuly the precision should be deteriorated.

MR. ALLEN:

I thought it was a very excellent result that you received. I have
one question in regard to the equation. Because the stations are
basically north/south you would not see any effect due to the SANYAC
correction.

PROFESSOR LESCHIUTTA:

Yes, the SANYAC correction is 13.5 nanoseconds, in our case because
the area of the path is very small in the equitorial plan.

MR. ALLEN:

The correction was not in the equation?

PROFESSOR LESCHIUTTA:

No, no, it was not included but is in the order of 14 nanoseconds.

MR. ALLEN:

Thank you.

PROFESSOR LESCHIUTTA:

13 foot.

MR. ALLEN:

Very good.
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CHAIRMAN BUISSON:

Any other questions?

MR. LAUREN RUEGER, The Johns Hopkins University/Applied Physics Laboratory

Do you ever take advantage of planning your experiments on the satel-
lite motion when the relative changes to the stations are minimized?

PROFESSOR LESCKIUTTA:

There, again, we are not in a position to do so. We just receive
for some hours during the day, but we are planning periods of ex-
periments to make all day measurements in order to follow the satel-
lite. .

In previous experiments we have seen the maximum relative
speed of the satellite is of the order of 3.5, 4 meter per second.
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FLIGHT AND GROUND TESTS OF A GOES SATELLITE TIME RECEIVER
FOR SATELLITE COMMUNICATIONS APPLICATIONS

Roger L. Swanson, Air Force Wright Aeronautical Laboratories,
Wright-Patterson Air Force Base, Ohio and Stephen A. Nichols,

Naval Research Laboratory, Washington, DC

ABSTRACT

A satellite time receiver has been tested by the
Air Force Wright Aeronautical Laboratories in
various environmental conditions during the past
year. The commercial receiver which was designed
to work with the National Oceanic and Atmospheric
Administration's (NOAA) Geostationary Operational
Environmental Satellites (GOES) was purchased from
Arbiter Systems, Inc. The test program included
operation at low-elevation angles (less than five
degrees), operation during flight in a military
cargo aircraft and long term comparison with
laboratory standards.

Modern military spread spectrum communications
systems require accurate timing to achieve
synchronization. These systems will be deployed
on various mobile platforms with attendant start-
up problems at remote locations. The GOES
satellite time receiver offers an opportunity
to provide easy wide area coverage synchronization
at low cost.

Two receivers were delivered in December 1979.
One was carried to Thule, Greenland in March 1980
where the elevation angle was less than five
degrees. Comparisons were made at Thule, Greenland
and Goose Bay, Labrador with a Hewlett Packard
Rubidium Traveling Clock. Test results from this
trip will be presented. The results of long term
testing which has been performed at Wright-
Patterson Air Force Base to determine the reliabi-
lity and accuracy for use in testing of potential
military communication systems will be presented.
The test phase which involves integration into the
test aircraft and related test results will be
described.

351



INTRODUCTION

Modem military spread spectrum communications systems require accurate
timing to achieve synchronization. These systems will be deployed on
various mobile platforms with attendant start-up problems at remote
locations. In many spread spectrum communication systems,1'2'3'1* time
is used as a parameter to start or to be a part of the pseudo-random
sequence. In the evaluation of prototypes, time accuracy one to two
orders greater than required by the prototype, is an aid to the test
effort.

Typically, aboard the Avionics Laboratory satellite communications
(SATCOM) C135B test aircraft or other flight test aircraft (such as
those used to track Apollo or other space launches), a crystal clock,
Rubidium or Cesium time/frequency standard has been used. Accuracies
experienced in using the Rubidium standard Jiave been excellent (1 to
3 microseconds drift/day). However, as all power is removed from an
unattended aircraft, the clock equipped with multiple input AC/DC power
supplies and battery pack, are moved to ground power in order to
keep time. The threat of power loss, dropping the clock during move-
ment to ground power, the simple hassle of moving 100 pounds of equip-
ment often by hand over good to snowy/ice-covered surfaces leaves much
to be desired. (

Broadcast time would provide a convenient source if: (1) sufficiently
accurate with or without range correction, (2) sufficiently quick to
acquire and to produce reliable time, (3) available to the user at his
geographical location, and (4) it is a cheap alternative to the port-
able clock. In addition, a broadcast time might provide a confidence
check on a portable clock.

In 1980-83 the Avionics Laboratory's SATCOM test program requires a
source of time common both to the flight test aircraft (Figure 1) and
the Avionics Laboratory's Rooftop Satellite Facility (Figure 2). HF
transmissions do not have the required accuracy; LORAN C and Global
Positioning System equipments are not available. The National Bureau
of Standard Time (NBS) which the National Oceanic and Atmospheric
Administration (NOAA) broadcasts over the Geostationary Operational
Environmental Satellite (GOES), should provide an adequate turn on/
turn off time source.5 An accuracy of jJOO microseconds would suffice
for the test program.

Two GOES Time System Receivers, Arbiter Systems Model 1060A (Figure 3)
and two Model 1036 Broad Coverage Plate Antennas with Preamplifier
were bought. One system was installed at the Rooftop Facility and one
on the test aircraft.

This satellite time receiver was tested by the Avionics Laboratory at
various locations in various environmental conditions during the past
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year. The results of this testing are presented in this paper.

TEST PROGRAM DESCRIPTION

NBS time signals are transmitted by NOAA from NASA's facility at
Wallops Island, Virginia to the GOES satellite at 75 degrees West and
135 degrees West, the downlink signal is a Code Phase Shift Keyed
modulation of +60 degrees on a 468.8375 MHz or a 468.8250 MHz RF
carrier respectively. This signal is received by the Arbiter GOES
time receiver which derives the satellite's ephemeris and a one
second time tick from the signal. The time tick is corrected for
range delay through front panel entry of the receiver's latitude and
longitude. The receiver delay correction is entered internally and
once set correctly should not need to be reset. Figure 4 shows the
test concept.

The antenna used was an omni-directional plate antenna with a 20 dB
preamplifier mounted directly behind the antenna. The antenna fed <
20 feet of RG 214 coaxial cable which connected to the receiver.

The test compared the one second time tick of the GOES receiver and
the tick of a Rubidium or Cesium clock, which had been synchronized
to the 4950th Test Wing's time shop standard. The time standard
accuracy is maintained within +2 microseconds and is traceable to the
Naval Observatory.

The Arbiter GOES receiver contains a digital time interval counter
which measures the time difference between the receiver time tick and
an external time tick. This difference, up to +999 microseconds, is
converted to an analog equivalent voltage. The convention is that
a positive voltage means the external time tick is earlier than the
GOES receiver time tick. The Arbiter receiver's time interval
counter accuracy was verified before use.

Any time difference was plotted on a strip chart or printed out from
a time interval counter. When feasible, receiver AGC voltage and loss
of synchronization indications along with UTC were also recorded on
the strip chart which was recording the time difference. The test
configuration is shown in Figure 5.

LONG TERM TESTING AT WRIGHT-PATTERSON AFB

Ground tests at Wright-Patterson AFB were begun 3 June 1980. Initially,
the Hewlett Packard (HP) 5060A Computing Counter was programmed to
measure and print out the maximum peak to peak time difference over
each 10 minute period. While some data was gathered, this technique
proved susceptible to unknown "glitches" which required the program to
be reinitiated. This technique was abandoned. By mid-July a strip
chart recorder was obtained and the time difference was recorded on
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the strip chart. Definitive data was not available until
29 July 1980.

From 29 July to 29 August 1980, the strip chart displayed a daily
variation of about 160 microseconds peak to peak increasing up to 450
microseconds peak to peak. For a period from 4 August to 14 August
1980 the data was invalid. Figure 6 is a plot/of this daily variation.
This daily variation was traced to incorrect satellite ephemeris data,
which resulted in the wrong range correction. As a result, long term
statistics are not available.

The variation stopped at 1430Z, 29 August 1980. Figure 7 is the
record of the change. Note the abrupt decrease to the time drift.
The step change every two to four minutes is typical of the well
behaved range calculation. From 1430Z, 29 August 1980 to 1820Z,
4 September 1980, the peak to peak time variation of the time
receiver was 30 microseconds (135 microseconds earlier to 165 micro-
seconds earlier than the Rubidium clock time). The average fixed offset
of 150 microseconds was discovered to be an incorrect receiver delay
setting. Later calibration of the receiver delay at the 4950th Test
Wing's time shop changed the receiver delay from 4265 to 4420 micro-
seconds, moving the receiver time tick 155 microseconds later. This
emphasized the necessity of assuring that the correct receiver delay
is properly entered into the delay calculation.

The peak to peak variation when the receiver was locked was not more
than 30 microseconds for a one week period after removal of the
incorrect receiver delay setting. However, there were outages.

Outages during this trial were variable. From 1200Z, 29 July 1980 to
0400Z, 1 August 1980, outage was 53 percent of the 40 hours. From
0400Z, 1 August 1980 to 2359Z, 3 August 1980, outage was 8 percent of
the 94 hours. From 2400Z, 3 August 1980 to 1400Z, 14 August 1980,
the data is questionable and no results could be gathered. While not
certain, many of the outages appear to be caused by local line of
sight UHF transmissions. Indeed, the better performance over the
weekend, 2-3 August 1980, points to other testings at Wright-
Patterson AFB, Ohio as a possible cause of the outages.

However, beginning at 1400Z, 14 August 1980 to 0400Z, 28 August 1980,
outages almost disappeared. During the 14 days, individual outages
of 40, 10, 30, 10 and 15 seconds occurred. The total outages were
105 seconds, giving an outage rate of .0089 percent.

Beginning 0400Z, 28 August 1980 through 1800Z, 5 September 1980,
solar eclipse type outages began, running 26, 33, 41, 50, 56, 60, 143,
125 and 86 minutes for the succeeding days. Total outages were 1920
minutes or 15.5 percent for the eight day period. Figure 8 depicts
the availability and the outages experienced at Wright-Patterson AFB.
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WORLDWIDE TESTING

From March 1980 through November 1980 the SATCOM test aircraft flew
missions to numerous locations in North and South America, the North
and South Atlantic, Africa and Europe. This created an opportunity to
test the GOES time receiver at these locations. The eastern GOES
(75 degrees West) satellite was used for all tests but one. Figure 9
shows the flight test routes.

Two types of tests, time sync and time comparison, were run. At some
locations, before takeoff the receiver was turned on, the antenna set
out on a wing and the receiver time output was used to synchronize
the aircraft instrumentation clock. The instrumentation clock was
then set to free run and a time comparison was made. Synchronization
was judged successful if over the next five minutes the time compari-
son remained less than +100 microseconds and appeared "well behaved."

At other locations the time comparison measurements were recorded for
the length of the stay. Table I lists the locations, the elevation
angle to the East (75 degrees West) satellite, and the type of test.

Receiver latitude and longitude at these locations was determined from
the appropriate Instrument Flight Approach/airport charts and other
surveyed maps as required. Receiver location was determined to within
30 seconds.

REMOTE LOCATION TIME SYNCS

Time synchronization was successful in 26 out of 26 attempts. Twenty-
five used the East (75 degrees West) GOES satellite; one synchroniza-
tion at Omaha, Nebraska used the West (135 degrees West) satellite.
The time syncs obtained were then used for each of the missions.

Within the United States, time syncs were obtained at Dayton, Ohio;
Omaha, Nebraska; Dallas, Texas; Langley AFB, Virginia; Homestead AFB,
Florida. Overseas time syncs were obtained in Greenland, Iceland,
Labrador, Canada, England, Senegal, Ascension, Brazil and Peru.

REMOTE LOCATION TIME COMPARISONS

Time comparison measurements were made on three overseas trips: a
March 1980 polar trip, a September 1980 equatorial trip and a
November 1980 polar trip. Table II is a summary of the time
comparisons.

March 1980 Polar Trip

The March 1980 polar trip stopped at Sondrestrom, Greenland; Thule AB,
Greenland; Iceland; and Goose Bay, Labrador.
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TABLE I

Short Term Testing at Various Locations

Date

11-14 Mar 80

24-27 Mar 80

29 Mar 80

30 Mar 80

3 Apr 80

5 Jun 80

27 Jun 80

14-16 Jul 80

8-9 Sep 80

11 Sep 80

12-16 Sep 80

17 Sep 80
18-19 Sep 80
20 Sep 80

4-7 Nov 80

8-11 Nov 80

12-14 Nov 80

11 Mar 80 to
14 Nov 80

Location Test Type

Offutt AFB, Omaha NE Time Syncs (3)
Sondrestrom AB,
Greenland

Thule AB, Greenland

Time Comparison
Time Sync (1)
Time Comparison
Time Sync (1)

Keflavik NAS, Iceland Time Sync (1)

Goose Bay, Labrador,
Canada

Dallas Love Field,
Texas

Langley AFB, Virginia
Homestead AFB, Florida
Lima, Peru
Rio de Janeiro, Brazil
Ascension Island,
South Atlantic
Dakar, Senegal
Ramstein AB, Germany
Mildenhall AB,
England

Goose Bay, Labrador,
Canada
Sondrestrom AB,
Greenland

Thule AB, Greenland

Wright-Patterson AFB,
Ohio

Time Comparison
Time Sync (1)
Time Sync (1)

Time Sync (1)
Time Syncs (2)
Time Sync (1)
Time Sync (1)
Time Comparison
Time Sync (1)
Time Sync (1)
Out of Coverage
Time Sync (1)

Time Comparison
Time Sync (1)
Time Comparison
Time Sync (1)
Time Comparison
Time Sync (1)
Time Syncs (7)

Elevation Angle
to East Satellite

36 degrees
1.3 degrees

5 degrees

5 degrees
27 degrees

44 degrees

45 degrees
65 degrees
75 degrees
45 degrees
20 degrees

21 degrees
Below Horizon
0 degrees

27 degrees

13 degrees

5 degrees

44 degrees
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Thule, Greenland

Time comparison began at 2016Z, 27 March 1980 at Thule, Greenland
(elevation angle 4-5 degrees). The antenna was propped up outside
the dormitory window and pointed towards the east satellite. After
correcting for a 15 microsecond late offset in the Rubidium standard,
and a 1.25 microsecond position offset (actual position and Rubidium
offset were determined after the data was taken), the time error upon
receiver acquisition was 30 microseconds early.

Time reception continued until loss of lock at 2335Z, 27 March 1980,
about the time of the solar eclipse. While locked during this 3 hour
19 minute period, the GOES receiver time variation was 21 to 36
microseconds early.

GOES time was reacquired 1530Z, 28 March 1980, retaining lock until
0427Z, 29 March 1980. Peak to peak variation was from 43 microseconds
late to 45 microseconds early. This larger spread was due to abnormal
step correction (Figure 10) of 23 microseconds early to 42 micro-
seconds late. At the next range correction time the offset returned,
stepping from 43 microseconds late to 15 microseconds early. The
cause of such an abnormal step is not known.

Total test time was 43 hours 23 minutes. Adequate reception occurred
for 15 hours 6 minutes. Availability was 34.8 percent.

Goose Bay, Labrador

Testing at Goose Bay began on 0143Z, 2 April 1980. Outages due to
solar eclipse existed from 0432Z and ended 0536Z on 2 April 1980. The
peak to peak error during reception was 0 to 37 microseconds early.
Total test time was 33 hours 9 minutes with adequate reception
occurring 30 hours 1 minute. Availability was 90.5 percent, with
outages due to solar eclipses and a nine minute loss of antenna
pointing.

During this test a UHF transmission at 235.5 MHz degraded the time
accuracy. A 15 microsecond advance of the GOES receiver time was
observed to correlate with the transmission (Figure 11). Loss of
lock did not occur.

For this trip the receiver (S/N 61) delay was factory set at a
nominal 4400 microseconds. The data taken tends to indicate the
receiver delay was about 15 microseconds less than it should have
been. Calibration at the time shop of the 4950th Test Wing resulted
in a delay setting of 4420 microseconds.
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September 1980 Equatorial Trip

This trip departed Wright-Patterson AFB, 8 September 1980, for Peru,
Brazil, Ascension Island, Senegal, Germany and England. Time syncs
were accomplished at all stops but Germany which was out of satellite
coverage. Only on Ascension Island were time comparison measurements
made.

Ascension Island

GOES Time Receiver S/N 62, which had been on the Rooftop Facility was
used for this trip. Its delay setting was 4334 microseconds (nominal
4400 microseconds) which had been set during the August period when
the ephemeris was in error. This had the effect of creating a fixed
offset in the GOES data of about 65 microseconds early.

In this test, the reference Rubidium standard after 10 hours warm-up
was synced to the GOES receiver at the beginning of the test on
0927Z, 13 September 1980. A time check, 1600Z, 16 September 1980,
showed the Rubidium to be 81.4 +2 microseconds early compared to
the USAF Eastern Test Range Cesium Time Standard. The peak to peak
variation presented in Table II is corrected for 66 microseconds
of receiver delay (4400 microseconds nominal - 4334 microseconds
receiver setting), and the Rubidium error of 81 microseconds.

GOES receiver time variation during this test was 15 to 35 micro-
seconds early. Solar eclipses occurred for each day, total outage
was 4 hours 15 minutes. Other outages totaled 4 hours 19 minutes.
Availability was 92.1 percent.

November 1980 Polar Trip

On 4 November 1980 the test aircraft departed for Goose Bay, Labrador,
Canada; Sondrestrom AB, Greenland; and Thule AB, Greenland. GOES time
receiver trials were run at Sondrestrom AB and Thule AB. Receiver S/N
61 was used. The receiver was calibrated before departure.

To ensure that the receiver delay was correct, the receiver was set
up in the time shop of the 4950th Test Wing. Receiver delay was
adjusted so that the received time agreed with the shop time standard.
Final delay setting was 4420 microseconds.

Sondrestrom, Greenland

Testing began at 0300Z, 9 November 1980 and ended at 1230Z,
11 November 1980. Total hours of testing were 57 hours 30 minutes.
Sixteen hours were lost when the antenna blew over, giving a net
test time of 41 hours 29 minutes.

360



Ionospheric scintillation caused 8 hours 51 minutes of outages. Scin-
tillation also caused an unusual drifting of the time tick. Figure 12
shows a normal well behaved time trace and matching receiver AGC.
Figure 13 shows the drifting time trace and the AGC during the scin-
tillation.

Signal availability at Sondrestrom was 78.7 percent.

Thule, Greenland

At Thule, Greenland testing began at 2000Z, 11 November 1980 and ended
on 1228Z, 14 November 1980. The data was not well behaved with the
time variation often +50 microseconds. The degradation is believed to
be due to scintillation. The abnormalities were large step changes
(Figure 14), rapid drift (Figure 15) and a random walking of the time
trace. This random walk occurred during both heavy scintillation
(Figure 16)and mild scintillation (Figure 17). Nine periods of this
walking occurred, for a total time of 1 hour 14 minutes.

Scintillation was present for more than 90 percent of the test time.
This took its toll in the form of 22 outages, ranging from 0 hours
4 minutes to 6 hours 22 minutes. Variation during lock was +50
microseconds.

The total outages were 34 hours 24 minutes during a test time of
64 hours 28 minutes.

Signal availability at Thule was 46.7 percent.

FUTURE PLANS

Testing During Flight

For inflight testing, the antenna was to be installed beneath the
radome located between the wings (Figure 1). Latitude and longitude
would be manually entered from a Litton LTN-51 Inertial Navigation
System. Later, automatic entry would be provided.

However, this modification to the aircraft has been delayed until
March 1981. Inflight testing will not occur until the Summer of 1981.

Shipboard Testing

One receiver and antenna will be located on the USS Texan during
December 1980. Performance while at sea will be evaluated. Parti-
cular attention will be given to periods of large rolling or pitching
of the ship.
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CONCLUSIONS

The GOES Time Transfer System and the Arbiter GOES Time Receiver can
satisfy the jOOO microseconds accuracy. When all was working well,
accuracy was usually within ±30 microseconds. Good performance was
achieved for elevation angles from 2-3 degrees to 75 degrees in
temperatures from -20 degrees Fahrenheit (Thule, Greenland) to 95-100
degrees Fahrenheit (Homestead AFB, Florida).

The turn on/turn off feature of this type of system won rapid
acceptance among the flight test crew. GOES time syncs were used for
26 flights following a preflight checkout.

However, caution must be observed in the following areas:

(1) The ephemeris data must be correct. The system needs a
feedback loop/monitor loop to provide an alarm for discrepancies. For
roughly one montn the ephemeris which was transmitted was in error.

(2) Receiver delay must be verified and correctly entered before
use. To do this using the satellites and an external Rubidium/Cesium
quality source is feasible, assuming the ephemeris is good. A minimum
of one day of recording the time difference is recommended.

(3) If using the receiver alone, or to set other clocks, a signal
quality monitor is recommended. Viewing the demodulated data stream
and recording the receiver AGC worked well.

(4) During the trials, ionospheric scintillation did cause
outages in the polar regions. Although no outages due to scintillation
were experienced in the equatorial regions, other data suggests such
outages should occur.6

(5) The effects of local interference was readily apparent in
the AGC record. Use of this record would increase confidence in a
time transfer.
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Figure 10 Abnormal Step Change at Thule, Greenland
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Figure 11 UHF Transmission Effects Upon GOES Receiver Time
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Figure 14 Large Step Change of Time Trace, Thule, Greenland

Figure 15 Time Trace Drift During Scintillation, Thule, Greenland
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Figure 16 Randon Walk of Time Trace During Heavy Scintillation

Figure 17 Random Walk of Time Trace During Mild Scintillation
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QUESTIONS AND ANSWERS

MR. GEORGE PRICE, Austron

As an operational experiment, or an operational procedure on-board
an aircraft to get time to 30 microseconds are you able to use it
with a commercially available piece of equipment, and if so then
what do you have to add to it to make those measurements?

,MR. SWANSON:

Yes, we use the Arbiters System Model 1060 receiver which cost
about $5,000 and the plate antenna that went with it. For our
time comparison measurements we carried a HP 5065 rubidium and
battery pack, which was synchronized at the time shop at Wright-
Patterson.

We used two techniques. One being the Hewitt-Packard comput-
ing counter, with its time interval device and print out. We used
that to verify the digital comparitor that is inside the Arbiters
receiver which creates an analog voltage with the resolution of
plus or minus a microsecond.

We confirmed that that did work and then relied upon a strip
chart as the recording device running the pulse from the rubidium
into the Arbiter time comparer circuit and taking the analog equiv-
lent and voltage out onto the strip chart.

At the same time then we also recorded one minute time hacks
from the UTC time from the rubidium or from the Arbiter, just to
keep track of where we were in the strip chart.

MR. PRICE:

But, to make an operation -- a day to day type of experiment a day
to day type of measurement, on-board an aircraft could you do it
with just the Arbiter receiver and the antenna and nothing else?

MR. SWANSON:

I would not want to do that with any great confidence, no. The
restriction being that you don't know whether you have had local
interference or not. I would feel much more comfortable having
just a nice crystal running along side of it. Such that I could
plot a small, very slow trace and say, obviously I am 500 micro-
seconds off from what I was a minute ago and therefore, I won't
accept the time off the GOES receiver now.
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PTTI APPLICATIONS AT HYDRO-QUEBEC

by G. Missout, J. Beland, G. Bedard
IREQ, Quebec, Canada

ABSTRACT

As a power utility, Hydro-Quebec used the PTTI techniques. The time
dissemination system in the Hydro-Quebec Network (llth PTTI) is now in-
stalled in several points.

We have since built a portable clock using a rubidium standard and
associated circuitry (a microprocessor IRIG B reader-generator, time
interval counter, time accumulator etc.) which are necessary for our
measurement. The article describes the apparatus and the experimental
results obtained.

We have also used GOES synchronized clocks for making precise volt-
age angle measurement on the Hydro-Quebec Network. Some modifications
have been made on a commercial unit. Applications and results will be
presented.

I INTRODUCTION

As a Power Utility, Hydro-Quebec should use all facilities available to
reduce outage probabilities. We are presently working on two main PTTI
applications: time dissemination for event recording purposes and angle
measurement of a 60 Hz voltage.

The first one was described in more detail at the last PTTI (1). We
show here the development and construction of a portable clock to make
time delay calibrations. The second one is an application of a GOES
synchronized clock. We present the whys, hows and problems encountered
in this case.

II TIME DISSEMINATION

Actually, from a master clock, we disseminate time code to most of the
main power stations of the Hydro-Quebec network. The code is used in
each place to put a date on each event's recording. The precision re-
quired is 1 ms. To calibrate the propagation delays between the master
clock and the remote ones we have built a portable clock called HM2.

The characteristics of the clock are:
- Weight 32 kg
- Dimensions: 9" x 16" x 20"
- Rubidium vapor frequency standard
- IRIG B decoder-generator
- Universal counter (frequency-time delay) with analog output
- 24 hours autonomy on batteries
-110 VAC and 12 VDC input.
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The block diagram is shown in Figure 1. Only the clock part (excluding
the display) runs on battery during travel. The divider is synchronized
by an external 1 pps source.

The time code reader has an 1 pps output, so an operator can receive a
time code in a power station, check the value of the transmitted date
and measure the delay between the internal 1 pps of the clock and the
one decoded from the time code using the universal counter. Figure 2
gives a typical recording.

ext.lpps

R.V.F.S.

Synchronisation System

1 I

1
Accumulator
Display

10MHz 5MHz 1MHz Ipps

IRIG B
IN

microprocessor

Time code

reader - generator I

Display

RIG B
— ,_L-m

OUT

10 MHz

from RVTS

120 AC

12 DC

Ipps

Universal

StJrt stop

Batteries

Power supply

Analog, out

RH2 BLOC DIAGRAM

FIG. 1

One could use HM2 as code generator to send a time code to other appara-
tus in order to check them.

The portable clock will also be used to calibrate in the field Xtal os-
cillators with the help of a frequency comparator. This is useful for
stationary apparatus or for precise setting of running oscillators. We
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also plan to use the portable clock as backup of the main frequency
standard at the master station because in case of failure it can take
some months to repair it.

Ill 60 Hz VOLTAGE ANGLE OF A TRANSMISSION LINE

3.1 Definition-interest

The 60 Hz voltage angle is the phase angle between the two voltages
which exist at the ends of a transmission line. Roughly the angle
depends on the load of the line, the length of the line, and the number
of lines used in parallel between two points.

Voltage angle is the most important parameter of a power system net-
work. Until now, it was only calculated. Its direct measurement gives
a lot of information on the behavior of the power system network. Its
recordings during fault can be used in postmortem studies of the net-
work, or used to adjust or correct the theoretical model.

3.2 Measurement procedures

Points of measurement are far away from each other (hundreds of km) and
most of the attempts to code and send voltage waveforms from one point
to the other failed due to transmission time delay variations of the
same order of the thing to be measured (1° at 60 Hz equals 40 ps).

So we (2) and others (3) in the past have done some experiments using
two (or more) local references at 60,000 Hz synchronized together.
Then one can measure and code the local (or absolute) voltage angle and
send those values to a central station which now may calculate the volt-
age angle by substraction. Figure 3 illustrates this method.

- t3x360/P = (t2-tl)x360/P

a

Method of measurement

FIG. 3
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Using this concept we built a system with the following objectives in
mind:
- fully automatic system
- 24 hour operation every day of the year
- accuracy of measurement better than 1° at 60 Hz (- 40 us)
- 30 measurements per second.

Using the GOES time code to synchronize the 60,000 Hz reference has
created some problems.

3.3 Problems in using GOES time code-Hydro-Quebec's improvements

GOES time code is in an experimental phase. From time to time data are
wrong or absent. Or there is a change in the satellite used, so the
helix antennas are in the wrong direction.

GOES frequency is not exclusive: so there are several radio interferences
due to mobile radio and the only commercial clock available with auto-
matic correction of time delay propagation has a lack of selectivity
which perturbs its operation during RFI.

We made two modifications of the clock (Figure 4)

Antenna *"*«

Hydro-Quebec's improvement of the GOES synchronized clock

FIG. 4

1) We added a cavity filter to limit RF band pass and possible
saturation of the RF preamplifies

2) We changed the IF quartz filter. The original one gives 40 to 45 dB
of ultimate rejection, the new one gives 75 to 80 dB of rejection
limited mainly by the printed circuit on which it is installed.

By comparison a typical mobile radio has over 90 dB of rejection.
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In severe environment the unmodified clock synchronized only during the
night (no or few users of mobile radio) but remains totally unsynchro-
nized during the day (except on weekends). The modified model remains
synchronized during the day. In other environments (few mobile radio)
the improved model makes less errors than the unmodified one. Figure 5
shows typical results of the modified one (in favorable environments)
and Figure 6 typical errors when we remove the cavity (but improved
filter in place). We don't have recordings of the original clock, but,
errors are more numerous.
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3.4 Results

Figures 7, 8, 9 show a typical recordings of local angle, voltage angle
and frequency during short-circuits on two parallel lines, with auto-
matic opening and reclosure.

200

100

42
30

fo-

reclosure

\
Ist 2nd

shorts

IDEG) PRtQ EB.BI

—i—i—i—i 1—i—i—i—i—-4—i—i—i—i—i—i 1—i 1—fl—i—i—i—i—i—i—t-

sec.

Local phase record

FIG. 7

[1] G. Misout, W. LeFrancois, L. LaRoche, "Time dissemination in the
Hydro-Quebec Network," llth PTTI, P. 343.

[2] G. Missout, P. Girard, "Measurement of bus voltage angle between
Montreal and Sept lies," IEEE Trans, on PAS-99, No. 2, pp.536,
March/April 1980.

[3] G. Rovera, A. Schiavi, "La mesura a distanza dell angolo de fase
dei vettori tensione nelle retielecttriche," Instuto Ellectro-
technico Nazionale Galileo Ferrarir, Vol. LVII, No. 1418-1421,
15-21, Sept. 74.
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QUESTIONS AND ANSWERS

MR. DAVID HOWE, National Bureau of Standards

I am delighted that you are using the GOES experiment time code and
it represents an important application of such dedication. However,
you pointed out, it is an experimental system. What are your plans
in the future for that system? Have you got any?

MR. MISSOUT:

There are some possible plans. First of all, we will try to find a
new system of dissemination on the Hydro-Quebec microwave network to
find the same accuracy as we have now.

Secondly, if this fails we may wait for a system like GPS
which gives us more than one satellite. Because, actually, we use
phase angle measurement for postmortem. But, it is possible to use
automation. If you use the phase angle measurement /for automatic
control of the system, you have to be sure that it works.

So, actually each time we lose the satellite for whatever
reason, the system doesn't work properly, and in fact, gives false
measurements. So, we try to operate independently in our system;
and secondly if it doesn't work we try your other system.
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USNO GPS PROGRAM

Kenneth Putkovich
U. S. Naval Observatory, Washington, D. C.

Abstract

The U. S. Naval Observatory (USNO) has historically been
and continues to be at the forefront in the development of
new concepts, techniques and equipment for the generation
and dissemination of Precise Time and Time Interval (PTTI).
With the advent of the Global Positioning System (GPS) and
its predicted capability of time transfers on a worldwide
basis to a precision of ten nanoseconds or better, the USNO
secured funding to-develop a GPS Time Transfer Unit (GPS/
TTU) and is currently engaged in a program to validate and
disseminate PTTI data from GPS.

Initial test results indicated that the GPS/TTU performed
well within the ±100 nanosecond range required by the orig-
inal system specification. Subsequent testing involved
the verification of GPS time at the Master Control Site
(MCS) via portable clocks and the acquisition and tracking
of as many passes of the space vehicles currently in oper-
ation as possible. A description and discussion of the
testing, system modifications, test results obtained, and
an evaluation of both GPS and the GPS/TTU are presented.
Finally, the content of USNO GPS reports is discussed and
current work and future program plans outlined.

INTRODUCTION

This paper deals specifically with the description, testing, and eval-
uation of GPS as a means of time transfer at the present time. A brief
description of the GPS system is provided as background to aid in a-
chieving some understanding of the overall system. More detailed in-
formation is available in the literature.1

The GPS, as originally planned, was to consist of a space segment of
twenty-four satellites and a ground segment of a Master Control Site
(MCS) and five or more Monitor Sites (MS), one of which was to be lo-
cated at the USNO. At present, the MCS is located at Vandenberg AFB
in California and MS are located in California, Hawaii, Alaska, and
Guam. The function of the Monitor Sites is to receive transmissions
from each of the satellites, referred to a local clock, and to re-
transmit this information to the MCS over secure data communication
links. The function of the MCS is to correlate this information with
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other information, perform the calculations necessary to determine cur-
rent satellite performance characteristics and upload these parameters
to the spacecraft on a daily basis, or as needed. This upload provides
current information on clock performance, satellite locations, required
clock corrections and all other information necessary to allow an ac-
curate extrapolation of performance over the ensuing twenty-four hours.

The satellites were to be equally distributed in three planes inclined
to the equatorial plane of the earth by 63° and intersecting the equat-
orial plane at 120° intervals. Due to funding cutbacks, present plans
call for a space segment of eighteen satellites. The elimination of
six satellites from the constellation has little adverse affect on
PTTI, since at least one satellite will be in view at any time anywhere
on earth and only one is necessary for time recovery. Studies are
presently underway to determine the best orbital configuration for nav-
igation.

As a further result of funding cuts, the configuration of ground sta-
tions has also changed several times and the USNO Monitor Site was
apparently eliminated from the plan.

GPS SATELLITE SIGNAL3

Information is transmitted from the satellites on two carrier frequen-
cies, the primary (La) at 1575.42 MHz and the secondary (L2) at 1227.6
MHz. The L1 or primary transmission is modulated by both a precision
code (P) code and a coarse/acquisition (C/A) code simultaneously. The
L2 or secondary transmission is modulated by either a P or C/A code.
The data stream is transmitted at 50 bits per second and is common to
both the P and C/A codes on both the L! and L2 bands. All signals are
derived from the same onboard clock. A complete data message is a
frame of 1500 bits repeated every six seconds. Each frame is divided
into five 300-bit subframes which are further subdivided into ten 30-
bit words. The first two words of each subframe contain telemetry and
code handover information. The last eight words of Subframe 1 contain
clock corrections, an age of data word, and ionospheric delay model
coefficients. The last eight words of Subframes 2 and 3 contain the
space vehicle's ephemeris and the associated age of data words. The
last eight words of Subframe 4 contain an alphanumeric message of in-
terest to users. The last eight words of Subframe 5 contain an almanac
(an abbreviated version of information in Subframes 2 and 3) for each
of the satellites in the constellation. Each Subframe 5 contains in-
formation on a single satellite. Thus the complete almanac for the
entire satellite constellation requires the reception of a sequence of
frames. The length of the sequence is dependent on the number of sat-
ellites in orbit with twenty-four being the maximum.

In order to recover time relative to GPS, a user must be able to re-
ceive reliably the satellite signal and demodulate and decode the data
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stream. Utilizing this information, one can calculate a corrected
pseudo-range, compare it to a pseudo-range measured against a reference
clock, and from the difference, determine the clock difference.

TIME TRANSFER SYSTEM

The GPS/TTU (Figure 1) consists of four major components - the receiver,
the processor, the pseudo-range counter and the system software. As
the processor (Hewlett-Packard 1000/45) and the counter (Hewlett-Pack-
ard 5328A) are off-the-shelf equipment, no description of them will be
provided. A detailed description of the GPS/TTU and the Time Transfer
Technique is provided in Reference (A); therefore only a brief descrip-
tion of the receiver and software are provided here.

The receiver is a single channel, spread spectrum Doppler tracking re-
ceiver capable of tracking and decoding the C/A code on the L'i fre-
quency. It receives the signal (from an antenna with a nearly hemi-
spherical coverage pattern) through a low noise preamplifier. Pre-
selective filtering in the preamplifier and further filtering at the
receiver limit the effect of out-of-band noise. The signal is then
down-converted to an IF frequency and fed to a code loop and correlator
which track the C/A code and despread the spread spectrum signal. A
carrier tracking loop then demodulates the signal and provides both
C/A code epochs and navigation data to detection and synchronization
circuits which provide the satellite information to both the measure-
ment and computer systems.

The software system consists of an HP RTE-M operating system, two major
application programs, and approximately forty-five subroutines for the
acquisition, reduction, and recording of GPS data. Three major opera-
tional modes - full automatic, semiautomatic, and manual - are supple-
mented by auxilliary modes which provide access to satellite visibility
and Doppler information and allow initialization and updating of data
base and almanac files.

Initial operation requires loading the operating system, setting the
system clock on time, initializing the data base with the geodetic
coordinates of the antenna, receiver delays, satellite constellation,
etc., and manually acquiring one satellite. Once successfully com-
pleted, the procedure need be repeated only if parameters change or a
system malfunction occurs.

Calling up the full automatic mode of operation (after initialization)
results in the generation and implementation of a daily tracking sched-
ule based on current satellite constellation visibility as determined
from the almanac recovered during the previous satellite pass. The
schedule is regenerated daily thereafter until tracking operations are
manually terminated. The only constraint imposed on the automatic mode
design was that of requiring that each satellite identified in the data
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base be tracked at least once per day. A system generated schedule is
shown in Figure 2.

Operation in the semiautomatic mode requires the development of a
tracking schedule by the system operator. Satellite visibility is
determined by utilizing the visibility subroutine, which results in an
information display identical to Figure 2. The selected tracking
schedule for a twenty-four hour period is entered (utilizing an inter-
active dialogue between the computer terminal and the operator) as
shown in Figure 3. The completed schedule (Figure 4) is presented for
verification and is then implemented by a negative response to the
"CHANGE (YES/NO)?" query. Daily tracking continues on this schedule
until the operator intervenes or the satellite constellation precesses
to the point where specified satellites are no longer visible during
the scheduled viewing time.

Operation in the manual mode requires the operator to enter a satellite
identification number and an estimate of the carrier Doppler frequency.
The receiver then goes into an acquisition loop based on this informa-
tion and continues in this loop until the chosen satellite comes into
view. At the point where the Doppler frequency of the satellite signal
falls within a window centered on the original estimate, the receiver
locks onto the received signal and continues tracking until the satel-
lite sets or the operator intervenes. Daily tracking of the satellite
continues indefinitely until the operator intervenes.

In all modes of operation, data in both raw and processed forms are
available for viewing on the system console CRT and can be written onto
magnetic tape mini-cartridges and an IEEE-488-1975 general purpose
instrumentation bus.

USNO GPS DATA

Initial test results showed the GPS and GPS/TTU capable of time trans-
fers with a precision of better than 100 nanoseconds (Figure 5).
Subsequent tests resulted in the same level of performance but reveal-
ed what appeared to be several discontinuities in GPS time (Figure 6).
An investigation showed the cause of these steps to be clock changes
and failures at the Monitor Sites. The GPS system software as pres-
ently implemented can apparently absorb these time discontinuities
with little or no degradation of navigational capabilities. However,
discontinuities of this type reduce the system's usefulness in the PTTI
area to an unacceptable level. This point has been brought to the
attention of the GPS Program Office in order to emphasize the impor-
tance of a coordinated effort in the timekeeping aspects of the
program.

Figures 7 and 8 show GPS performance that has been observed over the
past several months. A comparison of these data with Figure 6 shows
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some apparent improvement in that the magnitude and frequency of dis-
continuities appear to be less in the more recent data. These data
also show that the GPS clock is ahead of the USNO Master Clock by over
thirty-six microseconds and that it is high in frequency by 1.2 parts
in 101 at present. The data in Figure 7 show excellent performance
capability over the long term if one ignores the outliers due to a
poorly performing satellite. The disturbance recorded between day
44572 and 44578 is ill-defined due a combination of a lack of data
during that period and an apparent discontinuity in the little data that
was recovered during that time. Examination of Figure 8, which is
essentially a plot of the residuals to a linear fit of the data, shows
a pattern of variation around the linear fit which appears again in
later data from individual satellites. The two extremely large outliers
between day 44575 and 44577 appear inverted in Figure 8 due to an aber-
ration in the plotting subroutine used.

Figures 9 through 13 provide a comparison of clock performance for each
satellite relative to the USNO Master Clock. Linear fits were applied
to the data to remove a large part of the offset that exists between
the USNO Master Clock and GPS clocks. The data plotted in these graphs
are average values of the measured pseudo-range or time of arrival
corrected by subtracting a calculated pseudo-range or time of arrival,
ionospheric corrections, tropospheric corrections, and receiver system
delays. This is analagous to other one-way, synchronized time trans-
missions (Loran-C, HF, etc.), where a measured time of arrival is
corrected by applying corrections for calcualted or measured propaga-
tion and system delays. In both cases, the result consists of the
relative clock difference or offset between the local and remote clock,
and the uncertainties and instabilities of both clocks, the measurement
systems, and the corrections applied. Since in this case the local
clock is the USNO Master Clock, all the offset and uncertainties can
be attributed to the satellite clock and the measurement process and
system. The cause of the large excursions shown in the SV//4, SV//5,
and SV#8 plots has yet to be determined - although it is likely that
they are due to system adjustments*made to these satellites. The more
important point illustrated by these plots is that, with the exception
of SV#4, the clocks are well-behaved and perform exceptionally well.
SV#4's poor performance is due to unpredictable behaviour in the
upload or control mechanism rather than in the clock itself. Were it
not for the two large perturbations in the SV//5 and SV//8 plots, it is
likely that they would be comparable to that of SV//6. This clock
exhibits a characteristic signature for a Rubidium frequency standard
with uncharacteristically high performance, staying within ±3 micro-
seconds of a fixed linear offset for nearly a one hundred day period.
SV#9 is the only satellite presently operating from a cesium oscil-
lator. As expected, its transmissions are exceptional in that it
has an offset of only 1.5 parts in 10-13 and has stayed within 125
nanoseconds of this offset for nearly one hundred days.
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Figures 14 through 18 provide a comparison of the performance of the
individual satellites and an indication of how well the GPS system is
performing from the standpoint of utilizing the full capabilities of
the satellite clocks. In these plots an additional correction factor
is applied to the clock differences shown in the previous five figures.
The message transmitted by each satellite contains a parameter which
gives a continuous, real time estimate of the difference between the
GPS clock and the satellite clock. This parameter is determined by the
MCS using clock differences (between ground clocks and satellite
clocks) measured at the monitor sites. Imbedded in this factor are the
combined offsets, instabilities, and uncertainties of both clocks.
Thus GPS system performance is equally dependent on ground clock and
satellite clock performance, the individual contributions of which
cannot be separated without reference to a third clock system. As
before, the data from SV#4 are poor. Data from the other four
satellites show a high degree of correlation which can be directly
attributed to the performance of the ground clock. Furthermore, a
comparison of Figures 13 and 18 shows that the data from SV#9 suffers
considerable degradation due to the application of the GPS clock -
satellite clock correction factor.

USNO GPS DATA REPORTS

Data from the satellites are recovered daily and made available at
present through the USNO Time Service Automated Data Service (ADS).
At present, the data are recorded on magnetic mini-cartridge tape
cassettes, reduced and entered into the Time Service Data Base daily
during the regular workweek (Monday through Friday). Weekend values
are entered on Monday. Figure 19 is a typical example of several
days of reduced data as available from the ADS. The first line gives
the date/time when data collection began for the immediately following
listing. The second line gives the date/time when the data were
processed. An explanation of the column headings and data is presented
in Table 1. Access to the ADS is available to any user over a standard
dial-up telephone line, using a modem and terminal combination able
to communicate at 300 or 1200 baud in a full duplex mode with even
parity. The commerical telephone number is (202) 254-4080 and the
AUTOVON number is 294-4080.

PROGRAM IMPROVEMENTS

Although the GPS program is in the middle stages of development, it is
felt that the potential for time dissemination can be realized much
earlier than the full navigational capability. The USNO and the GPS
Joint Program Office and Master Control Site are in the early stages
of a program to develop the means of linking the GPS clock with the
USNO Master Clock with the objective of establishing a high degree of
coordination between the two until the system becomes fully operational
in the late 1980's. At that time the system should have the inherent
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capability to accomplish this coordination since the operational phase
specification requires coordination with UTC and USNO. The goal of
the present effort is to synchronize the GPS clock in time and
frequency with the USNO Master Clock, to eliminate frequency shifts
and time jumps in the GPS ground clock system, to maintain the GPS
clock in synchronism with the USNO Master Clock, and to disseminate
the resultant data to the timekeeping community in a timely and useful
manner. Present plans call for the investigation of the time jumps
and frequency shifts that have been observed on GPS, the establishment
of a link between the ground clocks at the Master Control Site and
the USNO, and the establishment of procedures to permit the synchro-
nization of the two. Recent modifications to the USNO/TTU will allow
its integration into an automated data acquisition system and provide
automated satellite tracking on a programmed basis. This will provide
users continuous access, in near real time, to GPS data collected by
the USNO.

CONCLUSION

The USNO is currently engaged in a program to provide PTTI users on a
worldwide basis to an accuracy of 100 nanoseconds or less on a real
time basis. In addition to affording all users a worldwide capability
heretofore unavailable, successful completion of these programs will
mean significant improvements to international efforts in coordinated
timekeeping.
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TABLE 1

Explanation of Columnar Headings and Data on USNO GPS ADS Message

SV# - Satellite identifier transmitted in satellite message.

BEG.TRK - Beginning of tracking period. Given as a Modified
DDD.ddd Julian Date minus 44,000 in hundreds of days (ODD)

and decimal fractions of a day (ddd) with .500 being
1200 UTC.

BEG TRK - Beginning of tracking period. Given in GPS day of
D HHMMSS week (D) and UTC (HHMMSS). Sunday is day zero.

TRK TIME - Length of tracking period in seconds.
SSSS

MC-GPS - Time difference between USNO Master Clock and GPS as
US determined from satellite transmission. It is refer-

red to BEG TRK time and is given in microseconds. A
negative value means GPS is ahead of UTC.

SLOPE - Slope of linear fit through all data collected during
PS/S TRK TIME. Line originates at MC - GPS at BEG TRK.

RMS - Standard deviation of data collected during TRK TIME.
NS

ELV - Elevation angle of satellite at USNO at BEG TRK.

AZMT - Azimuth angle at USNO at BEG TRK.

D.AGE - Age of data is the time elapsed since last upload of
DHHMM information to the satellite. It serves as a confi-

dence level value for the time dependent parameters
transmitted by the satellite.

MC-SAT - Satellite clock difference in nanoseconds uncorrected
NS for GPS - SV clock difference.
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wĉn

«H
 

-H
 

P
J

C
~

 
C

-- 
C

~
-

s
a

p

cn 
cn 

cn

z
 

z
 

z
 

z
S

-i 
9
-1

 
»
-t 

M
T

" 
"!F

* 
T

"
 

f
X

m
* 

»*—
 

*fu~
 

Jffm

*
. 

.̂ 
«
s 

*
.

a: 
ac 

a; 
cs:

3
1 

^
 •-

 X
 

•
 T

LU 
uj 

uj -H
 ijj in

£
 

•
•

£
•

•
£

•
•

£
•

•

zr-1x:
z!—!
x:

a:X
a:X

a; 
a:

cnUJaU
J_i_

S5a:x

?- 
H-

a:>-cn

a
.

of—cna:

uj a. tu a. LJ a- LU
H
 
!
—
 
i
-
4
 
S
—
 
1
-
4
 >
—
 
i
-
i

>- cn f- cn H- cn H-

ac u
<r j-

lu a; LJ a:

Lu cn LLJ cn yj cn uj cn

t 
i

; 
!

£
 "

j- -̂

0.
 UJ

i— :—i
cn f-

LU ac

uj cn!I

u
jM

u
lL

n
 lii

£ 
•• r 

•• x:

a. LJ
o

x
:

f 
-- 

1
1—

 
M

cn H-

a. U
i a. LJ a.

C
3z:c5z:cD

j—
 

!H
 if—

 
r-i ?

—
in t- cn i- cn

:>• LJ 
ry 

=. il 
=y

L! ac iii
—
 
<i
 h-

Z
 H
-
 
Z

UJ cn uj

OCOo•H4-1O4-1

ai•H§C
O

•Hro<Uoo

3
9

7



U
J

*:
iii 

-r->.

G
 0

.
U

i 
O

X
 H

-
<_$ cn
entie:
=30
 iii

1
 ̂

in •>> t>-

2:\en<EaL
U

C32:<rxa

PJ in

3•aOJoCO(U
•ooo•HJ-l

CO§•H§

o
:

-*cu00

398



CO
 

CO
 

CO
a. 

OL a.
<s 

o
 

o

ot-ZU
l

ZLUOCDCO<LUU
.

OLU2

CO3010)
PC;CO<uH•HC(Ut-i00
•H

(S
Q

N
O

0
3

S
O

d
O

I^
) S

d
O

 -
O

d
 

O
N

S
H

3
9

9



Q
_

CDIO

ut-I-ccC
D

cra:u

*
 

*
>

 
>

C
-) 

(.')

CO«
*>CO

COC
J

en

CO8
L
J

0)3CO(U4JCO0)
HMa)

vD0)
t-l3,•H

r-co•-J5
oo

(V
I

»-»I
U

)
v
-l

I

4
0

0



CO<uas
CO<$00NC

O
P

L,

OoOl-i
<UCO

Ozcor-<U300
•H

4
0
1



•HN4.)
;=>•o•HU

)
01

T3Ccd<U

•SeJCO

oIC
J 

-H
S

 i-
l

iH
O

 
(1)

oo01M6
0

•H

S
t
t
N
0
0
3
S
O
H
b
N

4
0
2



CO
r-t
C

fl

•o•HCO0)

•O(0PM0)Cyoo=«=O
T

OI00
•H

4
0

3



0)
iH05

IW0)
P

ti

"Oc4J
•H(X(-1ci)(UuoU=«=

&enPL,
o§C

/}

(Ut-l

60

4
0

4



CO
rH(0

•O•HCO<U

•acocuc•Huo=s=enenOIenPo>H0
0

•H

4
0

5



a:

COcd0
)a)4J

•HP
uHatQ)cooi-HOC
OCOCOoI§C
O6
0

S
t
t
N
0
0
3
S
O
a
O
I
W

4
0

6



CO
,Hcti

3COco-ocn)cfl
0)coOC
O

C
O

oIuSOa00
•H

S
O
H
O
O
B
S
O
N
b
H

4
0
7



en1-1euCO<u(A(UcP-,OIOC
O
P3oo•H

S
d
N
Q
3
3
S
Q
N
b
N

4
0
8



COO14-1td0
]

0)
ftj

T
3Cd

C
O

CJIiC
O3,

<S> 
(S

>
 

Q
 

O
CO

 
U

) 
®

 
ID

 
O

CO
 

O
J 

(M
 

«i 
—

i

S
d
N
O
O
B
S
Q
N
b
N

409



n)3•O•HCO

<S"StO4
J

•rl
fert0)

O

IoaCOM00
•H

C-J

4
1

0



00
=«=C
OCO

t-H3T
3•Hco01CD

+
J

hJC
O

P
4

OIgo2CO00
•H

<s>GJCO

O
 

O
 

iS
 

©
in

 
o
 

to
 

o
cvi 

C
M

 
-« 

«

S
a
H
0
0
3
S
O
N
O
H

411



C
Ocd•a•acCO

Fn(d•HiJCOOIOC
O

O
O<uM00

•H

00

4
1
2



ftN
O

CO
ro ON
C

J 
i-l

O
N
 

-

z

-X
 C

J

<rC£ 
O

u_ 
Z

.

in
•z.a.

<z in
Ca 

-̂

i— 
0

s o ^" ro cj ro in >o 'f 
•N? ••" o NO cj in cj ex cj in ?o

^ 
i-i^roofxQ

N
O

i/iN
ocxroooN

O
o3fxi-ifojoin

to tn i n in cj o 
cs cj ON LO «• ro o 

m
 ro CJ in in N

 co NO «r
I
 

2
C

N
^

'
N

O
r

<
;
r

O
N

t
H

i
n

X
-

!
N

O
^

'
S

3
C

N
.
N

C
C

B
C

X
N

O
N

O
C

X
<

?
"

N
2

l
-

|

cj 
ro *r ro ro 0** NO ro <r *r ro i-* ^~ fx cj •<?* in cj ^ 

^ ON
x: 

i 
ro rx 

i 
<

riro
ix

|i-«
ro

<
r!ro

rx
ii-iro

«
r

U
i£O

sN
O

C
xosi2JinC

Ji-4rsO
N

C
yN

O
rO

C
Ji-iO

N
'H

rN
.N

003
o 

:£ ••-• c j 
i-< <r 

^- 
NH-NT 

in 
<r ro in 

ft C
J

<r x <=> -o cj cj o o cj %
o cj cj <=> o ON a.' ,0 o <=> ft o 

o
• 
I
 
i"

1
 

C
1 j 1

-1
 

C
J

 
N

i-i 
1
-4

£
3

Q
O

O
O

o
C

3
o

f
x

o
O

O
O

O
O

O
C

3
O

O
O

O
O

»—. 
O

N
^ooosinrxi-^cxcui-icoN

C
inoN

rocxrooofx
x: 

in co cj cj <»• <r in co cj i-« in cj "a- in rx ro -M
 in oj <r

N
 

ro ro CJ cj 
ro ro CJ ro cj 

ro ro cj ro pj

CJ

a. 2
 o

s: 
NO

<reo

ro cj cj ro
in <r ft cj

in ro in
in «r ft

ro o 
NO CN.

CJ «r ex in

rx OJ roN
O

roco -n
o

cjin NONO i-*^Ti-<rONO
'tO

iH
C

O
in'N

rs=rO
i-ioc>N

in-N
r i-iroi-tO

N
-T

[ 
ft
 
ft
 

ft
 
ft
 
iH
 
i-t

 
iH
 
i-!

 î
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QUESTIONS AND ANSWERS

MR. VAN WECHEL:

I have three questions. The first is: Did you use the data block
information on the ionospheric area to make your corrections, or
did you get data externally?

MR. PUTKOVICH:

No, all the data that was taken here was with information derived
from the satellite. The only thing that we put into the system
is our position location and our time.

MR. VAN WECHEL:

The next question was: Did you have to do anything special as far
as eliminating the one millisecond ambiguity, or is the signal-to-
noise ratio in the bit detector enough to get rid of that?

MR. PUTKOVICH:

No, we didn't do anything.

MR. VAN WECHEL:

In other words that is automatic, you don't have a one millisecond
ambiguity problem?

MR. PUTKOVICH:

I don't understand what the one millisecond ambiguity is that you
are talking about.

MR. VAN WECHEL:

Well, the CA code repeats every millisecond and I was wondering if
you could be one millisecond off or is that just a problem of the
bit sync being reliable?

MR. PUTKOVICH:

We haven't answered that yet. I can't answer that question.

DR. WINKLER: •>

Each one millisecond is identified by the time code which comes
down. So that is taken care of automatically.
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MR. VAN WECHEL:

I thought there was a time code only every six seconds.

DR. WINKLER:

Yes, that is true too but you are counting the millisecond sege-
ments from that standard moment. Please identify yourself.

MR. VAN WECHEL:

Oh, I am sorry. I am Bob Van Wechel from Interstate.

The last question I had was relative to the intentional
degradation of accessability or denial of access I guess they call
it. Do you think that it is likely in the future that a CA code
will be degraded so you couldn't get 100 nanoseconds performance
anymore?

MR. PUTKOVICH:

I really don't know. The whole GPS program seems to be in such --
I don't want to say disarray, but I don't know what is happening
in the program.

One would hope that there is somebody around that knows what
is happening, but I don't, and in that particular question I don't
know what they will do. That has beenVkicked around the same way
many of the other things have.

CHAIRMAN BUISSON:

Let me just say something about that. I think there is a paper
tomorrow on GPS by people from the GPS office.

GPS is not an operational system yet, and I think that
some of these points will be discussed in that paper.

415



Page Intentionally Left Blank



DESIGN CONSIDERATIONS FOR A LORAN-C TIMING RECEIVER

IN A HOSTILE SIGNAL TO NOISE ENVIRONMENT

J. W. Porter, J. R. Bowell, G. E. Price

AUSTRON, INC.
Austin, Texas 78758

ABSTRACT

The environment in which a Loran-C

Timing Receiver may function

effectively depends to a large

extent on the techniques utilized to

insure that interfering signals

within the pass band of the unit are

neutralized. This paper discusses

the baseline performance of the

present generation manually operated

timing receivers and establishes the

basic design considerations and

necessary parameters for an

automatic unit utilizing today's

technology. Actual performance data

is presented comparing the results

obtained from a present generation

timing receiver against a new

generation, microprocessor

controlled, automatic acquisition

receiver. The achievements possible

in a wide range of signal to noise

situations are demonstrated.
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INTRODUCTION

The effectiveness of a Loran-C Timing Receiver to

operator in a hostile signal to noise environment, at

present, uses many devices to apply as tools to aid the

operator. These are tunable notch filter rejection, long

time averaging coherent detection, envelope recognition

schemes, time of coincidence procedures, time of arrival

establishment, and special antenna orientation.

The success of making the time measurement, to the

accuracy that is present in the Loran-C transmission,

depends a great deal on the skill of the operator to

employ the tools available as well as his understanding

of the particular signal to noise environment in which

the measurement must be made.

BASELINE PERFORMANCE

As an initial step to evaluate the performance of a

new generation automatic acquisition timing receiver, it

is necessary to formalize a baseline of performance. A

current generation manual receiver was employed to

establish a baseline for Loran-C signal reception in the

Austin, Texas area. Key performance indicators of Loran-

C reception that pertain to a receiving system are signal

to noise ratio, time constant of averaging, equipment gain,

and directivity of the antenna. The signal to noise

environment depends directly on the transmitter power

radiated, conditions prevalent over the path of

propagation, and the local noise features. Fortunately,
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Austin, Texas and in particular the plant site at

Austron, Inc., offers an ideal low local noise situation.

Therefore the signal to noise is mainly influenced by

propagation path and transmitter power. See following

chart for transmitters monitored. (Chart #1.)

The antenna system used for Loran-C reception

employed alternately a 3 foot loop antenna and a 9 foot

whip antenna. The loop antenna was considered as basic

to eliminate the effects of local interference but since

the site of observation did not experience much local

iterference, it was not a major contributor. The 9 foot

whip antenna, because of its larger effective height, was

very helpful in insuring that adequate signal level was

delivered to the input of the receiver. The data col-

lected indicated that measurements taken with the loop

antenna were degraded some 19 dB from the signal level

received using the whip antenna. These results reinforce

our application concept that when local noise is not of

paramount consideration, a whip antenna is more advan-

tageous because of the greater effective height. A

further consequence of antenna selection is the radi-

ation pattern discrimination of the loop antenna. The

loop's figure eight type of radiation pattern would

discriminate against long range noise sources that

occur at the null points but would also discriminate

against a desirable signal arriving from that direction.

Two major operating parameters of the Loran-C receiver

are its gain (front end attenuation) and effective time

constant (bandwidth). The settings for receiver

performance for a manual acquisition receiver normally

would range from 5 dB attenuation in a low signal level
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LQBAIH: SIMMS
MANUAL VS AUTOMATIC LORAN'C RECEIVER TECHNOLOGY

STATION

MALONE

GRANGE V I LLE

RAYMONDVILLE

CAROLINE BEACH

SENECA FALLS

NANTUCKET

DANA

BAUDETTE

FALLON

GEORGE

MIDDLETON

SEARCHLIGHT

CAPE RACE

CAPE RACE

TRANSMITTED
POWER

SOOkW

800kW

400KW

550KW

SOOkW

275kW

400kW

520kW

400kW

1.6raW

400kW

SOOkW

1.8m

1.8m

DISTANCE
(KM)

1215

680

438

1915

2335

2775

1410

2060

2168

2665

2460

1710

2129

3135

RECEIVER
LOCATIONS

AUSTIN

AUSTIN

AUSTIN

AUSTIN

AUSTIN

AUSTIN

AUSTIN

AUSTIN

AUSTIN

AUSTIN

AUSTIN

AUSTIN

WASH. , DC (USNO)

PATRICK AFB, FL

Chart #1
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performance for a manual acquisition receiver normally

would range from 5dB attenuation in a low signal level

situation to as much as 99dB in a strong Loran-C source

environment such as in the near field of a radiating

transmitter. The approximate setting for the averaging

time constant in a manual receiver directly determines

the effective bandwidth of performance. A longer period

of averaging will allow the receiver to capture more

energy coherent with the Loran-C source and reject

sources that do not contribute to making the time

measurement.

The equipment used to collect the baseline data is

shown in Figure 1. The set up consists of both an

automatic and manual Loran-C timing receiver; as well as

all the ancillary equipment required to provide a

comparison. Please also refer to Figure 2 for the

geographical features of paths to Austin.

The propagation paths into Austin, Texas that were

used to collect data ranged from a 2665 kilometers path

with a radiated power of 1.6 megawatt over a stressful

total land path to a 438 kilometer path from a nearby

transmitter radiating 400kW. In addition, observations

were made at receiving sites in Washington, D.C., and at

Patrick AFB to get additional path-type observations over

various conditions. The two extremes for long path

measurements dealt with a path length of 2700 kilometers

over mountain and rocky terrain. Total attenuation

expected over this path is well over 100 dB. Please

refer to Chart 2 for received signal levels and identi-

fication of propagation path properties.
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A long total sea water path of 3153KM was used to

provide a test for receiver performance. A shorter path

having a mixture of attenuation characteristics is the

one from Cape Race, Newfoundland to Washington, D.C.,

2129 km, and about half is over sea water. Attenu-

ation over this type of path would be expected to be

under 90 dB. Please refer to Figure 3 for geographi-

cal features. The resultant performance of these paths

is shown in Chart 3.

The accuracy of the Loran-C timing measurement is

traceable to the synchronization of the Loran-C

transmitter to the U.S. Naval Observatory null second

pulse and thus UTC can be derived from the received

pulse. The determination of accuracy is best when a

solid groundwave signal is present. Under these

conditions, a local 1PPS can be developed to better than

1 microsecond with respect to UTC. As the distance from

the transmitter to the observation point is increased,

the potential for skywave contamination exists. As the

distance becomes too large to sustain any groundwave

measurement, the Loran-C skywave can be used to determine

time but with degraded accuracy. The task of an operator

of a Loran-C receiver is to maximize his potential to

receive unambiguous groundwave and derive a 1PPS

synchronization from it. By virtue of the pulse-type of

transmission from Loran-C and the accurate

synchronization of transmissions, it is practical to

distinguish the groundwave propagated signal clearly

from the skywave. The distance from the
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transmitter for unambiguous groundwave reception is

lOOOkM. Skywave presence can become a significant

influence at distances greater than ISOOkM. The

technique for distinguishing groundwave reception has to

do with the precise timing synchronization of the pulse

transmission. Please review Figure 4 to obtain a better

appreciation of the actual observations recorded using a

path length over which significant skywave signals are

present.

The operator of the manual Loran-C timing receiver

must have a basic knowledge of electronic test equipment

and an understanding of radio propagation. The test

equipment required consists of a time interval counter,

an oscilloscope and a strip chart recorder. The

ancillary instruments required are a time-of-day clock,

frequency source and possibly at long distances in noisy

areas, a synchronous filter and/or notch filter. The

operator must first obtain a coarse clock synchronization

to within 10 milliseconds of UTC by a reference timing

signal such as WWV or WWVB. The operator then sets the
t

time-of-day clock to the reference, selects a Loran-C

station and accomplishes acquisition. The most difficult

step of Loran-C time recovery is to recognize and lock

onto the correct tracking point. This is complicated

by low signal to noise conditions.

The degree of operator skill required to operate the

manual Loran-C timing receiver is inversely proportional

to the received Loran-C signal strength, the amount of

radio-frequency-interference (RFI), and the noise level.

These factors also determine the amount and type of
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ancillary instruments to achieve proper identification

and tracking of the received pulse. The manual operator

with minimum skill, within lOOOkM of the transmitter of

interest and in a relative low noise area will achieve

desired results in a short period of time with minimum

ancillary instruments. A hostile radio-frequency

environment, where the pulse strength is below that of

the noise and/or RFI levels, requires the operator to be

a very experienced user of Loran-C timing reception

techniques and proficient in the use of various ancillary

instruments. An automatic receiver that will provide the

desired results in both environments reduces the operator

skill level required, the operator time involved, and makes

a significant decrease in the quantity and type of ancil-

lary instruments required to achieve the acquisition and

final tracking of the desired Loran-C pulse.

DESIGN GOALS

The first goal to address in the design of an auto-

matic acquisition receiver is sensitivity. The receiver

must adequately amplify a minimum usable signal level

of .01 microvolts PMS to the level required by the

acquisition and tracking hardware. An additional con-

sideration is band pass filtering. The requirement is

to exclude RF energy outside the required information

bandwidth of the Loran-C signal. Since any band pass

filter limits the faithful reproduction of the input

signal while improving the noise performance, the design

task is to select the proper bandwidth to optimize

performance and. obtain the best noise rejection. A
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narrow BW for acquisition and a wider BW for precise

phase tracking are needed and identified as objectives

for the design activity.

Gain must be automatically adjustable over the

entire dynamic range of operation. This allows auto-

matic selection of the optimum level. In view of the

wide variation of propagation conditions, normally

observed in long path monitoring of Loran-C trans-

missions, a decision was made to use an automatic

adjustment by a microprocessor system. This concept

allows for optimum tracking of the incoming signal in

dynamic signal to noise situations. An additional

design feature is the use of numerical averaging of

the Loran-C signal received to reduce the effects of

non-coherent noise and CW interference. The goal for

numerical processing of the signal is to improve per-

formance over a manual receiver by 15 dB or more.

The operation of an automatic acquisition Loran-C

timing receiver should not require special skills or

training of the operator. Ancillary equipment should not

be required other than to provide a IPPS coarse time

source to within 10 ms of UTC for initial synchronization

programmable operations from a remote location are de-

sirable. A standard reference frequency to at least an
— 8accuracy of 1 x 10 is required.

A very important design goal of the automatic system

is to identify all acquirable Loran-C signals at the

selected transmission rate and to establish the most

acquirable one. Design decisions were made to use

correlation techniques with a narrow band.pass filter
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(4 kHz bandwidth) and hard limit the RF sampled at a

period of 100 microseconds over one transmission frame.

The process allows for all usable signals to be identi-

fied and graded as to their signal to noise property and

represented by quantitative correlation numbers. Sub-

sequent sampling at a wider bandwidth operates on the

most desirable stations to identify the proper cycle upon

which to make the measurement of coincidence with respect

to the Loran-C transmissions.

Much care has been taken in the selection of the

time constants that control the digital servo loops and

which establish the effective bandwidth of the receiving

system. The design approach here is to provide an adaptive

time constant which is automatically controlled by the

signal to noise ratio. Once the loop error is sufficiently

small the receiver goes into a track mode. At this time,

the servo system is ready for synchronization with a null

second from the Loran-C transmitter.

Additional factors to be considered in the design of

an automatic acquisition Loran-C receiver are size, weight,

power, cost, reliability, and maintainability. The size

selected was the smallest rack-mountable size consistant

with proper attention to human factors; such as push but-

ton size, observable display and legend readability. The ;

weight and power were minimized by use of large scale in-

tegrated circuits and a switching power supply. Reli-

ability was enhanced through use of LSI parts and long

lifetime components. The maintainability of the unit is

insured by the use of plug in cards with universal bus

structure where possible, built in test routines with
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signature analysis, and flip open front panel for easy

access to components. Replaceable software allows for

future improvements and additions to the capabilities.

Optional remote control capability through the IEEE-488

interface is available for installations requiring remote

or fully automated operation.

MEASURED PARAMETERS

Chart #4 summarizes differences between automatic and

manual receivers. The key features which permit successful

operation in a hostile signal to noise environmnet are auto-

matic gain -control and adaptive signal to noise control.

The comparison test of the automatic Loran-C receiver

with the manual one was conducted through the use of a

relatively inexperienced University of Texas electrical

engineering student who was hired specifically to operate

the equipment. He had no previous operational experience

with low frequency radio propagation or with precise time

determination equipment using Loran-C transmission. The

key items for making this comparison are acquisition time,

operator attention, need to employ a synchronous filter,

variation of measured delay, and a relative signal to noise

indication. See Chart #5 for data summary.

The significance of operator attention and acquisition

time for the different receivers may be too subtle to be

clearly obvious. The major point in recording the time

data here is to emphasize the lack of constant operator at-

tention needed by the automatic receiver. In the case of
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Seneca Falls, the time to acquire for an automatic receiver

was 20 minutes as compared to 45 minutes for the manual

receiver. On the other hand, the operator attention time

was reduced from 45 minutes to 8 minutes.

The data collected from Raymondville, Texas indicated

a very stong signal of 820 millivolts. Either technique

required a minimum amount of acquisition time and similar

operator attention spans. The worst case condition for

time to acquire was noted in the signal from Fallen, Nevada

which, at the peak cycle, measured only 430 microvolts,

showing a signal difference of 66 dB. In this situation,

the manual receiver required the use of the synchronous

filter and took 2 hours of acquisition time and constant

operator attention. The automatic receiver made the

measurement in 45 minutes and took 15 minutes of operator

attention. The best performance using the manual receiver

unaided by the synchronous filter was monitoring Jupiter,

Florida. The acquisition and operator attention required

using the manual, receiver was 20 minutes. The automatic

receiver performed the task in 10 minutes and required only

5 minutes of operator attention.

The variation of measured delay between the automatic

receiver and the manual one was never any greater than 0.9

microsecond in the range of data collected. The difference

between the two measurements had a standard deviation of

0.22 microseconds and a mean value of 0.66 microseconds.

In addition, it should be noted that the synchronous filter

was necessary to complete the time measurement using the
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manual receiver in eight out of the 13 transmitters moni-

tored and that operator attention in these situations using

the automatic receiver was never longer than 15 minutes.

SUMMARY AND CONCLUSIONS

The present manual system of precise time determination

uses a number of ancillary items and operator assist devices

to accomplish a time measurement to an accuracy of one micro-

second. Please refer to Figure 5 for a view of the total

manual system. The large variety of propagation conditions,

noise environment and long range potential possible with

Loran-C make an automatic microprocessor controlled receiver

a very desirable instrument.

We have attempted to show clear evidence of reception

success over a wide range of conditions using an automatic

Loran-C timing receiver. Please see Figure 6 for a com-

parison of the relative complexity of automatic instrumen-

tation versus manual.

A key factor demonstrated in the measurements is the

reduction in operator attention. Demonstrated differences

show a reduction of operator attention from 2 hours to 15

minutes for the worst case situation.

A good ground wave time measurement was made to better

than one microsecond of UTC over a sea water path of length

of 3153 kilometers from a 1.8 megawatt transmitter and over

a land path of length of 2665 kilometers from a 1.6 megawatt

transmitter using the automatic receiver.
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One of the most serious operational complications that

arises in establishing an accurate time using Loran-C is the

ability to deal with the skywave presence at long ranges

from the transmitter. The automatic receiver has success-

fully detected and made an accurate time measurement in the

presence of skywave signals more than 20 dB greater than

ground wave.
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-t-Ĥ /V

I ! i i i_L_L_L_L J-.LJ
RECORDING OF RECEIVED LORAN-C SIGNAL

TRANSMITTER: George, Washington

Tr>7^NSMITTER POWER: 1. 6 MW

PATH DISTANCE: 2665 KM

TIME OF RECORDING: 0300 Hours UTC
9:00 PM Local

RECEIVER SITE: AUSTIN, TEXAS

TYPE RECEIVER SYSTEM: Manual Receiver with Ancillary
instruments.

NOTES: (1) Groundwave
(2) First Hop
(3) Second Hop

Figure #4
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QUESTIONS AND ANSWERS

DR. WINKLER:

You mentioned that your receiver has the IEEE 488 bus capability.
I just wonder whether you can increase that time that you have
listed of eight minutes, or so by simply connecting it to a con-
troller.

MR. PRICE:

That is right. If it is remotely programmable and can be controlled
from a mobile location, you can replace the person sitting there
watching it.

Yes?

MR. BANER6EE:

How is this table system going to improve the performance?

MR. PRICE:

I think your question is will this receiver improve the performance
of capturing the ground wave in the face of the sky wave?

Is that the question?

MR. BANERGEE:

The question is that we can't receive the ground wave because we
are out of the range.

MR. PRICE:

Well, how far out is your distance? Are you like 1,500 kilometers,
are you like 2,000 kilometers?

MR. BANERGEE:

More than 1,500 kilometers.

MR. PRICE:

More than 1,500 kilometers?
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MR. BANERGEE:

Much more than 1,500 kilometers.

MR. PRICE:

I think probably in that case you might just have too much attenu-
ation to get a significant ground wave and you may need to make
a sky wave measurement. What is your accuracy requirements for
time?

MR. BANERGEE:

I would like to know how we could receive these with this type of
receiver?

MR. PRICE:

Okay, if we were using a sky wave signal which we didn't talk about
using a measurement because I would rather use a ground wave, we
can probably get about 50 microseconds accuracy. UTC, within 50
microseconds, if you are using the ground wave you might expect to
get within a microsecond.

MR. BANERJEE:

Thank you.

MR. JERRY PUNT, Interstate Electronics

What is the difference between the 15 minutes of operator time and
the 8 minutes of operator time in this function?

MR. PRICE: '

Jerry, either the signal-to-noise environment is tougher where you
take a little longer period of time, or it might just be it has
some trouble sorting out the sky wave from the ground wave because
of the particular distance that you are from the transmitter.

We haven't really analyzed exactly why those figure differ-
ences are there, but I think that all of those factors bear on
the amount of time a receiver takes to make a measurement.

MR. PUNT:

I understand the receiver time, but what about the operator time,
what does the operator have to do that this requires 15 minutes in
certain cases and only 8 minutes in another case?
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MR. PRICE:

Sometimes he has to just wait for another TOC, because there is 15
minutes separation between TOC on some of the chains. Time of
Coincidence is what the Naval Observatory calls it.

PROFESSOR LESCHIUTTA:

Just for my information I would like to know if using the IEEE bus,
could we possibly give instruction to the receiver in order to
study at one time the ground wave and at some other time the sky
way; or perhaps the instruction to the receiver that always tries
to get the first signal, the ground signal?

MR. PRICE:

My answer is that that is not normally the way we would expect it
to be programmed. With the flexibility that we have we could work
with you and hopefully we could make some arrangements to do some
of those things.
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SHORT TURN-AROUND INTERCONTINENTAL CLOCK SYNCHRONIZATION USING
VERY-LONG-BASELINEINTERFEROMETRY--A PROGRESS REPORT

G. A. Madrid, T. P. Yunck, R. B. Henderson

Jet Propulsion Laboratory
4800 Oak Grove Drive
Pasadena, CA 91109

ABSTRACT

During the past year we have been working to bring
into regular operation a new VLBI system for making
intercontinental clock comparisons (as well as UT1 and
polar motion measurements) with a turn-around of a few
days from the time of data taking. Earlier R&D VLBI
sys tems have required several weeks to produce
results. The new system, which is not yet complete,
incorporates a number of refinements not available to
us in earlier sys tems , such as dual f r e q u e n c y
ionospheric delay cancellation and wider synthesized
bandwidths with instrumental phase calibration. In
this paper we report on the state of the new system
and give examples of its current performance.

INTRODUCTION

In order to meet the increasingly higher accuracy demands of spacecraft
navigation to the outer planets, the Deep Space Network (DSN) is in the
process of implementing a short turnaround clock synchronization
technique utilizing Very Long Baseline Interferometry (VLBI) H-5].
This technique has already been demonstrated to be an effective method
of measu r ing re lat ive clock o f f s e t s and o f f se t rates at
intercontinental distances [6, 7]. A review of the utility of VLBI for
timekeeping and geodesy was presented by Fanselow in 1977 [8]. The
system being developed at JPL for this purpose differs from those used
in previous demonstrations in that it is designed as an "operational"
system to provide clock offsets as well as earth rotation and polar
motion measurements on a weekly basis from approximately three hours of
observing. This paper reports our progress in implementing this system
and gives typical results.

This paper represents one phase of research carried out at the Jet
Propulsion Laboratory under NASA Contract NAS7-100.
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OBJECTIVES

The development of a short turnaround clock monitoring system using
VLBI has progressed from the prototype system reported in 1979 [9] to
an early version of the operational system. This new system utilizes
bandwidth synthesis [10], S- and X-band ionospheric delay cancellation,
and instrumental phase calibration. The Deep Space Network intends to
operate the three-station interferometer on a weekly basis. Each
week's observations will include an east-west and a north-south
baseline to permit the estimation of earth rotation and polar motion as
well as clock synchronization parameters.

An average of 20 extragalactic radio sources will be observed during
three hours each week. Based on the precision expected from a VLBI
system [8] we expect to determine:

)
o UT1 to ±.0.7 msec

o Polar Motion (X and Y) to ± 0.3 m

o Clock epoch offset to ± 10 nsec

o Clock frequency offset to ± 3 parts in lO1^

From the collected weekly observations we will be able to measure long-
term clock stability to a few parts in 10 . Although we are
currently performing our processing on the general purpose computer
facilities at Caltech, we are in the process of converting the post-
correlation software to a JPL computer system which will be dedicated
specifically to VLBI. Once all the elements of the new system are in
place we expect to be able to produce results within M8 hours of
receipt of data. A simplified diagram of the system is shown in figure
1.

DSS 1H at Goldstone, California; DSS M3 at Tidbinbilla, Australia, and
DSS 63 at Madrid, Spain.
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SYSTEM OVERVIEW

Our application is essentially a classical VLBI technique [10-13]
wherein each pair of stations is independently scheduled to observe a
specified set of extragalactic radio sources. The data from each
observation are recorded at both S- and X-bands on eight time-
multiplexed channels, each 250 KHz wide, spanning a 40 MHz receiver
bandwidth. As soon as possible after the observing session the
recorded data are transmitted over a 56K bit per second communication
channel to JPL where they are recorded on magnetic tape for processing.
In the final implementation, mass disk storage will be employed for
recording.

In the present interim processing mode, prior to the activation of the
new hardware correlator and dedicated processing computer, the magnetic
tapes from both stations are read and correlated in software on an IBM
3032 computer. Then a Fast Fourier Transform (FFT) is performed on the
correlation sums from each channel, with the resulting values of fringe
frequency and amplitude inserted as a priori estimates to a more
precise fringe-fitting processing which compensates more exactly for
the troposphere and geometric delays. This produces estimates of
fringe amplitude, frequency, phase and delay for each channel as well
as synthesized delays for all channel pairs up to a spanned bandwidth
of approximately 30 MHz. (The final system will have a 40 MHz spanned
bandwidth.)

Additional software takes the estimates for each source and produces a
maximum likelihood estimate for clock offset and clock rate over the
observing time span. These values and BIH UT1 and polar motion values
are then used as the a priori for the final step where the data from
both baselines are brought together for simultaneous estimation of
clock, UT1 and Polar Motion parameters.

Calibration of the data for instrumentation delays [14, 15] and
charged particles takes place prior to the final estimation step. It
is performed only if phase calibration tones have been injected into
the RF amplifier so that the instrumental delays can be determined.
Dual frequency cancellation of charged particle effects cannot be
properly performed if the instrumental delays have not been removed.
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DEVELOPMENT PLAN

An exposition of the development steps involved is presented to
demonstrate the progress that has been made to date. Figure 2
illustrates the development steps, where we were in that progression
last year, and where we are now. The transition from the prototype
system includes an interval where the level of precision on measured
clock offsets drops from 50 ns to 150 ns. We are currently in this
interval as is evident by the results reported.

The main reason for this loss of precision is that we have transferred
from a 4 Mb/s system to a 500 Kb/s system. By the time of our report
last year [9], the 4 Mb/s system had been upgraded from 64-26 meter
antenna pairs to all 64 meter pairs and had been provided a more
precise source catalog. Those measures were to help compensate for the
signal to noise loss in going to 500 Kb/s this year.

To obtain 10 ns clock offset accuracy with the 500 Kb/s system we must
use bandwidth synthesis to span the 40 MHz receiver bandpass. This
capability cannot be realized until instrumental and charged particle
effects can be calibrated. Thus figure 2 places the dual frequency and
instrumental delay capabilities as steps that must be implemented prior
to our being able to enter the 10 ns precision regime. At this time
the dual frequency capability is functional but is not being used
pending the installation of instrumental delay calibrators.
Consequently clock offsets are now measured by averaging the bit stream
alignment delays obtained on four 250 KHz channels, which results in
the reduced precision of approximately 150 ns.

Once the instrumental delay calibration is available, further
enhancements will refine the instrument's precision and improve
turnaround. The transferral of data processing to a dedicated system
will introduce a hardware correlator unit and a computer system which
can receive the data directly from the communication lines without
recourse to the intermediate magnetic tapes now being produced. This
will permit us to achieve 48 hour turnaround, possibly in the summer of
1982. After this, installation of water vapor radiometers and
modification of the software to utilize these measurements will
conclude our development.
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CURRENT RESULTS AND COMMENTS

Typical results from our weekly observing sessions are shown in figures
3 and 4; the results are tabulated in tables 1 and 2. No useful trend
analysis of the data can be performed because of frequent clock resets
and frequency standard changes producing epoch jumps. Individual
results, however, are useful for the purpose of measuring the relative
offsets and offset rates at particular points in time.

The results are sparse because of scheduling conflicts with Voyager
Project operations and the usual problems of breaking in a new system.
The variability of the reference standards as well as our operational
readiness have improved considerably since the interval reported and
problems in this area are expected to diminish measurably as we enter
into the latter phase of development. Our objective for next year's
report will be the presentation of preliminary results involving the
use of dual frequency charged particle cancellation and instrumental
delay calibrations.
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TYPICAL CALIFORNIA - SPAIN CLOCK MEASUREMENTS
WITH UNCALIBRATED 500 KB/S VLBI SYSTEM
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Figure 3. Typical VLBI Relative Clock Offset Results for the
California-Spain Baseline Using the Uncalibrated
500 KB/s System
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TYPICAL CALIFORNIA-AUSTRALIA CLOCK MEASUREMENTS
USING UNCALIBRATED 500KB/S VLBI SYSTEM
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500 KB/s System

457



QUESTIONS AND ANSWERS

DR. WILLIAM WOODEN, DMA

Do you have any preliminary results for the polar motion studies
that you talked about. You said that you had done some studies but
you didn't give any numbers, how well do your results seem to com-
pare with say the Naval Observatory results?

MR. MADRID:

Well, we do have some preliminary results but we haven't issued
them because we have not fully understood their significance yet.
We have compared them with BIH polar motion results and there seems
to be a bias in our results which we cannot fully explain at this
time. We are undergoing an analysis of our software and our model-
ing to understand what the nature of the problem is.

We do feel that it is probably due to a modeling problem which
can, once we understand what the situation is, there is no reason
to feel that we will not be in line with the BIH results.

MR. PAT FELL, Naval Surface Weapons Center

You use a bias to correct the linear model to model the clock syn-
chronization between your two stations.

MR. MADRID:

Yes.

MR. FELL:

What are you" observing? What time interval? What length of time
do you apply that model load with?

MR. MADRID:

That was over a two month period at the longest.

MR. FELL:

Do you use one linear model over two months?

MR. MADRID:

That is right, essentially we have hydrogen masers most of the
time, except for one case where we had a cesium at one station,
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and we expected that most of our drifts would be of that order,
although I think our reason for using a linear model is this; that
we fit initially to a linear case and we find that if the linear
does not produce the right residuals than we would consider using
non-linear models to try to determine the functioning of the
standards.

MR. DAVID ALLEN, National Bureau of Standards

In regard to the driving force during this experiment, do you have
a stronger need to determine UT-1 than you do the clock synchroni-
zation? For example, if you could obtain synchronization via GPS
an alternate route, perhaps, would you still need to do it to get
UT-1, or could you obtain adequate accuracy in the results from the
BIH for the UT-1 values for deep space tracking?

MR. MADRID:

Yes, I believe that there are alternate systems that we could use.
In fact, we have been using BIH for our space navigation up to now.
And, there are two driving factors here.

One of the reasons that we are in the UT-1 polar motion busi-
ness is that we have seen at the laboratory that there is going to
be a need for a change in the next 10 years. That BIH is still
operating with optical instruments essentially, and that there is
going to be a period of change and a need to review all of the in-
struments that are being used to obtain UT-1 polar motion and we
want to cooperate and be part of that cooperative effort to de-
termine if laser ranging or VLBI or what other technique is avail-
able. The best way to do this is to be producers of UT-1 polar
motion and have an inter-comparison of different techniques that
will be useful to the scientific community to determine what in-
struments, in the future, can be used for UT-1 polar motion deter-
mination.

Now, as far as clock sync, there are alternative systems and
we have considered GPS as an alternative. However, the fact that
we have the REA telescopes operable there and they are busy and
there are crews there, makes it sort of a natural thing for us to
try to achieve clock sync using these REA telescopes at times when
they are not occupied in supporting a mission.

MR. ALLEN:

I understood that the demands on the telescope were such that if
you wouldn't have to use them then that would be a definite ad-
vantage.
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MR. MADRID:

Well, that all depends, on the load. I think right around Saturn
encounter and Jupiter encounter, that was the case, however, our
loading in the future is going to be rather different, and I think
we are looking toward the future in that regard in the sense that
we are not going to be supporting as many space missions within
the next few years and we are trying to use the equipment and the
facilities that we have for other cooperative ventures including
time sync in UT-1 polar motion.
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FREQUENCY STANDARDS AND CLOCKS
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RECENT PROGRESS

IN THE

NASA-GODDARD SPACE FLIGHT CENTER

ATOMIC HYDROGEN STANDARDS PROGRAM

Victor S. Reinhardt

NASA-Goddard Space Flight Center

Greenbelt, Maryland

ABSTRACT

At NASA-Goddard Space Flight Center, and through associated contractors,
a broad spectrum of work is being carried out to develop improved hydrogen
maser frequency standards for field use, improved experimental hydrogen ma-
ser frequency standards, and improved frequency and time distribution and
measurement systems for hydrogen maser use. The Applied Physics Laboratory
of Johns Hopkins University under the technical direction of NASA-Goddard
Space Flight Center, has been developing a new generation of field opera-
tional hydrogen maser frequency standard called the NASA Research or NR
hydrogen maser. Recent data has shown the NR maser to have a frequency sta-
bility floor of 1 x 10~15, a magnetic sensitivity of less than 3 x 10~14

per gauss, a pressure sensitivity of 5 x 10~15 per inch of mercury, and a
temperature sensitivity of 4.5 x 10"-̂  per degree celsius with about a one
day time constant. At Goddard Space Flight Center, a new low cost, high
performance field operable hydrogen maser is being designed. The new design
is presented. Novel and unique features are stressed. At Goddard Space
Flight Center, extensive theoretical and experimental work has been per-
formed on the use of digital phase locked loops to average the phases of
several atomic standards. More recently, this work is being continued at
the Applied Physics Laboratory. A brief presentation of the principles of
these loops and recent experimental results on the performance of these
loops is given.
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INTRODUCTION

At NASA-Goddard Space Flight Center and through associated contractors,
a broad spectrum of work is being carried out to develop improved hydrogen
maser frequency standards for field use, improved experimental hydrogen ma-
ser frequency standards, and improved frequency and time distribution and
measurement systems for hydrogen maser use. This paper will report on re-
cent progress in these areas. The paper is broken into three more or less
independent sections: recent results on the NR masers being built by the
Applied Physics Laboratory (APL) of Johns Hopkins University, the develop-
ment of a new low cost hydrogen maser at Goddard Space Flight Center (GSFC),
and work on a low noise phase comparison system and digitally phase locked
crystal oscillator called the Distribution and Measurement System.

NR MASERS

The Applied Physics Laboratory of Johns Hopkins University under the
technical direction of NASA-Goddard Space Flight Center, has been developing
a new generation of field operational hydrogen maser frequency standards
called the NASA Research or NR hydrogen maser. The NR maser is shown in
Figure 1. The maser is a completely self-contained field instrument, cap-
able of running off 120 VAC or 28 VDC, and containing its own emergency bat-
tery supply capable of running the maser for about 12 hours. The maser also
contains a microprocessor based diagnostic and control system which gives
diagnostic information on more than 64 monitoring points in the maser and
allows maser operation to be controlled remotely. Communication with the
maser is via any one of three RS-232 I/O ports. A typical diagnostic output
on one of these ports is shown in Figure 2.

The NR maser is designed to be easily field serviceable. It is shown
opened for servicing in Figure 3. One servicing feature unique to this de-
sign is field serviceable vacuum pumps. There are two 60 1/s Vacion pumps
in the unit which can be valved off so they can be replaced without letting
the maser up to air. The whole replacement process takes about 2 hours.
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The performance parameters of the NR masers measured to date are as
follows:

Magnetic Sensitivity

1 x 10-14 to 3 x 10-14

Pressure Sensitivity

5 x 10"15 per inch of mercury

Temperature Sensitivity

4.5 x 10"14 per degree Celsius with about a one day time constant.

Stability

The fractional frequency stability of NR-1 versus NX-2 is shown in Fig-
ure 4. The stability statistic is the Allan deviate divided by the square
root of 2 to normalize the data to a one maser error. The data shows the
stability with and without the NR autotuner on. Notice that, in the NR
masers, there is essentially no degradation in short term stability with
autotuning.

Figure 5 shows the Allan deviate of NR-1 versus the Jet Propulsion Lab-
oratory's (JPL) DSN-2. The data was taken by JPL. In this plot, the NR-1
vs DSN-2 data is not divided by the square root of two, but the DSN-2 sta-
bility is removed with the three corner hat method by using DSN-1 vs DSN-2
data taken simultaneously with the NR-1 vs DSN-2 data.

NEW MASER DEVELOPMENT

At Goddard Space Flight Center, a new low cost, high performance field
operable hydrogen maser is being designed. A block diagram of what it will
look like is shown in Figure 6. Our goal is to reduce the cost of producing
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a hydrogen maser by $100,000.00. We are attempting to achieve this cost
reduction by using commercial electronics and packaging in the maser wher-
ever possible.

The maser, hopefully, will also have improved long term stability over
previous designs. We hope to achieve this by using the cavity and storage
bulb design shown in Figure 7. The basis of the improved long term stabil-
ity will be the improved mechanical stability achieved by fusing a quartz
microwave cavity and quartz storage bulb into one piece. After fusing, the
storage bulb will be coated with teflon and the outside of the cavity will
be coated with silver or aluminum. The cavity will be coarse tuned by
grinding it successively after measuring its frequency in vacuum.

DISTRIBUTION,AND MEASUREMENT SYSTEM

At Goddard Space Flight Center, a low noise phase comparison system and
frequency distribution system called the Distribution and Measurement System
(DMS) is being developed. The purposes of this system are: to inter-com-
pare the phases of 5 MHz supplied by several atomic frequency standards, to
digitally phase lock a 5 MHz crystal oscillator to the average phase of
these standards, and to distribute this phase locked 5 MHz in a low noise
manner.

Figure 8 shows a simplified block diagram of the DMS. A digitally con-
trolled crystal oscillator (DXCO) is used to provide the 5 MHz output of the
DMS under normal conditions. A phase comparison system is used to monitor
the difference in phase between the 5 MHz output of the DXCO with a resolu-
tion of 0.4 ps. This information is used by an LSI-11 microprocessor to
phase lock the DXCO to the average phase of the atomic standards. In this
phase lock mode, the frequency of the DXCO can be arbitrarily offset with
respect to the average frequency of the atomic standards with a range of
+1 x 10~? (fractional frequency). This effectively turns the DXCO into a
low noise synthesizer.
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In practice, the frequency resolution of this synthesizer is virtually:

infinite. The processor controls the DXCO frequency with a resolution of
8 x 10~13 per bit. But the phase lock loop allows the processor to change
the frequency of the DXCO ten times a second so that the loop can adjust the
phase of the DXCO in 0.08 ps steps. The 0.4 ps phase comparison system res-
olution is larger than this by a factor of 5, and so is the real limiting
factor in the phase tracking loop. The system, thus, has a frequency track-
ing resolution of:

6f _ 0.4 ps
f t

where t is the" averaging time in seconds.

The frequency offsetability of the phase lock loop is used to keep the
DXCO output on time with UTC (Universal Coordinated Time) regardless of the
frequencies of the input standards. An event clock monitors the difference
in time between the local timing system Ipps output driven by the DMS and
UTC information provided via LORAN-C or some other time source. The proper
frequency offset to keep this time difference zero is maintained either man-
ually or in a secondary loop.

The DMS also performs error detection and monitoring functions. The
health of the input standards, the DXCO, and other system elements are con-
stantly monitored. If a standard fails, it is thrown out of the phase lock
loop. Errors that will cause loop failure, including processor failure,
cause the 5 MHZ output to be switched from the DXCO to the first standard.
A teletype and digitally controlled multichannel strip chart recorder con-
stantly provides hard copy documentation of system operation. This informa-
tion can also be sent to remote locations via several RS-232 interfaces in
the DMS.

Control of the DMS is accomplished locally through the teletype and can
be accomplished from remote locations via the RS-232 interfaces.
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HARDWARE DESCRIPTION

A more detailed block diagram of the PCS is shown in Figure 9. The sys-
tem contains the following hardware which performs the functions listed:

A. Offset Crystal Oscillator (LO): Provides 4.999990 MHz to the
Buffer/Mixer Section.

B. Buffer/Mixers (B/M): Uses the 4.999990 MHz from the LO to down
convert the 5 MHz inputs to 10 Hz beats. In the buffer/mixers, zero
crossing detectors turn the low level signals from the mixers into
TTL square waves.

Multichannel Event Clock (CL) : Records the epoch of the 10 Hz beats
and 1 pps inputs to 200 ns. Because the B/M conserves phase angles
in down converting the 5 MHz inputs to 10 Hz, the CL effectively
measures the phases of the 5 MHz inputs relative to the LO with 0.4
ps resolution. When the processor takes the difference in epoch be-
tween any two 10 Hz channels, the phase of the LO is subtracted out.

D. Interpolator (INT): Used in conjunction with CL to measure the
epoch of the 1 pps inputs to 10 ns. Used to keep the timing system
1 pps on time with respect to UTC.

E. Digitally Controlled Crystal Oscillator (DXCO): Provides the main 5
MHz output in normal operation. The output frequency is controlled
by the processor with better than part in ten to the twelfth reso-
lution.

F. RF Switch (SW): Switches the main output to the 5 MHz input desig-
nated CS1 when the processor fails to send a check pulse once every
120 ms or when the DXCO output fails.

G. RF Filter (FL): Removes glitches when SW switches the main output,
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H. Strip Chart Recorder (REG): A 16-channel, digitally controlled
strip chart recorder which is used to provide a visual record of the
phase and 1 pps data.

I. RS232 Interfaces (RS232): 4 RS232 interfaces are provided to inter-
face to the teletype and remote devices.

J. Teletype (TTY): Controls and communicates with the microprocessor
and provides an alphanumeric record of phase and 1 pps data.

K. Microprocessor (UP) : An LSI-11 microprocessor is used to perform
system control functions.

L. Buffer Amplifiers and X2 Multiplier: Provides 6-5 MHz and 2-10 MHz
outputs for the main output.

M. Multichannel A/D Converter (A/D) : Monitors voltages in the atomic
standards for error detection.

N. TOG Output (TOG): Provides a pulse output and a 1 second TTL gate
controlled by UP for providing a TOG pulse for setting up the timing
system.

0. CAMAC: CAMAC is an IEEE digital instrumentation standard used to
house the digital portion of the DMS (CAMAC Crate), provide a data
bus for communication between the UP and most digital subsystems
(CAMAC data-way), and the module structure for digital subsystems
(CAMAC modules).
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Phase Comparison System

Before describing the theory of the phase comparison system, it is help-
ful to review some pertinent frequency standard theory. The output of a
frequency standard can be described by:

V = A sin [2-n f0 +4>(t)] (1)

where f is its nominal or ideal frequency and<|>(t) describes all the phase
deviations from ideal behavior. One can show that if this signal source is
used to drive a counter used as a clock, that at any instant, the error in
this clock's reading is given by:

x(t) = ~ (2)

x is called the normalized phase error or clock reading error. For simpli-
city, in this document, x will be called the phase or phase error.

By taking the time derivative of <|> , one obtains the instantaneous angu-
lar frequency offset from 2irfg:

• + = 2ir6f(t).

Dividing this by 2irfQ yields the instantaneous fractional frequency error:

6f_ __±_ =dx . (3)
7 f0 2irf0 dt X*

That is, the instantaneous fractional frequency offset, y, is the time

derivative of the clock error, x. Averaging y over some time T :

y(t +r,t) = y(t')df, (4)

yields the important relation:

y (t+r. t) = (5)
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Now, within this framework, the phase comparison system, can be described.
f

The phase comparison system is a generalization of the dual mixer phase
comparison technique. ̂  To understand the detailed operation of the phase
comparison system, consider an input on channel i of the form:

V£ = Ai sin (2trf0 t +<j>i(t)),

and a signal from the local oscillator of the form:

VL = AL sin (2 f0 t

where fQ = 5 MHz. Notice that all the phase deviations in these signals
from that of an ideal 5 MHz oscillator have been put into 4> i and 4>L
respectively (included in<t>L is the 10 Hz offset from 5 MHz). The mixer
for channel i outputs the beat frequency between the local oscillator and
the channel i input. Since the local oscillator is lower in frequency than
all the channel i inputs, the ith mixer output is of the form:

VM - % gC^L (t) - ± (t)),

where g is some sine-like function whose only important properties for this
discussion are that:

g (mir) = 0,

and that the slope of g is positive for:

^^ = 2m TT . ^

Zero crossing detectors in the buffer /mixers turn the function, g, into a
square wave whose positive edge occurs at:

ni) = 2mr,
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where the phases *^ and ̂  have been defined to make $1, - <!> j_ zero at
the time (epoch) of the first positive edge under consideration, tQi«
Using (2), this becomes:

Taking the difference between two channels, gives:

Using (5), for y^ and y"j, the fractional frequency offset of the LO and

CSj respectively, this becomes:

xi (tnl) - Xj (tni)

tmj)] (tni - tmj)
(6)

This is the equation we are after since it relates the phase difference
between two inputs to the tn^ which are measured by the multichannel event
clock.

To use (6), yL and yj must be known. In practice, some estimates of
yL and y~j are used. The error this will introduce is:

. 6x =6y (tnl - tmj).

Typically - tmj <. 100 ms. If y is measured to 6x will be
less than lO"" s. So, in practice, since the LO is a low noise crystal
oscillator whose stability from 1 s to 100 s is 1 x 10"̂ -̂ , one can use any
input whose accuracy is 10~12 to estimate y~ and one can take up to 100 s
or so to make the measurement and have an accuracy of lO"-"--* s for
differential phase measurements. Since the noise floor of the LO is
lO'1^ this also means that the system noise is 10~13 s Or better if
limited by the LO.
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If the multichannel event clock has a resolution, R, the smallest phase
change that can be measured is:

6 x = yL R

For yL = 2 x 10~
6 (10 Hz offset), and R = 2 x 10~7s, 6x = 0.4 ps.

Digital Phase Lock Loop

Consider first, locking the DXCO to a single reference input. Let y be
the fractional frequency output of the DXCO. If the digital control has a
sensitivity of S (6f/f per bit) and the control register value is Y:

y = S Y + yf,

where y- describes the free running behavior of the DXCO. Let xni be
the phase difference between the DXCO and the reference oscillator:

xni = XQ (tn0) - Xi

Using (6):

R (TnO - Tni)(

where channel 0 is the DXCO channel, R is the resolution of the event clock,
and Tni is the time of the n^ beat zero crossing for channel i in
bits. Since we are locking on only one reference, we can assume it is on
frequency, that is, y^ = 0.

A first order phase lock loop is given by the equation:

Yn = - (B/S) xnl,
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which for times long compared with the best period, TQ , is equivalent to:

_

This has the solution:

dx _ .= - B x + y f

x = XQ e~Bt + yf/B,

where B~~l is the time constant of the phase lock loop.

Because the DXCO is less noisy than a cesium frequency standard up to
about a 100 s averaging time, B~l should be about 100 s for use with
cesium standards. This causes problems, however, due to yf. The DXCO has
a rated frequency drift of less than 10"̂ -" per day or:

J
dy

Since this is a slow drift:

dt BdT"

dx __ .. ,
dF = io~13

Thus, this drift rate in the free running DXCO would cause a frequency
offset of 10~" in the phase locked DXCO, an unacceptable error.

To overcome this problem, a second order loop is used. The DXCO
register is incremented at each beat period, TQ , by:

AYn = - (B/S)Axnl - (CT0/S) xni,

where A an is defined as:

Aan = an - an-i.
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This is equivalent to:

AY Ax
- (C/S) xni,

or for times long compared to TQ :

- ex + D,
dt dt

where D is the drift rate of the DXCO. This equation, in general, has the
solution

x(t) = —— [(x(0) + rix(0))e T^ + x(0)+r2x(0))e~r2t] + | ,
fB2-bC (7a)

where

ri = B/2 + -JB* - 4C,

_!
2^

2*
1 £

r2 = B/2 - Tv«2 ~ 4C,

and x(0) and x(0) are the phase and frequency at t = 0, respectively. For the
phase lock loop to be stable.

B^ * 4C.

At B2 = 4C, we have critical damping, in which case the solution is:

-r t -r t n

x(t) = t (x(0) + r x(0))e C + x(0)e C 4- £ (7b)c • c.

where

2
rc = B/2 and C = -̂ -.

In this case, a frequency drift will only produce a phase offset:

x = D/C

For critical damping, r^1 = 100 s, and D = 10~10/day, x = 10 ps. This
is below the phase jitter of the average phase of even 10 cesium standards,
and so, should not cause problems even if there are daily changes in the
drift rate of the DXCO when used with cesium standards.
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Consider, now a second order phase lock loop tracking the DXCO to the
average phase of several atomic standards (CŜ ) offset by an adjustable
fractional frequency offset, VQ. Again, the phase difference between the
DXCO and CS is:

"' R<TnO ~ Tni) (yL -

where again R is the resolution of the clock, and Tn̂  is the i^ channel
beat zero crossing epoch. But in a practical phase lock loop, a problem in
computing xn^ occurs. Since the frequency of the DXCO is not the same as
that of CSi, even if V0 = °» TnO ~ Tni w111 diverge in time.

This means that an infinite memory would be required to store all the values
of Tn£ required to compute TnQ - Tn^ at any given instant. To avoid
this problem, using (6) again, we can rewrite xni as:

Xni = R <TnO -

This allows us to use the closest Tm^ to Tng and not have to store past
values. From (8), we can obtain the difference between the DXCO phase and
the average phase of N cesiums.

N
x = I 2X .
n N i=l no iL i f0

where the fact that m is a function of i is explicitly indicated
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To lock the DXCO to the average phase of the cesiums with a fractional
frequency offset JTQ, we can define a variable:

Xn * TO <TnO * T00> -

where the units of ̂  are in bits. Using (9) and the fact that the event

clock is driven by 5 MHz from the DXCO, so that when the DXCO is locked:

we obtain:

N

Xn - S 1-1

- Too)»

where

/
Jni = n - m(i).

With this variable, a second order loop is defined by:

AYn

where, again, AYn is the amount the DXCO control register is
incremented. In practice, AYn should be limited to:

-L *AYn s L,

in order to keep the Y register from being changed drastically by a bad data
point.

Because the CS^ have different frequencies, the Jni and yg (TnQ -
will be unbounded as n goes to infinity. This will cause computational
problems. But the other terms in Xn are bounded and Xn itself is
bounded because of the phase lock loop. Therefore:

K = — ~" T + v ' T - T 1
n N i-1 ni 70 v nO 00;>
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is bounded as n goes to infinity. So to avoid computational problems, (10)
can be rewritten as:

N

F 1-1

where Kn is computed incrementally by computing

N

AKn - W i-1 AJni + ̂ 0 ATnO'

The AJni can be computed by two methods. The simplest method is to
use the definition of the Jn£ and increment A Jn£ for each DXCO zero
crossing and decrement AJn^ for each CS^ zero crossing. The
disadvantages of this is that should a noise pulse cause a false Tn-j_ or
should a zero crossing be skipped, the DXCO will shift in phase by 200 ns/N.

To avoid such permanent phase shifts in the DXCO, another method for
calculating the AJn^ can be used. With the convention that Tm^ is the
first channel i event after TnQ occurs:

D Tni = Tmi -

will range between zero and approximately TQ. If the y^ and y0 are
not too large, DTn̂  will change slowly with n until 0 or TQ is reached.
Then, the value of DTnj[ will suddenly change. Thus, to compute
one can use the algorithm:

If:

then: Aj = -1.
ni
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If: DT^-DT^. K -

then: ^^ni = "*"!•

Otherwise: AJ = 0.

The advantage of this method is that if there is a bad Jn-^ or a skipped
zero crossing,AJn^ will switch between +1 and -1 or vice versa on
successive calculations leaving no permanent phase shift.

YL and the y^ can be calculated from the event clock data. Once the
DXCO is locked, it defines local time, and by definition is at frequency
fQ. Therefore, YL and the y^ can be estimated by:

_ nL 0 m
7nL *

fO Tn + m, 0 ~ Tn 0 , (13)

and

ynL ~ yni

f . - f . mnL ni

fO Tn + m,i " Tni. (14)

Because the LO is a free running crystal oscillator, y^ must be constantly
updated to correct for crystal drift. Since only yL - y± must be known,
to calculate Xn, (14) is all that is needed for loop operation. To make
the estimate error on the order of 10~-*-2 or less, but often enough to cor-
rect for LO changes, m should be about 1000 (100 second averages). (13) is
used to determine y^ from (14) for diagnostic purposes.

DMS Performance

The performance of the phase comparison system and the 5 MHz distribu-
tion amplifiers used in the DMS have been presented elsewhere^ so this
data will not be presented here. Figures 10, 11, and 12 show the critically
damped second order phase lock loop performance for 1 s, 10 s, 100 s time
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constants respectively using two Hewlett Packard high performance cesium
frequency standards as input standards. Besides showing the parameters
discussed in the previous sections, the figures also show the 1 pps from one
of the cesiums monitored by the clock. This shows whether the loop jumps
cycles of 5 MHz. In the figures, Xe is ̂  and VXCO is Yn from the
theory section. In the boxes are listed the top of scale (TOP) and bottom
of scale (BOF) values for each variable. Notice that in the 10 s loop there
is brunching of the VXCO (Y variable) noise distribution and that in the
100 s loop there is a sudden lump in Xe accompanied by a jump in VXCO
representing about a 4 x 10"̂ * jump in the DXCO crystal. (Notice also
that in the 100 s loop the 1 pps did not jump. This shows that the loop
does not jump cycles even under a severe disturbance.) We think both of
these phenomena are due to vibration of the AT cut crystals used in the DXCO
(FTS-1000) by fans in the rack holding the DMS. Currently we are trying to
cure this problem by vibrationally isolating the DXCO.
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Figure 1. NR Maser
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Figure 3. NR Maser Opened For Servicing
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PASSIVE MASER DEVELOPMENT AT NRL

J. White, A. Frank and V. Folen
Naval Research Laboratory

Washington, D.C.

ABSTRACT

The Naval Research Laboratory has been investigating
the application of passive hydrogen masers to satellites.
This effort has included development of a working small
maser at NRL and contractual support of work at Hughes
Research Laboratory and the National Bureau of Standards.

The NRL maser is of compact design suitable for the
space environment. It is based on a dielectrically
loaded sapphire cavity and uses a computer optimized
set of four shields. The mechanical structure was
developed in a cooperative effort with the Smithsonian
Astrophysical Observatory. The servo design is a novel
phase sensitive method which directly measures the phase
dispersion of the interrogating signal as it passes through
the cavity. Test results will be presented.

A brief synopsis of the results of the contractual work
will also be presented.

INTRODUCTION

The Naval Research Laboratory is involved in development of
passive maser technology for applications both in spacecraft
and in ground stations. This represents a continuation of the
work done previously in the TIMATION and GPS programs. The goal
of this effort is to provide a clock for GPS and other potential
users which is more stable at periods of several days and which
is also capable of operating reliably in military environments.
This project includes in-house development and also relies on
outside technology development by other government and industry
laboratories.

This program began in the early 1970's with the work by the
Smithsonian Astrophysical Observatory (SAO) in the building of the
first VLG-10 maser-'-. NRL also supported development of the first
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VLG-11 masers at SAO^ and directed the contractual program at
Frequency and Time Systems which produced the first space
qualified cesium clocks^. We are currently engaged in efforts
to develop additional sources of space qualified cesium standards.

The space hydrogen maser program began several years ago with
preliminary work to locate qualified aerospace industry sources
to develop and manufacture a space qualified active maser. This
work was taken on by Hughes Research Laboratory (HRL) and RCA in
a competitive effort. Both contractors delivered operating,
prototype masers^*5. HRL was selected to do additional work.
It was at this point that the National Bureau of Standards (NBS)
produced their passive maser". The passive concept gave two
distinct advantages over active masers. The first was the option
of using a smaller, lower Q RF cavity. That meant a large reduc-
tion in weight and volume along with some simplification in pumping
and magnetic shielding requirements. The second advantage was the
possibility of achieving better long term performance due to the
application of a cavity control servo.

The work on passive masers has since been in these areas. NRL
and SAO have worked cooperatively to build a small passive maser.
HRL has been contracted to follow other promising approaches to
small masers while developing technology which might be used in
other parts of the program. As originally defined HRL remains the
link to major aerospace capabilities. NBS has been funded to
continue their development of passive maser technology.

NRL Passive Maser

In 1978 the decision was made to build a small passive maser at
NRL. This effort not only includes NRL but also support from
other laboratories. This maser is viewed as a means of assembling
the most promising parts of the existing technology and also as a
way of extending knowledge in the areas where the existing work
falls short of the goals. Like the NBS maser the basic approach
is passive with separate servo controls for the hydrogen line and
the cavity. As will be discussed in the section on the
electronics, there are some differences in the application of
these controls. The desired product is summarized as follows:

1. Suitable for military/space operating environment
2. Highly reliable
3. Long term stability of 1 x lO"1^ at 10 days
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4. Compact size
5. Low weight
6. Low power

To approach these goals the clock is examined in terms of its
subassemblies.

1. Cavity and shields
2. Mechanical and thermal
3. Vacuum .
4. Electronics

Cavity and Shields . .

The physics unit of the NRL maser consists of the hydrogen
beam source and optics, magnetic shields, cavity thermal
control, vacuum system and mechanical support for the micro-
wave cavity. In the present configuration, this cavity operates
in the TE0u mode and is loaded with single crystal (low loss)
sapphire, figure 1. Three slots in the cavity coyer plate
provide the necessary coupling. The volume available in the
cavity for the hydrogen atoms is 217 cm^ and the surface of
this volume is coated with FEP 120 teflon in order to minimize
hydrogen-wall interactions. The hydrogen atom source consists
of an rf dissociator from which the atoms emerge into a hexapole
state selector magnet.

The magnetic shield set, consisting of 4 nested molypermalloy
shields, was designed for a lightweight small-volume configura-
tion (figure 2) with a substantial shielding safety factor to
provide a frequency stability of 1 part in 10^ for any orientation
in a 1 gauss field'.'

Mechanical and Thermal Design

The importance of the mechanical and thermal control designs is
especially great when operation outside the laboratory^ is required.
NRL has chosen to make use of the extensive experience available
in this area at SAO. SAO's probe maser launch for the red shift
experiment has given them a unique understanding of the require-
ments for spaceflight as applied to the Hydrogen maser. SAO has,
under contract to NRL, designed, fabricated and delivered two
units of a developmental model maser**. As input SAO was given
the environmental requirements, the cavity/shield system, the
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vacuum system and hydrogen source system. The first design,
the Exploratory Development Model (XDM), was delivered in 1979.
A refined version of the XDM, the Advanced Development Model
(ADM) is scheduled for delivery in late 1980.

Figure 3 shows the XDM design. The cavity is mounted to a
Belleville spring to provide essentially, constant force on
the end plates. The cavity is enclosed in a separate vacuum
can rather than using the cavity as the vacuum envelope. This
adds weight and volume but allows greater isolation of the
cavity from its environment. The entire assembly is designed
to meet the GPS vibration ( ~ 19 g rms) requirement.

The thermal design is similar to that of the VLG series active
masers using a multi-zone, double oven approach. The vacuum tank
is the primary temperature control surface. A second oven is
used to isolate the tank from external heat paths. The XDM
masers used a conventional foam insulation between the shields.
As an enhancement, the ADM masers use a vacuum type insulation
which takes advantage of the vacuum environment of space to
reduce heat loss and weight. The nominal oven power of XDM-1
is about 7.4 watts. For ADM-1, in vacuum, the measured
power is 2 watts. While this superinsulation scheme is best
applied in vacuum, it has been found also to provide excellent
thermal stability in air at increased input power. The oven
system was designed to provide a temperature stability of better
than 5 millidegrees at the cavity. It may be argued that the
cavity control servo reduces the need for such excellent thermal
stability but for non laboratory applications this conservative
design can greatly reduce system problems.

Pumping System-Hydrogen Supply

The design life of a space borne maser is five years of operation.
Historically vacuum systems have been a weak area in maser relia-
blility. The ion pumps themselves do not thrive on pumping hydrogen
and the required high voltage power supplies are also troublesome,
particularly if vacuum operation is desired. The dissociator is
likewise a sensitive area in masers". While most contemporary
masers show good dissociator life, they do tend to run hot and thus
require forced air cooling. Fortunately, solutions are available
for both problems.
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Recently a very effective, high capacity hydrogen getter pump
has become available. Both HRL and NRL have investigated these
pumps for maser use ,̂.10. Since the getter pump is a passive
device it requires no external power after activation and is also
inherently reliable. For the NRL maser, a combination pumping
system using getters and multiple small ion pumps has been built.
This system, more fully described elsewhere in these proceedings 10,
pumps the primary hydrogen gas load with the getter and requires
only a small ion pumping capacity to maintain the desired vacuum.
Redundant ion pumps with isolated supplies further increase
reliability.

There are several approaches to the problem of operating the
dissociator in vacuum. A simple pyrex bulb design from HRL
operates at under 50°C. Other designs are also being investigated.
One obvious method to obtain cooling is to conduct heat away through
the walls of the bulb. Pyrex, which is the most popular material in
dissociators, has relatively poor thermal conductivity; HRL and RCA
both experimented with quartz bulbs but to date there is little
assurance that these will have long life. SAO has designed a pyrex
bulb which runs cool by virtue of thick walls and short paths to
heat sinks. A radical departure in design is being pursued at NBS.
They propose a small dc discharge. Since there is no longer a re-
quirement to pass RF energy through a wall, the choice of materials
and configuration broadens. Such a design,'if successful, would also
have the advantage of reduced RF interference to the electronics.

ELECTRONICS

The servo subsystem consists of the electronic control to lock a
voltage controlled crystal oscillator (VCXO) to the hydrogen hyper-
fine transition and the electronic control to tune the cavity
symmetrically about the hydrogen line. NRL has devised a scheme to
compare the phases of a set of coherent microwave frequencies, which
are coupled through the dielectric loaded cavity, versus the VCXO.

The phase comparison technique uses a high percentage of digital
circuits in the synthesis of the microwave frequencies and in the
phase detection networks. The digital circuits reduce the necessity
for analog adjustments, and offer low operating power consumption,
reduced weight, compactness, and a broad environmental operating
range. These features are ideal for space applications.

Figure 4 is a block diagram of the SERVO electronics.
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The hydrogen line servo employs three microwave signals that
are synthesized from the VCXO. These signals are time shared,
coupled through the cavity, phase detected, and used to control
the VCXO. One synthesizer frequency is at the hydrogen resonance.
The others are symmetrical about the hydrogen resonance but well
outside the hydrogen line width and still near the center, of the
cavity resonance width. This method is used to establish a phase
reference for the hydrogen line.

The output of the set of frequencies coupled through the cavity
is amplified, translated, phase detected, averaged in an up-down
counter, transferred to a digital analog converter (DAC), and used
to control the VCXO. These frequencies are all passed through the
same broadband receiver and are translated with an offset set of
frequencies from the synthesizer. The resulting signal frequency
with plus or minus the phase of the hydrogen line or cavity line
is narrowband filtered. The filtered signal is shaped in a zero
crossing detector and phase compared with a signal divided down
from the VCXO.

The output of the phase comparator is used to control an updown
counter. Phase comparator output corresponding to the hydrogen
resonance frequency is averaged for a period of time in an up
count direction after a settling time. Phase comparator output
corresponding to the symmetrical frequencies is averaged over one-
half the period of the hydrogen resonance frequency each after a
settling time in a down count direction. Transfer of the up-down
counter contents to the DAC which controls the VCXO frequency is
executed after completion of the up-down counter cycle.

The cavity line servo consists of three microwave signals which
are synthesized from the VCXO. These signals are time shared with
the hydrogen line signals during a period when the hydrogen servo
is quiescent. One of the frequencies is the hydrogen transition
frequency used with the hydrogen servo and the other two frequencies
are symmetrical about this transition frequency and fall within the
passband of the cavity resonance. The symmetrical frequencies are
time shared and simultaneously coupled through the cavity with the
hydrogen transition frequency.

The signals coupled out of the cavity are amplified and translated
to an intermediate frequency (IF) with the same broadband circuits
used with the hydrogen servo. This IF is detected, narrowband
filtered, shaped with a zero crossing detector, and phase compared
versus a signal divided from the VCXO. The phase comparator controls
an up-down counter which averages the time shared signals after a
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settling time. Controls allow an up count corresponding to
the composite lower symmetrical frequency and hydrogen transition
frequency and a down count corresponding to the composite upper
symmetrical frequency and hydrogen transition frequency. Transfer
of the up-down counter contents to a DAC is executed upon comple-
tion of the up-down counter cycle. Tuning of the cavity is
accomplished by controlling a varactor with this DAC output voltage.
The varactor is coupled to the cavity and reactively tunes the
cavity proportional to the DAC control voltage.

System Performance

The XDM masers from SAO have been used to experimentally verify
system performance. The width of the hydrogen line under optimum
pressure and magnetic field is 2.0Hz thus giving a line Q of 7 x
10̂ . The phase slope at center frequency is about 6° per Hz.
The stability of this maser measured at the output of the electronics
is 7xlO~12//T for the range T = 10 to 3000 seconds (figure5).
Work is currently underway to optimize the cavity servo and extend
this stability level to better than 1 x lO"1 .̂

Outside Work

In addition to the work done with SAO, NRL has also contracted
with Hughes Research Laboratory (HRL) and the National Bureau of
Standards at Boulder (NBS).

The current contractual relationship with HRL has grown from the
original competition efforts on the active maser. Following the
shift in emphasis from the active to passive mode, HRL was directed
toward small maser concepts and development of technologies
applicable to small masers. Dr. Wang has previously reported on
HRL maser development H» 12. HRL ±s presently working on Q-
multiplier type servo using a small, slot loaded cavity. This
maser was tested at NRL (figure 6). It had a stability of
2xlO~12//T for T = 10 to 10000 seconds. HRL has also done
investigations of getter pumping systems, free induction servo
techniques and dissociator design. '

NRL has been providing funding support to NBS for passive maser
development. NBS has delivered one of the first small passive
masers (figure 7) to NRL. This maser uses a ceramic loaded cavity.
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It Is a laboratory model which has relatively stringent
requirements on its environment and operation. Tests at NRL
show a stability of ZxlO12^ for T = 1 to 10,000 seconds.
This is virtually identical to that of the Hughes maser, both
are shown in figure 8.

NRL has also continued support of the VLG-11 maser program
with the purchase of a third VLG-11 last year. Our tests on the
VLG-11 confirm the published SAO data on performance in the 1 to
3000 second region. We have, however, observed that a new maser
has a significant cavity tuning drift rate in the first 6 months
to 1 year of its life. A brief series of tests have just been
completed on two masers over a year old. In this case instead
of finding a decrease in stability beyond 3000 seconds, there still
is a gradual improvement as far out as 10000 seconds.

\
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QUESTIONS AND ANSWERS

MR. PETERS:

I just wanted to say that the maser that you showed us in Phila-
delphia was built by Harry Wang, Hughes Research.

MR. WHITE:

Oh, I am sorry, Harry. I got the wrong Harry indeed.
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REFERENCE CLOCK PARAMETERS FOR DIGITAL COMMUNICATIONS SYSTEMS
APPLICATIONS

Peter Kartaschoff
Swiss Post Office Research and Development Division

Berne, Switzerland

ABSTRACT

The choice of correctly defined and useful parameters for charac-
terizing the performance of reference clocks used in digital com-
munications systems is a subject of efforts in the CCITT and the CCIR,
the consultative technical bodies of the ITU. The operation of the
systems depends on timing. Thus the CCITT has chosen in its Recommen-
dation G811, to specify the clock performance requirement by starting
a maximum allowable time interval error, i.e. a clocks time departure
after initial synchronization.

On the other hand the commonly used characterization of clock perfor-
mance is based on frequency instability as the basic phenomenon. CCIR
Recommendation 538 therefore states the well known polynomial form of
the spectral density of random frequency departures. It is now
possible to estimate a probable time interval error if the model para-
meters of the clock are known. This error depends on the initial
synchronization error, the frequency drift, the initial frequency
setting error and the random frequency instability.

With established relations between the frequency instability of clocks
and the timing properties required for the system, the relevant param-
eters determining the timing properties can be Identified.

In a network these parameters are a) the characteristics of the clocks
located at the nodes and b) the spectral densities of the delay
variations of the links. One important optimization problem is the
design of remote control systems for clocks from a master clock over
links affected by delay variations and noise. The result depends on
the bandwidth of the control loop and the free running stability of
the controlled clock.
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1. INTRODUCTION

The purpose of this paper is to present some definitions, relations
and practical data for the planning and design of network timing in
digital communications systems. It is based on information which in
most cases has already been published in various forms and also provi-
des an update on the current work on recommended performance standards
which is going on in the International Telephone and Telegraph Con-
sultative Committee (CCITT) and the International Consultative Com-
mitee on Radiocommunications (CCIR) of the International
Telecommunications Union (ITU).

There is a need for clarification of concepts and unification of
language among the people working on new devices and systems related
to the field of PTTI Applications.

The system planner and designer needs well established theoretical
concepts. In addition, he needs a good feeling for the orders of
magnitude for the relevant parameters. The data presented in this
paper are mainly illustrative and not intended to promote a particular
design or product.

In section 2 clock parameters are summarized. Section 3 deals with the
concept of Time Interval Error and section 4 with transmission delay
variations i.e. the degradation of timing information occurring on
communication links. In section 5 the performance of a remote
controlled clock is discussed by means of numerical examples.

2. CLOCK PARAMETERS

The performance of clocks is described by the following set of
parameters.

- Environmental influences: - temperature
- shock
- acceleration
- humidity

- Frequency drift or aging

- Random frequency instability

Environmental influences limit the performance of free running clocks.
In the case of frequency controlled clocks, the control range will
have to be large enough in order to compensate for these effects.
Environmental specifications therefore constitute an important set of
design parameters which often determine the choice of a system con-
figuration and the requirements on the devices used. The values given
in the numerical examples are for a mild environment typical for civi-
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lian applications (Temperature +10 to +50°C, Humidity 30 to 80 percent
relative, negligible shock and acceleration). Military or civilian
mobile and aeronautical applications require other sets of parameters.

Assuming thus that we have environment under control, we can con-
centrate on the other two parameters, whereby these specifications
include some residual environmental effects (e.g. the flicker
frequency instability in most operational clocks) .

Table 1 contains stability data on the following types of clocks

cesium
rubidium
crystal, oven controlled, high stability types

The aging coefficients are upper limits derived either from
manufacturer's specifications or from operational experience. Four
different types of crystal oscillators have been considered.

No. 1 is a 5 MHz commercial type in wide use today
No. 2 is a less expensive small oven controlled VCXO
No. 3 is a low noise 10 MHz VCXO
No. 4 is a projection of new designs

The random instability coefficients are those of the well known
theoretical model [1-6] recommended by the CCIR [7] and based on the
spectral density of normalized random frequency departures:

S (f) = h f~2 + h f'1 + h_f° + h.f1 + h_f2 (1)
y - 2 - 1 1 2

V-VQ
with y(t) = — —

0

V being the actual "instantaneous" value of the frequency, VQ the
nominal value and f the "Fourier"-frequency. The values in the table
are computed from the time-domain data given by the manufacturers as
the square root ay(T) of the two-sample Allan- variance, using the
relation:

h-2 + h-l 2£n2 + hO

3f
h - (4.5 + 3£n <2irf T) - in2) + h

2 4TTT

where fg is the upper cutoff frequency of the measurement system used
to measure a (T), and T the sampling time.
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The figures given are all conservative upper limits, usually
guaranteed by the manufacturers and not so-called "typical" values
which often tend to be optimistic. Only the crystal oscillator example
No. 4 constitutes a projection not yet confirmed by large scale opera-
tional experience, but prototype results are available [8].

The values missing from the table have not been included because they
are either not significant for the applications discussed in this
paper (short term, high f fluctuations for Cesium and Rubidium) or
small compared to the other terms (h0 for crystal oscillators).

3. TIME INTERVAL ERROR

Timing is an essential function in any digital communications system.
Therefore, international standards defining the minimum performance of
the clocks used for network timing are required in order to achieve
world-wide digital communication. The CCITT Study Group XVIII working
on standardization of digital networks has issued a Recommendation
G811 in 1976 (9). A revised edition will be published in 1981 after
the recent 6th General Assembly (Geneva 10-24 November 1980). This
document specifies the minimum performance of clocks suitable for ple-
siochronous operation of international, i.e. border-crossing digital
links. Plesiochronous operation between networks means that each net-
work is controlled by a master or reference clock which is free-
running with respect to that of the neighbouring network. This
requires close tolerance frequency adjustment and high stability in
order to keep the rate of occurrence of slips below one in 70 days in
any 64 kbit/s channel.

The long term normalized frequency departure must therefore be less
than 1 part in 10* * in normal operation. The probability of degrada-
tion to 1 part in 10^ shall be less than 10~5 and that of unavailabi-
lity less than 10~6.

The clock performance limits are defined as a maximum allowable Time
Interval Error (TIE):

TIE(t) = AT(t+T) - AT(t) (3)

where AT is the time difference between the actual timing signal and
an ideal timing signal. Using a more familiar notation [2, 3, 4, 6, 7]
we have for any time interval T:

VT
TIE(tQ) = x(tQ+T) - x(tQ) = / y(t)dt (4)

fco
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For a clock which has been adjusted to the nominal frequency and
synchronized at t-0, the probable time interval error Ox(t) can be
estimated. ox(t) is the standard deviation of the time departures of
an ensemble of identical clocks having random instabilities described
by the model of equation 1. The following relation has been
demonstrated by means of computer simulations [10];

°x(t) ' fc °y + °y <T=t) (5)

is the standard deviation of the initial frequency adjustment and
Oy(T) the two sample standard deviation (square root of equation 2)
describing the random frequency instability. It is assumed that the
parameters characterizing the clock do not change with time and that
the initial adjustment error and the subsequent random frequency fluc
tuations are statistically independent. In addition to the random
instability and the initial adjustment error, frequency drift has to
be considered and this leads to a combined systematic and random
estimate of the TIE

0
 + °y (T-t)

Eventually, significant cyclic environmental effects will have to be
included, too. The method of estimating the TIE using equation 6 has
been discussed in the CCIR Study Group 7 and included in a draft
Report [11] .

The allowed limit of the TIE recommended in CCITT G811 is shown in
Fig. 1.

On the short term we see different curves which depend on the bit rate
of the communications channel considered. This is due to the fact that
the limit defined in this range is 100 T + 1/8 unit interval,
expressed in nanoseconds where the unit interval is the Inverse of tht
bit rate.

In a real situation the random component of the time departure deter-
mines a finite probability of violation which can be computed for the
model described above. A recommended value will have to be defined
after further study.

4. TRANSMISSION DELAY VARIATIONS

The systematic and random departures of the timing instants from the
Ideal periodic timing waveform are designated by the terms of "jitter"
and "wander". In the litterature we find these departures referenced
either to the signal period (phase jitter) or to a reference time
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scale (timing jitter). The latter form is to be preferred since it
does not depend on the particular bit rate.

The distinction between jitter and wander is at present not very pre-
cisely defined. One could treat it as a matter of Fourier Frequency
since most specifications of jitter spectral density and jitter
transfer functions stop at the low end around about 20 Hz.

In a recent update on synchronization [12] one finds some examples
extending the frequency domain to quite lower values for spectral den-
sities having the character of white phase (or timing) noise.

The word "wander" appears in some CCITT documents as a designation for
slow systematic and random phase or time fluctuations.

The time fluctuations observed at the receiving end of a transmission
link are the sum of the fluctuations originating in the clock at the
transmitting end and the path delay fluctuations [13]. The planning
and design of a network timing system requires quantitative knowledge
of both phenomena. As summarized in sections 2 and 3 we have a fairly
complete picture on the modeling of clock performance. Reliable data
on path delay variations are more difficult to obtain. This may be due
to the large variety of transmission systems in use or under develop-
ment and to the fact that long term path delay measurements on opera-
tional transmission systems are much more difficult to organize than
laboratory measurements on oscillators. Therefore, the data given
below are neither complete nor definitive but rather an illustration
of orders of magnitude to be expected and subject to some revision.

The best known example of jitter accumulation on long transmission
links is that occurring on the lowest hierarchy PCM links with a
bitrate of 1544 kBit/s (USA and Japan) or 2048 kbit/s (Europe). The
basic theory has been established many years ago [14] and recent
measurements known to the author [15, 16, 18] appear to confirm the
theoretical predictions. The spectral density of the timing jitter has
the general approximate form shown in Fig. 2. This figure represents
an envelope drawn above the spectrum which is more complex and has
maxima and minima depending on the digital word structure or pattern
of the signal. Using the envelope for design purposes is a conser-
vative approach. The timing jitter spectral density envelope can be
described by

where h2oo and fjj are functions of the number N of cascaded regenera
tors and the bandwidth or Q of the regenerator timing circuit.
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Fig. 3 shows this dependence on N for two examples: passive LC circuit
regenerators with Q = 80 and PLL-type regenerators with Q = 500.

We see that for Fourier frequencies below fg, the PCM-line jitter has
the character of white timing (or phase) noise.

For random, zero mean normally distributed test signals this property
appears to be true for arbitrarily low Fourier frequencies. For real
voice and data traffic the statistics can be different. However,
modern coding techniques tend to approach random or pseudo-random
signal statistics. Similar descriptions of transmission delay sta-
tistics can be developed for all kinds of digital transmission
systems. A complete review is beyond the scope of this paper.

Systematic slow delay variations are mainly caused by environmental
influences on the transmission medium. In the case of satellite
systems, the dynamics of the system configuration [orbit parameters]
play a major role.

Temperature coefficients of metallic and optical fibre cables are sum-
marized in Table 2. These figures are orders of magnitude and may vary
depending on the cable type and manufacturer. A published reference
[17] has been found only for the optical fibers, the other data have
been gathered from various unpublished reports. The temperature
variations show a daily and yearly cycle which depends on the climatic
conditions. In temperate regions such as Europe an average temperature
of +10°C, a peak-to-peak range of 20°C (year) and 2°C (day) can be
expected.

For transmission over a geostationary satellite, a 24 hour cyclic
variation of the transmission delay is due to imperfect orbital para-
meters (eccentricity, inclination). Taking into account the necessity
of improved stationkeeping due to the increasing population on the
geostationary orbit, a peak-to-peak daily delay variation of 600
microseconds should not be exceeded. Long term drift and orbit reposi-
tioning will cause additional variations [20]. Terrestrial microwave
links over line of sight paths are known to be very stable, probably
less than 5 nanoseconds variation due to the radio path itself.

A mostly unknown parameter is the delay variation due to environmental
conditions acting on the equipments used in the various transmission
systems. Much work remains to be done and it is surprising to note
that J.R. Pierce's plea for information on this matter in 1969 [19, p.
629] went almost unnoticed. Whereas theoretical work is abundant and
sometimes elaborate in the published literature [12]., reliable
experimental data on transmission delay variations still remains
scarce. It is therefore difficult to see which and what part of the
many theoretical approaches are really relevant for operating system
design.
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For a given transmission system, the quantitative description of delay
variations must comprise both random and cyclical components. The ran-
dom component is conveniently represented in the form of a timing
fluctuation spectral density Sx(f). It is at present not known if low
frequency divergent terms (flicker or random walk) are significant at
very low Fourier Frequencies. If such effects exist, they are probably
small compared to the effects caused by temperature cycles. Accumu-
lated statistics on extended systems subject to many temperature
cycles with different amplitudes and phases could result in a flicker-
like spectrum having significant density down to frequencies of one
cycle per year. There is however a fundamental difference between
transmission delay and clock time variations: The electrical length of
the transmission path is always finite and its variations remain
within physically limited bounds, whereas the time departure of any
real clock grows without bounds.

5. REMOTE CONTROLLED CLOCK

The problem of remote control of the timing properties of a clock over
a transmission link arises whatever the type of system organization
chosen in practice, i.e. mutual synchronization, hierarchical master-
slave (HMS) or any of possible combinations, refinements and self-
organization schemes [21, 22]. The basic system elements are always a
reference clock, a transmission link and another clock the time and
frequency of which is to be controlled by some means in order to
obtain the fulfillment of a specification such as CCITT Rec. G811. The
reference might be Itself a controlled clock or a free running master.
The examples discussed in this section are on a quite elementary level
compared to those discussed in recent publications [23-26], but
include spectral density models of the transmission time jitter and of
oscillator instability based on real data.

In most systems currently in operation and under development, the
hierarchical master-slave (HMS) type of operation is applied. HMS is
straightforward and fits well into the structure of existing public
networks at the local and regional level. Compliance with CCITT Recom-
mendation G811 requires that master clocks are accurate in frequency
with an uncertainty of less than + 1 part in 10H and this Implies
reference to the frequency of UTC. Cesium clocks operated in a reaso-
nable environment are accurate and stable enough to satisfy the
requirements with only a minimum of surveillance and very few, if any
readjustments. Rubidium and crystal clocks require initial frequency
setting and subsequent frequency control from an external reference to
compensate for the inherent frequency drift (aging).

Figures 4 and 5 show the time-domain frequency instability oy(T) of
typical cesium, rubidium and crystal clocks based on the data of Table
1.
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Fig. 6 shows the estimated time interval error for some clocks (see
table 1) operated in the free running mode. It is thereby assumed that
each of these clocks has been adjusted in frequency and synchronized
at t=0.

The uncertainty OVQ of the initial frequency adjustment for each
type of clock is assumed to be minimized, i.e. the averaging time for
the measurement used for the readjustment is chosen so that the uncer-
tainty corresponds to the minimum, flat portion ("flicker-floor") of
the Oy(x) diagram of Fig. 4 and 5 respectively. In some cases, noise
in the process of measurement through a transmission link may lead to
a higher value of OyQ and this must be taken into account in such
situations. Figure 6 gives an idea of the possibilities of manual
readjustment based on measurements. It allows to determine how long a
lower hierarchy clock can be operated in the free-running mode within
the specified limits of G811 after interruption of the link to the
master clock. It is assumed that the frequency control system memori-
zes the last valid setting of the oscillator control before the
interruption [27, 28]. It turns out that a cesium clock can be
operated indefinitely, a rubidium clock (a ™ 1'10~H per month) for 52
days and crystal oscillators No. 1 (a - 3-10~H per day) for 1.6 days
and No. 4 (a - 5-10~12 per day) for 5.2 days.

To illustrate further the operation of a remote controlled clock,
Figure 7 shows a block diagram comprising a cesium master clock, a PCM
link as mentioned in section 4 and a crystal oscillator controlled by
the most elementary form of a phase-locked-loop, i.e. a first order
PLL having a single pole RC loop filter. The jitter transfer analysis
of the PLL is made using the phase-time formalism described in [4, p.
188 ff].

Table 3 shows the formulas used in the computations of Oy,(T)
describing the random frequency instability of the slave oscillator.
Then the estimated time interval error of the slave oscillator is com-
puted using the relation:

TIE (t) -to (T=t) + |- (8)
y4 x

The first term is similar to equation 5 and the second term is due to
the fact that we use a first order PLL, a is the aging coefficient of
the slave oscillator. If the slave oscillator is to be controlled over
a noisy link, a low value of Y^ ("loose control") is desired but then
the second term shows the possible limit of improvement obtainable for
a slave oscillator having a given aging coefficient.

The input data for the numerical examples are given in the Tables 4
and 1. The figures which follow show a selection of some typical
cases.
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Figure 8 shows the spectral density Sŷ (f) of the controlled oscilla-
tor output for the 4 slave oscillators considered, both values of
^ shown in Table 4 and with and without the PCM line jitter.

Figure 9 shows the corresponding time domain stability ay (T).

Figure 10 shows the TIE estimate obtained by means of equation 8.

It is to be emphasized that these results do not constitute a design
proposal. They are shown to illustrate the relation between reference
Instability, line timing jitter, control loop parameters and slave
oscillator instability using a simple PLL-Control System.

In a practical design, step frequency control with a memory and pro-
vided with a fast acquisition mode as described in [27, 28] or perhaps
higher order or microprocessor controlled adaptive systems are or will
be used. There is not much difference between the loop transfer func-
tion Hx in our illustrative example and those used in [27, 28], except
for the larger computation effort required for the analysis of these
more sophisticated designs*

The difference between the computed TIE estimate and the design limit
imposed by Rec. G811 constitutes a margin in which the systematic
cyclic delay variations remain to be included. The allowed amplitude
of these variations depends on the probability of violation allowed in
the design.

In the case of directed control HMS, the type of transmission medium
limits the allowable distance between master and slave clocks. Double-
ended timing [22] can in principle reduce the effect of slow delay
variations but the delays involved in the back and forth transmission
of timing Information may change the transient response of the control
system and careful analysis is required in order to ascertain the sta-
bility of the control.

6. CONCLUSIONS

The basic parameters relevant to the design of network timing systems
describe the random and systematic time departures of the system
elements, i.e. master (or reference) clocks, transmission links and
other clocks controlled over the links. Using the definitions and
notations recommended in CCIR and CCITT texts, the quantitative rela-
tions between these parameters have been established and illustrated
by means of numerical examples based on available measured data. The
examples have been limited to a simple PLL-control system but the ana-
lysis can eventually be applied to more sophisticated systems at the
cost of Increased computational effort.

The author gratefully acknowledges the contribution of Kurt Hilty who
did the programming for the computations of the numerical examples.
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TABLE 2

Type of cable Temperature coefficient
of delay in ns/km x °C

Symmetrical pair, wire diameter
0.8 mm paper insulation 3...5

Symmetrical pair, wire diameter
0.8 mm polyethylene insulation 0.3...0.75

Coaxial cable polyethylene/air
insulation 1,2/4,4 mm 2,6/9,5 mm 0.03...0.075

Optical fibre Si02 core [17] 0.035
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TABLE 3

Input data;

Source: (T) © @ ©

S S H (jw) S
*1 XLine X Y40

Derivations: S S S
xl XLine 40

S = S + S
X2 Xl XLine

9
Output: S = S |H I + S |1 - H I

X4 X2 X 40

2 2
Transformations: S = 4ir f S

y. x.J'4 4

UH 42 f r u >, sin uf r u >, sn u ,
a = — I S — 1 - T:- du

' ' ^ ; 2*4 "u o Y4 u'

with u = TTfT

General Rela-
tions used: S = 4fT f S

Yi xi
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TABLE 3 (CONTINUED)

PLL-Data: DC Loop Gain K [si
x u J

Single pole RC Filter

Time Constant T [s]

Damping ratio:
2/K T

x 1

1 /Kx
natural frequency f = —- V —

n 2TT ' T

Loop transfer
function: IH |

12 2 2 i 12
1 - H " = J2 (2?+fi) H

x x

with fi = -
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TABLE 4

S = 2.885x10 26 f 1 + 8.0x10 21
yl

S = 2.49 • 10~16 • max. Jitter JJ '
XT . Q = 80
Line

PLL parameters

1) K = 10~3s~1 £ = — f = 2.3xlO~4 Hz
/2

2) K = 0.1 s'1 £ = — f = 2.3xlO~2 Hz
»

(Crystal Oscillator Parameters see Table 1)

Measurement system cutoff frequency

for time-domain instability a (T)
y

f = 1000 Hz for all cases.
H
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Fig. 2 PCM Timing Jitter Spectral Density
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4 Cesium and Rubidium clock instability
log «y(T)
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Fig.5 Crystal clock instability
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QUESTIONS AND ANSWERS

MR. GEORGE PRICE:

I have drawn the conclusion that one ought to spend a lot of money
to get a very, very good high stability crystal oscillator for a
digital communications system, because the requirements of CCIR or
CCITT are such that we need that. Is that a wrong conclusion?

DR. KARTASCHOFF:

It is a right conclusion. You can use crystal, or rubidium, or
cesium, you can also use very clean links and a lot of crystals.

There are many, many possible solutions. Of course, we would
welcome having a little bit better crystals.

MR. PRICE:

I could get by with a very cheap oscillator or I could get by with
a real expensive one, and whether I spent the money to get a very
expensive one would probably depend upon what? -- accuracy require-
ments, or slip requirements for the communications? I just don't
know why I would spend the money to get a more expensive oscillator,
is what I am saying. Is there a communication efficiency advantage
in going to a very, very highly stabilized BVA type resonator that
you recommended here a bit ago?

DR. KARTASCHOFF:

Well, I do not recommend it, I just have seen that it is a possi-
bility that probably will come on the market, and of course it
makes things easier, but the communications system will also work
with the present oscillators.
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AN ANALYTIC TECHNIQUE FOR STATISTICALLY
MODELING RANDOM ATOMIC CLOCK ERRORS IN ESTIMATION

Patrick J. Fell
Naval Surface Weapons Center, Dahlgren, Virginia

ABSTRACT

Minimum variance estimation requires that the statistics
of random observation errors be modeled properly. If
measurements are derived through the use of atomic
frequency standards, then one source of error affecting
the observable is random fluctuation in frequency. This
is the case, for example, with range and integrated
Doppler measurements from satellites of the Global
Positioning System used for precise geodetic point
positioning and baseline determination for geodynamic
applications. In this paper an analytic method is
presented which approximates the statistics of this
random process. The procedure starts with a model of
the Allan variance for a particular oscillator and
develops the statistics of range and integrated Doppler
measurements. A series of five first order Markov
processes is used to approximate the power spectral
density obtained from the Allan variance. Range and
Doppler error statistics are obtained from the integra-
tion of the corresponding autocorrelation function.
Statistics for residuals to polynomial clock models are
then obtained by linear transformation. Examples are
given for rubidium and cesium clocks.

ATOMIC CLOCK ERRORS AND FREQUENCY STABILITY

A clock is any device which counts the cycles of a periodic phenomenon
and among the most stable clocks in use are the atomic clocks which
form the basis for atomic time scales such as International Atomic
Time (TAI). Atomic time is used primarily as a measure of time inter-
val and is based on the electromagnetic oscillations produced by quan-
tum transitions within the atom. The precise definition of stability
is found in Blair (1974). Basically it is a measure, usually given
statistically, of the random fluctuations in frequency which can occur
in a clock's oscillator over specified periods of time. For a given
time interval a particular oscillator is considered best if the ex-
pected level of frequency fluctuation is a minimum in terms of the
Allan variance defined below.

Equation (1) is the model used to describe the types of error present
in atomic time scales
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T±(t) = \ D±(t - to)
2 + R.(t - to) + T.(to) + x(t) (1)

The deterministic errors consist of bias, drift, and ageing terms
modeled as a quadratic polynomial in time. The ageing term is less
observable^ for clocks whose long-term stability is good such as cesium.
The term x(t) in equation (1) represents the random time error due to
the integration of random fluctuations in frequency:

i t t

x(t) = ̂  / f(T)dt = / y(T)dt . (2)
*I t t

o o

The magnitude of this term depends on the stability of the clock and on
the interval of time which has passed since the scale was reset or
calibrated.

Hellwig (1977) points out that "the characterization of the stability
of a frequency standard is usually the most important information to
the user especially to those interested in scientific measurements and
in the evaluation and intercomparison of the most advanced devices
(clocks)." Since the frequency stability of a standard depends on a
variety of physical and electronic influences both internal and exter-
nal to the standard, measurement and characterization of frequency
stability are always given subject to constraints on environmental and
operating conditions. In addition frequency stability depends on the
exact measurement procedure used to determine stability.

Frequency stability characterization is done in both the frequency and
time domain. In the time domain a frequently used measure of stability
is the Allan variance or its square root. In the frequency domain it
is the power spectral density.

The Allan variance as a time domain measure of frequency stability is
found especially useful in practice since it is obtainable directly
from experimental measurements and contains all information on the
second moments of the statistical distribution of fractional frequency
error. The Allan variance is defined as follows: let yft, y. , y?, . .
•> Yi.* ¥*• » Yo » • • • be observed fractional frequency errors separ-

ated by a repetition interval of T seconds. For each integer N greater
than or equal to 2, calculate y from

(nrH)N - 1
y = i I y m = 0, 1, 2, . . . M. (3)
m k = mN k
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This is an average over N consecutive values of y . The Allan vari-
2 -ance, a (N) , is then obtained from the averages y byy m

2H m = 0

An examination of this equation reveals that the Allan variance for a
particular sampling interval NT is the average two-sample variance of
the ym(N).

For frequency standards the square root of the Allan variance is usual-
ly given in graphical form on a log-log scale. For individual classes
of frequency standards models for the Allan variance are used which
portray general frequency stability characteristics. Hellwig (1975)
gives examples of such models for many oscillator types. Figure 1
shows the typical form. In this form, a (T) is the square root of the
Allan variance for the sample interval T. The quantity af is called
the flicker floor and T.. , T_, T~ are the break points of the plot. The
constants associated with this figure are usually specified for each
type of frequency standard. A comparison of such information can
facilitate the selection of a frequency standard for a specific appli-
cation.

The stability characteristics shown in the three regions of Figure 1
are typically present in many Allan variance plots of specified oscil-
lator performance. The first part, region I, reflects the fundamental
noise properties of the standard. This behavior continues with in-
creased sampling time until a floor is reached corresponding to region
II . After T- the performance deteriorates with increased sampling
time. Hellwig (1977) outlines the error sources corresponding to each
portion of the graph. The magnitude and slope of each segment will
depend on the particular category of standard.

An alternative procedure for specifying the stability of a frequency
standard, in the frequency domain, is the use of the power spectral
density (PSD) of instantaneous fractional frequency fluctuations y(t) .
Allan et al. (1974) have given a useful model to represent the PSD for
various categories of frequency standards. This model is in the form
of a power law spectral density having the form

** (r»)°. <«» = < (5)
( 0 to > u^

where a takes on the integer powers between -2 and 2 inclusive depend-
ing on how the interval (0,uv ) is to be divided into subintervals, one
for each a to be used. The quantity h is a scaling constant, and the
PSD is assumed to be negligible beyond the frequency range (0,uj.).
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Fig. 1-General frequency stability characteristics

LOG (T)

Barnes et al (1971) and Meditch (1975) give the transformations between
the time domain measures of frequency stability in the form of the
Allan variance and the power law spectral densities. Table 1 taken
from Meditch gives these conversions for three types of fractional fre-
quency error sources.

Table 1-Allan variance and power spectral
density for common error sources

ERROR SOURCE

y<t)

WHITE NOISE

FLICKER NOISE

INTEGRAL OF
WHITE NOISE
(RANDOM WALK)

ALLAN VARIANCE

a2
y(t)

NO
I

2W, In 2
n

N2I

3

TWO SIDED SPECTRAL DENSITY

Syy <LU;

NO

"1
|(JU|

N2

U,2
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RANGE AND DOPPLER OBSERVATION ERRORS DUE TO RANDOM ATOMIC CLOCK ERROR

As previously discussed, an atomic clock's time scale can be expected
to differ from ideal time due to both deterministic and random errors.
The random component is due to integration of fractional frequency
errors. A range observation determined from radio signals broadcast by
a satellite is subject to the random errors of the frequency standards
in both the satellite and the tracking receivers. The effective range
error at time t due to the timing error in one of the time scale is

6Rt(t) = cTt(t) (6)

with the random component being the random walk

n-(t) = c / y(T)dT (7)
t
s

where c is the velocity of light. The random component is due to the
accumulated effect of fractional frequency error since the clock's
start or reset at t .

s

The random error f].(t) is correlated in time. Consider two measure-
ments of range R(t.) and R(t.) based on the use of the oscillator in
the satellite, and assume momentarily that the receiver's oscillator is
free from random error. The covariance between these measured ranges
due to correlated fractional frequency error in the satellite oscil-
lator is

E[R(t.)R(t,)] = E[n(t.)n(t,)]
J J K

= c2E[J J y(T)dt / k y(Odl']
t ts s

2 ti H
= c / J / E[y(T)y(T')]dTdt'

= c2 ; j ; k $ (t - OdtdT' (8)
t t ^
s s

where $ (t - T') is the autocorrelation function for fractional fre-

quency error y(t) defined by
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*yy(T - I') = E[y(T)y(T')]

00 00

= / / yy'f(y,y',t,Ody dy'. (9)
-oo -oo

The function f(y,y',T,t') is the joint probability density function for
fractional frequency error. Here it is assumed that y(t) is a mean
zero stationary random process. The function $ (t - T') could be

obtained by the inverse Fourier transform of the given power spectral
density S (tu) :

V0 = 2^ { SyyCuOe^du, (10)

where

t = T - T'.

An alternate procedure for obtaining the autocorrelation function
(|i (t) from the Allan variance is given below.

The variance of a range observation is obtained from equation (8) by
setting t. equal to t. :

J K

CTR = °2 5 J * J *w(T " T')dTdt'' (11)

j fcs **

The presence of random frequency error in the receiver oscillator
introduces additional, but similar, terms into equations (8) and (11)
which must be considered when assessing the range uncertainty due to
all random clock errors effecting the measurement.

For integrated Doppler or range difference observations the random
measurement error associated with system clocks is the integral of
fractional frequency error over the Doppler integration interval. The
random error in range difference due to one oscillator is

r]±j = n(t..) - n(tk)

t,
= c / J y(T)dt. (12)

t.
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Notice in equation (12) that the random error r\. . is a function of t.,

t., and y(t). The error does not depend on t . Range difference
J s

measurements have the following correlation for each oscillator

E[AR. - ,] = E[ni:jr

t

t.
i

J
t.

4> (T - T')dTdT (13)

with the variance

AR. .
- OdTdt (U)

t.i t.i

Observe that the random range difference errors, whose statistics are
given by equations (13) and (14), are stationary; however, random range
errors, whose statistics are given by equations (8) and (11), are not.
A stationary random process is one whose statistics are invariant in
time.

For the oscillator performance specifications shown in Figure 2 exam-
ples of the contribution to the range error are given for both oscilla-
tors in Figures 3 and 4 over a five-day span. The clocks are assumed
to be perfect initially. Also included is the standard error for the
random walk r\(t) obtained using equation (11). The procedure used in
simulating the random range error is discussed in Meditch (1975).
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Fig. 2-Allan variance for satellite and receiver oscillators
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RANGE AND DOPPLER OBSERVATION ERROR STATISTICS

Fractional Frequency Autocorrelation from the Allan Variance

The equations giving the second order statistics of random range and
integrated Doppler observation errors due to random fractional fre-
quency errors were presented in the last section. Those equations
require that the fractional frequency autocorrelation function be
known. In this section discussion of a procedure for obtaining an
analytic approximation to this function from the Allan variance is
given. This method yields a simple analytic autocorrelation function
and avoids numerical difficulties that may arise when the inverse
Fourier transform of the power spectral density is evaluated.

The Allan variance models shown in Figure 2 for the satellite rubidium
and receiver cesium oscillators are a function of the sampling time t
having the form

< T < T.

< t < i
(15)

*3 < <w

^ T T3

Using the transformations in Table 1 the power spectral density for
fractional frequency may be developed from equation (15):

<3 0 < u, < u,0

S (u>) = <yy N

N2
~2 W0 < W < Wl
U)

— MI < u. < u)2

(16)

N0 U)- < U) < U), .

The square roots of the power spectral densities corresponding to the
Allan variance specifications of Figure 2 are given in Figure 5. The
constants associated with the two functions and the formulas for
computing the constants associated with the power spectral density
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function based on the Allan variance are given in Table 2.
mulas are developed from the transformations of Table 1.

These for-

The autocorrelation function 4> (t) can be obtained from the power

spectral density using equation (10)

However, as a result of transforming the band limited white noise
portion of the spectrum, this form for the autocorrelation function has
an oscillatory behavior for small t. This is an artificiality of the
model.

10

to*

to"

SATELLITE
CLOCK (RU8IDIUU)

RECEIVER
CLOCK (cesium

(I)

<o~* io~* io~4

FREQUENCY u ( SEC~f)
1O
-I •o"

Fig. 5-Square root of PSD

An alternate approach for obtaining an autocorrelation function is to
approximate the power spectral density model with a smooth function
whose autocorrelation is expressible in simple analytic form. The
first step in this development is to approximate the flicker noise
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Table 2-Oscillator parameters

QUANTITY

Ti

'2

T3

^0

0,,

-2

UNITS

sec

sec

sec

sec'1

sec'1

sec-1

FORMULA

V/3/T3

6ln2/(nij)

n/(2T,»n2)

"I

NO

N,

N2

sec

sec

sec

sec'

Tl°l

no,2/2ln2

3o,2/T2

°fV'2

SATELLITE CLOCKS
(RUBIDIUM)

1.00x103

I.OOxlO5

1.00x10*

1.73x10 6

1.32x10 5

2.27x10 3

6.00x10J13

3.60x10 a

8.16x10 K

1.08x10 29

3.60x10'18

2.36x10°

2.03x10 s

RECEIVER CLOCK
(CESIUM)

I.OOxlO5

1.00x10*

I.OOxlO7

1.73x10"7

1.32x10~6

2.27x10-*

3.00x10""

9.00x1 0"23

2.04X10-27

2.70X10"33

9.00x1 0'20

1.61x10°

1 67x10 *

segment of the spectrum by a series of cascading functions whose values
alternate between being constant and being inversely proportional to
the square of the frequency. This type of procedure is described by
Meditch (1975) in constructing a linear system which simulates flicker
noise using a white noise input. Figure 6 shows the transfer function
for flicker noise. A three stage cascading transfer function is super-
imposed consisting of the functions F., FR, and Fp which are defined in
Table 3. These functions are defined to have the required properties
and give a continuous although not smooth approximation to the flicker
noise power spectral density.

The constants of this approximation are now derived over frequency
intervals as given in Meditch (1975). The general form of the function
FAis

(17)
U)

between the frequencies u> and ou) . At
Table 2, the function F. takes on the value

frequency u> , defined in
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Fig. 6-Three stage transfer function approximation
of flicker noise spectrum

Table 3-Definition of three stage transfer function approximation

FUNCTION INTERVAL DEFINITION IPSDI

N,/U,

Olg 4 OJ ^ O OJa

a aj

WHERE

n = 3
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N N

U)
a

since the flicker noise power spectral density has the same function
value at frequency uu . Solving equation (18) gives

N u)2

A similar analysis gives the constant N^. The function F,. has the form
15 D

NR
FB(u>) = -|. (20)

U)

2
At frequency a u) , F_ has the function value

3 15

N N

a u) a uia a
2

since at a u> the function F,. has the same value as function F. at3. B A
frequency atu (see Figure 6). Solving equation (21) and using equa-
tion (19)

NB = °2NA = aVr (22)

For the function Fp,L>

Nc
Fc(w) = -| (23)

uu
4

its function value at frequency a u) equals the value of Fn at fre-
3quency a 10 giving
3

4 NC NB
F-(cTu) ) = ~^~ = -^ . (24)
C a 82 62or ui a uu

a a

Using equation (22) gives the solution

NC = a
2NB = cAiljHj. (25)
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Numerical values for a and ui are given in Table 2. The power spectral
density consisting of the tnree cascading functions and the remainder
of the original function will be denoted as the second power spectral
density model for each oscillator.

The next step in the development of a simple analytic autocorrela-
tion function is to approximate various segments of this second model
with a first order Markov process power spectral density function, a
function of the form

S(u>) = 3 P
2 (26)

w + p

where 0 is the inverse of the correlation time (see Gelb (1974)). The
autocorrelation function for a first order Markov process is

4>(t) = aVP * . (27)

Notice in equation (26) that the power spectral density decreases as
the inverse of the square of the frequency. This is the type of func-
tional behavior seen in the interior of the cascading functions
F. through Fr. It is also the behavior of the original power spectral
density in the interval (u>_, u>.). In addition the power spectral
density of the Markov process remains virtually flat until the fre-
quency reaches a point at which the function decreases rapidly. These
properties make this function an excellent choice for approximating the
second power spectral density model piecewise.

The second model is then divided into five segments defined in Table 4.

The high frequency cut off UL , shown as 10 in Figure 5, will be in-
creased so that the band limited white noise component of the power
spectral density may be approximated better by the first order Markov
power spectral density.

Table 4-Division of second PSD model for Markov process approximation

INTERVAL

ro. a,.]

"3
U
|5
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The approximation consists then of fitting a function in the form of
equation (26) to each subdivision of the second model S' (ui) given in

Table 4. There are two parameters a and p to be determined for each
segment giving a total of ten parameters.

The procedure which was adopted was an asymptotic approximation whereby
two constraints were imposed on the Markov power spectral density
function giving a and P directly. This procedure was implemented
because of simplicity and because the results compared favorably with a
least squares approach. The asymptotic approach develops an approxima-
tion on the interval I.,

J

Ij ~ IV w£l

using the following constraints:

(i) at zero frequency the approximating Markov power spectral
density equals the second model at frequency u», :

S.(o) = S' (UL) (28)
j yy K

(ii) in the limit as iu increases the value of the function S . (tu)
converges to the following function

lim S.(u>) = _ (29)
ID •* Ô  U)

and at u>_ this limiting value is set equal to the value of S ' (iu) :

). "0

Equations (28) and (30) are a system of two equations in two unknowns.
Their solution yields the parameters o. and 8. for the approximating

Markov power spectral density function S . (w) . The nature of the second

constraint, equation (30), is to force the function S.(u>) to asymptoti-
J

cally approach S' (iu) at U).. The first constraint is necessary to ap-
yy

proximate the white noise or flat component of S' (u») at the beginning
of each subinterval.

Finally a comment concerning the approximation in the last subdivision
I_ is necessary. In order to obtain a good approximation to S' (u>) in

that interval it is necessary to choose ut large enough to allow the
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flat portion of the Markov process spectral density to fit the white
noise component which dominates this interval (see Figure 5). Choosing
UL three or four orders of magnitude larger than 0.1 and S' (UL ) two or

three orders of magnitude smaller than N , enables a good approximation
to be made but adds power at these higher frequencies. The result is
an autocorrelation function which tends to a delta function as UL
goes to infinity and whose variance increases as UL is chosen larger
(see Figure 7). However, this will have negligible effect on range
and range difference statistics.

The smooth fractional frequency autocorrelation function 4" (t) is

given by the inverse Fourier transform of the five Markov process power
spectral densities S. (ID) . The result of each transformation is an ana-
lytic function whose form is given by equation (27). The final result
is the sum of these functions

<fr (t) = I aVPjM. (31)
j = 1

For range and integrated Doppler observations the statistical contribu-
tion due to random oscillator error is obtained using equation (31) in
equation (8) through (14).

Figures 8 and 9 show the original transfer functions and the asymptotic
approximations. The parameters obtained using this approximation
procedure are given in Table 5.

Observation Error Statistics Based on Markov Process Approximations

The first order Markov autocorrelation function, equation (31), and
equations (8) through (14) give the second order statistics for random
range and integrated Doppler observation errors due to each oscillator
used in the measurement process. These integrals may be evaluated
giving analytical expressions for the variance and covariance of range
and Doppler observations.

Let R(t.) and R(t ) be range observations subject to one random clock
error only. The covariance between the observations is given by equa-
tion (8). Using the first order Markov approximations, the integration
of equation (8) gives the covariance as
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Fig. 7-Asymptotic fractional frequency autocorrelation
functions based on Markov process approximations
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Fig. 8-Satellite oscillator transfer function and sum
of asymptotic approximations
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FREQUENCY A (1 SEC)

Fig. 9-Receiver cesium transfer function and sum
of asymptotic approximations

Table 5-Fractional frequency autocorrelation function
parameters for Markov process approximations

ASSYMPTOTIC LEAST SQUARES
OSCILLATOR TYPE

RUBIDIUM (SPEC)

CESIUM (SPEC)

•o>h = 1.0x10* S'vy(a)h) =

ERVAL
•̂ •̂̂ ^

1,

I2

«3

1,

If

h

'2

'3

u
I6

(ALPHA)2

3.1177X10"24

6.2625x1 0"26

6.2625X10"25

6.2625X10"28

1.8000x10""

7.7942X10"27

1.2922X10"27

1.2922X10-"

1̂ 922x10"27

4.5000X10"20

BETA

1.732x10"*

2.032X10"5

1.128x10"4

6^62x10""

roooxio3"

1.732x10"7

1.677x10"*

4.321X10"6

1.113x10"6

1.000X103"

(ALPHA)2 BETA

3.3719X10"24 1.681x10"*

7.6238X10"25 2.2B6X10"5

7.6245X10"25 1J52x10~4

7.6245X10"26 6.947x10"*

1.9343x10"" 9.631X102*
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B[R(ti)R(tk)i = E[n(ti)n(tk)i
5 5z / 2(tM -j = i PJ

o , / -P.(t. - t )
= c2 I J- | 2(t.. - t ) + ̂ f e ^ J S

Pj

for t, greater than t., where t is the start or reset time of the
clock. The variance oxf the random range error is obtained by setting
t, equal to t. in equation (32)
K 1

E[R(ti)R(ti)] =

(33)

The range error n(O resulting from the integration of fractional
frequency error y(t) is a statistically nonstationary process. An
examination of equations (32) and (33) reveals terms which are func-
tions of t. , or t,, minus t . Thus, for instance, the variance in-
creases with time. This is illustrated in Figure 10 for the rubidium
clock. The standard error of a range measurement based on the use of
this clock is given for 20 range observations spaced at 15-minute
intervals starting five minutes, one hour, and five hours after the
start of the clock. The increase in variance is almost linear. An
examination of the autocorrelation function shows that this function,
dominately flat, is similar to a random bias having a constant auto-
correlation and whose integral is a random ramp which increases exactly
linearly. Hence a linear growth in variance is expected as seen in
Figure 10. The correlation coefficients p, . between the first and the
i'th range observation in each of these sequences are given in Fig-
ure 11. As the starting time of the sequence increases from t , so
does the correlation among the random errors. This again is expected,
since the variance increases with time and the errors are correlated.

Figure 12 gives the autocorrelation function for the cesium clock based
on the Markov process approximation and Figures 13 and 14 give the
standard error and correlations of range errors based on this clock. A
comparison of Figures 10 and 13 reveals the greater stability of the
cesium clock. After ten hours of operation the standard error of the
cesium clock output is approximately 3.5 nanoseconds compared to 63
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Fig. 10-Standard error of range observations
based on satellite rubidium oscillator
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Fig. 11-Correlation coefficients between range 1
and range ± (rubidium clock)
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Fig. 12-Asymptotic fractional frequency autocorrelation
function for cesium standard
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Fig. 13-Standard error of range observations
based on cesium oscillator
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Fig. 14-Correlation coefficients between
range 1 and range i (cesium clock)

nanoseconds for the rubidium standard. In addition, the correlations
among the cesium clock errors decrease more rapidly than the rubidium
clock errors. Considering both random clock error sources the total
variance and correlation of range observations R, (t.) and R, (t.) meas-
ured by receiver k are given by the equations

E[Rk(t.)Rk(t.)] =

E[Rk(t.)Rk(t.)] = E[nk(t.)nk(t.)]

(34)

(35)

where the variances and correlations of the random error r| are given by
equations (32) and (33). The subscript "s" refers to the satellite
rubidium clock.

For simultaneous observations of range by two receivers the covariance
of the observations R, (t.) and R.(t.) is given by

K i x. j

E[R (t )R (t )] = E[n (t )n (t )]. (36)
fc 1 * J -L J

In the above equations the random errors (] have zero mean which is a
consequence of fractional frequency error being zero mean.

Let AR(t ) be an integrated Doppler or range difference measurement
over the interval (t. , t ) and AR(t-) a similar measurement from the
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same receiver over the interval (t, , t-). The covariance of the obser-
vations is

E[AR(tn), AR(t£)i = E[n(tn) - nC^), n(t£) - n(tk)]

= E[n(tn)n(t£)i - E[n(tn)n(tk)] -

E[n(t.)n(tk)]

' -\
J - i P

2
,-V'i - v. /ys -

(37)

The variance of a range difference observation is given by

~ 5 2d2

E[AR(tn)AR(tn)] = c I -^

Equations (37) and (38) are independent of the clock epoch t . The
s

statistics of the range difference error depend only on the Doppler
integration interval or the time difference between observations. Thus
the random range difference error is stationary. Expressions analogous
to equations (34) through (36) express the complete statistics of range
difference observation errors for individual or simultaneous observa-
tions due to clock error.

STATISTICS OF RESIDUALS TO POLYNOMIAL CLOCK MODELS

The statistical characteristics of fractional frequency error and its
integrated effect on range and Doppler observations have been discussed
in detail. For range observations assume that the total random error
is due to three sources, two of which are correlated noise processes.
Then the total random range error is expressed as

n(t) = ns(t) + nk(t) + £(O (39)
where r| and r\, are the correlated random range errors due to satel-
lite and receiver random clock errors respectively. The quantity 4
represents receiver white noise. The total integrated Doppler random
error over the integration interval [t.,t.] is

J *

) = n.(t£) - n.ctj) + nk(t£) - nk(t.,) + C£ (40)
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where t,, is the white noise associated with the Doppler measurement
procedure.

Depending on the stability of the clock, the random range or Dop-
pler error components, r\ (t) and r)k(t)>

 may appear quite systematic
over fixed time intervals and may be represented by polynomial models
of varying degree. For short time intervals the models for clock error
were taken to be a bias and drift for range observations and a frequen-
cy bias for Doppler observations. However, these models and even
higher order polynomial models are not sufficient to entirely represent
this correlated error. Thus knowledge of the statistical properties of
the deviations of the error from such a model becomes important, as
these residuals represent an unmodeled part of the observation equation
after the inclusion of the polynomial model.

Proceeding, equation (39) is expressed as follows

n(t) = Pms(t) + Pnk(t) + rs(t) + rk(t) + ̂ (t) (41)

where P (t) is an m'th degree polynomial chosen to model the correlat-
iDS

ed random error r\ (t) and P ,(t) is an n'th degree polynomial model-
s n K

ing the random process q,(t). The statistics of the range residuals
r(t) may be developed from the covariance of the random clock errors.
The second order statistics of the range residuals r(t) to a polynomial
model are obtained as

E[r(t)rT(t)] = GE[R(t)RT(t)]GT (42)

where

G = [I - A(ATA)"1AT] (43)

and A is the least squares design matrix for the polynomial model
T

selected. The E[R(t)R (t)] is the covariance matrix of the random
clock error being modeled. This covariance is given by equations (32)
and (33).

For integrated Doppler observations the statistics of the residuals to
a given degree polynomial model are similarly obtained from equations
(42) and (43), using the covariance matrix for integrated Doppler
random error due to each system clock, equations (37) and (38). The
equation may be written as

E[Ar(t)ArT(t)] = HE[AR(t)ART(t)]HT (44)
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where the matrix H is similar to the matrix G of equation (43) with
changes due to the choice of the model adopted for clock-induced random
Doppler errors

T T
H = [I - A'(A'A') A']. (45)

After the selection of the polynomial model, equation (40) has the form

- p( + + Ar( + Ar( + t (46)

If the statistics of these residuals were ignored in an estimation
problem, then the resulting parameter covariance matrix would be opti-
mistic. An increase in the degrees of the polynomial clock models would
offset this optimism to some extent since the level of unmodeled error
would be decreased. However, if a rigorous estimation is to be per-
formed, then these residual statistics must be included in the weight
matrix to account for the unmodeled error r(t) or Ar(t) in a statistic-
al rather than parametric fashion. The estimation algorithm should
then produce a valid parameter covariance matrix regardless of the
order of the polynomial models used provided numerical problems are not
encountered and the parameters are independent and well observed.

Finally, the theoretical standard errors for range residuals to a
linear fit were determined using equation (42) for the rubidium and
cesium clocks. The results are given in Figures 15 and 16. These
figures graphically demonstrate that the statistics of the residuals to
the clock modeling polynomial are not stationary. The variance of a
residual depends on the order of the polynomial, the interval length
and the location within the sample. However, the statistics of the
residuals will be constant from interval to interval of the same length
provided the sampling is performed equivalently and the same order
polynomial is used.
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Fig. 15-Standard error of satellite rubidium
clock residuals based on a linear fit
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Fig. 16-Standard error of cesium clock
residuals based on a linear fit
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QUESTIONS AND ANSWERS

DR. KARTASCHOFF:

I have just one question that you have been remodeling the flicker
noise level with these five processes, and I was asking myself now
when I hear it what do you think about if one just could use direct-
ly the time interval error estimation, as I had shown just before,
also for estimating the range error?

Furthermore, one could try to estimate the uncertainty of that
estimation by using the uncertainty of the Allan variance using the
theory of Audoin-Lesage that limited the sample that we always, for
a given time, T, on the flicker level, and we always have an un-
certainty that is given as the number of samples. For the last
point you measured, you have only two samples; so you have 2000 per-
cent error as the uncertainty.

I think it would be an interesting exercise to repeat the cal-
culation using these estimations and using your process. Very
probably both will give very similar results and both can be used.
That would be interesting, I think.

MR. FELL:

I think you are right. This is just one way that you could do this
approximate method, those Allan variances. They are specified for
a clock and are only an approximation of actual performance, but for
a long time people have ignored this type of residual error which is
left in the estimation problem. And I think that because we are now
trying to get down to such small errors, namely baseline errors of
less than 10 centimeters, that we are going to have to take a second
look at our modeling and make sure that it is sufficient for the
problems that we are addressing.

Otherwise the parameter of statistics which we get out of the
estimation algorithm are going to be too optimistic.

DR. VICTOR REINHARDT, NASA/Goddard

You also, if you do your conversions to your range statistics, or
range rate statistics, up front you will find that your range rate
estimator is one of the weighted Allan variances, and you can just
use the tables that are published from converting to the zero dead
time Allan variance to the Allan variance with dead times to get
your range statistics. That all combined with some factor like C
or-£.
/T
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And you can do this not even with a hand calculator on the
back of an envelope, do the same thing just by looking up the NBS
publications on the various weighings for the various models since
all of the frequency standards that we use breakup into well de-
fined regimes we have, you know, a well defined parallel.
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Vacuum Pumping System for Spaceborne Passive Hydrogen Masers

S.A. Wolf, D.U. Gubser and L.D. Jones
Naval Research Laboratory

Washington, DC 20375

ABSTRACT

The u l t i m a t e uti l i ty o f hyd rogen m a s e r s as
highly accura te c l o c k s aboard nav iga t i on sa te l l i tes
depends on the feas ib i l i t y of m a k i n g the maser
l i g h t w e i g h t , c o m p a c t , and c a p a b l e o f a 5 -7 yea r
unat tended operat ion. We have des igned and fabri-
c a t e d a v a c u u m p u m p i n g s y s t e m fo r the S A O - N R L
A d v a n c e d D e v e l o p m e n t Model ( A D M ) m a s e r tha t w e
b e l i e v e meets these cr i ter ia.

T h e p u m p i n g s y s t e m w a s f a b r i c a t e d a l m o s t
comp le te l y from 6 A L - 4 V T i tan ium al loy and incor-
p o r a t e s t w o ( t h r e e y e a r s m i n i m u m ) o r four ( s i x
y e a r s m i n i m u m ) s i n t e r e d z i r c o n i u m c a r b o n ge t te r
p u m p s w i t h in tegra l a c t i v a t i o n h e a t e r s . T h e s e
p u m p s w e r e d e s i g n e d i n c o l l a b o r a t i o n w i t h S A E S
get ters and fab r i ca ted by them for these systems.
In addi t ion to these pumps, sma l l getter ion pumps
(^ lj!/sec) are a l so appended to the system to pump
the inert g a s e s .

In th is paper we wi l l i l lus t ra te the manner in
wh ich the getter pumps were mounted to insure that
they wi l l s tand both the ac t i va t i on (900°C for 10
minu tes) and the shock of launch.

D a t a o n t h e t o t a l h y d r o g e n c a p a c i t y a n d
pumping speed of this system wi l l a l s o be presented.

I N T R O D U C T I O N

T o fu l l y u t i l i ze hyd rogen m a s e r s a s c l o c k s a b o a r d
n a v i g a t i o n sa te l l i t es , they must be l igh tweight , compact and
c a p a b l e o f 5 -7 y e a r s o f u n a t t e n d e d o p e r a t i o n . We h a v e
d e s i g n e d and f a b r i c a t e d a v a c u u m s y s t e m fo r t he S A O - N R L
A d v a n c e d Deve lopment Model ( A D M ) maser that we be l ieve meets
these requirements.

The d e s i g n was b a s e d on th ree m a i n c r i t e r i a ; t o
u t i l i ze l ight we igh t ye t s t r o n g m a t e r i a l s , m i n i m i z e the
number and s ize of f langes and most important ly, to f ind the
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optimum combination of getter and ion pumps to match the
system requirements for pumping speed and total hydrogen
capacity. The r e m a i n d e r of this paper w i l l discuss the
d e t a i l s of the system s p e c i f i c a t i o n s and the d e s i g n we
believe satisfies them.

SYSTEM SPECIFICATIONS

The vacuum system must be light weight, compact, and
strong. To minimize the weight without sacrificing struc-
tural strength a material had to be found which was lighter
than stainless steel but comparable in strength, yet which
could be fabricated by m a c h i n i n g , forming and welding in our
laboratory. The material and the weld joints also had to be
compatable with a stress anneal so that any hydrogen embrit-
tlement would be minimized.

The design also had to minimize the number and size of
flanges which add considerable weight and complexity to the
system, yet be f l e x i b l e enough for pump, and dissociator
replacement. The system needed to be as compact as possible
minimizing the overall dimensions. The pumps needed to be
capable of 5-7 year unattended operation with a m i n i m u m of
electrical power.

The load on the pumps depends on the hydrogen flow rate
required to m a i n t a i n the desired- s i g n a l strength. Far the
expected flow rate of 2.3x10" torr liters/sec, t h i s
translates to a total hydrogen capacity of 3600 torr-liters
for a 5 year lifetime. The hydrogen pumping speed needs to
be 5 /-/sec or better to ma i n t a i n the system pressure below
5x10" torr. In a d d i t i o n all r e s i d u a l gases must be
pumped by the pumping system and kept at a background level
considerably below the hydrogen partial pressure. The pumps
must be mounted to withstand both the shock of a launch and
the activation of the getter material. F i n a l l y , the design
had to mate with the cavity chamber manufactured by SAO and
maintain a rather precise alignment.

SYSTEM DESIGN

We believe we have designed and built a pumping system
that meets all the specifications elucidated above.

The material chosen was a titanium alloy 6AL4V which
has proven itself in aerospace applications. It is about
(60%) the weight of stainless steel yet is at least as
strong. It can be formed into c y l i n d e r s , m a c h i n e d into
flanges, and welded in an inert atmosphere. Procedures
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for stress annealing are well documented and minimize the
d i f f u s i o n of hydrogen into the b u l k of the alloy thus
m i n i m i z i n g the possibility of hydrogen embrittlement and
consequent failure of the pumping system. A sketch of one
of two vacuum system designs is shown in Fig. 1.

This design incorporates two getter pump chambers with
g o l d 0-ring flanges, a port for connection to s m a l l ion
pumps, a Viton-0-ring flange for connection to the dissoci-
ator and state selection magnet system, a port for welding
to the cavity chamber and a pumpout port. A picture of this
system is shown in Fig. 2. A second design, s i m i l a r to Fig.
1 has four getter pump chambers located symmetrically around
the m a i n chamber. The rationale for the second design w i l l
be explained below.

The getter p u m p s w h i c h h a n d l e the hydrogen and all
other active gases were b u i l t by SAES getters. The design
of the getter pumps themselves was a collaborative effort
and were a compromise based on what SAES Getters thought
they could achieve and what we desired. A pump of the size
we needed had not been b u i l t p r e v i o u s l y from t h e i r Zr-C
interred alloy, ST171 which pumps hydrogen and other
active gases at 25°C. In addition we required an internal
heater for the specified activation of the material which is
900°C for a mi n i m u m of 10 minutes. Since pumps as large as
these had not been p r e v i o u s l y b u i l t , we had to rely on
estimates of their pumping speed and hydrogen capacity based
on t h e i r experience w i t h s m a l l e r pumps. The expected
pumping speed and capacity of these pumping elements are
listed along with their other specifications in Table I.
Note that the capacity per pump was estimated to be ^ 2000
torr liters for an end of life pumping speed of approximately
lOjf/sec. Our two pump design was based on these estimates
with a safety margin of having the total pumping speed (for
2 pumps) of 20^/sec at 4000 torr liters consumed. Unfortun-
ately, the first tests of these pumps which performed by
SAES after a 10 minute activation at 900°C were discouraging.
Their i n i t i a l pumping speed was about 120 ̂ f/sec and their
capacity at a final pumping speed of about 1.5 Jl/sec was
less t h a n 1000 torr liters. Thus to p r o v i d e a 5 year
lifetime, four pumps instead of two seemed necessary. A
four pump design was conceived based on the i n i t i a l test and
is almost completely, fabricated. Very recently, however
Hughes Research Labs have taken s i m i l a r pumps [100 gms vs
150 w i t h no i n t e r n a l heater] and have activated them at
925°-950° for two hours using inductive heating techniques.
To date, their pump has pumped over 1000 torr liters and is
expected to have an end of life (pumping speed _< 10^/sec)
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capacity of 1200 torr liters. This translates to a capacity
of /v 1800 torr liters for our 150 gm pumps and means that
our two pumps design may be adequate provided we activate
our pumps at ~ 925°C for two hours.

The m o u n t i n g for our pumps to p r o v i d e both shock
m o u n t i n g and thermal i s o l a t i o n is shown in Fig. 3. The
pumps are supported around a molybdenum rod by two molybdenum
washers. The washers are held in place by two stainless
steel B e l l e v i l l e Springs and the whole assembly is rigidly
clamped by a large stainless steel nut which also acts as
a thermal baffle. The pump assembly is attached rigidly to
the flange which mates to the pump chamber via a gold 0-ring
seal. We believe the gold 0-ring design can withstand the
shock of launch and the thermal extremes of activation. The
electrical feed times for the a c t i v a t i n g current were
specially fabricated by Ceramaseal , and incorporate a
ceramic to t i t a n i u m seal. They are c a p a b l e of passing
30 amps of current, more than is required for a 925°C
activation. The pump assembly mates into a c o m b i n a t i o n
support flange and thermal baffle which is welded to the far
end of the pump chamber. When inserted the pump is rigidly
supported inside the chamber. The nut, baffle, and support
baffle together eliminate any optical path from the pump to
the magnet chamber thus shielding the large chamber from
thermal radiation. A removable water cooled shroud for the
pump chambers w i l l keep the outside of the chamber and the
pump flange cool during activation.

The pumps described above w i l l effectively pump the
hydrogen that is introduced as well as the nitrogen, residual
oxygen, CO, H^O, and COp that is in the chamber and leaks
off the walls. However, these pumps w i l l not pump the
helium, argon, and other inert gases that are present in the
chamber or leak off the walls. A small ion pump or pumps
are required to pump these gases. However, small ion pumps
become readily saturated with hydrogen so a means must
be found to prevent them from pumping much hydrogen. There
are several options. One is to have the ion pump located
backstream from the getters in such a p l a c e that it is
exposed only to those gases not pumped by the getter pumps,
or secondly one can adjust the voltage to the ion pumps so
that they are very inefficient for hydrogen pumping relative
to their speed for argon and other inert gases. It is this
second option which we have incorporated into our design.
Two s m a l l V a r i a n appendage ion pumps, are located just
outside the m a i n chamber on a stainless steel swagelock
coupled port. Their voltages will be set so that they w i l l
not pump hydrogen efficiently (<_ 2000 volts). If one does
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Table I

Properties of Zr-C ST 171 Pumps

Projected Measured by SAES Expected from
Hughes Results

Size

Weight

Activation

Initial
Pumping Speed

42x45 mm

171 gms

900°C-10 min

450 £/sec

42x45 mm

171 gms

900°C-10 min 925-950°C-2 hours

120i /sec > 1005-/sec

Hydrogen Capacity 2000 torr liters 900 torr liters 1800 torr liters

at at at at

Final Speed 10 H/sec 1.5£/sec 101 /sec

Tab le II

Material:

Overall Size

Weight:

Pumps:

Lifetime:

Properties of Two Getter Pump Vacuum System

Ti - 6AL4V

< 36 cm (14 in)

1.93 kg (4.25 Ibs)

2 SAES Getters ST171/H1/45-40/1500C

2 Varian Miniature Appendage Ion Pumps

- 5 years at (2.3x10" torr I /sec \\2)

Power Consumption: < 1 watt
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become saturated, the other pump can be activated. These
pumps w i l l consume about a watt of power.

The final port is a pump out port which w i l l be attached
to a Turbomolecular pump during activation of the getter
pumps. After activation of the getters this port w i l l be
sealed off with a copper nipple. The specifications of the
overall system are summarized in Table II.

SUMMARY

This paper has i l l u s t r a t e d the requirements for a
spaceborne p a s s i v e hydrogen maser v a c u u m system and our
particular solution. We have designed and fabricated a titanium
alloy chamber with ports for either two or four Zr-C getter
pumps and for two small ion pumps. These pumps should be
capable of providing 5-7 years of unattended pumping for a
passive maser with a hydrogen flow requirement of 2.3x10"
torr liters/sec. The system s h o u l d be c a p a b l e of with-
s t a n d i n g both the getter a c t i v a t i o n and the shock and
vibration of launch. Both activation and shock and vibra-
tion tests w i l l be performed in the near future.

ACKNOWLEDGMENTS

We greatly appreciate the support and assistance of V.
Folen, J. White, and C.A. Bartholomew in this program. We
also t h a n k D. Bratz of SAES Getters for his i n v a l u a b l e
t e c h n i c a l assistance. T h i s work is sponsored by N A V E L E X
PME106-2.

REFERENCE

1. Hughes Research Lab. - private communication.

586



U
l

01
•r-in0)
•oE<DoTJO•«->Q

J
-^0
0

5
8

7



Fig. 2-Photograph of vacuum chamber.

Fig. 3-Photograph of getter pump and mounting
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QUESTIONS AND ANSWERS

MR. JOHN DEAN, U.S. Army

I am sure that you have considered the use of cryo pumps as many
satellites already contain refrigerators, I wanted you to comment
on why you chose to go this way instead of using a cryo pump?

MR. WOLF:

Well for the main reason of reliability and power consumption.
This pumping system would work fine with only one watt of power and
the cryo pumps actually take a significant amount of power.

We also considered the possibility of a miniature turbo pump,
turbo molecular pump. Again I think that the power requirement is
what ruled it out. If this works it has no moving parts. Oust one
activation on the ground which can be checked. So I think from the
standpoint of simplicity if it works it will be much better.

DR. VESSOT:

I don't think that there is any question that it will work. We
know these things are remarkably hungry for hydrogen. The comment
I would like to make though is that in the case of those four, and
should you activate them together, especially with prolonged cycle
of two hours, the whole thing is going to get hotter than blazes.

And I strongly recommend that you put a small water coil at
the hex magnet. We found that even with absorption cartridge that
we flew in '76 that that damn thing would have died if we hadn't
used the water cooler.

MR. WOLF:

I am sorry that I forgot to mention that we have fabricated a water
cooling shroud for the whole thing, and when it is activated the
whole chamber will be water cooled, but this chamber will be re-
movable after activation so it will not be launched. But I thank
Bob for pointing out the fact that yes we do certainly intend to
water cool it during activation.
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FREQUENCY AND TIMING SYSTEM FOR THE
CONSOLIDATED DSN AND STDN TRACKING NETWORK

R. C. Coffin, D. E. Johnson, and P. F. Kuhnle

Jet Propulsion Laboratory*
California Institute of Technology

Pasadena, California

ABSTRACT

For NASA, JPL is presently in the planning phase of
consolidating the existing Deep Space Network (DSN)
and colocated Goddard Spaceflight Tracking and Data
Network (STDN) stations into a multiple antenna
array.

Each site will include a Signal Processing Center
(SPC) centered in an array of four or five antennas
each located within approximately 300 to 800 meters
of the SPC. A central Frequency and Timing System
(FTS) located in the SPC will contain reference
frequency, timing and time code generation, and
distribution equipment for both the SPC and each
antenna with its associated front end antenna control
building.

The reference frequency distribution and clock equip-
ment will be driven by a Hydrogen Maser as the prime
frequency standard with Cesium Beam Frequency Stan-
dard as the secondary.

This paper will present the proposed equipment con-
figuration and preliminary performance specifications
for the above Frequency and Timing System.

INTRODUCTION

The advent of the Tracking Data Relay Satellite System (TDRSS) will
herald major changes to NASA's ground-based tracking networks. An off-
shoot of these changes, which will be discussed in more detail below, is

This paper presents the results of one phase of research carried out at
the Jet Propulsion Laboratory, California Institute of Technology,
under Contract No. NAS 7-100, sponsored by the National Aeronautics
and Space Administration.
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the consolidation of JPL's globally-distributed Deep Space Network with
colocated elements of GSFC's Ground Spaceflight Tracking Data Network
(GSTDN). In conjunction with these modifications to the ground tracking
networks, there will be requisite changes to the Frequency and Timing
Subsystem (FTS) which provides references for the telemetry, command,
and tracking applications of these stations.

The schedule of modification to the Ground Tracking Networks is driven
primarily by spacecraft events such as launches and planetary encounters,
and by funding availability. Present planning indicates that major
implementation activities will occur in the 1983-1985 time period.
Consequently the state of the design is still functional at this time.
Early assessments of the Frequency and Timing System requirements have
been made and a high-level system functional design has evolved. Addi-
tionally, the subsystem functional requirements have been tentatively
established and are currently being revised. The purpose of this paper
is to introduce the Consolidated Space Communication Network to the fre-
quency and timing community and to show the present thinking at Goddard
and JPL about the design of the Frequency and Timing System to support
that network.

NETWORKS CONSOLIDATION PROGRAM OVERVIEW

Decisions were made by NASA in 1979 which will, by 1985, result in the
merger of the colocated tracking facilities of the Ground Spaceflight
Tracking and Data Network (GSTDN) and the Deep Space Network (DSN).
This Consolidated Space Communication Network, to be operated by JPL,
will be responsible for all ground tracking support for Deep Space
Missions including high earth-orbital missions. It will NOT support
low earth-orbital spacecraft which will be supported exclusively by
the TDRSS. The decision to consolidate resulted from a study performed
by the Networks Planning Working Group, which was established by the
NASA Office of Space Tracking and Data Systems (OSTDS) in 1979. The
working group membership consisted of representatives from OSTDS, the
Goddard Space Flight Center (GSFC) , the Jet Propulsion Laboratory (JPL) ,
the Spanish Institute Nacional de Tecnica Aerospacial (INTA) , and the
Australian Department of Science and Environment (DSE). This study
is concentrated on the capabilities, requirements and costs of the
ground segment of the NASA Tracking Networks.

There were three basic drivers for the study effort. First, the early-
to-mid eighties will be a period of lowered tracking activity for all
space missions. Second, the early eighties will see the advent of the
TDRSS which will carry the majority of the tracking load for earth-
orbital spacecraft, including the low-altitude spacecraft. Third, the
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increased activity in space during the second half of the eighties. To
prepare for this increased load, it is appropriate to modify and recon-
figure the Ground Tracking Network(s) now, for more cost-effective
operation later. Figure 1 shows the present day (1980) locations of
the antennas to be colocated. All other GSTDN sites will be closed
after the TDRSS becomes operational.

Both the 64-meter and 34-meter antennas at each DSN complex will be used
to track planetary and interplanetary spacecraft. The colocated GSTDN
9-meter antennas will be converted into a subnet to support future high
earth-orbital spacecraft. Signal Processing Center (SPC) equipment
should be interchangeable between planetary and high earth-orbital
links. Figure 2 is an overview of the Consolidated Space Communication
Network. The antennas and their associated front-end area operate in
an unattended mode for all normal tracking.

The SPC will contain the centralized monitor and control equipment,
telemetry demodulation, command processing equipment, frequency and
timing, receiver, exciter, radio science, and communication equipment.

All manual control points for the communication complex will reside in
the monitor and control equipment in the SPC. Each communication link
will be supervised through a dedicated control console with all con-
soles centrally located in the SPC. Equipment configurations are to be
such that signal combining, telemetry signal detection, and telemetry
and command processing will be normally dedicated to a specific link,
but can be switched for mutual backup. All antennas and front-end area
subsystems which are arrayed together for a communications link will be
supervised through the control console for that link. Figure 3 shows
a view of a typical complex after reconfiguration.

The frequency and timing requirements are being driven by two factors.
First, the impending consolidation of DSN with the colocated GSTDN is
placing new requirements on the existing FTS. These requirements fall
primarily into the areas of increased distributtion capacity and capa-
bility, the need for centralized monitor and control of the frequency
and timing equipment, and finally the need to provide time offsets
(under operator control) to selected users for the purpose of simulating
upcoming tracking events for training purposes. The second factor
driving the requirements to develop new frequency and timing equipment
is the need to replace aging equipment. The present complement of
equipment at both GSTDN and DSN stations are antiquated, much of it
having been implemented in the nineteen sixties.

The approach that has been followed is to take the beet equipment avail-
able in either network and to design the remainder. In general, the
FTS can be thought of as a series arrangement of functions as shown in
Figure 4.
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Sinusoidal reference generation and distribution functions will be
supported by existing equipment. GSTDN equipment will be used to gen-
erate and distribute epoch time and timing pulses. The distribution
capacity function, the monitor and control function, and simulation time
will require new equipment.

Consolidation of the network will have a significant impact on FTS
requirements. Distribution of sinusoidal reference frequency is pres-
ently made to all users in the control room and antenna. However,
timing signals are a different matter. Present distribution capability
of timing signals only extends to users in the control room where com-
puters are located. With the implementation of the NCP configuration,
the distribution requirements change in two ways; first, there will be
more users in the SPC than currently served by the 64-meter control
room FTS. Secondly, there will now be a need to provide signals to
remote front-end area locations.

Coincident with implementation, the DSN will replace the monitor pro-
cessors which do not have the capacity to accommodate the increased load.
Implementation of monitor and control equipment will provide centralized
operator capability. Additionally, the design is based upon unattended
front-end areas. The ramifications of these monitor and control changes
to frequency and timing is that (1) the new equipment planned for the
front-end area must be unattended, and (2) the frequency and timing
equipment in the SPC-must have a single, digital, monitor, and control
interface for the central monitor and control processor.

Simulation time code generation and distribution is another major area
of change being imposed upon the frequency and timing equipment. For
testing prior to critical tracking events such as encounters or space-
craft maneuvers, and for training of personnel, the FTS generates and
distributes a time code that is offset (by operator command) from real
time. Traditionally, the DSN has been able to offset time for all
users at a station. With a Consolidated Network, that will not be
possible. It will be necessary to provide selectable time (real or
simulated) separately to each user. The central link operator will
select, for each assembly, which time epoch to use.
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FREQUENCY AND TIMING FUNCTIONAL REQUIREMENTS

In order to support the frequency and timing functions of the Consoli-
dated Network, certain complex and network level functions must be
satisfied. These functions arise out of the globally distributed nature
of the FTS, the requirement for complex time synchronization, complex
frequency and timing distribution, and the discipline required for
maintenance of time and frequency performance records. Figure 5 is a
hierarchical input-output chart depicting the FTS interfaces and the
functions that serve the DSN.

Knowledge of the time offset of the DSN relative to the national stan-
dards at the National Bureau of Standards (NBS) is presently obtained by
traveling clock visits from DSS-14 (Goldstone 64-meter antenna). DSS-14
serves as the DSN master frequency standard and clock and the other sta-
tions are synchronized to it. Future plans assume that this function
will be performed via a Global Positioning Satellite (GPS) System with
GPS time synchronization ground based receivers at both DSS-14 and NBS
in Boulder, Colorado. The time offset of the DSN master frequency
standard relative to USNO/NBS is maintained within 50 microseconds.
Knowledge of this offset is maintained within 5 microseconds. This
requirement is based upon navigation accuracy needs and stems from the
need to couple ranging, doppler and VLB! measurements to the earth
platform.

The measurement of frequency and time offset of each complex master
standard relative to the Network Master Standard at Goldstone is achieved
by a variety of techniques. Typical techniques are Very Long Baseline
Interferometer (VLBI), traveling clock visits, LORAN-C time synchroniza-
tion (Spain), and TV pulse time synchronization (Australia). With the
inception of the Global Positioning Satellite (GPS) System and the
implementation of DSN GPS time sync receivers, all but the VLBI tech-
nique will be severely curtailed. VLBI plus LORAN-C and TV sync methods
are used, along with time service bulletins to provide an independent
correlation of the measurements. The time offset at each complex is
maintained to within 50 microseconds of the Goldstone complex and
knowledge of time offset is required to be within 10 microseconds.
Knowledge of the frequency offset of the frequency standard at one com-
plex relative to the other complexes is to be within 3 parts in 10^ .
Frequency standard errors translate into apparent spacecraft positional
errors when making navigational measurements using two-station techniques
such as VLBI or downlink one-way ranging. Time offset is critical to
the planetary ranging methods used by the DSN.

Within each complex, there are several physically separated frequency
standards and clocks. In the Network Consolidation era, most of these
will be relocated to the central SPC. However, at Goldstone. one
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station, a 34-meter transmit-receive facility will remain physically
remote from the SPC and will, therefore, still retain its stand alone
frequency standard and clock. For synchronization of that station, a
one pulse per second signal will be transmitted from the complex master
via the area microwave system. The transmission modes are of a known
and stable time delay. Time synchronization will be maintained within
50 microseconds of the complex master and knowledge of time offset will
be within 3 microseconds. Knowledge of frequency offset is not as
critical as for complex-to-complex offset since this station is not
involved in dual station navigation measurements. Therefore, the know-
ledge of the frequency offset will be within 1 part in 10H.

Generation and distribution of reference frequencies, timing pulses, and
epoch time codes to system users in each SPC, FEA, Antenna Area and Net-
work Operations Control Center (NOCC) is the primary purpose of the fre-
quency and timing equipment. The sinusoidal reference frequencies,
timing pulses, and epoch time codes that are generated at the complex
master FTS for distribution to frequency and timing users are shown in
Figure 6. Table 1 depicts the Allan variance stability requirements for
reference frequencies within a complex.

The NOCC, located at JPL, Pasadena, California, requires timing pulses
and epoch time codes (1 p/s, 10 p/s; 30-bit parallel BCD, 30-bit paral-
lel binary and 36-bit serial NASA time code). The FTS presently
installed at NOCC will continue to be utilized. Time synchronization
is traceable to NBS/USNO through the JPL standards laboratory.

Reliability of 99.9 percent at the three complexes will be achieved with
the implementation of a second Hydrogen Maser frequency standard and an
upgraded Triple Redundant Timing System (TRTS) at each Network Con-
solidation complex. This level of reliability is based upon the relia-
bility requirements for telemetry and tracking data and an understanding
of system design in which frequency and timing references are a pre-
requisite to valid data.

Validation, recording, and publishing of the performance of frequency
and time parameters including configuration and synchronization is an
extremely important aspect of any timing system. Performance recording
of reference and epoch time signals are often used as a yardstick for
DSN measurements. In some applications, uncertainties in reference
frequency or epoch time can be translated into measurement errors.
Consequently, the stability requirements of the references and the
calibration of epoch time requires accurate measurements (validation)
and rigorous record maintenance. To accomplish these functions, a
performance measuring capability, sufficient to ascertain functional
operability, will be required. It is planned that the measurements of
time and frequency stability (Allan variance) will be an automated
function implemented within the Frequency and Timing Monitor and Control
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System at each station. The time-variant configuration as well as
alarm status will also be monitored and recorded at each station.

Network level monitoring and performance analysis will be accomplished
in a semi-automated mode by the Network Operations and Analysis (NOA)
Section at JPL. This NOA Section will receive reports from each station
tabulating stability performance, configuration, and the results of sta-
tion level offset measurements such as LORAN-C, TV sync pulse, and
traveling clock visits. Additionally, the analysts will receive mea-
surement results from VLBI data. An analysis of these data will then
culminate in a periodic (monthly) report on station stability perform-
ance, complex-to-complex time and frequency offset and an analysis of
any anomalous behavior.

Figure 7 is a simplified flow chart showing the data gathering process
for frequency and timing performance analysis. VLBI time synchroniza-
tion measurements are performed approximately on seven day centers.
Upon receipt of the VLBI measurement data at a complex, the data is con-
verted to digital form and transmitted to the VLBI Processor Subsystem
at the NOCC. After processing, the data is made available for analysis
at the Network Operations and Analysis (NOA) Section. Complex FTS
performance parameters are data linked to the NOCC Monitor and Control
(NMC) Subsystem from the Complex Monitor and Control Console (CMC). The NMC
provides complex FTS monitor and status reports to the NOA. FTS monitor
and status reports and the VLBI correlated data are compiled and analyzed
as to time and frequency offsets between complexes and for complex master
frequency standards and clock behavior.

FREQUENCY AND TIMING FUNCTIONAL DESIGN

Reference Distribution

The frequency and timing functional design is still evolving and it will
continue to change as the NCP design solidifies. Complicating the proc-
ess is the fact that frequency and timing signals are required to be one
of the first elements of the system to become operational. The present
high level block diagram for frequency and timing in the Network Con-
solidated era is shown in Figure 8.

The frequency and timing design is based upon the existing DSN complex
master frequency standards and sinusoidal reference generators.
Located at each SPC, the complex master frequency standard will con-
sist of two Hydrogen Masers backed by two Cesium Beam Frequency
Standards. These standards, which are located in an environmentally
controlled area, are provided with an uninterruptible power source
for possible emergencies. Switching provided in the sinusoidal refer-
ence generator allows selection of any of the four standards as the
input for the complex. Switching from standard-to-standard may be
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by manual operator command but, in the event of frequency standard
failure, the standards are switched automatically.

Sinusoidal signals not available from the frequency standards are syn-
thesized and distribution amplifiers provided in sufficient quantities
to meet all users needs in the SPC. The amount of equipment resident
in the SPC will be greater than now supported by the DSN reference
generators. One reference generator will have to meet the needs of
equipment that is now supported by individual reference generators at
standalone stations. The extent of the needed expansion in capability
is being determined, however, it is anticipated that the quantity of
new distribution amplifiers will perhaps double.

Reference frequency distribution is not the only capability that will have
to expand in the NCP area. Timing signal (pulses) and epoch time code
distribution capability is also not adequate for a Consolidated Space
Communication Network. The present planning assumes the availability of
Goddard Triple Redundant Timing Systems at each complex for generation
and distribution of clock signals. These timing systems are functionally
identical to the timing system presently installed at the White Sands
TDRSS Tracking Station.

Sinusoidal reference signals for users at the antenna areas will be dis-
tributed to the antennas either directly by uncompensated but buried
cables, or by actively stabilized cables. The actively stabilized
cables are used, today, only for VLBI which requires reference signals
on the antenna having essentially the same stability as that of the
Hydrogen Maser reference frequency standard.

Simulation Time

This function, which is not easily conveyed by a block diagram, will be
achieved by a system design utilizing serial time code distribution and
users individually mounted time code translators that can be.individ-
ually time offset upon command. This design avoids central switching
and multiple clocks while simplifying distribution. In conjunction
with this effort, there will be a restriction of the types of codes
available to users.

Monitor and Control

At the SPC, FTS performance parameters from the FTS master will be
routed to the Complex Monitor and Control (CMC) Console via an FTS
controller. The FTS performance parameters will then be data linked
from the CMC to the NOCC Monitor and Control (NMC) Subsystem at JPL via
the GCF, GSFC NASCOM Switch, and the JPL Central Communications terminal.
Monitoring of FTS parameters via the CMC and the NMC is new for the
Consolidated Space Communication Network.
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Within the NOCC at JPL, the VLBI Processor Subsystem and the NOCC
Monitor and Control (NMC) Subsystem perform functions for the DSN Fre-
quency and Timing System. At the VLBI Processor Subsystem, complex VLBI
time synchronization data is received over a 56 kb/s NASCOM circuit.
The VLBI correlator will process the VLBI data and make it available for
the Network Operations and Analysis Section (NOA).

The NMC will receive FTS parameters data linked from the complexes and
will provide Monitor FTS Displays for use by the Network Operations
Control Team. The NMC will also provide FTS monitor and status
reports to the Network Operations and Analysis Section (NOA).

The Network Operations and Analysis Section (NOA), as a DSN supporting
element, will receive complex-to-complex time and frequency offset com-
piled data from the VLBI correlator and FTS monitor and status reports
from the NMC. The data will be analyzed as to time and frequency off-
sets between complexes and for complex master frequency standard and
clock behavior. The NOA will advise the complexes of the results by
TWX and/or written reports. The reports will also be available to the
FTS Cognizant Operations Engineer (COE), Cognizant Design Engineer (CDE)
and the FTS Systems Engineer (SE). The FTS services performed by the
NAO are not unique to the consolidated network.

Time Synchronization

Figure 9 further illustrates in more detail, the interfacing and data
flow for time synchronizing the network. Complex-to-complex time syn-
chronization, referenced to the National Bureau of Standards, will be
accomplished via Global Positioning Satellite (GPS), System and a GPS
Receiving System at each complex. It is anticipated that the GPS, with
its planned 18 satellites, will provide a means of synchronizing the
three complexes to an accuracy of better than 50 nsec and with a time
stability day-to-day of better than 10 nsec allowing an absolute fre-
quency difference between any of the three complexes to better than
1 part in 1013.

The high accuracy calibrations are achievable because of the band-
width and signal strength the GPS offers and use of state-of-the-art
atomic oscillators on-board each of the satellites. The clear access
(CA) code on the LI carrier from the GPS satellite clocks will be used.
Completed procurement and implementation of GPS receivers for time syn-
chronization at the three complexes is expected in 1984.

Complex FTS master to DSN FTS master (Goldstone) synchronization mea-
surements are accomplished using the Very Long Baseline Interferometer
(VLBI) time synchronization technique. In this technique, real-time
data is sent to JPL for reduction and computation of time offset and
frequency rate. The data obtained is also used for navigational
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purposes. The VLBI requirements are not new to the Consolidated Space
Communication Network.

COMPLEX DESIGN

The following areas within the FTS will be new for the Consolidated
Space Communication Network:

(1) Expanded distribution of reference frequencies, timing pulses,
and epoch time code to support additional FEAs.

(2) Upgraded clocks (Triple Redundant Timing System - TRTS).

(3) Monitoring functions of FTS performance parameters.

The new TRTS will provide timing pulses and epoch time codes and a func-
tion for simulation time. The capabilities that the new clocks will have
and that do not presently exist at the complexes are:

(1) Year End: Automatic reset

(2) Leap Year: Automatic extra day addition

(3) Leap Second: Simple addition or subtraction of leap second

(4) Resettability: Simple clock adjustments

Monitoring of FTS performance parameters will incorporate FTS controller
equipment implemented within the FTS at the SPC. Monitor outputs of the
FTS master will be routed to the controller. The controller at Goldstone
will have additional inputs for monitoring of the FTS performance param-
eters from the standalone FTS at DSS-12. The FTS controller will route
the FTS performance parameters to the DMC where measurements of time and
frequency offset will be accomplished by automatic functions within the
Monitor and Control System. The DSS-12 will have a monitor micro-
processor which will perform the transfer functions for routing the FTS
parameters to the FTS controller via the Ground Communications Facility
(GCF 10).

STATUS AND SCHEDULE

The design and implementation of reference frequency and timing equip-
ment (FTS) is paced by the first-scheduled installation completion
coincident with the relocation of DSS-44 in the spring of 1983. All
Signal Processing Centers, 64-meter and 34-meter Deep Space Network
(DSN) antennas must be completed prior to the Voyager 2 spacecraft
encounter at the planet Uranus during November 1985. The three GSTDN
26-meter antennas will be released for relocation after the TDRSS satel-
lite is operational, currently scheduled for December 1983. The three
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GSTDN 9-meter antennas are scheduled for relocation during 1986. A
schedule depicting programmatic milestones, FTS equipment design and
implementation and station conversion is shown in Figure 10.

CONCLUSIONS AND SUMMARY

The Consolidated Space Communication Network has been described with
particular emphasis on the frequency and timing aspects of the network.
System requirements have also been presented with the identification
of the requirements that are different from those existing today as
follows;

(1) Increased distribution capability

(2) Centralized monitor and control

(3) Generation and distribution of simulated time to individual
users when required.

Finally, a functional design has been presented that will meet the
existing and new requirements. This design involves selection of the
most modern equipment from both the DSN and the GSTDN. As the archec-
tural design of the Consolidated Space Communications Network evolves,
the FTS design will, of necessity, also change.
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Table 1. Reference Frequency Stability

1 sec

104 sec

12 hours

10 days

Allan Variance O(T)

Signal Processing
Center

1 X10-12

1 X10-14

1 X10-14

2X10 -14

VLB I Antenna-Mounted
Equipment

1 X10-12

1 XIO-14

1 XIO-14

2X10 -14
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QUESTIONS AND ANSWERS

MR. SAM WARD, The Jet Propulsion Laboratory

Dick could perhaps the synchronization to the southern hemisphere
region be improved by supplying defense department mapping for the
GPS receiver?

MR. COFFIN:

Well, that might be. It sounds like an interesting idea. That
hadn't occurred to me Sam. It might be a good idea. Of course,
you are going to ask the question after that, what about the Spanish
equivalent of the Department of National Mapping I would expect.

MR. WARD:

Not necessarily.

MR. COFFIN:

Okay.

PROFESSOR LESCHIUTTA:

Yes, thank you. You mentioned the active stabilized connection
between the data processing center and the antenna mount area.
Would you be so kind as to explain about this? Thank you.

MR. COFFIN:

This is a stabilized link which I think, if you will see me after-
wards I can put you on to a paper that will describe it in more
detail but basically what it amounts to is that there is an inactive
phase shifter which is part of a servo loop in which a signal is
sent up to the antenna and modulates the down link. It is divided
and somehow modulates the down link back down that same cable, and
the signal is phase compared at the bottom and an error signal
generated for this phase shifter. If you want to see me after-
wards I will put you with one of the designers of that who hap-
pens to be in this room.

PROFESSOR LESCHIUTTA:

Thank you.
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DR. WILLIAM WOODEN, DMAHTC

I wonder if you have given any thought to what type of receiver you
were planning to install, have you given any thought to this?

MR. COFFIN:

Well I happen to know that there is work in several areas going
on in GPS receivers. I think that there is some work here at
Goddard and at severa-1 other locations. I believe that the Na-
tional Bureau of Standards is also working on that and we have
provided some funds to the National Bureau of Standards to support
them in that work. And I don't know whether that will be the re-
ceiver we will finally implement, but that is certainly one pos-
sibility.
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THE OPERATIONAL PERFORMANCE OF
HYDROGEN MASERS IN THE DEEP SPACE NETWORK
(The Performance of Laboratory Reference

Frequency Standards in an Operational Environment)

Samuel C. Ward

Frequency and Time System Cognizant Operations Engineer
Jet Propulsion Laboratory, Pasadena, California

ABSTRACT

Spacecraft navigation to the outer planets (Jupiter
and beyond) places very stringent demands upon the
performance of frequency and time (F&T) reference
standards. The Deep Space Network (DSN) makes use of
hydrogen masers as an aid in meeting the routine F&T
operational requirements within the 64-m antenna net-
work (one antenna each in Goldstone, California;
Madrid, Spain; and Canberra, Australia).

The operational syntonization (frequency synchroniz-
ation) requirement is a ±3 x 10 ^ between any two
64-m Deep Space Stations (DSS) and a ±1 x 10~*2

between any 64-m DSS to UTC(NBS). The clock (epoch)
synchronization requirement is ±20 ys 64-m DSS
between any two 64-m DSS, and ±20 us offset between
any 64-m DSS to the UTC(NBS) epoch.

Both the sync and the synt were established through
use of a specially calibrated H-P E21-5061A Flying
Clock. The sync/synt to UTC is being maintained
using LORAN and TV in the simultaneous reception
mode. The sync/synt within the 64-m net is main-
tained through the use of Very Long Base Inter-
ferometry (VLBI).

Results as of October, 1980 indicate the hydrogen
masers are performing within the required specifi-
cations. However two problem areas remain that
affect operations performance: (1) there is insuf-
ficient control over the environment in which the
reference standards reside and, (2) frequency drift
makes it very difficult to maintain the 64-m DSS to
64-m DSS synt over the 130-day period required by
the flight project.
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INTRODUCTION

The "laboratory standards" are three hydrogen masers, Smithsonian
Astrophysical Observatory (SAO) model VLG10B, and six cesium oscillators,
Hewlett-Packard model 5061A-004 option. The "operational environment"
is an isolated temperature controlled room at each of three NASA/JPL
Deep Space Network (DSN) complexes.

This Precision Time and Time Interval (PTTI) application is in support
of refined spacecraft navigation to the outer planets (Jupiter and
beyond) and to provide wideband (>100 kilobits) telecommunications chan-
nels at S and X band. The Voyager project Navigation team guides the
spacecraft to Jupiter, Saturn, Uranus, and perhaps Neptune. The Tele-
metry and Image Processing teams have brought us the beautiful full
color pictures of the planets and their satellites. Last, the Radio
Science team uses spectral analysis to detect and measure the constit-
uents of planetary atmosphere, orbital rings, and gravimetrics.

REQUIREMENTS AND SPECIFICATIONS

Because the Voyager project requirements are currently the most strin-
gent, they have been the dominant force in the design of the Frequency
and Time System (FTS). The requirements are: (1) the fine-spectral
performance of and longterm stability of the hydrogen maser, (2) the
accuracy and reliability of the cesium, and (3) some means of synchro-
nizing the intercontinental network of tracking stations.

The specifications relating to a typical frequency and timing system
using H-masers and Cs are listed in the PTTI literature, manufacturers
specifications, etc. and will not be dealt with further in this paper.
I will instead address the very stringent requirements for syntonization
and synchronization.

Syntonization Requirements

1. The frequency offset between any pair of 64-m Deep Space Stations
(DSS) shall be known to within less than ±3 x lO"*3, such as DSS 63
(Madrid, Spain) vs. DSS 43 (Canberra, ACT) = <±3 x 10~13, or DSS 63
vs. DSS 14 (Goldstone, California) = <±3 x 10~13, or DSS 63 vs.
DSS 14 = <±3 x 10~]3.

2. The frequency offset of the DSN master (DSS 14) shall be maintained
within ±3 x 10~13 of UTC(NBS).
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Synchronization Requirements

1. The time offset between any pair of 64-m DSS shall be known within
±20 \is.

2. The time offset of any 64-m DSS from UTC shall be known within ±20 ys
and further, it shall actually be maintained to within <±50 ys over
the 130-day period August 4 through December 12, 1980.

METHODOLOGY

Both the synchronization and syntonization were established through use
of a specially calibrated 5061A-001-004 portable unit*. For purposes of
maintaining the individual DSS synchronization to UTC, the portable unit
was carried to the host country frequency and time metrology agency. The
San Fernando Observatory in Spain where the sync/synt tool used is
Mediterranean chain LORAN-C. In Australia the responsible agency is the
Department of National Mapping and the F&T maintenance resource is ABC
television (see Figure 1). In America, at Goldstone, regular 60-day
flights to and daily VLF transmissions from National Bureau of Standards
are used, in addition to LORAN-C and traveling clocks from other agen-
cies (Goddard Space Flight Center and the USNO). The DSS to DSS synch-
ronization and syntonization is being maintained through the use of Very
Long Base Interferometry (VLBI). Some of the results are reported in
paper No. 21 of this session (12th PTTI). Figure 2 illustrates how the
DSS to DSS and the DSN to UTC synchronization is maintained.

Each 64-m DSS has been delegated the responsibility of maintaining its
own internal synchronization. Figure 3 illustrates the hardware con-
figuration and data flow paths that achieve this. In addition it is
responsible for establishing and maintaining the synchronism of other
DSS within the complex (see the detail in upper and lower right hand
segments of Figure 2).

After allowing 24 hours for the portable 5061A to stabilize to its
temperature and magnetic environment, the unit was degaussed and a
measurement was made of the zeeman frequency vs. frequency offset of the
unit references to the DSN master. Using a digital frequency synthesizer
and a differential voltmeter, the zeeman frequency readings were repro-
ducible within 0.7 Hz. The portable unit was then carried to the remote
DSS to be syntonized. Here again the unit was given 24 hours to stabi-
lize, was degaussed and the zeeman frequency was measured. If the
zeeman changed by more than 1.4 Hz it was reset. Otherwise a correction
factor of 8.3 x 10~15/Hz and 1 x 10~13/A°C was applied to the
syntonization.
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TEST RESULTS

Environmental Tests

Table 1 lists the results of environmental tests performed on five of
the six 5061A cesiums presently deployed within the DSN. These tests
were performed at the Reference Standards Test Facility in Pasadena.
Note that serial No. 1718 in its response to temperature variations
differed from the others. When this unit was sent to the Goldstone
Reference Standards Laboratory for zeeman calibration, it exhibited
phase glitches. It was returned to Pasadena for further environmental
testing.

Table 2 lists the results of environmental tests performed on the three
hydrogen masers presently deployed within the DSN. Figure 4 illustrates
the behavior of H-maser SAO serial No. 6 in a changing pressure environ-
ment. Note the improvement (8.2 dB) in its performance after being
refurbished (Table 2, column 6).

Figure 5 illustrates the performance of SAO serial No. 7 in a changing
magnetic environment. Having been given erroneous information on how
far the 26-m antenna was from the planned site for the frequency stan-
dards room, it was decided that no further magnetic shielding would be
required. SAO serial No. 6 failed in spring 1980 and was returned to the
manufacturer for refurbishment. Table 2, column 5 indicates a 2.7 dB
degradation to its performance in a changing magnetic environment.

Figure 6 illustrates the performance typical of a H-maser in a high
temperature environment; The H-maser is JPL serial No. 1 and the
environment was an unventilated room in the cellar of DSS 43. The high
temperatures caused the unit to fail in late summer (southern hemi-
sphere) . An air conditioner with 0.1°C temperature control was
installed early September 1980.

Stability Tests

Figure 7 illustrates the short term stability (spectral performance) of
a typical 5061A-004 cesium and a typical H-maser. These measurements
were made in Spain at DSS 63 where the Complex Maintenance Facility (CMF)
was close enough to permit use of a coaxial cable from the H-maser.
Cesium serial No. 1511 was the portable unit and it was carried to the
CMF facility.
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Table 1 . Cesium Environmental Parameters Test Data

HEWLETT-PACKARD 5061-A 004

PARAMETER #1694 #1695 #1717 #1718 _ #1719

TEMPERATURE L ZxlO'13

/°C 4.3X1Q-14 6.25X10'14 5.4xlO'14 .. 5.6xlO"14

BAROMETRIC
PRESSURE

Y I "Hg IxlO"13 IxlO"13 IxlO"13 IxlO*13 Ixio"13

MAGNETIC
FIELD

I GAUSS IxlO"13 IxlO"13 IxlO"13 IxlO"1 IxlO"13

Table 2. H-Maser Environmental Parameters Test Data

(AFTER REFURBISH BY MFR)

SAO 5 SAO 6 SAO 7 SAO 5 SAO 6

PARAMETER

TEMPERATURE

-1.6X10'14 -MO'13 7.0xnf14 -1.2xlO'13 7.2X10'14

BAROMETRIC
PRESSURE

" " 1 4 - " 1 3 " 1 4 ~ 1 4 - " 1 42.6xlO -3.4xlO 2.3xlO 2.5xlO -5.1xlO

MAGNETIC
FIELD

/ G A U S S 1.6xlO"12 5.0xlO"12 2.8xlO~12 3.0xlO"12 3.4xlO~12
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Figures 8a and 8b give the stability performance characteristics of the
three H-masers presently deployed2. Figure 9 illustrates the stability
characteristics of a recent series (serial Nos. 1718 and 1719) of
5061A-001 cesium.

SYNCHRONIZATION AND SYNTONIZATION DATA

Epoch Synchronization

Prior to departure for the trip to Spain the portable clock designated
RSL-2 was used to synchronize itself and the DSN master clock at DSS 14
to within 0.2 ys of the NBS and USNO epoch. It was then transported to
DSS 63 at Robledo, Spain then on to the San Fernando Observatory (SFO)
at San Fernando, Spain. One day prior to leaving Spain the clock was
transported to DSS 62 at Cebreos and the Madrid STDN station. Thus the
three stations in the Madrid complex were synchronized to SFO and the
DSN master to less than one ys.

Upon returning to America the clock was Immediately taken to Goldstone
for closure against the DSN master. It then was taken to Australia
where it was used to synchronize DSS 43 at Tidbinbilla to the Dept. of
National Mapping (DNM) installation in the Orroral Valley. On the day
prior to leaving Australia the portable clock was used to synchronize
DSS 44 (Honeysuckle Creek) and Orroral (the STDN station) to the DNM,
DSS 43, and the DSN.

The portable, RSL2, was then returned to America where closure was
refined against both NBS and USNO. All the elements and agencies synch-
ronized on these trips remain synchronized to within less than one ys
and are being maintained within 10 ys peak to peak.

Syntonization

Each time the calibration process was performed, 24 hours was allowed
for thermal stabilization and then 80 hours (10 8-hour samples) of com-
parative phase data was collected. This was performed with instrumen-
tation configured as in Figure 3 except that a 4th phase comparator was
added to permit the intercomparison of the H-maser, Cs No. 1, Cs No. 2
and the portable (RSL2).

At DSS 63 after settling from the trauma of the trip and after thermal
stabilization the zeeman frequency of RSL2 had shifted but 1.7 Hz. A
C-field adjustment removed approximately 1/2 the zeeman offset and the

2
Figures 8a and 8b have been reprinted from a paper presented by
Paul Kuhnle at the llth Annual PTTI.
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calibration process of the H-maser began. At the end of the 88-hour
calibration period the H-maser frequency offset from the DSN master was
found to be zero ± the instrumentation noise of ±5 x 10"̂ . It was thus
unnecessary to make any adjustment to the H-maser. It was however neces-
sary to adjust both Cs No. 1 and Cs No. 2. Data collected via LORAN-C
indicates the frequency offset of the H-maser and Cs No. 2 remain at
zero ±4.8 x 10~13 as of November 8, 1980.

At DSS 43 the thermal stabilization period was extended to allow for the
lack of good circulation (the air handler installation was still in pro-
cess) . Also the H-maser had been installed just a few weeks and was
still drifting. At the end of an 80-hour calibration period the offset
of the maser from the DSN master was 4.73 x 10~". Since this was beyond
the Voyager specification and, since the drift was in a positive direc-
tion, the H-maser synthesizer was reset to reduce its frequency by
6.345 x 10~13. Frequency offset data of this maser vs. UTC(AUS) collected
using simultaneous TV with the DNM indicate its drift has cancelled the
value reset on September 30. Close examination of recent data indicate
the 2nd order drift term has dropped from 4.6 x 10~1^/day to 2.1 x 10~14

to 0.7 x 10~14/day.

All indications are that the frequency drift of SAO No. 5, the DSN master,
has dropped well below its former value of 1 x 10~^/day as observed
between departure for Spain and return for closure. At present SAO No. 5
vs. UTC(NBS) = -2.84 x 10~13±0.3 as verified by two closures against
UTC(NBS) within a 21-day period. Figure 10 gives time offset data vs.
UTC(DSN) and associated frequency offset data for each of 3 64-m DSS.
Figure 11 gives time offset data vs. UTC(NBS&USNO) and the associated
frequency offset data vs. UTC(NBS) of the DSN master reference.

SUMMARY

(1) Hydrogen masers require 4 to 6 weeks thermal stabilization time
before their long-term stability can be fully utilized.

(2) To fully utilize the full potential of present day H-masers and
cesium reference frequency standards, care must be exercised in
providing a thermally stabilized and magnetically isolated environ-
ment.

(3) Syntonization to UTC can be accurately and economically maintained
within a part in 10 3 (after 1 week of daily observations) through
use of the simultaneous reception of LORAN-C or TV transmissions
by the DSS and the host country frequency and time metrology agency.
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DSS 14 vs UTC (NBS) via MICROWAVE AND PORTABLE CLOCKS

'PRESSURE <30"Hg, A- ai"H /— • 5.8 x 10"13

y/ T

@ PRESSURE >30" Hg. A a IjJ /— = 2.3 x 10"14

g/

_L ± _L _L

BAROMETRIC
PRESSURE

30.5

30.0

29.5

J
APR MAY JUN JUL AUG SEPT OCT NOV

1980

Figure 4. H-Maser Performance in a Changing
Barometric Pressure Environment

DEC

DSS 63 vs UTC (USNO) via LORAN-C. MED. CHAIN

25.0

23.0

21.0

10

g 17.0
o
S 15.0

13.0

11.0

9.0

A. STRUCTURAL STEEL FOR 26 METER TO 34 METER ANTENNA
MODIFICATION DELIVERED AND STORED WITHIN 50 METERS OF
H-MASER LOCATION.

B. LARGE CRANES MOVED INTO AREA
Bl. CRANE BREAKS DOWN
C. HYDROGEN MASER FREQUENCY OFFSET ADJUSTED LOWERED 1.2x10
D. QUADRIPOD CONSTRUCTION PHASE
E. CAGE STRUCTURE INSTALLED
F. STRUCTURAL STEEL WORK COMPLETED
G. ANTENNA RAISED TO STOWED (ZENITH) POSITION.
H. LEAD COUNTERWEIGHTS INSTALLED
I. ANTENNA DAMAGES SELF DURING TESTS. REPAIRD 30 DAYS LATER

-12

I I I I _L

APRIL MAY JUNE JULY AUG SEP OCT NOV DEC JAN FEB MAR
1979 1980

Figure 5. H-Maser Performance in a Changing
Magnetic Environment
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DSS 43 vs UTC (USNO) via TV AND PORTABLE CLOCKS
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C.
D.

H-MASER OUT OF SERVICE FOR ON SIGHT REPLACEMENT
OF VACION PUMP ELEMENTS AND LEAKY CONNECTOR.
NO DATA DUE TO FAILURE Of PHASE COMPARATOR.
H-MASER FREQUENCY ADJUSTED TO REMOVE OFFSET
LOCAL HEAT WAVE
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1979

MOV DEC JAN
1980

HT

Figure 6. Maser Performance in a Changing
Temperature Environment
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Figure 7. Reference Standards Spectral
Performance, (f) vs. Frequency
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Figure 8a. Allan Variance vs. Sampling Time
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Figure 8b. Allan Variance vs. Sampling Time, with Error Bars
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Figure 9. Stability Test Data
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FTS Qulcklook Data

DSS-1A

POY

286
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
307

T.O.
(ys)

0.00
0.00

—0.00
0.80
0.80
0.80
1.00
0.80
1.20
0.80
0.80
-0.30
-0.30
-0.20
-0.30
-0.28
-0.30
-0.30
-0.35
-0.40
-0.30

Rel.Rate
(ys/ys)

, „

0.0

....
9.26 (-12)
0.0
0.0
2.31 (-12)
-2.31 (-12)
4.62 (-12)
-4.62 (-12)
0.0
-1.27 (-11)
0.0
1.16 (-12)
1.16 (-12)
2.31 (-13)
-2.31 (-13)
0.0
-5.79 (-13)
-5.79 (-13)
1.16 (-12)

Considering weekly segments:

Over Te-Tg Rel.Rate

286-
293

293-
300

300-
307

1.00 1.45 (-12)

-1.20 1.74 (-12)

-0.10 1.45 (-13)

DSS-42/43

Rel.Rate
(ys/ys)

Te-T. Rel.Rate

0.21 3.04 (-13)

0.25 3.62 (-13)

0.24 3.47 (-13)

DSS-61/63

T.O.
(ys)

2.3
2.3
2.2
2.3
2.3
2.2
2.2
2.3
2.4
2.4
2.3
2.3
2.4
2.4
2.5
2.4
2.4
2.4
2.3
2.3
2.3
2.3

T.-T.

0.0

0.20

-0.20

Rel.Rate
(ys/ys)

— — — — —
6.0

-1.16 (-12)
1.16 (-12)
0.0

-1.16 (-12)
0.0
1.16 (-12)
1.16 (-12)
0.0

-1.16 (-12)
0.0
1.16 (-12)
0.0
1.16 (-12)
1.16 (-12)
0.0
0.0
1.16 (-12)
0.0
0.0
0.0

Rel.Rate

0.0

2.89 (-13)

-2.89 (-13)

Figure 10. 64-Meter DSS F&T Offset Report
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INCOMING MESSAGE

k GJP053A
}P JJPL JHIL JZED
5E JCLD 014
12/17142
FM v WOOD/J w MYERS
TO JJPT./^ MABH>.I LUViLLE/J MANKINS
INFO JJPL/fi COFFlN/a LATHAM/T TAYLOR
JKIL/K B£UTL£R/J C LAW
JZED/NET ANALYSIS
DLD/R RUILOW/B MCPABTLAND/J HCCOY

SUBJECT: UTC(fiSL) - OTC(NBS) EPOCH TIME SYNCRONIZATION.

TWO PORTABLE CLOCK TRIPS TO BOULDER, COLO. IK OCTOBER ALLOWED US TO
REFING THE ESTIMATE Of OUR TIME AND FREQUENCY OFFSETS TO KBS, USNO,
AND B.I.H.

1. PUBLISHED DATA, AND DERIVATIONS BASED ON PUBLISHED DATA:
(NBS TIME & FREQUENCY BULLETIN 274. USNO SERIES 7-669)
UTC(USNO) - BIH - -0.694 X 10 -13
UTC(USNO) - UTC(NBS) - -0.9513 I 10 -13
TA NBS - UTC(NBS) - -0/0143 X 10 -13
TA NBS - BIH «= +0.243 X 10 -13 (+/- 0.279 X 10 -13)

2. RESULTS Of MiASUKEl) i'AT*.:
DAY 281 DAY 302 4F/F »;s/DAY

KSL2-UTC(RSL) - -0.244US +0/182US
RSL2-UTC(NBS) - +0.103US +0.349US
OTC(RSL)-UTC(NBS) - +0.347US +0.166US -8.659
UTC(RSL)-UTC(USNO) = +0.788US +0.799US -0.431
CS1 14-UTC(NBS) - +0.487US +0.374US -5.2546
CS1 14-UTC(USNO) = +0.928US +0.987US +2.7656
CLOCS'A'14-UTC(NBS) - +2.168US +1.641US -24.574
CLOCK'S'14-UTC(USNO) = +2.639US +1.995US -16.326
H2M14-UTC(NBS) = NA NA -26.604
H2M14-UTC(USNO) - NA NA -18.394

NOTE: THE H2M(14) FREQUENCY OFFSET IS TAKEN FROM THE PHASE RECORDER
COMPARISON TO CS1 14, AND IS OVER THE SAME PERIOD AS TEE CLOCK CLO-
SURES TO NBS. NOTE ALSO THAT CLOCK'A'14 (DRIVEN BY THE E2M) IS PF.O-
BABLY A MORE PRECISE ESTIMATE OF THE H2M POSITION.

REGARDS

Figure 11. DSN Master Frequency and Time Report
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QUESTIONS AND ANSWERS

DR. VICTOR REINHARDT, NASA/Goddard

What kind of R mass errors were you getting with that difference in
technique for Loran-C?

MR. WARD:

Loran-C is down in units of nanoseconds around seven or eight.

DR. REINHARDT:

Okay, that is just by the two stations hearing the same trend alert?

MR. WARD:

What they do at noon local solar noon, they both observe the same
station, and take the raw offset and they exchange the data. And
then 24 hours later do the same thing. And when you take that
second difference all that is left is the difference in your rates
in your clocks.

DR. REINHARDT:

Thank you.

CHAIRMAN BARNES:

Other questions?

MR. WARD:

Oh incidently what I didn't say we have been using the new Hewlett-
Packard counter and one of the other things that is exchanged with
the data is a sigma on the measurement.
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SOURCE STRUCTURE ERRORS IN
RADIO-INTERFEROMETRIC CLOCK SYNCHRONIZATION

FOR TEN MEASURED DISTRIBUTIONS

J. B. Thomas
Jet Propulsion Laboratory

Pasadena, California

ABSTRACT

Source structure can in t roduce errors in radio
interferometry measurements whenever natural radio
sources are used. To increase our understanding of
this problem, an analysis previously applied to
analytical cases has been extended to the brightness
distributions measured for ten extragalactic sources.
The results of this analysis are presented along with
an approach for avoiding the largest structure errors.

INTRODUCTION

As the accuracy of the radio interferometry technique improves, the
extended structure of natural radio sources will become an increasingly
important source of error. To fur ther increase our understanding of
structure effects, this paper extends an analysis that was presented
at last year's PTTI conference (1). That earlier presentation
included a brief introduction to the theory of structure corrections
and applied the theory to the analytical cases of a double-point
source and a triple-point source. Although analytical examples are
instructive, only a thorough study of many actual source distributions
can give a complete picture of source structure effects. To begin
such an investigation, ten brightness distributions measured by the
Caltech VLBI group (2, 3) have been analyzed. This paper includes a
summary of the results of this more recent analysis and presents a
visibility-dependent limit formula that, if verified, would be
valuable in both estimating and reducing the overall structure effect
in bandwidth-synthesis (BWS) delay. Since BWS delay is currently the
p r i m a r y observable in geophysical and c lock-synchroniza t ion
applications, the analysis will focus on that observable.
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STRUCTURE THEORY

In order to tie in with the earlier presentation, the theory of
structure corrections will be briefly discussed before proceeding to
the results. The effect of structure on the cross-correlation signal,
the interferometer fringes, can be obtained by evaluating the Fourier
transform of the brightness distribution:

(u, v) = f f
[u(0-e )4v(y-Y.)

R(u, v) = / / D($, y)e dgdy

in which

(u, v)

where ($ , y) are plane-of-the-sky coordinates, ( & 0 > Y 0 ) is an assigned
reference position, D(B , y) is the brightness distribution, (xg , yg) is
the sky-projected baseline vector and A is the observing wavelength.
The modulus of this complex quantity gives the effect of structure on
the amplitude of the fringes while its phase gives the shift in fringe
phase. As one can see, the transform is generally a complicated
function of the instantaneous baseline vector between the two antennas.
The dependence on baseline enters as the "sky-projected" vector (xg,
yg), the two-dimensional vector obtained by projecting the baseline
vector onto the plane perpendicular to the source direction. Thus, to
obtain a general pic ture of the e f f ec t of a given br ightness
distribution, one must compute and plot structure effects as a function
of (xg, y ). As suggested by the transform, it is convenient to
express the two baseline components in units of A , the observing
wavelength at RF. When expressed in this form, the two components are
usually designated (u, v). To obtain the effect of structure on
amplitude and BWS delay, rewrite the brightness transform in the form

i2TT<j>B(u,v)
R(u, v) - |R(u, v)|e

where |R| is fringe amplitude, and 4>g is structure phase. The effect
of structure on BWS delay, which will be referred to as structure
delay, is approximately computed by taking the partial of structure
phase with respect to frequency:

9*B
AT * -6T
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(The computation of structure delay is actually carried out through an
intermediate calculation of effective position (4). For brevity, that
procedure will not be discussed here.) For the amplitude effect, it is
convenient to define a quantity called fringe visibility that gives
fringe amplitude relative to maximum amplitude:

v = (u> v)
s R(o, o)

Thus, once the brightness distribution for a source has been supplied,
one can compute visibility, structure phase and structure delay as a
function of the sky-projected baseline vector (u, v).

RESULTS FOR MEASURED BRIGHTNESS DISTRIBUTIONS

Table 1 summarizes the 10 brightness distributions measured by the
Caltech group (2, 3) and lists the source name, date of measurement,
observing wavelength, interferometer stations, and the maximum values
of (u,v) present in each measurement. In all, there are seven
separate sources observed on continental baselines at wavelengths of
2.8 to 18 cm. Figure 1 displays the brightness distribution for one of
the sources (Distribution #9, 3C3^5) and shows contours of constant
brightness on the plane of the sky, with east to the left and north
along the vertical.

The measured distributions can be passed through the structure
equations to obtain for each distribution plots of fringe visibility,
structure phase, and structure delay. Figure 2 gives the results for
visibility for the particular distribution in Figure 1. Contours of
constant visibility are plotted as a function of (u, v), the components
of the sky-projected baseline vector. A similar contour plot for
structure delay is given in Figure 3- In the plots, u is defined to
be positive to the east and v positive to the north. Since the u-v
coverage associated with a given distribution should not extend beyond
the maximum values allowed by baseline length considerations, the
contour plots are marked with an approximate boundary outside of which
the output has been discarded. One important point concerning the
current analysis is that all of the structure delays have been
computed on the basis of an "artificial" frequency of 8.3 GHz ( ̂ = 3.6
cm). In effect, this assignment of f pretends that, for structure
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delay computation, all distributions were measured for the specified u-
v values at 8.3 GHz even though they were not. The reason for this
assignment is that most of our work will be carried out at X-band and
it is therefore important to compare all structure delay results at
one frequency. To obtain the structure delay at the actual frequency,
one can easily scale the results by f~ (or by X ). To use the delay
plot for a given observation, one would compute the sky-projected
baseline vector for that observation and obtain the structure delay for
that point on the plot. For this particular source, the structure
delay reaches about 150 psec at its worst point but usually falls in
the range 0 to 50 psec.

Even though the results for the other nine distributions were just as
complex, some general descriptive statements can be made. The
magnitudes of the structure delays (computed for X-band relative to
the centroid) were as large as a nanosecond but typically fell between
0 and 150 psec. The largest delays (^ 1 nsec) occurred in very
local ized regions in the u-v plane whe re very smal l f r i n g e
visibilities ( ^0.03) occurred. On average, structure delay increased
as fringe visibility decreased, as one would expect (4).

A LIMIT APPROACH TO STRUCTURE DELAYS

These results indicate that, if subnanosecond clock synchronization
becomes a goal, some method must be devised for reducing or calibrating
structure effects. In geophysical applications, there is already a
need for delay accuracies better than 0.1 nsec. A possible method
for removing structure delays is the aforementioned calibration scheme
based on measured brightness distributions. The primary difficulty with
this approach is that an individual VLBI structure measurement is
currently a fairly expensive and time-consuming process. The prospect
of working with very large catalogues, possibly containing many time-
varying members, makes the calibration approach even less inviting. It
is therefore worthwhile to investigate alternate methods for overcoming
structure problems.

Another approach is suggested by the general tendency of structure
delay to increase with decreasing fringe visibility. Suppose a general
formula could be established that, purely on the basis of the value of
fringe visibility, places an upper limit on structure delay. Then, if
the limit turned out to be sufficiently small for some upper range of
visibility values, the larger, unacceptable structure delays could be
eliminated by merely deleting observations with the smaller visibility
values. Such an approach is attractive since fringe visibility can
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often be obtained along with each VLBI observation. If the visibility
determinations were accurate enough, the experiment would not depend on
supplementary measurements of brightness distributions. One important
point that should be made is that the proposed upper limit would not
have to be an absolute limit, valid for every source. For example, it
wou ld be u s e f u l to es tabl ish , if possible, an a p p r o x i m a t e 3a
statistical limit so that structure errors could be treated like other
errors. Another example would be a limit that was valid for all
sources except for infrequent pathological cases. In fits with
redundant observations, such pathological cases could be discovered and
deleted through residual analysis.

To begin an assessment of the limit approach, a particular formula
associated with a double-point source has been tested. The
candidate limit equation is given by

1
~ 4f v

8

which can be rewritten in units of length in the form

where f and X are the observing f r e q u e n c y and w a v e l e n g t h
respectively; where vg ±3 the f r inge vis ib i l i ty for the
observation at hand; and where AT is the structure delay relative to
the ordinary centroid. A plot of the function is shown in Figure 4 for
X-band. Several arguments can be advanced to support this formula as a
general u p p e r l imi t . First , for smal l (u , v) , one can prove
analytically that the formula sets a valid (but loose) upper limit for
any source. Second, for a number of special cases, one can prove that
no greater structure delay can be obtained for a given visibility (4).
Finally, with regard to form, one would expect structure delay to
increase, on average, in inverse proportion to visibility for small
visibilities (4). Although there are these supporting arguments, one
cannot prove analytically that the equation sets a valid upper limit
for any arbitrary distribution. Thus, the next step would be
comparisons with a large number of measured distributions. When the
limit was tested with the ten measured distributions, it was found
that, for those cases, the limit was approximately valid for all vg.
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If the same result is obtained for nearly all real sources, then the
limit equation would be of great value in both reducing and estimating
structure effects in BWS delays. For example, if one set of a lower
limit of 0.2 on fringe visibility, then the maximum structure delay
predicted by the limit formula would be about 150 psec at X-band (8.3
GHz). Many observations would have visibilities larger than 0.2 and
therefore would have smaller limits on structure delay. Further, for
the cases analyzed here, actual structure delays were almost always
much less than the limit, with the RMS value being about 1/3 of the
limit or less at a given value of visibility. If we hypothesize on the
basis of this information that the aforementioned maximum delay of 150
psec is an approximate estimate of the 3 a delay for all observations,
then the 1 a error in delay for all observations would be about 50
psec. This calculation suggests one might be able to reduce the
1 a structure delay to about 50 psec simply by deleting
observations with fringe visibilities less than 0.2.

SUMMARY AND CONCLUSIONS

To begin a study of structure effects for natural sources, 10
brightness distributions measured by the Caltech group have been
analyzed. The magnitude of structure delay (the BWS delay effect
computed for X-band relative to the ordinary centroid) was as large as
a nanosecond but typically fell between 0 and 150 psec. On average,
structure delay tended to increase as fringe visibility decreased.
These features suggest the possibility of a limit approach to structure
delay. To begin an investigation of this approach, a visibility-
dependent limit formula has been suggested that appears to correctly
set an approximate upper limit on structure delay for 10 particular
brightness distributions. The results for these sources suggest that
source structure effects in BWS delay might be reduced to about 50
psec (1a ) simply by deleting observations with fringe visibilities
less than 0.2. If this technique or some refinement proves successful
in reducing the 1a structure delay to 50 psec or below, then it would
not be necessary to make supplementary brightness distribution
measurements for the purpose of calibrating a source catalogue until
the goal for total delay error (10) falls below about 100-150 psec.
In the near future, these high accuracies will probably be in greater
demand in geophysical and astrometric applications than in clock-
synchronization applications.
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A final word of caution would be that the limit approach in its present
form has not yet been verified. It may turn out that, at the large u-
v values associated with intercontinental baselines, too few natural
sources possess sufficiently large fringe visibilities in the required
u-v regions. Further, the measured distribitions considered here are
too few in number and too limited in u-v coverage and observing
frequency to provide a general verification. The u-v coverage is too
limited because (a) the absence of short baselines (< 300 km) can
allow important large scale structure to be resolved out and missed and
(b) the absence of intercontinental baselines can allow important
small scale structure to remain unresolved. One example of a source
distribution that would violate the limit formula would be a large,
strong diffuse component displaced by a considerable distance from a
weaker compact component. In this case, the effective position would
move from the centroid of both components to the center of the compact
component as baseline length increased. If the separation of
components were great enough, large changes in structure delay could
occur. More survey data is required to determine whether the
percentage of sources that fall in this category, or other disallowed
categories, is too large for the limit equation in its present form to
be valid. Even if the present form is unsuitable, it should be
possible to construct another visibility-dependent limit that is valid
for nearly all sources. How useful the the final form will be in
overcoming source structure problems remains to be determined.

In future work, we plan to investigate more sources with more detailed
analysis with the hope that the present limit approach, or some refined
version, can be generally established.
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STRUCTURE DELAY* RELATIVE TO
BRIGHTNESS CENTROID
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GEODYNAMICS FREQUENCY AND PHASE

F. 0. Vonbun and V. S. Reinhardt
NASA Goddard Space Flight Center

Greenbelt, Maryland

ABSTRACT

The objective of this paper is to discuss NASA's geodynamics
experiments in relation to precise time and time interval requirements.
In particular we are focusing on two specific experiments, namely the
Apollo-ATS-6 gravity anomaly experiment which took place during the
1975 US-USSR Apollo-Soyuz test project and a dedicated earth gravity
field mission called GRAVSAT which is planned to take place during the
1986-88 time frame. In these experiments, the earth's gravity field
and in particular its spatial variation is determined by measuring ex-
tremely small changes in the range rate between two spacecraft.

The ATS-6-Apollo experiment, satellite to satellite range rate
errors of about 300 ym/s were realized. It will be shown that errors
of this magnitude are to be expected from the known phase noise of the
Cs-standards used.

For the GRAVSAT mission range rate tracking errors of about 1 ym/s
are needed. This in turn dictates extremely high engineering require-
ments in frequency and phase. A fractional frequency stability of 1
part in 11 over 4 second averaging time is required of the reference

-15oscillator. In addition a time interval stability of about 10 sec
over the same averaging time is needed for GRAVSAT range rate tracking
system.

(Paper not Submitted)
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TIME AND FREQUENCY STABILITY FOR THE CRUSTAL DYNAMICS PROJECT

R. Coates, J. Ryan (Goddard Space Flight Center, Greenbelt, MD),
T. Herring (Massachusetts Institute of Technology, Cambridge, MA)

ABSTRACT

The Crustal Dynamics Project utilizes very long baseline
interferometry (VLBI) and laser ranging to artificial
satellites and the moon to determine vector baselines
between stations with precisions of about one part in
108. Both laser ranging and VLBI require initial rela-
tive epoch timing of about one microsecond for stations
distributed over the globe. Very stable frequency
standards are the key to VLBI because they are used to
maintain frequency coherence between stations. In order
to have less than one radian rms X-band phase perturba-
tion accumulated in a 1000 second integration period,
the frequency standard must have a stability of
1 x 10~'4. In the VLBI data analysis to determine
accurate baselines, the clock offsets and variations
must be solved for in order to fit the data with less
than 0.1 nsec (3 cm) rms deviation over 24 hours. This
is a fit to 1 x ID-'5. Over the next six years the
Crustal Dynamics Project plans to improve the accuracy
of the VLBI technique by about an order of magnitude.
This will require a frequency stability of about
1 x 10~! 5 for periods of hours to days and solutions
for frequency variations to about 1 x 10-16.

The NASA Crustal Dynamics Project was formed last year to apply the
NASA-developed techniques of satellite laser ranging (SLR) and very
long baseline interferometry (VLBI) for the measurement of crustal
motions of the earth. Both of these techniques have the virtues
that measurements with an accuracy of 1 part in 10^ can be made over
baselines of several thousand kilometers, and these baseline measure-
ments can be made across any terrain, sea or land, The Crustal
Dynamics Project is determining regional deformations and strain
accumulations in active earthquake regions by making frequent
measurements of baselines between many stations in the active areas
near plate boundaries. By making regular measurements of baselines
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between a global set of stations on the different tectonic plates,
the Project is determining the tectonic plate motions and the in-
ternal stability of the plates. Quite frequent measurements with
a global set of fixed stations are being used to determine very
accurately the motion of the pole of the earth and variations in
earth rotation.

Both SLR and VLBI require initial relative epoch timing of about one
microsecond for stations distributed over the globe. In addition,
the VLBI system has a very stringent requirement for frequency
standard stability because frequency coherence must be maintained
between the VLBI stations. Figure 1 is a diagram of a pair of
stations used for a VLBI measurement. The figure shows two antennas
at remote distances on the surface of the earth receiving signals
from the same radio source, a quasar. The signal received at both
stations is translated to base band using a very stable hydrogen
maser frequency standard. The base band signal is digitized and
recorded. The recorded data from the two stations are then pro-
cessed in a correlator which determines the time delay between the
arrival of the quasar signal at the two stations. Since the two
antennas are located on a rotating earth, the delay has a diurnal
sinusoidal signature which is a function of the quasar position and
the baseline length and orientation. By measuring the delay and
delay rate signatures of a number of quasar sources, one can calculate
very accurately the vector baseline between the two stations.

The hydrogen maser clocks at the two stations are independent; thus
they will have neither the same epoch time nor the same frequency
behavior. In the VLBI solutions for the baselines, it is necessary
to solve for the clock offset and the rate difference between the
clocks, and in some cases even clock frequency drift.

The use of very stable hydrogen masers as frequency standards is the
key to the success of VLBI. In order to have less than one radian
rms X-band phase perturbation accumulated in a 1000 second integration
period, the frequency standard must have a stability of better than
10-14 for periods of up to a few minutes. In the VLBI data analysis
to determine accurate baselines, the clock offsets and variations
must be solved for in order to fit the data with less than 0.1 nano-
seconds (3 centimeters) rms deviations over 24 hours. This implies
modelling behavior to about 1 part in 10-15. Figure 2 shows a rather
typical example of a plot of delay residuals after the clock offsets
and the linear rate difference between the clock have been solved for
and removed. This data is from stations at Haystack Observatory,
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Massachusetts, and Owens Valley Radio Observatory, California. The
rms fit of this data is approximately 0.1 nanoseconds. Typically,
from data like this we are able to determine the baseline from
Haystack Observatory to Owens Valley Observatory to a precision of a
few centimeters. Repeated measurements of that baseline over the
past four years have shown an rms deviation of 4 centimeters for this
4,000 kilometer baseline. This is a precision of 1 part in 10*8 in
the determination of the baseline.

The Project has acquired data that has higher quality than that shown
in Figure 2, and also worse. Sometimes there have been malfunctions
which degraded the measurement precision. The purpose of this paper
is to show how well we can recover accurate baselines when there are
problems with the frequency standard and distribution system at the
VLBI station. One such malfunction is a sudden change in rate of
the frequency standard. An example of this is shown in Figure 3 which
is a plot of delay residuals in which only the clock offset has been
removed so that the rate difference between the two clocks are shown.
There are two rate changes evident in Figure 3. The first change in
rate between the two clocks occurred at approximately 4.4 days and
was a rate change of 4 x 10-14. The second rate change at about
6.4 days was a rate change of 7 x 10-13. in this experiment, there
were three stations involved—Haystack Observatory, Owens Valley
Radio Observatory and the Harvard Radio Astronomy Station in Texas.
With the data from the three stations we were able to determine that
the changes in the rate of the clocks occurred at Haystack Observatory.
With a clock change like this, the VLBI solution's clock model can be
broken up into segments corresponding to the time periods during
which the clock was behaving in a normal manner. In the example in
Figure 3 there were three segments used in the solution, the first
segment from 0 to 4.4 days, the second segment from 4.4 to 6.4 days,
and the third segment from 6.4 to 8 days. In the solution, three
clock rates were determined, one corresponding to each time segment.
As long as there is enough observing time to permit an accurate de-
termination of the clock epoch and rate for each segment, the pre-
cision of determination of the baselines is still a few centimeters.

The data set just shown in Figure 3 was selected because it was a
particularly bad set which contained three different malfunctions of
the frequency and distribution system. The other two malfunctions
become more apparent when the data is plotted with the three clock
rates removed, as shown in Figure 4. With the greatly amplified
delay residual scale (+_ 5 nanoseconds), diurnal signatures are quite
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apparent in the data. Since the viewing of the radio sources with the
interferometer produces a delay which is a diurnal signature, a
diurnal signature produced in the frequency standard and distribution
system is of great concern because it can alias directly into the
baseline results and create a significant error. In this particular
case, the diurnal sinusoid showning in Figure 4 was caused by two
different failures at the Harvard Radio Astronomy Station. The first
failure, which caused most of the diurnal sinusoid, was a component
failure in the frequency distribution and calibration system. This
extended over the entire period of the observation. The second prob-
lem was caused by the failure of the temperature control system for
the hydrogen maser room which occurred on October 19. This is illus-
trated in Figure 5 which is a plot of the hydrogen maser temperature
as a function of time. Normally the temperature is controlled to a
small fraction of a degree. After the failure, the hydrogen maser
room varied in temperature about one degree with a diurnal signature.
Hydrogen masers have a temperature coefficient of a few parts in
1(H4 per degree C, so a diurnal temperature variation does produce a
diurnal frequency change in the output of the hydrogen maser. For-
tunately, the time constant of the frequency change with temperature
change is longer than the diurnal period, and the amplitude of the
diurnal frequency variation is attenuated considerably. Consequently,
the diurnal sinusoid due to the temperature control failure was sig-
nificantly smaller than the diurnal sinusoid due to the frequency and
calibration system failure.

In order to determine the effects of such a diurnal signature on the
accuracy of the baselines determined from this data, an analytical
simulation of this problem was conducted. For this simulation,
theoretical observables were used for data for the three stations, a
one nanosecond diurnal sinusoid was added to one clock, and the base-
line lengths were solved for using standard procedures to determine
the errors caused by the diurnal clock variation. Next the simulation
was repeated using real observed data from other sessions where there
were no clock failures. The simulations were performed with a solu-
tion for one day. One day was chosen because that would produce the
worst case result. Figure 6 shows the simulation results for three
different variations in analysis strategy. In the first case, linear
clock terms were used in the solution for determining the relative
clock rate, and the resulting error in baseline length with this
simple clock parameterization was almost 20 centimeters. Such a
simple parameterization ignores the fact that there are terms other
than linear variations present in the residuals. In the normal process
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of analyzing the data, we also have the capability of putting in
higher order polynominal clock terms. The second case utilized a
quadratic clock parameterization for the malfunctioning station and
linear clock terms at the other stations. The worst error in baseline
length for this second case was only 2.2 centimeters. The simulations
with real VLBI data gave similar results.

In these first two solutions, the source positions were used as a
priori positions and the solutions were done with those source posi-
tions fixed. In the third case these source positions were solved
for in order to see what the effects would be if one solved for the
source positions at the same time one was solving for clocks and
baselines. The result was that large errors occurred when source
positions were solved for even when the quadratic clock terms were
used in the solutions. The reason for this is quite understandable.
Since the delay of the signal from a source has a diurnal signature,
the diurnal clock error will cause an error in the determination of
the position of the source which in turn produces an error in the
baseline solution. The result of this third case indicates that one
should not solve for both baselines and source positions in a single
experiment solution. Accurate positions of radio sources can be de-
termined from solutions with large batches of data which cover several
years of time. With such a large span of data, the clock effects will
tend to cancel themselves out, and the resulting positions determined
for the sources will be quite accurate. These accurately determined
source positions can then be used in the individual measurement solu-
tions using the quadratic clock terms as in case 2 to produce accurate
baseline results. By following this type of strategy one can produce
baseline determinations with a few centimeters precision even with
malfunctions of the type described above. This result is consistent
with the history of baseline measurements with a precision of 4 centi-
meters that have been obtained over the past four years.

Good geophysics can be done with 4 centimeters baseline precision,
and the Crustal Dynamics Project has deployed both VLBI and laser
systems around the globe for measurements of plate motions and sta-
bility, and has initiated campaigns in California for measuring
regional deformation. However, higher measurement accuracy will
result in better geodetic results. Thus, the Project goal is to
achieve a 1 centimeter measurement precision. Actions are underway
now in the frequency standard area that are aimed at improving the
performance of the VLBI system. It was mentioned earlier that there
is a temperature controlled room for the hydrogen maser at the
Harvard Radio Astronomy Station. That is the first installation of
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temperature controlled rooms for hydrogen masers. The Project is in
the process of installing such temperature enclosures for all of the
hydrogen masers that are being used in the Project. The goal is an
order of magnitude improvement in the stability of the frequency of
the hydrogen masers operating in the field. In addition, the new
hydrogen masers are equipped with extensive monitoring capability
for recording the environmental parameters that affect maser opera-
tion. It is our plan to determine the relationship between the
environmental parameters (temperature for example) and the maser
frequency in order to determine the actual frequency performance from
the measurements of the environmental parameters. By determining the
fine frequency variations due to environmental changes, we expect to
be able to know the frequency of the masers to an order of magnitude
better accuracy than we do today. This should reduce clock errors
in our solutions by an order of magnitude. There are other error
sources, such as atmospheric propagation, which contribute errors to
the overall baseline solution at the centimeter level. The Project
has efforts underway to reduce all of the known error sources to the
millimeter level in order to reach the goal of one centimeter base-
line accuracies.
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QUESTIONS AND ANSWERS

CHAIRMAN HOWE:

You have gone to some length to attempt to look or take out the one
nanosecond diurnal sinusoid term. I might suggest that you also
look at perhaps other effects since you can monitor temperature,
but you might look at humidity, temperature gradients, and even
power line fluctuations.

You can make certain assumptions about unit correlation with
these long-term effects, but you will see them definitely on the
relatively inexpensive data logger.

DR. COATES:

We do monitor the environment; we monitor the temperature, the
pressure, and the humidity, I didn't mention pressure. Some
masers are pressure-sensitive; the ones that we have been using in
these experiments are not contributing a pressure effect that is
significant, but we do monitor all of these parameters.

The new masers that we have are almost independent of power
lines variations. We have gone to great extents to eliminate that
as a factor. When we are after extreme stabilities that we are
talking about here, we need to really go all out. You are quite
right.

DR. VICTOR REINHARDT, NASA/Goddard

I think this shows pretty conclusively that the effects due to tem-
perature and pressure, humidity, are well-modelable, and I think
for the JPL tests as well as the JPL, DSN, VLBI uses and other uses,
there is no reason that these things can be just modeled out very
easily in the least squares fit, especially since with Paul Kuhnle's
new test facility, each of the masers is very well characterized for
each of these things when we go out into the field.

So, I really, for the long-term, don't see this is a problem;
just as something that is getting into the system. So, the VLBI
people, now that they are aware of the problem, can just easily put
that into their programs because a few more parameters of fit really
doesn't make a significant difference in terms of computing time in
this case.
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DR. THOMAS, The Jet Propulsion Laboratory

I wonder how you isolated the diurnal sinusoid to the clock and not
to other possible effects like other instruments, the ionosphere,
and so forth.

DR. COATES:

There are other effects that you can see that are systematic. We
do SX determination of the ionosphere. However, in the particular
example I gave, you could see that the difference between two sets
of data is quite large. The effect was determined very precisely
by looking at three stations' data that shows there was something
at one station. It was something like an extensive active iono-
sphere which would show up at all the stations.

There was a diurnal sinusoid at the beginning of the observing
period. In the middle of the observing period, there was an in-
crease in that diurnal sinusoid. That increase in the diurnal sinu-
soid matches with the change in the temperature control on the maser
enclosure.
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OPTICAL FIBERS FOR THE DISTRIBUTION OF
FREQUENCY AND TIMING REFERENCES *

George F. Lutes

Jet Propulsion Laboratory
California Institute of Technology

4800 Oak Grove Drive
Pasadena, California 91109

(213) 354-6210

ABSTRACT

An optical fiber communications link was installed for
the purpose of evaluating the applicability of optical
fiber technology to the distribution of frequency and
timing reference signals. It incorporates a 1.5km
length of optical fiber cable containing two multi-mode
optical fibers. The two fibers were welded together
at one end of the cable to attain a path length of 3km.

This paper reports preliminary measurements made on
this link, including Allan Variance and power spectral
density of phase noise.

INTRODUCTION

A three kilometer stabilized optical fiber distribution link for the
dissemination of ultrastable reference frequencies has been demon-
strated. The fractional frequency stability (Af/f) of this link as a
function of the sampling interval (tau) is compared to the stability of
a Hydrogen maser in Figure 1.

The effective stability and accuracy of a frequency and/or timing
standard is no better than the stability of the distribution system
that delivers its output signal to the user. Therefore it is important
to improve distribution systems simultaneously with improvements in the
stability of frequency and timing standards.

This paper will begin with a discussion of three basic stabilized fre-
quency distribution systems with variations and a description of a
coaxial system that has been implemented. This will be followed by an

*This paper presents the results of one phase of research carried out at
the Jet Propulsion Laboratory, California Institute of Technology,
under Contract No. NAS7-100, sponsored by the National Aeronautics and
Space Administration.
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examination of error sources encountered in the implementation of these
systems. Then the applicability of optical fiber technology to frequen-
cy and timing dissemination will be discussed. Finally the details of
the stabilized optical fiber frequency distribution system which has been
implemented, will be discussed, followed by possible future improvements.

Basic Systems

The three basic kinds of stabilized frequency distribution systems of
the two way transmission type are shown in Figure 2(a), (b) and (c).

In each of these figures the forward and return signal paths are drawn
separately but in practice the signals are transmitted both ways in the
same signal path (coaxial cable, optical fiber, etc.). This is done to
assure that the delay (T) plus the change in delay (At) is the same in
both directions. The change in delay, AT, is caused by the effect of
temperature variations, pressure changes and mechanical disturbances on
the signal path.

In the feed-forward system shown in Figure 2(a), the phase difference
between the input signal and the return signal is measured. This dif-
ference is divided by two and subtracted from the phase of the output
signal. This can be done in a phase shifting device in series with the
output signal as shown or in the users software.

In the feed-back system in Figure 2(b), the phase difference between
the input signal and the return signal is held constant by controlling
the phase shifter such that any change in delay (2Ax) is cancelled.

The phase of the input signal is changed, in the conjugation system
shown in Figure 2(c), such that it is always the conjugate of the re-
turn signal relative to the zero phase of the reference signal. This
forces the output phase to remain at zero.

There are four variations in the way the return signal is generated and
each of them is applicable to any of the three basic systems.

The first way, shown in Figure 3(a), is to terminate M;« transmission
line with a mismatch at the far end so that some of the signal is re-
flected back down the line.

A system was implemented by P. Clements, reference 1, in 1974 using
this variation with the feedback system. The phase shift was accom-
plished by changing air pressure in an air dielectric coaxial cable.

In the second variation, shown in Figure 3b, the terminating impedance
at the far end of the line is not only mismatched to the line, but is
also varied (modulated) sinusoidally at.a low frequency.
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This causes the power of the reflected signal to vary with the modulat-
ing frequency, generating two sidebands on the return signal which are
evenly spaced about the input frequency. This is done so the return
signal can be separated, with filters, from the input reference signal.
A more complicated form of detector is required, with this variation, to
compare the return signal to the reference.

This variation was developed by A. Rogers, Reference 2, in the early
197O's, and was used first in the feed-forward system (Figure 2(a)) and
later in the feed-back system (Figure 2(b)).

The last two variations, shown in Figure 3(c) and (d), are similar to
the two variations previously discussed, except that the signals are re-
ceived at the far end of the line and then filtered and amplified, and
in the final variation, modulated and retransmitted back down the line.
This results in a higher signal to noise ratio at the error detector and
may in some cases result in better short term stability of the output
signal.

A stabilized microwave distribution system using the modulated turn-
around return signal variation with a conjugation system (Figure 2(c))
was developed by J. MacConnell and R. Sydnor in 1976-1977, Reference 3.
Two such links were installed at the NASA Deep Space Network (DSN) Com-
plex at Goldstone, California. They were connected end to end in op-
posite directions so that a signal could be transmitted over a 9 km
distance by one link and returned to the "origin over the other link.
The return signal was compared to the reference to determine the
stability. This data is shown in Figure 5.

Coaxial Cable System

The modulated turn-around variation was used in a negative feedback sys-
tem that was implemented by the author in 1975 (reference 4). A block
diagram of this system is shown in figure 4. It was used to stabilize
a 300 meter length of coaxial cable and reduced a 10 cm length change
on the cable to approximately 2 mm.

A 5 MHz reference frequency was transmitted through a directional coup-
ler and a phase shifter down the coaxial cable to the far end where it
was received and divided by 1000. The 5 KHz signal out of the frequency
divider was used to modulate the received 5 MHz signal. The modulation
resulted in a double sideband suppressed carrier signal that was trans-
mitted back down the coaxial cable through the phase shifter to the di-
rectional coupler where it was separated from the forward signal and was
directed to the detector. The phase of the return signal was compared,
in the detector, to the phase of the reference signal and an error sig-
nal was generated that controlled the phase shifter to reduce the error.
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Error Sources

One of the most difficult error sources to eliminate is the leakage of
the input signal (reference) into the return signal path. This leakage
can be due to inadequate isolation in the directional couplers or from
the input signal being reflected back toward the source by intermediate
reflections in the signal path. This reflection problem is particularly
bad in a microwave transmission system, such as the one previously dis-
cussed, and makes it necessary to use gated detector techniques to
reduce it.

In the case of the modulated return signal type of system, inadequate
suppression of the carrier (reference signal) at the return port of the
detector can be a source of error.

Drift in the error detector will not be reduced. Any change in the one
way signal path will only be reduced by a factor of 2. Error detectors
are generally sensitive to amplitude changes. These changes can have
several causes and are most likely to occur on the return signal. If a
standing wave exists on a transmission line, for example, small changes
in the length of the line can cause relatively large changes in
amplitude.

When the modulated return signal type of system is used, dispersion in
the transmission medium, filters or phase shifter may cause an error by
upsetting the phase relationship between the two sidebands and the
carrier. This effect gets worse as the sidebands get further apart in
frequency and as the distance increases.

Another problem that occurs in a modulated return signal type of system
is the problem of eliminating the modulation frequency from the output
signal.

Applicability of Optical Fiber Technology

Several characteristics associated with optical fibers can be used to
advantage in the dissemination of frequency and timing references.

The change in propagation delay versus temperature is approximately 10
parts per million per degree centigrade. This is comparable to the
most stable coaxial cables which are more expensive than fiber optic
cable.

Multi-mode optical fibers with 1 GHz-km bandwidth are readily available.
This is much greater than any practical coaxial cable..

A wide bandwidth provides the capability of disseminating a wide range
of frequencies, possibly several simultaneously on the same fiber.
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Wideband optical fibers exhibit low dispersion of 1 ns/km or less. Be-
cause of this there is much less spreading of timing pulses than is
possible with coaxial cables. In stabilized frequency dissemination
systems utilizing modulated return signals, the relationship between
the generated sidebands and the carrier is affected much less than it
would be in most other propagation media.

Optical fibers are available with optical losses of <3 dB/km at 850 nm
wavelength. At 1,300 nm wavelength the loss can be <0.5 dB/km. Laser
diodes that operate at this wavelength will soon be available as will
diodes capable of much more output power than the typical 1 to 5 milli-
watts of C.W. optical power generated with presently available devices.

Solid state laser diode transmitters are available that have modulation
bandwidths greater than 1 GHz, and can be linearly or digitally Modu-
lated. Receivers are available with a bandwidth from B.C. to 3 GHz.

Optical fibers do not radiate or pick up RFI or EMI. This can be a
major source of noise in other propagation mediums.

Electrical isolation can be maintained between an optical transmitter
and receiver, thereby eliminating ground loops.

Optical fiber cables are small, lightweight and corrosion resistant.

The installation of optical fiber cables is comparable to coaxial
cables; discontinuities can readily be located using an optical time
domain reflectometer; and they can be repaired by welding, even in an
adverse field environment. Repairs can be made with no more difficulty
than repairing coaxial cables.

Directional couplers are available with isolation greater than 80 dB and
signals can be transmitted in both directions in an optical link at the
same frequency with extremely high isolation between them.

Optical Fiber System

The subject optical fiber link consists of a commercial optical trans-
mitter and receiver and a 1.5 km length of two conductor optical fiber
cable.

About 1.5 mW of optical power is emitted, by the optical transmitter, at
a wavelength of «830 nm. The output can be linearly amplitude modulated
from 20 Hz to 1.2 GHz.

The modulation frequency response of the receiver is from B.C. to 3 GHz
and the gain can be controlled over a 40 dB range.
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The cable contains two optical fibers of the multimode graded index type
with a bandwidth of 400 MHz-km and 6 dB/km loss. The outside diameter
of the fibers is 125 ym with a 62.5 ym core diameter.

The two fibers are welded together at the far end of the cable to attain
a round trip signal path length of 3 km.

A directional coupler has been welded to each of the fibers at the near
end. This provides an input and an output for each fiber to which a
receiver and transmitter has been connected. In this configuration
there are two separate links, operating in opposite directions, sharing
the same fiber. If the output of one link is connected to the input of
the second link a path length of 6 km is attained. The separation
between these links is >60 dB. There are 15 welded splices and two con-
nectors in the fiber in this configuration.

The instantaneous bandwidth of each 3 km link is limited by the fiber to
130 MHz. One way (3 km) signal loss in the fiber is 24 dB. The power
spectral density of phase noise (reference 4) is «120 dBc in a 1 Hz
bandwidth, 10 Hz from a 100 MHz signal.

Intermodulation distortion products are down more than 40 dBc for two
signals separated by 1 kHz around 25 MHz and with a modulation depth of
70%.

A stabilized optical fiber frequency distribution system could be imple-
mented by merely inserting an optical fiber two way link, as described
above, between the ends of the stabilized coaxial system shown in
figure 4. The result of this would be the system shown in figure 6.
However, for most applications, the simpler system shown in figure 7
may be used.

This simplification is made possible by the high degree of isolation
between the forward and reverse signals and the relative freedom from
reflections in the optical portion of the system.

The stabilizer is of the conjugation type using the nonmodulated turn-
around method to generate the return signal. It was breadboarded with
individually packaged building blocks such as amplifiers, mixers, low
pass filters and operational amplifiers, and no attempt was made to
protect them from normal variations in room temperature.

It has been determined that further improvement in the stability of the
distribution system is limited by the noise of the optical transmitters
and/or the optical receivers being used. Significant improvements in
the stability of these devices should be possible.

If the input frequency is changed by some Af and the resultant phase
change A<j> across the phase shifter is carefully measured,the absolute
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time delay of the line can be determined, thus eliminating the modulo
uncertainty. Once this is done the input frequency can be fixed and the
phase across the phase shifter will be a precise indication of the time
delay down the link. The link can then be used to transfer very accur-
ate timing signals.

Future Plans

Several problems will be given immediate attention. An effort must be
undertaken to reduce the noise of the optical transmitters and/or re-
ceivers. Of equal importance is the need to better understand the prob-
lem of propagation delay versus bending in optical fibers (reference 6).

Single-mode optical fibers appear to be better in nearly every respect
to multimode optical fibers for this application, but the problem of
coupling light into the sslO pm core must be resolved. An effort is
being started in this area at JPL/CIT.

Work will be continued on the development of optical components such as
an R.F. optical phase shifter (reference 5) which shifts the phase of
the R.F. modulation on the optical carrier. This will further simplify
the stabilized distribution link.

Conclusion

The present capability is adequate for many applications but several
refinements are needed to achieve our goal of distributing reference
frequencies with a stability of 3 parts in 1C)16, at averaging times
greater than 100 seconds, over a distance of 20 km without appreciably
degrading them.

Reference 1 - A personal discussion with P. Clements at JPL, Nov. 1980.
Reference 2 - A. Rogers, "A Receiver Phase and Group Delay Calibrator

for Use in Very Long Baseline Interferometry," Haystack Observatory
Technical Note 1975-6.

Reference 3 - J.W. MacConnell, R.L. Sydnor, "A Microwave Frequency Dis-
tribution Technique for Ultrastable Standard Frequencies," The JPL
Deep Space Network Progress Report, 42-28, pp. 34-41, Jet Propul-
sion Laboratory, Pasadena, Ca., Aug. 15, 1975.

Reference 4 - G. Lutes, "A Transmission Line Stabilizer," The Deep Space
Network Progress Report, 42-51, pp. 67.74, Jet Propulsion Labora-
tory, Pasadena, Ca., June 15, 1979.

Reference 5 - K.Y. Lau, "A Voltage-Controlled Optical Radio Frequency-
Phase Shifter," The Deep Space Network Progress Report 42-53, pp.
24-32, Jet Propulsion Laboratory, Pasadena, Ca., Oct. 15, 1979.

Reference 6 -K.Y. Lau, "Propagation Path Length Variations Due to
Bending of Optical Fibers," to be published.

669



o
 o

op op

o
o» 
* 

..
—

 
O

.J
U

J
.. 

z

111
to

 u
j U

I

Nio

II 
II

si

•Oo

1
0oZ8o

°
0

i-O
)

fOoT
3(US
-

(OQ
.

OoO
J

JDOQ
L

OT
3O
JN_Q(OO
)

I
 
,

>oo

V
W

O
IS

6
7

0



ZQ

/2 (T+AT)

b)
ZQ

Z2T

/-Kr+AT)

T+AT

FEED-FORWARD SYSTEM

FEED-BACK SYSTEM

r+Ar

CONJUGATOR SYSTEM

Figure 2. Basic Two Way Transmission Stabilization Systems

671



INPUT
SIGNAL

RETURN
SIGNAL

MISMATCH

*

REFLECTION METHOD

b)

INPUT
SIGNAL

RETURN
SIGNAL

MODULATED MISMATCH

\>
MODULATED REFLECTION METHOD

c)

d)

INPUT
SIGNAL

RETURN
SIGNAL

INPUT

RETURN
SIGNAL

TURN-AROUND METHOD

MODULATION INPUT

MODULATED TURN-AROUND METHOD

Figure 3. Return Signal Generation Variations

672



0
0

C
O

«=c
t—

I
X0
0

§ 
8

8 
-~

3
 

3
 

J
 

^
 

3
L
 

X

z
 

z
 

z
 

z
 

z
 

8

§ =

(II(OX(Ooo-a0
)N

0
- 

^
-
 

-

(LI

C
D

6
7

3



VZNX8C
O

TZ

0
 

—

'o
 

'«

ZN
E

 
X

£
 

5

S
5oZR
o

2
""-

§
m

!

1LU

0

D

MOrtU(uDIu_j

csTc

\\

C
O

T
> 

o

0
~T

o

•C

ff^

o

[

10T
0

jW'

-,

•oo

n

T
0

O
£

s
XZ<

 
£
 

-Q
0

 
ro

O
O

-o
>, cu
O

 
-l->

o
 

<
u

 Q
J

"" 
3
 
c
 
E

c
r c

 -î
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QUESTIONS AND ANSWERS

DR. VICTOR REINHARDT, NASA/Goddard

What are you achieving with the optical fibers?

DR. LUTES:

We are achieving the curve shown in the second viewgraph. Why don't
we show that again?

This curve is the stability we are achieving at the present
time. That stability is limited right now since changes in the one-
way signal path due to the optical transmitter and/or receivers are
compensated by a factor of two. They are causing the limit at the
present time.

Improvements in those devices should improve this considerably.

DR. REINHARDT:

What is that about?

DR. LUTES:

This is 225 seconds sampling interval, which is about four parts in

10 . Down here is 4,000 seconds, somewhere around a part in 10 .

PROFESSOR LESCHIUTTA:

We have established a more simple system in my laboratory but we
are plagued with the problem of reliability of transmitting diodes.
What is your experience of the useful life of the transmitting
diodes? Thank you very much.

DR. LUTES:

We have had no failures in transmitting diodes. .We had some failures
in the receivers which are state-of-the-art receivers as far as band-
width goes, probably not as far as noise goes though. The laser
diodes are guaranteed for 10,000 hours mean time between failure.
They are expected to last much longer than that. The projected life
is well over 50,000 hours mean time between failures.
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PROFESSOR CARROLL ALLEY, University of Maryland

Have you had any experience in transmitting ultra short pulses of
light over these optical fibers for strictly timing comparisons?

DR. LUTES:

Yes, we have run some experiments where we transmitted pulses that
were about 30 picoseconds in width over short distances, but not
over this particular length. That is as short a pulse as we can
resolve with our receiver.

PROFESSOR ALLEY:

What kind of spreading did you observe? You mentioned one nano-
second dispersion over a kilometer. Is that an observed quantity?

DR. LUTES:

We haven't transmitted these over a line length of that distance so
we don't know. We would expect from the experience we have that it
is somewhere very close to one nanosecond or better for a kilometer.
Actually, for very long Tines it gets better than that. Most of the
dispersion takes place in the first kilometer. Then, after that, it
gets somewhat better.

PROFESSOR ALLEY:

I might comment for the possible interest of the group that we have
recently been transmitting 100 picosecond pulses over a 25 kilometer
distance without fibers using a mirror upon the Washington Cathedral
and one on a water tower near Goddard in order to compare times be-
tween the Goddard Optical Research site and the Naval Observatory.

We are hoping for a 100 picosecond resolution in this system
once it is completely worked out. Thank you.

DR. LUTES:

Yes, we have done some work in the area determining how long the
propagation delay on these lines are. One way of getting rid of
the module ambiguity is to change the frequency slightly and mea-
sure the phase. This we can do very well with the measuring tech-
niques that have been developed.

Once we get rid of the module of ambiguity, then we can just
look at the phase of the error and further resolve the length of
the line. We can resolve the length of the line in this case to
about a picosecond for a three kilometer system.
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DR. BOB COATES, NASA/Goddard

I am interested in the performance of optical connectors in such a
fiber length. Did your link have connectors in it and what are
their stability?

DR. LUTES:

For the link that we showed here, most of the connections were welded
connections. We have 11 welded connections and two connectors. The
only place that we use connectors in this link are at the receivers.
The reason that we can get away with it there is that the detector
area is fairly large compared to the core diameter of the optical
fiber so that the alignment is not very critical. Everywhere else
we use welded connections, and the average loss (we haven't mea-
sured the actual loss at the connectors because there is some dif-
ficulties involved in doing it on short pieces of fiber) is less
than half a dB per splice.

It is probably more like a tenth of a dB or less.

DR. TOM CLARK, NASA/Goddard

You alluded to information on the performance of these fibers under
bending and that one is our concern, too, because many of the ap-
plications do require you to be able to bend cables. Could you
comment on that?

DR. LUTES:

With multi-mode fibers, there appears to be a problem with bending
and this problem can result in the phase propagation in the two
directions on the line not being reciprocal. Therefore, these
systems will not cancel that kind of a difference.

We suspect this is not true for single mode fibers, although
we haven't actually made measurements to validate this. We are
somewhat worried about this problem, also.

VOICE:

At what frequencies?

DR. LUTES:

You can see about two degrees at 100 megahertz for short-bending
radiuses of three or four centimeters. It is very obvious when
you do bend the fiber; it is more sensitive toward the receivers
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of the fiber than it is further away. This is because of the way
that this effect occurs. It is a moding effect and once the
moding stabilizes, the effect is no longer there and the line be-
comes reciprocal. So any bends within one kilometer from the
transmitter of multi-mode fiber is a problem.

However, we suspect it is not with single mode fiber because
there are no other modes to add to the phase or subtract from phase.

680



ON ESTIMATING THE EFFECTS OF CLOCK INSTABILITY
WITH FLICKER NOISE CHARACTERISTICS*

Sien-Chong Wu
Jet Propulsion Laboratory

California Institute of Technology
Pasadena, CA 91109

ABSTRACT

Clock instability is an error • source to high-
precision radio metric and radio interferometric
observations. Under most circumstances, such
observations take place over a period of time
within which modern precision clocks reveal a
fluctuation characterized by a flicker noise. An
undesirable property of flicker noise is the
correlation among all observations, with hopelessly
compl ica ted corre la t ion coeff ic ients . This
complication prohibits one from treating flicker
noise as random noise in covariance analysis
estimating its effects. This paper introduces two
alternative approaches. The first is that of
generating a sequence of number simulating the
flicker noise and then treating it as a systematic
error. A scheme for flicker noise generation is
given. The second approach is that of successive
segmentation: A clock fluctuation is represented
by 2N piecewise linear segments and then converted
into a summation of N+1 triangular pulse train
functions (TPTF). The statistics of the clock
instability are then formulated in terms of two-
sample variances at N+1 specified averaging times.
The summation converges very rapidly that a value
of N > 6 is seldom necessary. An application to
radio interferometric geodesy shows excellent
agreement between the two approaches. Limitations
to and the relative merits of the two approaches
are discussed.

•This paper presents the results of one phase of research carried
out at the Jet Propulsion Laboratory, California Institute of
Technology, under Contract No. NAS7-100, sponsored by the National
Aeronautics and Space Administration.
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INTRODUCTION

The developments of advanced technology in radio metric
observat ions for space navigation (Ref s . 1, 2) and in radio
interferometric observations (Refs. 3, 4) have been in a high gear
during the last decade. Among the error sources limiting the precision
of these observations is the instability in time and frequency
standards. The estimation of the effects of such clock instability is
becoming a vital part in system designs.

For a short averaging t ime ,T , most precision atomic clocks
possess a two-sample variance (Al l an var iance) of f r e q u e n c y
fluctuation, ay , which decreases as T~2 orf"*. In other words, the
fluctuation behaves either as a white phase noise or as a white
frequency noise. When one estimates the effects of such clock
instabil i ty via a covariance analysis wi th phase (or delay)
observables, a white phase noise can be treated as a random process
with no correlation among observations. A white frequency noise can be
treated in the same way except that all observations are correlated,
with simple correlation coefficients. Hence such clock instabilities
can be handled without difficulties.

Howeve r , most radio metr ic and radio in te r fe romet r i c
observations take place over a longer period of time within which a
clock fluctuation reaches its "flicker floor", having a constant two-
sample variance over all averaging .times of interest. Such flicker
noise has the undesirable characteristic of complicated correlation
among all observations, especially when observations are taken at
uneven intervals of time. Direct covariance analysis is generally
impractical.

This paper introduces two alternative approaches. In the first
approach, a sequence of numbers simulating flicker noise is generated
over the time period of interest. Its effects can then be treated as
that of a systematic error, with the error sensitivity defined by the
sequence of numbers. The second approach is that of a successive
segmentation: The statistics of a clock fluctuation are represented by
the amplitudes of a number of triangular pulse train functions (TPTF).
These amplitudes are, in turn, related to the two-sample variances at
successively halved averaging times. The problem is thus reduced to
that of estimating the effects of a number of (usually not more than 7)
TPTF with specific RMS amplitudes.
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Examples are given for an application to baseline vector
determination by radio interferometry. The numerical results show
excellent agreement between the two approaches. Limitations to and the
relative merits of these two approaches are discussed.

CLOCK INSTABILITY CHARACTERIZED BY a 2 « T~2 and a 2 « T'1y y

For convenience in investigating the effects of clock
instability, we shall briefly review the basis of covariance analysis.
Let there be M independent phase observations from which N parameters
are to be estimated. The "computed covariance matrix" is given by

Pv = (A
T W A)'1 (1)

X.

where A is an M x N sensitivity matrix with the (m,n) th element being
the partial derivative of the m observation with respect to the n
estimated parameter; W is usually a diagonal weighting matrix with
elements e

m where em is the assumed RMS random error of the m
observation. The diagonal elements of PX in (1) are the variances of
the estimated parameters due to the assumed random error in
observations.

The effects of an error source different from the assumed random
errors can be calculated by the following "consider covariance matrix"
(Ref. 5)

P'x = (Px AT W) Pc (Px AT W)T (2)

where P_ is the error covariance matrix of the M observations.
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For a clock instability characterized by a two-sample variance
ay (T) « t , its effects on the M observations are the same as that of
an uncorrelated random error with a standard deviation TOy(T). Thus Pc
in (2) becomes a unity matrix multiplied by a constant T 0 ̂  (T). The
effects on the estimated parameters are given by the square roots of the
diagonal elements of P'x.

For a clock instability characterized by a two-sample variance
Oy (T) = T~l, its effects on the m^ phase observation is the accumula-
tion of phase, from the beginning of the experiment, due to a white
frequency noise. That is, the error covariance matrix Pc will have
elements

min(m,n)

= TO 2(T) [t . , . - t ]
y min(m,n) o

where

(A)
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tp is the epoch of the experiment and t^ is the mean time at which the
irn observation is taken. With PC calculated by (3) and (H) , the
effects of such clock instability on the estimated parameters are again
given by the square roots of the diagonal elements of P'x.in (2).

SIMULATION OF CLOCK INSTABILITY CHARACTERIZED BY a y
2 « T°

A clock fluctuation characterized by a constant two-sample
variance independent of averaging time is said to behave as a flicker
noise. It has strc^ng correlation among observations. To the knowledge
of the author no exact expression exists for the error covariance of
observations due to such noise. A close approximation can be derived
from the following flicker noise model of Barnes and Allan (Ref. 6):

m

t= £ ( m + l - i ) 2 / 3
g i (5) .

m 1=1 X

This model simulates equally spaced (in time), discrete flicker noise
from a sequence of independent, random numbers g^ (or discrete white
phase noise) of unity variance. For observations taken at even time
intervals At, the error covariance matrix PO will have elements

2 2p = (At) a < <j) <j> >
m,n y m n

min(m,n) j (f-^

2 O 2 1^ (m+1- i)2/<\(n + 1 i)2/3
°y £i

where < > denotes the ensemble average and. min ( m , n ) is defined in
For observations taken at uneven time intervals I ^ t , the

elements of matrix P becomec
min(k ,k )

/. ^2 2 V^m "n j. i -N 2 /3 / , , . T .x2 /3p = (At) a > (k + 1 - i) (k + 1 - i)m , n y ' m n •
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m

with K = I. (7a)

Therefore, the calculation of the elements of PC becomes complicated
and impractical.

An alternative approach is to simulate the clock instability in
the time period of interest by a flicker noise model, such as that
given in (5), and then treat it as if it were a systematic error.
(However, statistical results can be obtained only through averaging an
ensemble of such errors. This will be further discussed later). In
other words, the P in (2) is decomposed into CC where C is a column
matrix with its M elements given by

e = At a <j>. (8)

m y k
m

for observations at uneven time intervals Im^t. Here $\L is defined in
(5) and (7a).

Equation (8) suffers from the disadvantage of having to record a
very large number of random samples g^ and to perform a very large
number of summations. A computationally more efficient flicker noise
model can be generated by the following empirical recurrence formula
:for a = 1):

y

<J> = 1.95 cf> .. - 0.95 <J>
m m-1 m-^

(9)

where g are now random numbers of standard deviation 1.35.
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To compare the two flicker noise models, eq. (5) and eq. (9),
4001 samples are computed from each model. Two-sample variances are
calculated and plotted in Fig. 1. The ay <* T° behavior is verified
for both models with the recurrence formula of (9) being slightly
better. Note that for larger T the number of samples in the
calculation of ay is smaller and the uncertainty of cry is larger.
With the flicker noise model given in (9), the solution covariance
matrix P'x can be calculated from (2) with PQ = CC™; the elements of
the column matrix C are

e - At o *. (10)

y k

with km defined by (7a).

SEGMENTATION OF CLOCK INSTABILITY

In this section, the effect of clock instability is studied by
an alternative approach. It is clear that a clock instability
characterized by ay2(-r)

 a Ta with a j> - 1 will have a cumulative
effect. Hence, a clock with instability behaving differently from a
white phase noise will appear as clock drift. Such clock drift in the
time period of interest, say 0 < t < T , can be approximated by a
piecewise linear representation as shown in Fig. 2 (a) and (b). The
number of segments can be arbitrary; however, for the convenience of
the following study, it is selected to be 2. Fig. 2 (b) is a special
case of N = 4.

The piecewise linear representation of a clock drift can further
be decomposed into the summation of a sequence of N + 1 triangular
pulse train functions (TPTF), Fn:

Drift

where Fn contains 2
n~1 triangular pulses of widths T/2n~1 and of

heights bn ^>bn o»"-i and bn pn-1 (for n = 0, Fn contains half a
triangular pulse bf height bQ). 'Pig. 2 (c) displays the component
terms of (11). Therefore, a given clock drift functions which is
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approximated by 2N piecewise linear segments is uniquely defined by 2N

heights of triangular pulses. Since these TPTF are independent of and
uncorrelated with one another their total effect is the quadratic sum
of individual effects. That is,

£ T, 2 ,. . n-1
n

Fn (bn,l"-" bn,2 '
=

Effect of Drift (t) = [
n=

p
The RMS vaues of b _ are related to the two-sample variances cre by the
definition of gy

2: ' .

2b . , 2

' n * ° (13)

where {} denotes the RMS value. Hence all triangular pulses in the
same TPTF have the same RMS height which is directly related to °y at a
specified averaging time:

(b } = (b } = (72/2) (T/2n) a (T/2n), n 4 0 (14)
n,i n Y

For n = 0, {bQ} = T a (T)

Therefore, the RMS effect of clock instability with known cy(T)for T/2N

< T < T can be represented by the superposition of TPTF of specific RMS
heights. Only terms with T/2n longer than the shortest time interval
between observations need be included in (12). For instance, a 12-hour
experiment with a min imum time interval of 10 minutes betweeji
observations requires only 7 TPTF, with the last term containing T/2 .
Furthermore, for ay^ « T° (flicker noise), eq. (12) converges very
rapidly; neglecting all but the first three terms will result in an
error of less than 1 %.
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In most radio metric observations for space navigation, the
estimated parameters are the amplitudes of diurnal sinusoidal functions
(Ref . 2). Hence, over a view period of 8 hours or shorter, the error
signature can be divided into three catagories: A bias error
(approximating cos x with small x), a ramp error (approximating sin x
with small x) and a r a n d o m error. On the other hand, radio
interfere me trie observations for clock synchronization, baseline vector
determination, polar motion/ U Tl determination, etc. are taken
"randomly" on many different radio sources. It is such randomness that
loosens the coupling between systematic error sources and estimated
parameters. However, for such "random" observations, the error sources
can also be divided into bias, ramp and random errors.

The RMS values of bias, ramp and random components of TPTF are
calculated in the appendix. The values for the first 7 TPTF are
summarized in Table I. Since these components are independent and
uncorrelated the quadratic sum of their effects yields the effects of
the TPTF. Also, as mentioned earlier, the T P T F are independent of and
uncorrelated with one another. Hence, the magnitudes of errors of the
same catagories (bias, r a m p and r a n d o m ) from all T P T F can be
quadratically s u m m e d together, the effects of which are then
individually estimated. Therefore, the estimation of clock instability
effects is reduced to the estimations of the effects of a bias error, a
ramp error and a random error (white phase noise) which are trivial.

NUMERICAL EXAMPLES

To illustrate and compare the two approaches introduced above,
they are applied to a problem of baseline vector determination by radio
interfere me try. The baseline chosen is 300 km in length with its
center at a latitude of 35° North. Both 6-hour (33-observation) and 8-
hour (44-observation) experiments are studied. The observation
sequences are parts of a 30-hour sequence observing 14 extragalactic
radio sources. To reduce the effects of observation sequence, each of
the 6-hour and 8-hour time periods scans through the 30-hour sequence
and the mean error is calculated from all possible 6-hour or 8-hour
periods. The error source considered is a clock instability with Af/f
= 10~14 for all ton each end of the baseline, thus aYT) = >/2 x 10~1 . A
unity matrix is chosen as the weighting matrix, W. The quadratic sum
of the baseline component errors is to be examined.

In practice, one or more clock parameters can be included in the
estimated parameter list to reduce the effects of clock instability
(Ref . 7). In the following, we shall study the problem under different
circumstances: Estimating 3 baseline components alone, 3 baseline
components and a clock offset, and all the preceding plus up to 8 equal
segments of clock rate offset. It should be noted that when 2m

segments of clock rate offset are to be estimated, the effects of Fn
for n i m are to be excluded.
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Table II summarizes the baseline solution sensitivities to a
bias error, a ramp error and a white phase noise. These sensitivities
are to be used in the segmentation approach: The effects of clock
instability are to be determined by (i) calculating the RSS values of
bias, ramp and random components, according to (14) and Table I, from
all TPTF of concern, (li) multiplying by the corresponding baseline
error sensitivities in Table II, and (ili) quadratically summing these
three error components.

Fig. 3 compares the effects of the clock instability on baseline
solutions as estimated by simulation approach and by segmentation
approach, for both the 6-hour and 8-hour experiments. Excellent
agreement between the two approaches is seen.

DISCUSSEDN AND SUMMARY

Two different approaches have been introduced for the estimation
of clock instability effects on radio metric and radio interfere metric
observations. The simulation approach is straightforward and can be
applied to any type of problems; but it requires the simulation of a
flicker noise. The statistical characteristics of a flicker noise can
be attained only when a large number of samples are included. In the
above examples, the 33 and 44 consecutive observations scan through a
30-hour sequence, resulting in, respectively, 128 and 117 different
clock instability samples. Hence the mean values of the solution
errors approach to their statistical values. Without such averaging
the results fluctuate a good deal. Fig. 4 shows such fluctuation of a
solution error from the 128 individual samples of 33-observation
sequence.

The segmentation approach requires the estimation of the effects
of a bias, a ramp and a random noise. The RSS magnitudes of these
components from a few TPTF need to be calculated. However, this
approach results in statistical values of clock instability effects
without the need of averaging over many samples. Also, the
segmentation approach is so versatile that clock instability with any
shape ofa (T) can be treated since the variation of tfy is explicitly
accounted for (cf. equation 14) in the error estimation procedure.

When a problem with a diurnal variation has a view period
exceeding 8 hours, bias and ramp together can no longer represent the
systematic error signature. An additional error component, a single
triangular pulse , F^ , with its mean value removed, needs to be
considered. This is equivalent to adding a quadratic term into the
small-argument approximation of a cosine function. With this
modification, the RMS value of the random component for n=1 in Table I
is to be transfered to the new component. Of course, the random
component from FR with n > 1 will still be needed.
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APPENDIX

Calculation of RMS values of Bias, Ramp and Random Components
of TPTF of Unit RMS Heights

Bias Component:

A sequence of triangular pulses of height +1 has a bias value
of +1/2. Since FQ and F« contain no more than one pulse their bias
values are simply ± 1/2. For n > 1, each pulse in Fn may have an
independent sign (+ or -). Since Fn contains 2n triangular pulses,
each of them has an RMS bias value of (1/2)(1/2n~1) = 1/2n. The RMS
value of bias for all pulses in F is the quadratic sum of those of all
2n pulses. Hence

n i „ 9 1/2
{bias} = t(2 ) 0-/2V] (A.1)

Ramp Component:

It is readily shown that FQ, containing_one half of a triangular
pulse, has a ramp component of RMS value 1/2/3 and that F^, containing
one pulse, has no ramp component. For Ffl with n > 1, the triangular
pulses can be grouped into symmetrical pairs (with respect to the
center of the time period). A pair of pulses with the same signs (++
or —) does not contribute to ramp component. A pair with opposite
signs (+- or -+) has a ramp component of heights ± 3m/2 where m is
the separation between the two pulses of the pair (m = 1, 3,."i 2n -
1). The RMS value of such ranp component is 1/</3 its height, i.e.,
(3ni/22 n~2)(l//3). The probability of forming a pair of pulses with
opposite signs is 1/2 (the other 1/2 for pulses with the same signs).
Hence the RMS value of the ramp component of all 2n pairs of pulses
in Fn is given by

2"ll-l , /9
V^ , 9n 9 9 9 '

ramp = [ 2-f (7) (3m/2/n"2) (l/*^) ]
m=l,3, . . .

* 4n-s 'E'1 m
2]172

n-1,3,...
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1/2
-(3-

1/2

(A.2)

Random Component:

The total RMS value of Fn is the same as that .of a single tri-
angular pulse, !#}. With the bias and ramp component given by (A.I) and
(A.2) the RMS value of the random component of Fn is simply

2 2 1/2
{Random} = (1/3 - {bias} - {ramp} ) (A.3)
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TABLE 1

RMS Values of Bias, Ramp and Random Components
of TPTF of Unit RMS Heights*

n {Bias} {Ramp} {Random}

0

1

2

3

4

5

6

0.500

0.500

0.354

0.250

0.177

0.125

0.088

0.289

0 .

0.306

0.242

0.175

0.125

0.088

0

0.289

0.339

0.461

0.521

0.550

0.564

* A triangular pulse of unit height has a total RMS value of 1/vT.
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QUESTIONS AND ANSWERS

DR. REINHARDT:

Recent data have indicated over the past couple years that the prob-
lem with hydrogen masers or with cesiums too is not really flicker
noise. It is a combination of environmental effects and random walk
which can be analytically treated much more easily than flicker
noise. Have you looked into using those approaches to handling
problems of correlation noise in frequency standards?

DR. WU:

Well, of course, flicker noise is just an assumption of clock in-
stability. It is an approximation, but the segmentation approach
I was just introducing here can be applied to any sigma versus tau
shift. That means it doesn't necessarily have to be a flicker fre-
quency noise.

DR. REINHARDT:

If you use other noise models which are really applicable like ran-
dom walk of frequency or an environmental effect, they are analyt-
ically solvable, while flicker noise presents a lot of computational
problems; they do not. And you might get a more fruitful result by
using the real models for behavior.

DR. WU:

If the characteristic is purely white phase noise or white frequency
noise, you can easily do it with conventional covariance analysis,
but whenever there is some combination of these noises or you have
some variations in the sigma versus tau shape, then you have dif-
ficulty.

DR. PETER KARTASCHOFF, Swiss Post Office

I wonder if in the segmentation approach you used here, what is the
statistical uncertainty on these ramp and drift and random com-
ponents in this approach, because I am asking myself if you just
have a statistical uncertainty, if you repeat this process which
will be of the same order of magnitude, then the uncertainty you
get with the simulation process is mainly according to the theory
of Audoin and Lesage?

Whereas, that there might be a danger that the segmentation
approach used on limited data would give a too optimistic result,
and then if you repeat the same experiment more and more, and
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finally you get this very slow convergence to the flicker noise
process, and there I would recommend what Victor Reinhardt said,
that actually there have been for ten or more years, efforts to
turn around the flicker process.

And the combinations of white and random walk rates and so on,
but I think we have to live with the fact that the flicker process
is here and nature doesn't care about mathematical difficulties;
nature is there and the flicker process is there, and for many
years we had no physical models on flicker process, but three
years ago there was a conference in Tokyo only on flicker phenomenon.

Now, we have about ten models of flicker noise, ten physical
models. We just do not yet know which is the good one, but I think
we will have to live many years with the problem of flicker. I
just would like to make these comments. One should look in this
approach you made because it is very interesting in its computa-
tional simplicity, but I would say a little bit of warning. What
is the real uncertainty? I would bet it will fall back on Audoin's
and Lesage's prediction on uncertainty of the estimates. Thank you.

DR. WU:

Of course, what I am introducing here is just a technique to esti-
mate clock instability with a given shape of sigma versus tau shift.
So, whether the actual clocks will be right on flicker frequency
noise or not is another story.
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NAVSTAR GLOBAL POSITIONING SYSTEM (GPS)

CLOCK PROGRAM: PRESENT AND FUTURE

Capt Douglas M. Tennant

Air Force Systems Command

Space Division/YEZ

Los Angeles, California

ABSTRACT

The Global Positioning System (GPS), well into its developmental phase,
provides the most salient example today of both Rubidium and Cesium Atomic
Frequency Standards being applied in a space environment. Indeed, the whole
success of the GPS program rides on the performance and reliability of space-
qualified atomic clocks. Program status is provided by this paper and plans for
ensuring the long-term continuation of the program are presented as well.
Performance of GPS clocks is presented in terms of on-orbit data as portrayed
by GPS Master Control Station Kalman Filter processing. The GPS Clock
Reliability Program is reviewed in depth and future plans for the overall clock
program are published.

Introduction

The Navstar Global Positioning System (GPS) was first conceived by
Department of Defense planners as the ultimate answer to the question of how
to provide precise, continuous, real-time navigation data to friendly military
forces deployed world-wide. With passive equipment, the user, it was planned,
would merely "dial-up" the several satellites in his view and know directly, with
practically "pin-point" accuracy, where in the world he was, as well as the
correct time.

Data gathered since Navstar 1 first became operational in March 1978,
later to be joined by Navstar's 2 through 6, provide conclusive and persuasive
evidence that the system works extremely well, for all the different potential
operational users, under all ordinarily-encountered circumstances of ambient
environment.
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Clock performance, then has not recently been a GPS issue; the really
significant question facing GPS has long been the reliability of the atomic
clock. Reliability has, in the past, been given mainly "short-shrift" insofar as
GPS clocks have been concerned. Schedule imperatives have demanded that
satellites be committed to launch containing clocks using designs not thoroughly
proven by ground test. Failures occurred, and it was necessary to implement
design, material, and process changes in the same real-time as space vehicles
were being prepared for launch. We bent some of the rules of good engineering
practice, but enough good luck and extremely good people were with us, so that
we got the job done. Now the situation is different and has improved. We have
the "breathing room" to reassess and change our tactics. Our firm intention,
and the plan, is to develop a good ground-test baseline for space-reliable clocks,
and then to allow only a minimum perturbation of our proven design. .

Navstar makes use of the state-of-the-art in both the rubidium (Rb) and
cesium (Cs) atomic frequency standard technologies. Six years ago, when the
Air Force first began to procure atomic clock hardware for GPS, neither type
of clock had been space-qualified, to levels specified by military standards.
Today, with relatively minor exception, Navstar flies fully space-qualified clock
hardware of both varieties, and Rb clocks are performing head-to-head with the
Cs standard on Navstar 6. The Rb standard was intended originally to be
employed as an interim device, against the time when Cs standards, with their
known superior long-term stability, would be ready. Rb's performance has been
excellent and with some improvements aimed at decreasing temperature
sensitivity, may be the right answer for the operational satellite. The Navstar
6 Cs standard, on the other hand, has also been performing in an excellent
fashion and while it has exhibited behavior (to be discussed in detail later)
which requires further examination and understanding, it has shown that it fits
well into the Navstar navigation system and is, therefore, a completely viable
candidate for use in the operational satellite. The above states then, the
quandry and trilemma of the GPS program office: Should GPS proceed with Rb
clocks, Cs clocks, or a combination of both? The right answer to this question,
provided in a timely fashion, could save the government a considerable sum and
practically guarantee the long-term existence of GPS.

GPS Navigation System Tutorial

As shown in figure 1, the GPS navigation system consists of three
segments: Space, Control, and Users. The Space Segment is the set of
orbiting satellites, each one containing redundant atomic clocks which, running
one-at-a-time, provide precise timing to that satellite's Navigation Subsystem
(Nav). Within the Nav, several functions are performed as follows: two L-band
carriers are synthesized from the 10.23 MHz clock output; a pseudo-random
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noise code (PRNC) is generated based upon the clock's timing; ephemerides and
clock data for the whole GPS constellation are impressed on the PRNC and used
to modulate the L-band carriers for transmission to the users and to the Control
Segment.

Periodic updates of each satellite's ephemeris and clock data are per-
formed by the Control Segment, which also continuously predicts the major
parameters of total GPS system performance using a K aim an filter. The
Control Segment consists of monitor stations, located in Guam, Hawaii, Alaska,
and Vandenberg AFS, CA., with primary and secondary upload stations located
at Vandenberg AFB, CA., and Sunnyvale AFS, CA., respectively, and a Master
Control Station (MCS) at Vandenberg. Put in basic terms, the monitor stations
receive the satellites' L-band Nav signals and pass them to the MCS for
processing. The MCS, using a Kalman filter, takes the raw satellite data,
makes the known, systematic corrections, weighs it statistically in the context
of previous data, compares it with the best available reference, and then
outputs its "best guess" as to the behavior of the several major Space and
Control Segment operating parameters for the next 24 hours. The model thus
generated is uploaded to each satellite daily or as necessary to keep the
satellites, individually and collectively, operating in auseable fashion. The
reference is periodically refreshed by passing data from Kalman to the Naval
Surface Weapons Center for generation of a new reference.

The several space vehicles transmit the clock and ephemeris information,
pertinent to all the satellites, by impressing it upon the two L-band carriers, as
described above. Special equipment of the User Segment receive and process
this data and develop a navigation solution, in the four dimensions of space and
time, for the specific user. To date, users have successfully employed the GPS
Navigation System to determine their position accurately on land, at sea, and in
the air. Air Force has used it convincingly in exercise bombing runs, as has the
Navy for instrumentation of test firing missiles at sea.

Clock Program Status

It has been said that the atomic clock is the heart of the satellite. Perhaps
the idea needs to be expressed more strongly. Without reliable clocks on board
each space vehicle, of high stability and modellability, the GPS navigation
program cannot reasonably proceed.

The GPS Program Office is firmly of the view that there is a bright future
for GPS. This very positive perspective has not come easily or without much
effort and agony on the part of the government and its several clock vendors
alike. Numerous problems, some of them potentially catastrophic to the
program, have been worked over the past two years and two are now discussed.
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a. Transformers; The power converter board of the Rb clock contains a
power transformer and a timing transformer. There have been two iterations of
redesign in terms of the materials and processes used to construct the
transformers. The basic problem is that, because of constraints introduced by
the total clock design, the power transformer runs at about 100°C and is a
significant source of heat for the rest of the clock. Materials originally chosen
for this device were not intended for compatible operation at elevated
temperature and numerous clock failures, on the ground, and on-orbit, resulted.
A program to redesign and retrofit clock transformers was instituted at
Rockwell, Anaheim and the present transformers have operated without failure
in Navstar 3 and subsequent vehicles since then.

b. Lamps; The lamps included in the Rb clocks have been, naturally, a
subject of great interest and controversy, industry-wide, in the light of the GPS
lamp failures on Navstars 1-4. Because of these several failures, reliability
improvement and lamp study programs were set in motion by the program
office. Outputs from these programs, to date, include lamps of known,
adequate Rb fill which are flying in Navstar 5 and subsequent vehicles.
Increased perception into the mechanism of lamp failure is being pursued by the
Aerospace Corporation in conjunction with EFRATOM, Inc., the lamp maker.
EFRATOM is also hard at work on an improved process for building and filling
lamps which shows great promise for follow-on GPS satellites.

At present GPS has six satellites on-orbit, five of which are considered
operational for contractual purposes. Navstar 2, whose three Rb standards have
all failed in the atomic mode, still produces a navigation signal but this satellite
is not regularly uploaded so the information it provides is of relatively little
value to present users. Status of the 5 operational satellites is shown in Table
A. Of special interest and note are that Navstar 1 has functioned reasonably
well on a crystal clock since 25 Jan 1980.

Recent Kalman filter data from this clock is shown in figure 2. Navstar 3
is on a Rb clock which is the longevity leader, now running nominally and
continuously for 22 months as of 20 Nov 80. Typical Kalman data is in figure 3.
Navstar's 4 and 5 are also working well on Rb clocks with data shown in figures
4 and 5 respectively. Navstar 5 deserves special mention because it contains
the first Rb lamps of known, adequate fill. In fairly large measure, the long-
term viability of the GPS program may depend upon whether a lamp failure
occurs in Navstar 5 in the near future. A lamp failure would send us back to
the drawing board.

Navstar 6, with Kalman data in figure 6, contains the first successfully
operating space-qualified pre-production model (PPM) Cs standard. Its per-
formance has been excellent overall for its approximately seven months of on-
orbit operation. It has shown, however, some anomalous behavior as graphed in
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figure 7. The combination of decreasing Cs beam current, intermittent changes
in beam current coupled with output frequency shifts, and rising ion pump
current has, to say the least, been of interest and concern to the program
office. This matter has been discussed, in detail, on several occasions, with the
technical staff of the vendor, Frequency and Time Systems Inc., (FTS). Some
diagnostics (thermal cycling in vacuum of the PPM qualification (qua!) unit at
NRL) have been done and added little perception to the problem. Further
testing, with the qual unit at FTS, and on-orbit, are planned in the near future.

Navstar 7 is planned for launch in the Spring of 1981, and like Navstars 4-6
contains three Rb clocks and one Cs standard. Present plan is to make use of
the Cs standard first but a firm decision has not yet been made. Navstar 8 will
be launched in late summer next year with the same complement of clocks.

Navstar GPS Clock Plan

Given as first principle that GPS intends to fly, on each satellite, the best
clock hardware available at that time, the clock plan is multifaceted and
involves many corporate entities. The intelligent evolution of the overall clock
design and testing to ensure the long-term reliability of that design are, prima
facie, conflicting efforts but the program office intends to pursue them both,
making good engineering trade-offs as clock development proceeds.

As part of the former effort, the GPS program office is funding relatively
small design improvements to the Rockwell-built Rb clock. Further, automatic
thermal control, which will hold clock baseplate temperature steady to 0.1°C,
while its environment changes by 3 -5 C diurnally, will be added to at least one
Rb clock on Navstar 8. Offline, in addition, the program office is funding a
second-source Rb clock usng EG&G Inc., in Salem, MA. This clock uses a
physics package different from that of the Rockwell clock, as well as numerous
state-of-the-art circuit advances not known at the time that GPS first entered
the clock business.

In the Cs arena, the Naval Research Laboratory (NRL) is funding the
offline improvement of the FTS PPM with an immediate eye to eliminating the
several qual deficiencies of that clock; an incremental improvement in the
clock's performance should be derived. NRL is also funding two alternate
sources of Cs clocks, on a head-to-head basis, using KERNCO in Danvers, MA.,
and FBI in Long Island, N.Y., respectively. Both of these clocks are being
designed with a view to supporting the needs of the GPS operational phase.

Relative to the reliability issue, the GPS program office is sensitive to
criticisms arising from the paucity of good long-term stability and reliability
data for both the Cs and the Rb clock. It is not that long-term tests haven't
been done under the banner of this program oTflce. Both Rockwell, Anaheim.,
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and NBS, Boulder., have generated bodies of long-term stability data for the Rb
clock over periods as long as 100 days. NRL, in its turn, has run the PPM qual
unit for a total of about four months. The results have been positive and
encouraging but not really enough of the right kind of data to prove -the
reliability for the design. The program office is taking action to free-up, as
soon as possible, at least one Rb clock, of flight configuration, to operate in
long-term thermal vacuum, at NRL. Coincidentaly, NRL is buying a separate
flight PPM Cs clock for the same kind of very purposeful testing. It is planned
to have both a Rb and a Cs clock, into long-term testing by early Spring, 1981.
Further planned is the purchase of critical subassemblies, for example Cs beam
tube and power supply combinations for the same kind of long-term test.

The Future of GPS

To paraphrase Peter F. Drucker, "Where is the GPS Clock Program going,
and where should it go?" We who are concerned about the future of GPS Clocks
see the Hydrogen Maser looming brightly on the horizon. NRL is funding some
excellent exploration in this area and the program office is watching that effort
with tremendous interest. As the future slowly unfolds with new data and
experience daily, the same issues come to mind in different forms, again and
again. Do we really need the unquestionably superior long-term stability of the
maser or even the Cs beam standard, in the satellite, to make the system
perform to the desired minimum level of navigation accuracy over time?
Maybe we are unnecessarily diluting our effort and especially our resources by
pursuing the several atomic clock technologies. Rubidium, we've seen, has
better short-term noise and stability than Cs but drifts far more. Given the
differences between Rb and Cs, can one or the other be considered "better" for
our application? Available data, to date, suggest that whereas Cs scarcely
drifts, its higher noise level, in the short-term, renders it neither more
modeUable nor more predictable than Rb. For our purposes, Rb may well be
just as good as Cs with no space-borne need for Hydrogen Masers. Time and
additional data, perhaps, will tell us with certainty.
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QUESTIONS AND ANSWERS

CAPTAIN TENNANT:

I believe the question was asked yesterday, relative to the poten-
tial for encryption of the CA codes emanating from the satellite.
The fact of the matter is the CA code, like the P code, is probably,
going to be encrypted, by way of making the accuracy of those sig-
nals collectively available. If you don't have the decryption gear,
your accuracy is going to be fairly limited to like 300 to 1,000
meters. Don't know how bad that would hurt you, compared to what
you are getting now.

I expect right much. The availability of the decrypting ap-
paratus is going to be a function of your ability to satisfy the
program office and expecially the National Security Agency that you
need to be able to decrypt the signal and that you can protect the
decryption gear if you have it. Other questions, comments?

PROFESSOR CARROLL ALLEY, University of Maryland

I would like to compliment Captain Tennant on his very enlightening
and forthright talk about the clock development program. I remem-
bet when the RFP went out a number of years ago. It was several
feet highland the amount devoted to clocks was about one page. So
that the statement that the whole success of the GPS rides on the
performance and reliability of space clocks has at long last been
adequately recognized. Thank you.

DR. REINHARDT:

The GPS program is a classic example of the problems that were
brought up in the first meeting. You say that reliability and per-
formance were primary concerns, but in fact, what has happened is
that non-critical elements, such as size, have been the real driv-
ers. What I see is a lot of research going into areas, unknown
areas like new passive masers, shrinking down masers in size, and
even cesiums, when that is not necessary if you just make the satel-
lite 50 percent bigger. This is precisely the kind of thing we are
talking about ~ of designers arbitrarily saying that your box must
fit in this little cube and a lot of money and a lot of effort and
a lot of loss of reliability is being wasted because of that. Can
you comment on that? Is there anything intrinsically that keeps
the satellite from being a little bigger or even 50 percent .bigger?

Or is it just that the satellite now is too far down the line
for anybody to make changes?
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CAPTAIN TENNANT:

I am not really qualified to fully answer that question. I know
that in terms of the cost; the availability of the hardware to put
the satellite we are talking about into orbit; given where we were
six years ago; and given the priority associated with putting the
satellites up, getting the program moving; we had to go with what
we had at the time.

DR. REINHARDT:

A specific example of what I mean is that NASA had just spent
$2,000,000 developing a red shift probe maser to be a flyable maser
which would have taken a very small step to turn into a very re-
liable long-term maser, and it was only 70 pounds. You know it was
obviously flyable because it flew on a Redstone.

CAPTAIN TENNANT:

Only 70 pounds? All my clocks weigh less than that.

DR. REINHARDT:

Is there any intrinsic reason that they have to weigh 70 pounds?
This is something that is known. People know how to launch heavier
satellites and control them. What you are asking the frequency
standard people is to go into completely unknown areas and then yet
meet scheduled reliability in very short time.

CAPTAIN TENNANT:

The question is too big for me. I am a clock man, not a space
vehicle man.

MR. HUGO FRUHAUF, Efratom

To answer the question of satellite weight and resulting clock
weight; it was primarily a function of the launch vehicle that was
available at the time. The whole program and cost was keyed to a
cheap launch vehicle which was the Atlas. So, therefore, the space
satellite size and the 11,000 mile nautical orbit was primarily a
function of that problem.

At the present time, future launches are planned with the
shuttle, and your question and comment at that point should be re-
considered.
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GENERAL

DEVELOPMENT OF A SUB-MINIATURE RUBIDIUM OSCILLATOR

FOR SEEKTALK APPLICATION

H. Fruehauf, W. Weidemann, E. Jechart
Efratom
Irvine, California

ABSTRACT

For some time now the Efratom 4-inch cubed Rubidium
Oscillator has been used in numerous navigation
and secure communication systems. The SEEKTALK
program, however, and other programs of similar
nature, present new challenges to oscillator makers
in terms of warm-up time, size, power, operating
environment, and unit cost in large quantities.

This paper will present our approach to these new
warm-up and size challenges as well as the problems
involved in these tasks. In order to define the
improvements needed, a comparison will be made
between the performance of the present off-the-
shelf M-100 Military Rubidium Oscillator and that
expected for the Sub-Miniature Rubidium Oscillator
that is currently in development (called M-1000).
Methods of achieving 1.5 minute warm-up will be
discussed as well as improvements in performance
under adverse environmental conditions, including
temperature, vibration, and magnetics. Expected
performance curves of the new oscillator as well
as our microelectronics approach will be presented.

An attempt will be made to construct an oscillator
error budget under a set of arbitrary mission con-
ditions.

In order to clearly indicate the improvements that will be realized for
this new- M-1000 Oscillator development, Table 1 is provided to compare
the off-the-shelf M-100 Oscillator with the M-1000, The SEEKTALK pro-
gram spec requirements are shown as tentative design goals, pending a
final Air Force spec release in early 1981. The most challenging per-
formance requirements are (a) ultra fast warm-up, (b) MIL-E-5400 Class II
temperature environment, (c) operation in a severe vibration environment
and (d) our attempt to make the M-1000 less than one half the volume of
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the present M-100 Oscillator. Figure 1 depicts the subject oscillators.
The M-100 measures approximately 4" x 4" x 4.8" (or ̂  77 in3) and the
M-1000 approximately 2.3" x 3.5" x 4" (or ̂  33 in3) with future goals
toward further reduction in size.

Figure 2 is a functional block diagram of the present off-the-shelf M-100
oscillator. The highly stable output of the M-100 is obtained from a
10 MHz voltage-controlled crystal oscillator (VCXO), whose frequency is
locked to an atomic frequency reference. The atomic reference is pro-
vided by the 6.834...GHz ground-state hyperfine transition of Rb.
The VCXO is locked to the rubidium resonant frequency fRb, at approxi-
mately 6.8 GHz, in the following manner: A microwave signal, having a
frequency in the vicinity of fRb, is synthesized from the 10 MHz VCXO
output. This microwave signal is used to excite rubidium atoms that are
contained within a microwave cavity. The frequency synthesis scheme is
designed so that the VCXO frequency is exactly 10 MHz when the microwave
frequency is exactly equal to fRb. The frequency of the signal applied
to the microwave cavity can be maintained equal to TRb by generating an
error signal when the microwave frequency differs from TRb and using
this error signal to servo the VCXO via its control voltage.

TABLE -1- SPEC COMPARISON (Sheet 1 of 7) 11-4-80

DESCRIPTION

Output

Input Power

Transient
Protection

Warm-up
Characteristics

Warm-up
Power

ANTICIPATED
SEEK TALK

SPEC

10 'MHz sine wave
0.5 Vrms ± 10%

50 Ohms ± 10*

<13W 1? 25°C (Amb)
22-32 VDC

(28 VDC Norn)

MIL-STD-704
Category A

< 1.5 minutes to
reach 5x10" 10 0
25°C (Amb);
<4 min. from
-55°C (Amb).

Power available
not specified
with engines
running.

OFF-THE-SHELF
M-100 OSC.

10 MHz sine wave
0.5 Vrms + 30,-10S

50 Ohms ± 10%

17W @ 25°C
22.5-32 VDC

Separate Heater
power avail-

able.

MIL-STD-704
Category C

< 10 minutes to
reach 2x10" >» @
25°C (Amb.)
< 25 minutes from
-55°C {Amb.)

4 rain, option,
-v 100 watts.

IN DEVELOPMENT
M-1000 OSC.

Same as M-100

Same as SEEK
TALK

Separate heater
power available

Same as M-100
(Working on a
compromise 704 A
Spec)

Same as SEEK
TALK

< 100 watts i *

•v. SOW typical
for less than
1 minute.

REMARKS

704C Should be adequate
for program.

Pushing AF Spec change
from A to C.

* Max peak current at
32 VDC <6A
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TABLE -1- SPEC COMPARISON (Sheet 2 of 7) 11-4-80

DESCRIPTION

Power On/Off
Cycling (Retrace'

Operating
Temperature

Long Term Drift

Short Term
Stability

Trim Range /
Adjustment

ANTICIPATED
SEEK TALK

SPEC

< IxlO-5 with
off times < 1 hr.

< 5x10"'" from
-55°C to +55°C Amb
71°CAnb.for30min
Prefer Class II
-55° C to +71°C Amtv
95°CAmb.for 30 mm

5x10- '"/year

<4xlO-". T = Is
<lxlO-n. T= 10s
<4xlO-12, T = 100s

3 x 10-'

OFF-THE-SHELF
M-100 OSC.

Retrace within
few parts in 10

< 4x10-'" from
-55°C to -\.+60°C
Amb; (+63°C
Baseplate). Parti
in 10 offset at
71°C Amb. Ops

< 3 x 10-"/montt
< 3 x 10- '"/year
1 x 10- 11 /month
option available

Same

Same

IN DEVELOPMENT
M-1000 OSC.

Same as M-100

< 3x10-'" from
-55°C to +71°C
Amb; (^ 80°C
Baseplate) parts
in 10' offset at
95°C Amb

< 6 x 10-"/montl
5 x ID'1 "/year

Same

Same

REMARKS

TABLE -1- SPEC COMPARISON (Sheet 3 of 7) 11-4-80

DESCRIPTION

Voltage
Variation

Magnetic Field

Signal to Noise
'(SSB IHz BH)

Harmonic /
Non Harmonic

Sinusoidal
Vibration
(operational)

ANTICIPATED
SEEK TALK

SPEC
Not specified.

Meets spec under
1 x 10- "/Gauss

> 120 dB 0 100 Hz
> 130 dB 0 1 KHz

30 dB down
80 dB down

< 1 x 10-'"
5-14Hz-0.10" D.A.
15-23HZ- ± Igpk
24-52HZ-0.036" D.A.
54-SOOHz- f 5g pk

OFF-THE-SHELF
M-100 OSC.

< 1 x 10-" for
± 10% input
voltage change.

< 8 x 10- "/gauss
(worst case
orientation)

> 120 dB <? 100 Hi
> 135 dB & 1 KH;

Same

Tested to •»• Ig
20-500 Hz; parts
in 10' at narrow
critical freq.

IN DEVELOPMENT
M-1000 OSC.

Same as M-100

< 1 x 10- "/Gauss

Same as M-100

Same

Goal is to im-
prove M-100
performance
significantly

REMARKS

Note: 1 Gauss =79. 59 AM-1

More testing needed to
evaluate performance
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TABLE -1- SPEC COMPARISON (Sheet 4 of 7) 11-4-80

DESCRIPTION

Random Vibration
(operational)

Acoustical
Noise

Storage Temp. .
(non-operational)

Acceleration
(operational)

Temperature
Altitude

ANTICIPATED
SEEK TALK

SPEC

< 1 x 10-'°
15-50Hz-0.02g2/Hz
51-300Hz-+4dB/oct.
301-lKHz-0.1g2/Hz
10Ql-2KHz-6dB/oct.

< 1 x 10-'°
MIL-STD-810
Method 515.2
Procedure I
Category A

-62°C to +80 C

Prefer Class II:
-62°C to +95°C

< 1 x 10-" for
lOg's in any
axis.

MIL-E-5400
Class II
< 5 x 10-'°
S.L. to 70K ft
71°C to 10°C Amb.

OFF-THE-SHELF
H-100 OSC.

Tested to. uVg^Hz
20-50HZ falling
to .001g2/Hz at
SOOHz parts in id"

for an Allen Vari-
ance of T = 1 sec.

TBD - Not tested

-62°C to +85°C

-4 x 10-12/g
(Worst case -
orientation)

< 1 x 10'Vmbar;
with temp change
< 5 x 10- '" total

*

IN DEVELOPMENT
M-1000 OSC.

Goal is to im-
prove M-100
performance
sign.

TBD

-62°C to +95°C

< -4 x 10-12/g
(worst case
orientation)

< 1 x 10-13/mbar
with temp change
< 2 x 10-' "total

**

REMARKS

More testing needed to
evaluate performance
(major design problem)

* M-100 has not been
tested to 70K ft;
but expect no problems

** Vacuum Ops is goal.

TABLE -1- SPEC COMPARISON (Sheet 5 of 7) 11-4-80

DESCRIPTION

Temperature
Shock

Transient Temp.

EMI

Radiation
Hardening

Reliability

ANTICIPATED
SEEK TALK

SPEC

MIL-STD-810
Method 503.1
Procedure

Meet Spec @ 2°C/
sec from -55°C to
+85°C, 71° Amb.

MIL-b 1 U-tblA
Notice 3
CE 01, 02, 03, 04

. CS 01, 02, 06
RE 02, 04
RS 01, 02, 03

Not specified.

MTBF>20,000 hrs.
60% DR @ 55°C Amb.
Airborne uninhab-
ited fighter envi-
ronment. M1L-HDBK-

217C, Not.l, Sec 2

OFF-THE-SHELF
M-100 OSC.

OK

OK

MILTSTU-lfaiA
Notice 3
CE 01, 02, 03, 0^
CS 01, 02, 06
RE 02
RS 01, 02, 03

Hard to ground
tactical environ-
ment of a major
program.

MTBF>19.000 hrs.
60% ? 63°C base-
plate Airborne
inhabited transport
environment
MIL-HDBK-217C

IN DEVELOPMENT
M-1000 OSC.

OK

OK

Same as M-100

Hardness level
to be assessed.

MTBF>20,000 hrs.
60% 0 71°C Amb.
Airborne uninhab-
ited fiahter MIL-
HDBK-217C

REMARKS

RE04 not applicable.

Reliability level for
unit largely controlled
by hybrid screening
level and can be im-
proved accordingly.
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TABLE -1- SPEC COMPARISON (Sheet 6 of 7) 11-4-80

DESCRIPTION

Humidity

Shock
(Bench Handling)

Size

Weight

Salt Fog

ANTICIPATED
SEEK TALK
SPFC

MIL-STD-810
Method 507.1
Procedure III

MIL-STD-810
Method 516.2
Procedure V

5 x 5 x 5>i'' max
2% x 2\ x 4" Goal

TBD

MIL-STD-810
Method 509.1
Procedure 1

OFF-THE-SHELF
M-100 OSC.

951

OK

<80 in3

0.94 x 3.90 x 4.8 )

4.5 Ibs. max

TBD - not tested

IN DEVELOPMENT
M-1000 OSC.

100%

OK

<30 in3
(2.5 x 3.0 x 4")

< 2 Ibs.

OK

REMARKS

TABLE -1- SPEC COMPARISON (Sheet 7 of 7) 11-4-80

DESCRIPTION

Fungus
Resistance

Explosive
Atmosphere

Sand and Dust

Maintainability
Requirements

Shop Level
Maintenance

ANTICIPATED
SEEK TALK

SPEC

MIL-STD-454
Requirement 4

MIL-STD-810
Method 511.1
Procedure 1

MIL-STD-810
Method 510.1
Procedure 1

^ 90% Fault Det-
ection with a
BITE

Required

OFF-THE-SHELF
M-100 OSC.

OK

OK

TBD - Not tested

OK

NO

IN DEVELOPMENT
M-1000 OSC,

OK

OK

OK

OK

NO

REMARKS

No test data available.

Use of lock monitor.

An atomic standard does
not lend itself to de-
tailed AF field level
maintenance.
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OFF-SHELF M100
M1000 PROTOTYPE

SIZE ESTIMATE

Figure 1. M-100/M-1000 Size Comparison

The error signal is generated by the Physics Package using the method of
optical pumping (not discussed here) and appears as a current from the
photocell in the Physics Package. When the applied microwave frequency
is equal to fRb, the Rb atoms resonate with the microwave field in the
cavity resulting in a decrease (minimum) of the photocell output current.
Conventional modulation techniques are used to locate the minimum in the
photocell current characteristic (Figure 3). In the M-100, the applied
microwave frequency is sine-wave modulated at 127 Hz. This modulation
results in an a.c. component of output current from the photocell.
When the microwave frequency is different than fRb, there is a 127 Hz
component present whose phase (positive or inverted) depends on whether
the microwave frequency lies above or below 'Rb. This phase information
is used to steer the VCXO in the proper direction to bring the micro-
wave frequency into coincidence with fRb (at which point the 127 Hz
signal is zero). From a practical point of view, the M-100 is considered
locked to the atomic resonance when its output frequency is within
1 x 10-9 of exactly 10 MHz.
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M-1000 APPROACH

The M-1000 differs from the M-100 Oscillator in the area of the Physics
Package, form-factors and some electronic changes. These changes are
summarized below but will be discussed in detail later. As noted on the
M-1000 Block Diagram of Figure 4, (a) the modulation frequency has been
changed from 127 Hz to 254 Hz to reduce sensitivity to the vibration
spectrum below 250 Hz, (b) the 40 second sweep during warm-up has been
reduced to 6 seconds including a new resonance detection scheme which is
among the several things necessary to achieve to 1.5 minute warm-up
requirement, (c) a special lamp ignition system to prevent operation in
undesired lamp modes which could result from power on-off cycling or
external power supply transients, (d) physics changes to allow for
MIL-E5400 Class II temperature operation (71° Amb. continuous) including
size reduction, (e) an integrated SC Cut VCXO/Rb resonator package with
overall lower mass to facilitate the fast warm-up requirement, (f) a
Hybrid electronics circuits approach to reduce the overall size of the
oscillator.

EFRATOM

tL--_

Leas L-_ 4ir_o^_

|9V MIODOBLOOCDIA6KAM
»MVMID

CIRCUIT

Figure 4. M-1000 Functional Block Diagram
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OVERALL MECHANICAL DESIGN

The present design approach will allow for a reduction to half the M-100
volume. The presently planned form-factors are shown in Figure 5. The
resonator portion of the Physics Package has been reduced in both size
and mass proportions, housing a smaller Rubidium Vapor Cell decreased
in length from \h in. to 7/8 in. This has reduced the size of the
resonant cavity as illustrated in Figure 6.

The lamp oscillator, Figure 7, does not readily lend itself to Hybrid-
ization and thus has been repackaged to make the overall assembly smaller.
The major size and mass reduction comes from the use of blanket heaters
in place of heating transistors. Since the lamp is not sensitive to
varying magnetic fields, the blanket heater approach presents no problem.

FfffO. AM

IOHIH? OUTPUT
TNC RECEPTACLE PfR *«.-C- 390/2
M390IZ/3I-OOOI

CONNECTOR PER MIL-C-38999

WITH MS27413EI2B8S)

MMCPLfiTE LABEL
MMKED W1H EFKATOM WIT HO.
AND SERIAL NO. AND CONNECTOR
WRING- VAT A.

BASE PLATE
2.28

3.50

'1

1.750

4.00

pa. 3
.50

ca

.I3i-3i UHC-ZB
J* DEEP f PLACES

Figure 5. M-1000 Form-Factors
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These sub-modules integrated into an overall assembly, will resemble the
M-1000 Physics Package shown in Figure 8. This integrated assembly will
be foamed into an inner Mu-metal housing for reduction of vibration
sensitivity with a second outer Mu-metal case again at the Physics Pack-
age. This eliminates the need for the outer Mu-metal cover which has
been the M-100 design approach and allows for a standard cover which can
be sealed to meet salt spray, sand and dust specs. The M-1000 unit ther-
mal design will allow for operation from sea level to hard vacuum
space craft applications. All heat will be conducted to the M-1000
mounting baseplate.

The major size reduction comes from our hybrid electronics approach.
The Servo Hybrid, before lid-closure, is shown in Figure 9. More than
95% of the electronic parts count will be contained in Hybrid circuits.
As shown in Figure 4, the Hybrid circuits are as follows: (a) Servo
Hybrid, (b) Power Supply Hybrid, (c) two identical Heater Control Hybrids,
(d) the M-100 synthesizer approach has been split into two sections;
Multiplier and Synthesizer Hybrids: this allows for more flexibility
for future changes in synthesizer approach which may be necessary when
mass production quantities are required (2000 or more per year).

OFF-SHELF M100
PHYSICS PACKAGE

M1000 PROTOTYPE
PRELIMINARY

PHYSICS PACKAGE

Figure 8. Physics Package Comparison
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M1000 PROTOTYPE
SERVO HYBRID

OFF-SHELF M100
SERVO BOARD

Figure 9. Servo Board Comparison

(e) VCXO Hybrid which will be an integral part of crystal and resonator
assembly, and (f) the Buffer Amp Hybrid mounted outside the Physics
Package to provide isolation and output drive.

Including eight (8) Hybrids, the M-1000 is expected to have approximately
80 electronic piece parts.

M-1000 PHYSICS

The most innovative designs of this unit fall within the Physics Package
area. We have designed an integral lamp and resonator assembly which
includes the SC-Cut Crystal and the VCXO Hybrid.

The lamp is our conventional unit but without the usual brass holder.
This allows a size reduction. The blanket heater approach allows for
rapid heating to the nominal 115°C. The overall temperature of the res-
onator, which houses a smaller cell, has been raised to approximately
85°C to allow 71° Amb. continuous operation (approximately 80°C base-
plate) which meet MIL-E-5400, Class 11 temperature requirements.
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The assembled package will be foamed into the inner Mu-metal can as
discussed earlier. VCXO Control Voltage trim range adjustment is acom-
plished with a varactor diode so that a control pot can be mounted exter-
nal to the Physics Package.

M-1000 PERFORMANCE CHARACTERISTICS

The most challenging design requirement is the ultra fast warm-up. This
task is accomplished by a combination of several concepts discussed
earlier. They are: (a) smaller cell/lower mass Physics Package, (b) use
of SC-Cut Crystal, (c) use of blanket heater on lamp and cell, (d) spe-
cial constant power heater control using pulse width modulation, and
(e)a fast sweep circuit in the Servo Hybrid.

These factors contribute to the M-1000 warm-up time shown in Figure 10.
The off-the-shelf M-100 standard warm-up and fast warm-up options are
illustrated for reference. The approximate output frequency that can be
expected during warm-up is shown in Figure 11. The frequency will be in
the range of ̂  ± 3 x 1Q-6 until atomic lock. 15 to 20 seconds after the
sweep circuit stops, the frequency will be ̂  5 x 10-10. Shortly there-
after, parts in 1011 can be expected.

Figure 10. Warm-up Time
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Figure 11. Output Frequency During Warm-up

The M-1000 power dissipation is expected to be 12 watts or less (steady
state at 25°C) see Figure 12. A goal of 8 to 10 watts is set for second
and third generation units. VCXO performance is expected to be similar
to the M-100 spec. The short-term stability is shown in Figure 13 and
phase noise in Figure 14. Magnetic field susceptibility is expected to
be a factor of 8 to 10 better than M-100 spec and is illustrated in
Figure 15.

At present satisfying solutions have been found for all SEEKTALK re-
quirements and environmental specs with the exception of sine and random
vibration performance. These specs are most challenging and extremely
difficult to meet. Typical performance under a 1 g sine environment for
an M-100 style Physics Package is illustrated in Figure 16. These data
are exaggerated, however, since the sweep is extremely slow and tends to
amplify the response of the unit at the modulation frequency and it's
harmonics.
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Figure 12. Power Dissipation

Figure 17 shows considerable improvement when the M-100 is modified with
the 254 Hz M-1000 servo scheme. This scheme, plus the new M-1000 mech-
anical approach to the Physics Package should provide a significant im-
provement over the M-100 data and will certainly make vibration fre-
quencies below 250 Hz less influential. Present M-100 performance at
1 g is parts in 108 peak to peak at the modulation frequency; M-1000
performance is expected to be in parts in 1010. Under random vibration,
M-100 performance is < 1 x 1Q-10 at 0.02 g2/Hz at T = 1 second. This is
still considerably higher than the < 1 x 10'1 ' requirement which is the
present SEEKTALK spec in a 0.04 g2/Hz environment.

Rb OSCILLATOR "LIFE" CONSIDERATIONS

Useful field life of any electronic equipment or system is generally
evaluated in light of hardware peculiarities which will in time render
the equipment at a life-limit. This analysis usually excludes random
parts failures but is oriented toward wear-out mechanisms.

The M-100/M-1000 oscillator "life" limit revolves around the aging char-
acteristics of the Rubidium Vapor Cell; assuming the Rb lamp has no
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Figure IS. Magnetic Field Susceptibility

systematic wear-out mechanisms, which it does not, if everything is done
properly. When the cell is manufactured, it is made with a deliberate
negative off-set of approximately ^ 4 x IO-9 which is zeroed by the addi-
tion of a magnetic field (C-field). With a C-field trim range of
± 1.5 x IO-9, the oscillator will allow normal adjustments as long as
the frequency of the cell has not aged past the Af/f equivalent of
(+) 1.5 x IO-9 of 10 MHz.

As can be seen in Figure 18, the typical oscillator will begin to age at
a rate of (-) 3 x IQ'^/mo for about 5 to 6 months while steadily improve-
ing to - 1 x IQ-'Vmo. After the initial (-) aging, the oscillator may
drift (+) or continue (-). Long-term aging data show that the oscillator
will not always drift in the same direction. The data also show, however,
that the typical oscillator, while operating, continues to improve, with
the monthly drift tending to decrease in magnitude. Aging improvements
have also been observed for stored units with the extent of the improve-
ment depending on the storage temperature. For illustration purposes,
Figure 18 shows three curves. Curve (a) is for a typical oscillator that,
after 5 to 6 months, continues to age always negative (best case). In
this case, the frequency off-set that accumulates can be cancelled by
increasing the magnetic field (C-field current). Under these conditions,
the normal C-field trim range of ± 1.5 x IO-9 will have been reached in
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Figure 16. Sine Vibration Data - 1 g
(127 Hz Modulation)

tf**4rj*7j*4ft)9

^

^

tb ft* 754̂  l<OP.f&S;
*• -!

:•«<*

_.. _ H _L. i .__ _• ^J

' r~i. T~ ir~ r^i'.rr irn3;"J

IQO
-4

-?P-i
80 70 60 30- 20 : _10

Figure 17. Sine Vibration Data
(254 Hz Modulation)

- 1 g

736



i> 11 years. In practice, magnetic field can be added at that time but
at a degradation of unit magnetic field spec; doubling the C-field cur-
rent approximately doubles the external field sensitivity. For example,
if we allow a degradation of the shielding factor of ̂  50%, the end
of the useful life will be reached after ̂  80 years.

Curve (b) applies for the case of an oscillator that, after the first
5 to 6 months, ages continually positive. Here the ̂  3 x 10~9 point
is reached in approximately 35 years. Since the positive aging cell
requires a reduction in magnetic field, the cell at this point is for
practical purposes at zero magnetic field. As aging continues past this
point, the oscillator will still operate in a completely stable fashion
(according to spec), but it will no longer be possible to zero the off-
set that will gradually accumulate.

The third case, curve (c), is absolutely the worst case and as far as
we know, has never occurred. In this phase, the oscillator ages contin-
uously positive at the constant rate of 3 x 10-Wmo, reaching zero
frequency off-set at zero magnetic field after approximately 11 years.

Figure 18. Oscillator Life
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MISSION PROFILE

Figure 19 illustrates an arbitrary mission profile and resultant osc-
illator performance. The concept for a precision timing system for
tactical aircraft, revolves around the ability to have an oscillator
within parts in 1010, 1.5 minutes after engine start (assuming no bat-
tery power is available prior to that time). This ability provides
ample time for a timing-sync (possibly RF linked) before aircraft is
very far from its origin, minimizing RF link propagation delay errors.
Due to the accuracy and retrace ability of the Rb oscillator, frequency
sync would not be necessary prior to a mission as long as a periodic
calibration plan is in effect. The 1.5 minute warm-up capability would
appear to greatly simplify the tactical system. No battery power is
required on the aircraft and no external warm-up scheme is needed.

Factors which have the most significant effect on oscillator time error
are temperature changes and vibration. The least impact are voltage
variations, magnetic field changes, and acceleration. Oscillator aging
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Figure 19. Typical Mission Profile

738



or drift is negligible. Since the oscillator is used as a clock, many
of the environments such as magnetics and vibration should have a some-
what cancelling effect with only residuals influencing the time error.

Preliminary data has been received from Edwards Air Force Base for flight
tests of similar mission profiles using shock-mounted EFRATOM commercial
FRK-L units. The data indicates an accumulated time error scatter of
^ 1.3 to 12.1 ys. Flight duration of these tests varied between ^ 7 to
11 hours.

CONCLUSION

We are proceeding with full speed to complete this new M-1000 development
in mid 1981 to meet the SEEKTALK schedule. Several prototype units
will be delivered to RADC at that time for test and evaluation. We
believe that the 1.5 minute warm-up atomic oscillator will revolution-
ize the tactical warfare theater and will greatly improve the present-
day military communication and navigation system capabilities.

The major portion of the Hybrid vendor costs for the initial prototype
units is being funded by RADC.
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QUESTIONS AND ANSWERS

MR. SAMUAL WARD, Jet Propulsion Laboratory

Have you considered whether or not the so-called vibration or gravi-
tational effects on the unit may be induced currents that are get-
ting into the XVCO loop?

MR. FRUHAUF:

You mean, on the vibration table?

MR. WARD:

Correct.

MR. FRAUHAUF:

Yes, we have checked very carefully the mganetic fields that are
set up on the vibration head, and we have got that pretty well
nailed down.

MR. WARD:

Was the power supply -- how much of the unit was being shaken?

MR. FRUHAUF:

In these particular tests?

MR. WARD:

Yes.

MR. FRAUHAUF:

The entire unit.

MR. WARD:

Shielding and all.

MR. FRUHAUF:

Right. We have been sensitive to that area, so we characterized
the table very carefully before we draw a lot of conclusions from
the data.
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MR. WARD:

It looks suspicious because the power goes up as the vibration fre-
quency goes up.

MR. FRUHAUF:

What goes up, please?

MR. WARD:

The power -- the effect -- how much it is being pulled off frequency,
which appears to me power related.

Normally, as you shake it faster, that should go down.

MR. FRAUHAUF:

It is primarily related to resonances in the system. It is defi-
nitely not the magnetic field from the shake table.
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THE NATO III 5 MHZ DISTRIBUTION SYSTEM

A. Vulcan and M. Bloch
(Frequency Electronics, Inc.), New Hyde Park, New York

ABSTRACT

This paper describes a high performance 5 MHz
distribution system having extremely low phase noise
and jitter characteristics and providing multiple
buffered outputs. The system is completely redundant
with automatic switchover and is self-testing. Faults
can be isolated to a modular level by observing front
panel status indicators. Since the 5 MHz reference
signals distributed by the NATO III distribution system
are used for up-conversion and multiplicative
functions, a high degree of phase stability and
isolation between outputs is necessary. Unique circuit
design and packaging concepts are utilized to insure
that the isolation between outputs is sufficient to
guarantee a phase perturbation of less than 0.0016°
when other outputs are open circuited, short circuited
or terminated in 50 ohms. The circuit design techniques
include high isolation cascode amplifiers, the use of
negative feedback to stabilize system gain and minimize
circuit phase noise contributions, the use of balanced
lines in lieu of single ended coaxial transmission media
to minimize pickup and degradation of noise floor and
the development of simplified fault detection and
switchover circuitry to insure continuous operation.

The distribution system is fed by redundant high
stability quartz frequency standards which use special
crystals with low phase noise and jitter and a daily
aging rate better than 5 X 10~H.

INTRODUCTION

A 5 MHz signal generation and distribution system is described which
provides the basic reference frequencies for both a transportable and
fixed satellite ground station. The system has extremely low vibration
induced phase jitter and high isolation between outputs. Both of these
characteristics are required for the NATO III satellite terminal
mission. The system is modular and self-testing and any modules can be
replaced without disturbing system operation.
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SYSTEM DESCRIPTION

The block diagram of Figure 1 shows how a. dual frequency standard,
Primary Distribution Unit (PDU) and Secondary Distribution Unit (SOU),
are interconnected to provide a failsafe system having fifty-six 5 MHz
outputs, four 1 MHz outputs and four 100 kHz outputs. Two frequency
standards in the Frequency Generation Unit (FGU) provide redundant,
stable, low noise signals for the system input. The Electronic Switch
Module (ESM) in the PDU accepts the 5 MHz input and feeds it to two
Primary Distribution Modules (PDM). The dual electronic switches
provide redundancy in the event of faiure of either frequency standard,
interconnecting cable, or ESM. The Primary Distribution Module receives
the redundant 5 MHz inputs and provides seven balanced outputs which
feed various Secondary Distribution Units which can be located upto 500
feet from the PDU. Although the PDU, SDU and dual frequency standards
comprise the NATO III station distribution system, the SDU can stand
alone as a totally independent fifty-six channel low noise distribution
system. Interconnection between the PDU and SDU is accomplished on a
redundant basis such that the failure of either balanced interconnecting
cable or PDM will not effect the final output signal. The requirement
for low spurious signals and phase noise necessitates the use of double
shielded RG-22B/U twinaxial 95 ohm balanced cable. The entire signal
transmission system is isolated from the environmental ground reducing
the pickup of unwanted signals due to ground loops and non-common mode
noise. Table 1 lists the performance characteristics of the system and
Figures 2 and 3 are the detailed block diagrams for the PDU and SDU,
respectively.

An amplitude limiting circuit in the SDU Preamplifier Module (PAM)
maintains a constant output level of +5 dBm from the SDU over a wide
range of input signal levels. This is important so as not to affect the
operation of user equipment when interconnecting cables are disconnected
or a PDM module in the PDU is removed. Seven independent modules each
having eight outputs comprise the balance of the SDU.

The equipment is designed to operate from American or European ac main
voltages and frequencies. Dual power regulators ensure that 60 Hz and
120 Hz line related phase modulations are reduced to negligible levels.
A high current regulator in each of the dual power supplies and an
additional three-terminal device in each module provides 0.01% line
regulation with 150 microvolts of noise. An additional benefit of this
system is that radiated susceptibility of the equipment from pickup of
extraneous signals from colocated high power RF devices is minimized
since the module regulators have the ability to reject interfering input
signals by at least 80 dB from 30 Hz to 10 kHz and 40 dB up to 300 kHz.
Additional RF filtering is used to meet the EMC requirements up to 18
GHz.
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Each active circuit which is critical to system operation is failure-
detected. Diode detectors are used for RF alarm generation and
micrologic comparators sense the degradation of signal level below a
preset value. The alarm signals are summed in each particular subsystem
and fed to a common point where an output is provided to external
monitoring equipment. Additionally, front panel indicators on the
various modules visually indicate the occurrence of a failure or out of
spec condition.

The system is designed such that removal or replacement of any module
can be effected without causing intolerable phase or amplitude
perturbations on other active outputs. This design insures that 5 MHz
perturbations which can be multiplied 1000 to 2000 times in subsequent
chains of frequency multiplications do not cause system outages.
Minimal phase perturbations are insured by the use of high isolation
amplifiers and a high degree of shielding between active circuitry.

CIRCUIT DESIGN

The following paragraphs describe two important functional blocks of the
the distribution system.

RF Amplifiers

The amplifier stages used for 5 MHz processing in various parts of the
system are cascode circuits with high isolation, low noise, and high
dynamic range. This circuit is shown schematically in Figure 4. To
meet the isolation requirement of 100 dB, special layout and packaging
techniques were utilized. Circuit gain is controlled by the unbypassed
emitter resistor which provides ac and dc stabilization of the circuit.
Output transformation circuitry converts the collector impedance to 50
ohms with a source VSWR of 1.2 to 1. Good grounding techniques with
minimization of base lead inductance and parasitic reactances are
necessary to insure optimal performance of the circuit. In the case
where a balanced 95 ohm output impedance is required, a small toroidal
transformer is utilized to effect the impedance transformation.

Diode CR1 provides bias temperature compensation and CR2 is an RF
detector. Capacitor CIO is selected for a detected output voltage of
0.25 volts at the nominal RF level. The dc voltage feeds a voltage
comparator whose reference voltage is set to provide an alarm signal at
a point approximately 1-1/2 to 2 dB below the minimum acceptable RF
level. Thus, temperature effects and other drift parameters will not
cause a false alarm.

The various alarm signals are fed into the alarm module in the PDU and
preamplifier module in the SDU to generate a composite alarm. These
alarm signals which are TTL compatible, are summed with externally
generated alarms which are translated to the proper levels and
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impedances before summation. In the case where the external alarm
signals are fed from long twisted shielded pairs or are generated from
relay contacts and/or noisy sources which may have high ac ground loop
currents, optical couplers are used to isolate the noisy environment
from the systems.

Limiting

The SOU must be capable of accepting an input dynamic range of 10 dB and
maintain a constant output of +5 dBm + 1 dB. Hence, a limiting circuit
is necessary which has low noise characteristics and a constant input
and output impedance to properly terminate the power splitters and
maintain high isolation. Figure 5 shows the limiter used to achieve
these objectives. Closely matched back-to-back RF signal diodes limit
the RF amplitude to +0.7 volts and the reflected power is absorbed in
the hybrid terminations. The quadrature hybrids are implemented with
lumped elements as shown in the figure.

PHASE PERTURBATION MEASUREMENT

Figure 6 is a block diagram showing how the 0.0016 degree 5 MHz phase
perturbation requirement is verified. The 5 MHz input signal feeds two
high isolation amplifiers. One amplifier output feeds a X1000
multiplier chain and is used as the unperturbed reference. The other
amplifier output feeds the unit under test which then drives an
identical multiplier. The 5000 MHz outputs are mixed to yield a dc
signal where amplitude is proportional to the phase difference at the
mixer inputs. The mixer output is amplified and fed to a high
sensitivity pscilloscope. Prior to making a measurement, the variable
phase shifter is adjusted for maximum outputs from the FE-6093A
Microwave Test Set. This condition determines EQ in the relationship
A<f> = sin'k A e/E0) X 10~3 where A<J» is the 5 MHz phase
perturbation and Ae is the change in dc output voltage. The phase
shifter is then adjusted for zero volts at the oscilloscope input (point
of maximum mixer sensitivity), and the system is perturbed. The value
of Ae is noted and A<j> is calculated. For example, if EQ is 1.50 volts
and a Ae of 50 millivolts is recorded, A<J> equals 0.0015 degrees. This
measurement technique is quite versatile and is used for measuring both
steady state and transient phase shifts that occur from shock and
vibration events, removing and replacing modules, changing load
impedances, and varying ac voltage inputs.

MECHANICAL PACKAGING

A modular concept has been used for the frequency distribution subsystem
in order to enhance maintainability, simplify logistics, and permit
economic manufacturing. Figure 7 is a photograph of the FGU showing
both quartz frequency standards and a phase comparator. Internal
batteries are provided for 24 hours of operation without ac power.
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Figures 8 and 9 show the PDU which consists of five different module
types. Each module is totally enclosed and has an RFI filter
compartment in order to preserve shielding integrity. The modules can
be inserted or removed directly from the front panel without disturbing
other modules. Each module has a power indicator and various status and
fault lights. Front panel test points are provided for monitoring the
redundant dc voltages. Figures 10 and 11 shows the mechanical
construction of the SDU. This drawer consists of three different module
types, preamplifier, distribution amplifier and power supply. Seven
distribution amplifiers are used to provide the fifty-six outputs.
Figure 12 shows the internal construction of a preamplifier module.
Each amplifier section is shielded to maintain an isolation of 100 dB
between outputs. The RFI filtering compartment is totally isolated and
the input connector directly addresses this compartment. Power, command
and alarm signals are RFI filtered at this interface.

ENVIRONMENTAL CONSIDERATIONS

The frequency distribution subsystem has been designed to meet the
environmental specification shown in Table 1. Conservative component
derating ensures that the equipment has a service life of 15 years.
Performance specifications are met during high G inputs specifically
encountered in transportable vans. Care has been taken to insure that
microphonically induced phase and amplitude modulations are reduced to
negligible levels. Critical circuit elements are staked in place using
resilient adhesives and all RF interconnection cables are likewise
encapsulated. The PC Boards are coated with a humidity resistant
material. The circuitry has been designed to be essentially broadband
in nature to minimize the effect of temperature variations on output
levels. Over a range of 0 to +50°C, the level variation is less than
+0.2 dB.

CONCLUSION

This paper describes a low noise frequency distribution system which is
designed for continuous use in severe environments. The design stresses
both long term reliability and electrical performance which emphasizes
low spurious signals, low cross talk and low phase perturbations. The
system consisting of a Frequency Generation Unit, a Primary Distribution
Unit and a Secondary Distribution Unit has been qualified to MIL-E-16400
for environment and MIL-STD-461 for electromagnetic compatibility.
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TABLE 1

1. OUTPUTS:

PERFORMANCE CHARACTERISTICS

FREQUENCY DISTRIBUTION SUBSYSTEM

FIFTY-SIX 5 MHz AT + 5 dBm
FOUR 1 MHz AT + 13 dBm
FOUR 100 KHz AT + 13 dBm

ONE 50 KHz AT - 100 dBm

2. IMPEDANCE:

3. VSWR:

4. PHASE PERTURBATIONS;

5. AMPLITUDE
PERTURBATIONS:

6. SPECTRAL PURITY:

7. PHASE NOISE:

8. HARMONICS:

9. FREQUENCY STABILITY;

10. MICROPHONICS:

11. MTBF:

12. EMC:

13. VIBRATION:

14. SHOCK:

15. HUMIDITY:

16. TEMPERATURE:

50Q UNBALANCED, 95ft BALANCED

1.2:1

0.0016'

0.01 dB

- 120 dBc FROM 50 Hz TO 2 MHz
OFFSET FROM CARRIER

2 dB ADDITIVE COMPONENT, - 165 dBc/Hz FLOOR

40 dB

1 x 10~9/MONTHf 2 x 10~12/SECOND

1 x 10~9/G

30,000 HOURS

MIL-STD-461

2.5G PROM 2 Hz TO 500 Hz

15G FOR 11 »SECOND

95% RELATIVE

-' 20°C TO + 65'C

A26294-7516
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Figure 12. Distribution Amplifier Module, Top View 



QUESTIONS AND ANSWERS

MR. GEORGE PRICE, Austron

Marty, you said the frequency was being controlled by Loran-C? Is
that true? Or was it VLF? I remember earlier that a NATO III was
going to use VLF for frequency control.

MR. BLOCH:

It is LORAN. As a matter of fact, it is your receiver. Is that
what you wanted to let me tell you, George?

MR. PRICE:

No, I thought the original plan was VLF, and I am surprised to see
that it is LORAN-C.

MR. BLOCH:

We talked them out of it.

MR. PRICE:

Good.

MR. BLOCK:

But George, the basic concept involved is that LORAN is monitoring
rather than driving, so in case there is any problem in an inter-
ruption, the system is still operational on the frequency standard.
So that is a manual correction system that they chose.

MR. GEORGE LUTES, The Jet Propulsion Laboratory.

What is the magnitude of the amplitude to phase conversion? Did
you say?

MR. BLOCH:

Are you taking in a limiter?

MR. LUTES:

Yes.
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MR. BLOCH:

It is a very good question. I can only give you a guesstimate. I
would estimate that it adds to the noise floor about 4 dB. So for
optimum use, you are better off not using the limiter. There is no
question about it; however, you can get 170 dBc, because the typical
outputs over here are +5 dBm with the limiter, so anywhere from about
2 to 4 dB is added by the limiter — if you had a ideal source
driving it.

MR. LUTES:

If the amplitude of the signal changes by 10 dB, for instance, how
much phase change would that be in your system?

MR. BLOCH:

Al, did we measure that?

MR. VLUCAN:

It is one to two degrees.

MR. BLOCH:

It is a couple degrees at X-band over the whole dynamic range. The
basic idea is that if you have a very good impedance match and the
better your match the diode, you can theoretically have no phase
shift at all. The phase shift is just a measure on the mismatch
in the limiting diodes.

MR. LUTES:

Do you have any data on the phase change versus temperature?

MR. VULCAN:

No, but they are pretty broadband circuits.

MR. BLOCH:

What Al is saying is that they are broadband circuits and he
wouldn't expect much of a change over temperature. We will be
testing them over the temperature range. Most of the requirements
are short-term changes rather than long-term changes with temper-
ature, because they don't want to unlock their up and down con-
verters.
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Taking a look at similar type of circuitry, my guesstimate
would be that at X-band, it would probably be the equivalent of
about two or three degrees over 0 to 50°C change. Or about two or
three millidegrees at 5 megahertz.

MR. LUTES:

Thank you.

DR. STOVER, Defense Communications Engineering Center

In the first part of your talk where you are talking about all
the redundance so that failures can occur without losing the
signal, if you have a failure, can you detect and replace the
failed part while you are still in service?

MR. BLOCH:

Absolutely. That was one of the major driving forces in this
design: that you should be able to replace any and all modules and
keep the equipment on line without disturbing the ones that have
not failed. So when you pull in and out the power supply, there is
less than a one millidegree shift in output phase and less than
.01 dB in amplitude. And if you have a 8-channel module that has
failed, you can take that one out (again without disturbing the
rest of the system) or one part of the electronic switch. That is
why the electronic switch is not in one module. It is in two mod-
ules in order to have that type of feature.

You can take out the failed module without distrubing the rest
of the system and put another tested module in, and your are back
on line. And the faults are shown on the front panel as well as
indicated remotely to a central monitoring point.

MR. P. BANERJEE, National Physical Laboratory, India

Actually, in India we are facing a very peculiar problem, because
there is often power failure. And with the power failure on and
off, you will find some high frequency surge which disturbs the
system phase and all those things. I really want to know with
your power supply, how much protection can it give against all
these frequency surges?

MR. BLOCH:

Could you repeat the question?

763



MR. HOWE:

He wants to know about protection and transients, I believe, on
the power supply.

MR. BLOCH:

Are you talking about transients on the AC line?

MR. BANERJEE:

Yes.

MR. BLOCH:

This power supply has filtering and double regulations where large
transients will (short-term transients in the millisecond range)
have zero effect on the phase. There is no phase perturbation
with fairly large short-term transient. And the input level can
go from about 95 to 140 volts AC without affecting the output.

We are basically maintaining the voltage regulations of each
module to about a millivolt. So it can take very large AC tran-
sients, because that is part of the problem that NATO III appli-
cation has. They are normally on one power source and then they
have a diesel backup and as soon as the power source fails it
takes over to the diesel and there is a large transient that hap-
pens in this transition. So they have built in lots of transient
and yet they must work through those transients.
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THE SA-2239/WLQ-4(V) CUTTY SARK DISTRIBUTION SYSTEM

Alfred Vulcan and John Ho
(Frequency Electronics, Inc.)> New Hyde Park, New York

ABSTRACT

This paper describes a redundant frequency and time
distribution system providing a multiplicity of
isolated outputs, all of which are derived from three
atomic frequency standards. The distribution system
monitors input parameters of the signals coming from
the Cesium Standards and selects one to be the primary
standard, phase locks an internal oscillator which has
excellent aging characteristics in the open loop mode
and acts as a filter to provide phase noise
improvement, and generates 1 megahertz and 100 kHz by
direct synthesis.

Additionally, the system distributes RF and timing
signals consisting of 5 MHz, 1 MHz, 100 kHz, BCD
Time-of-Day, 1 pps and 1 ppm.

INTRODUCTION

Modern submarines use a multitude of frequency standards for navigation,
missile guidance, communications and time-keeping purposes. It has
become necessary to develop a signal processing and distribution unit
which accepts the input signals from the primary standards, provides
readouts of signal integrity, improves signal characteristics, and
distributes the signals to various users on the boat. The
SA-2239/WLQ-4(V) Time Standard Selector Unit performs these functions
utilizing redundant hardware with automatic switchover to maximize
reliability and eliminate single point failures. The system is
qualified to operate in a submarine environment and has battery backup
providing thirty minutes of operation during ac mains failure.

SYSTEM DESCRIPTION

The Cutty Sark system can be split into three major subsystems. The
first is the RF processing and distribution system, the second is the
timekeeping, test and distribution system, and the third is power
generation and distribution. Table 1 itemizes the various interface
signals of the SA-2239/WLQ-4(V). The three Cesium Standards supply
5 MHz, 1 PPS, 1 PPM, BCD Time-Of-Day (TOD), and a Standard fault signal.
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Additional 1 PPS and TOD inputs are fed from the Navigation Center and
Time Code Generator (TCG). Twenty-four sinewave signals, twelve timing
pulses, and six TOD outputs are generated.

RF Distribution

Figure 1 is a block diagram of the RF distribution system. Three 5 MHz
signals are accepted from the Cesium Standards and feed fast fault-
detector circuits which detect a dropout of a signal and switch over to
a standby input without introducing a phase shift in the system output
signal exceeding 90°. The phase perturbation is relatively slow so as
not to upset user equipment. The 5 MHz input is multiplied to 30 MHz
and fault detected. The detection circuitry senses a failure within one
cycle at 30 MHz. The 30 MHz signal then passes through a high speed,
high isolation diode switch. The outputs from the three Input Modules
are combined at the input to the two phase locked oscillators. A 30 MHz
narrow band filter provides a flywheel effect eliminating signal dropout
and a high speed comparator converts the sinewave to a TTL level. A
divide-by-six circuit provides 5 MHz which phase locks a low noise VCXO.
The oscillator provides rejection to spurious signals, improves the
phase noise floor and acts as a redundant signal source in the event of
failure or removal of the primary inputs. The oscillator output feeds a
frequency divider subassembly generating 1 MHz and 100 kHz. These
signals are filtered to provide sinewaves and are fed to a three channel
driver amplifier which boosts the signal level for driving the output
amplifiers. Since there are twenty-four RF outputs each at a level of
+27 dBm, it is necessary to design the output amplifiers with high
efficiency to minimize power drain and permit cooler system operation.
Thus a Class C configuration is chosen with hybrid coupled amplifiers
used to provide improved operating parameters.

Time Distribution System

The Digital System, shown in Figure 2, accepts three 1 PPS and 1 PPM
inputs from the Cesium Standards. These signals are fault detected,
selected, and amplified. Redundant output amplifiers are selected auto-
matically or manually. An additional function of the SA-2239/WLQ-4(V)
is to check and compare 1 PPS and TOD which is inputted from the Cesium
Standards, Time Code Generator, and the Navigation Center. Once a par-
ticular source is selected as the primary source, all other inputs are
compared to that signal and the information is presented on the front
panel. Time coincidence errors in the leading edge of the 1 PPS or 1
PPM signals of greater than 200 microseconds trigger an alarm condition.

Power Management

The Cutty Sark requirements present a unique set of operating
constraints regarding the generation and distribution of dc power
internal to the chassis. Power source priorities are external ac;
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external dc; and internal battery. When operating on battery,
non-critical circuits are disabled but front panel displays can be
manually enabled. Due to the tight packaging density and internal power
dissipation of 120 watts, a low-noise (RF and acoustical) fan circulates
air throughout the chassis. The system is designed to operate without
external cooling although rack cooling is normally provided in the
submarine environment. To minimize power dissipation, redundant dc to
dc switching regulators and power supplies are utilized. On board
linear regulation is provided for those circuits which cannot tolerate
25 kHz switching transients. Each module is RFI filtered with low pass
filters having a 5 kHz bandwidth. Coaxial line filters are used at the
ac and dc input interface. The entire package is RFI shielded to meet
the requirements of MIL-STD-461A. Internal temperature is monitored for
presentation on the front panel test meter.

CIRCUIT DESCRIPTION

The Cutty Sark mission requirements of non-dropout input switchover,
multiple +27 dBm RF outputs with low source VSWR, and continuous
comparison of multiple timing inputs required the development of several
unique circuits. The following paragraphs discuss specific circuits
developed to meet these goals.

Input Processing

The input module senses the integrity of the Cesium Standard output
signals and switches over to standby inputs in the event of failure.
Three input modules are utilized, one for each atomic standard. As
shown schematically in Figure 3 the 5 MHz input is amplified by Ql and
then multiplied by six with Q2. The 30 megacycle signal passes through
a high isolation switch which has an on to off ratio of 120 dB and a
switching speed of 30 nanoseconds. Faults are detected both at 5 MHz
and 30 MHz. These detectors provide a switchover command in less than
20 nanoseconds if the input signal amplitude falls below +10 dBm. The
three module outputs are combined after selection by the high isolation
switch. Only one of the three inputs is selected at a given time.
Failure is detected and switchover occurs in less than one cycle at 30
megahertz which corresponds to 60° at 5 MHz. The selected 30 MHz signal
passes through a narrow band LC filter and is divided by six in the
phase locked oscillator to restore 5 MHz. The purpose of the
multiplier, filter, high speed sensing circuit, and high isolation
switch is to enable selection of the standby pass without interruption
of the output signal and with a phase perturbation of less than 90
degrees.

Figure 4 is the schematic diagram of the 1 PPM timing fault detection
circuit in the input module. The +10V input pulse is attenuated by a
factor of two and feeds one-shot multivibrator Ul whose output is a 3
millisecond wide pulse at a rate of 1 PPM. This signal feeds timer U2
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which is configured as a retriggerable one-shot with a time constant of
sixty-five seconds. A pulse dropout causes an alarm signal which is
summed with the other module alarms. A composite alarm signal is thus
generated which selects the appropriate cesium standard input. Fault
detection of the 1 PPS and BCD inputs is accomplished in a similar
manner with the retriggerable one-shot time constant set to be 10%
greater than the input signal period in each case. This system is
relatively straightforward but a failure occurrence may not be detected
for approximately one pulse repetition period if the failure occurs
immediately after a triggering pulse sets the one shot. This, however,
is sufficient since other alarm signals will generally flag a particular
failure condition before the digital detectors. Each module has an
independent LED indicator showing module status. These indicators are
illuminated when a module failure occurs. Additionally, a front panel
summary fault indicator alerts the operator to a particular alarm
condition.

Figure 5 shows the mechanical construction of the input module.
Independently shielded compartments are used for the different functions
and dc power is RFI filtered at section interfaces to maintain a high
degree of isolation between RF sections and RF to power carrying lines.

RF Amplification

The four channel, 5 MHz amplifier shown in Figure 6 was developed
specifically for the Cutty Sark distribution system. The two major
design characteristics are a collector efficiency of 72%, and a constant
low output VSWR over a broad range of frequencies. The first goal is
accomplished through Class C operation. The resultant high level of
harmonics are reduced to • 40 dB to below the carrier with LC output
filtering. Each amplifier uses two quadrature hybrid coupled
transistors to minimize transistor power dissipation and provide a
constant input and output VSWR. Since the transistors are essentially
operating in a switching mode during Class C operation, they present
identical impedances to the isolated ports of the hybrids and any
reflected power is absorbed in the hybrid 50 ohm terminating loads.
Hence the overall amplifier input and output impedances is 50 ohms + 10%
over a 10% bandwidth. The hybrid is implemented as two 90 degree phase
shift low pass sections which are capacitively coupled. The basic design
of the 1 MHz and 100 kHz amplifiers is identical to the 5 MHz unit. A
sample of each RF output is fed to a diode detector and low level
sensing comparator circuit. The comparator outputs are wire-or'd to
present a single logical zero in the event of failure of any amplifier.
High current PIN diodes at each amplifier output enable the appropriate
amplifier outputs upon command from the fault logic priority circuit.
Figure 7 shows the 5 MHz amplifier package. Since a high degree of
isolation is not required between the active stages a single non-
enclosed double-sided PC board with a continuous ground plane is
utilized for the structure.
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Time-of-Day and 1 PPS Comparison

The system accepts five independent time-of-day (TOD) inputs. Four are
24 bit BCD codes from the three Cesium Standards and the Navigation
Center and the fifth is a 2137 code from a time code generator. The
2137 code is an amplitude modulated 1 kHz sinewave consisting of 20 bits
of TOD at a 25 PPS pulse rate. Four of the TOD inputs are compared to
the fifth which is manually or automatically selected as the primary TOD
input. The 2137 input is normalized to 24 bits by a pulse injection
technique and the amplitude is shifted for compatibility with the BCD
signals. The four TOD pulse trains are then compared on a bit by bit
basis with the primary. Any deviation of more than 2 milliseconds
generates a front panel alarm and remote alarm output. The operator can
then sequentially display the five TOD's to determine the error location
and magnitude.

The 1 PPS inputs from the five sources are similarly compared to
determine leading edge coincidence. An offset of more than 200 micro-
seconds triggers an alarm. Time coincidence is measured by counting
pulses generated from a 1 MHz signal derived from the selected primary
input.

The display section uses a six digit numeric LED indicator which
indicates TOD or 1 PPS coincidence with a resolution of 50 nanoseconds.
A serial to parallel converter and storage register drives the display.
Information is updated every second.

Power Splitters

The 5 MHz, 1 MHz and 100 kHz outputs from the SA-2239/WLQ-4(V) feed
power splitters which provide ten isolated outputs from one output. The
splitters have 12 dB of insertion loss, isolation in excess of 40 dB
from dc to 500 megahertz, and a VSWR of 1.3 to 1 maximum. As was
discussed in the section RF Amplification, the output VSWR of the system
is held to 1.10:1 over a ten percent bandwidth in order to provide a
proper source impedance for the power splitters. This is necessary to
insure that the isolation requirement is met. Outside of 10% band
extremes, the isolation between outputs is maintained by two-pole LC
filters on each output port. These filters have 60 dB of attenuation at
the frequencies where the inherent power splitter isolation properties
are no longer effective. Figure 8 is a view of the power splitter
showing the filtering components and Figure 9 shows the overall power
splitter enclosure. In conjunction with the power splitters, a single
Cutty Sark switch is capable of supplying 150 5 MHz outputs, 30 1 MHz
outputs, and 30 100 kHz outputs at a level of +13 dBm. Physically
identical power splitters are used for distribution of 1 MHz and 100
kHz. As shown in the figures the modules are potted to reduce vibration
induced noise and sidebands.
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MECHANICAL PACKAGING

Figures 10, 11 and 12 show various external views of the Cutty Sark
Distribution System. As seen in Figure 12, the top view, high density
packaging is necessary to provide the required functions in a single
rack panel assembly. Since the unit dissipates 120 watts in the AC mode
of operation, the subassemblies are heatsunk to the main chassis and air
flow is provided by a high volume fan. Each module and subassembly is
directly removable from the top without disturbing others. The modules
have alarm override switches which enable the module to be turned off to
conserve power when certain outputs are not needed and yet not create an
alarm condition. A visual LED indicator on the top of each module
indicates module failure. The three redundant input modules are seen in
this Figure as are the two VCXO's and various amplifier boards. With
the exception of the battery and time display circuitry, every module is
redundant and switchover to a standby module is accomplished
automatically. The entire chassis is of milled construction to meet the
stringent naval shock and vibration requirements. The entire assembly
weight 68 pounds.

CONCLUSION

This paper describes the main features of the Cutty Sark Distributions
System. The RF and timing distribution system are discussed and a
detailed description of three unique functional blocks is presented.
The mechanical package is photographically shown and the design of the
auxiliary CU-2253/U 1 x 10 power splitter is described.
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PRECISION TIMEKEEPING USING A SMALL PASSIVE HYDROGEN MASER*

F. L. Walls and D. A. Howe

Frequency and Time Standards Group

National Bureau of Standards

Boulder, CO 80303

ABSTRACT

The timekeeping ability of a prototype small passive

hydrogen maser developed at NBS was recently compared

to UTC(NBS) based on 10 cesium frequency standards

including a large primary standard, NBS-4. The fre-

quency of the passive maser was monitored as a function

of source pressure, cavity temperature, microwave

power, modulation width, and magnetic field. Based on

these measurements one would expect a frequency stability

of better than 6 x 10 over many days, implying a

timekeeping ability of order-0.5 ns/day. Measurements

vs. UTC(NBS) indicate a joint timekeeping stability of

order 1.2 ns/day. In order to obtain a better estimate

of the maser performance, simultaneous time measurements

were made between NBS-4, UTC(6600), and the small

passive maser. UTC(6600) is a time scale composed of

nine commercial cesium standards. The estimates for

the time stability of each were:

Small passive maser 0.99 ±0.4 ns/day

NBS-4 0.74 ±0.3 ns/day

UTC(6600) 0.74 ± 0.3 ns/day
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Peak to peak time variations of the small passive maser

vs UTC(6600) was 10 ns for the full 32 days if the

average rate and drift are taken into account.

The frequency stability of the small passive maser vs

UTC(NBS) was o (t) = 1.1 x 10"14 fc

based on 32 consecutive days of data.

UTC(NBS) was o (t) = 1.1 x 10"14 for i = 1 to 8 days

Contribution of the National Bureau of Standards; not

subject to copyright in the United States.

INTRODUCTION

The NBS passive hydrogen maser program has been directed toward

the achievement of exceptional long-term frequency stability in

order to provide a state-of-the-art frequency reference and basis

for improvements in the stability of UTC(NBS), our official time

scale. Two major advances have been made. The first demon-

strated virtually unequalled frequency stability from 1 to 4 days

using a passive full-sized hydrogen maser cavity design [1,2].

The second milestone, which is Described in detail here, demon-

strates that similar performance can be attained in a more rugged

passive design that is about a factor of 5 smaller in size, weight,

and cost than any previous design. Such a design is eminently

suitable for use in precision time scales as well as space and

field use.

SMALL PASSIVE MASER

Many of the features of the small passive maser were described

earlier. Briefly, the passive maser allows for lower cavity
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Q's, which permits different approaches to the cavity design (see

Fig. 1). The type used here ultimately leads to a smaller cavity

package [3]. Other small cavity designs have been proposed [4,5,6].

The cavity is a conventional TE011 mode with the addition of low

loss alumina dielectric material on the inside of the electrical

wall. The cavity design is a right circular cylinder with a bore

down the central axis. The ends of the bore are capped with the

same alumina dielectric material. The closed central bore then is

the hydrogen storage volume. It is therefore possible to achieve

good filling factor with this geometry, since the instantaneous rf

magnetic field reverses sign in the dielectric and not in the open

bore, which has the volume of hydrogen being interrogated. This

geometry also has the benefit of good symmetry about all axes of

the rf magnetic field in the storage volume (see Fig. 2).

Most masers use a conventional TE01, mode microwave cavity with a

diameter of about 21 cm and length of about 50 cm. The lumped

constant equivalent circuit for such a cavity consists of an

inductance L in series with a capacitance C in series with a

resistance R. The insertion of the low-loss dielectric affects

the propagation constant e thus increasing C and decreasing the

frequency of the cavity. The overall dimension of the cavity can

then be reduced to compensate for the effect of the dielectric.

Symmetry, dielectric constant, overall dimension, and filling

factor are then considered in order to achieve an optimum geometry.

The effect of the frequency of the TEg,, mode is taken into account

at this stage. The dielectric loading of the cavity affects the

electric field. The rf magnetic field (which excites the atoms)

is pinned to the defined orientation of the electric fields within

the cavity. It is possible to choose a cavity open diameter so

that the oscillating axial H field does not reverse sign within

this volume. Consequently, the inside bore can substitute for the
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storage bulb used in a conventional maser with little compromise

in the filling factor (see Fig. 3) [3]. A picture of the completed

small maser cavity and shield assembly is shown in Fig. 4.

MEASUREMENTS OF PERFORMANCE

Identical designs were used for two small passive hydrogen masers

(H3 and H4) which have the same linewidths (about IHz) and the

same S/N ratios. Other clocks used in the comparisons are the

cesium standard NBS-4 and the UTC(6600), a time scale consisting

of nine commercial cesium clocks.

The first set of data was compiled based on a 32 day uninterrupted

comparison between H3, NBS-4, and UTC(6600). These three sources

were treated as independent clocks. By simultaneously comparing

three independent clocks, it is possible to deduce the stability

of each individual clock. The points shown in figure 5, which

extend beyond averaging times of 10,000 seconds, represent the

individual performance of H3 in a three-way intercomparison. The

relations for determining the stability of an individual clock in

a three-way comparison is [7]

The slight rise in a of H3 at averaging times of about % day and

1 day are most likely attributable to environmental effects (a

diurnal). Day-to-day temperature and pressure changes appear to
-14enter at about the 1 x 10 level. Although there is some degra-

dation of stability for times around 1 day, the longer term stabil-

ity is on an improving trend as shown by the last a point at an

averaging time of eight days (4 data samples). The eight-day value

of a is 8.1 x 10"15 (± 5.6 x 10"15).
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Figure 6 and figure 7 show the frequency fluctuations as a function

of time for H3. Figure 6 shows a comparision between H3 and NBS-4

and figure 7 is the comparison between H3 and UTC(6600). A more

graphic comparative measure is the residual time fluctuations in-

dicated in figure 8 and figure 9. Over the 32 day data run,

figure 8 shows the time residual (taken from day-to-day epoch

data) between H3 versus NBS-4. The time residuals are the inte-

grated fractional frequency fluctuations. Figure 9 shows the same

plot of time residuals between H3 and UTC(6600). To a large

extent, the measurements of long-term stability are limited by the

stabilities of NBS-4 and UTC(6600). The peak-to-peak time differ-

ence of H3 versus NBS-4 is 14 nanoseconds and the peak-to-peak

difference of H3 versus UTC(6600) is 10 nanoseconds. For these

long term data, the fluctuations are noticeably smoother in the

comparison to the UTC ensemble of nine Cs clocks. The end points

for these runs of data are deliberately set to return to zero time

difference, thus removing an average frequency offset. In this 32

day data set, there appears to be correlated frequency changes of

parts in 10 with p

under further study.

parts in 10 with period of order 7 days. This possible effect is

Shorter term stability measurements (from 1 second to 10,000

seconds) on H3 and H4 consistently produced the straight solid

line shown on the stability plot of figure 5. This is the white
-12 -J*frequency behavior of the masers at 1.7 x 10 t and is the

stability referred to each individual hydrogen maser. This indi-

vidual stability was based on the three-way comparison among each:

H3, H4, and NBS-4. NBS-4 has an individual stability of about

First attempts to compare H3 with H4 in a stability measurement

uncovered a number of problems. These problems were evidently
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associated with a cross-talk signal which affected the phase of

the output of a maser when the other nearby maser was in operation and

being compared. Virtually identical hardware exists in the gener-

ation of 1.420 GHz in each maser. This is accomplished in each by

multiplying a quartz crystal oscillator at 4.93 MHz by 288.

Non-linear amplification at various stages in the multiplication

chain generates a spectrum of lines extending from 4.93 MHz to

1.420 GHz. Two such multiplier chains, located within close prox-

imity of one another, present an opportunity for both to have a

preferred common phase, if the two oscillators are very close in

frequency. In the case of the masers here, the frequency differ-
-12ence between the two hydrogen masers is 5 x 10 "or less. Stray

rf coupling between oscillators/multipliers created a type of

injection locking which was very troublesome. The multipliers were

subsequently repackaged and additional shields applied around the

input amplifiers. This has eliminated the problem.

CORRELATION STUDY

Long term measurements of environmental temperature and barometric

pressure were made coincident with frequency in order to determine

the level of sensitivity to these environmental effects. Inter-

estingly, there is no perceivable barometric pressure effect to
-14the 1 x 10 level limited by the length of the data set. The

barometric pressure changed by 7% (maximum) during this 32 day

comparison. Other parameters were adjusted and their effects on

the maser frequency are summarized in Table 1.
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SUMMARY OF SMALL PASSIVE MASER PERFORMANCE

EFFECT OFFSET INSTABILITY

1. Spin Exchange 2 x 10"13 2 x 10"15

2. Resonator Temperature < 3 x 10~14/K 2 x 10"15/K
Sensitivity

3. Magnetic Field 3 x 10"13 10"15

for ± 0.3G

-13 -154. Power Dependence < 10 /dB 10

5. Phase Modulator Drive < 10~13/dB 10~15

Frequency Stability: 1̂.7 x IQ~I2-i*, Kt<105

Drift vs. UTC(NBS): 7 ± 20 x I0"16/day
17 day measurement
for H3 and also H4

TABLE 1

DRIFT

The long-term stability measurements presented in figure 5 represent

a 32 day accumulation of data. In this data, a linear drift term

of 4 x 10 /day was removed. After degaussing, another measurement

of 17 days was made which exhibited a drift vs UTC(NBS) of 7 ± 20 x

10~16/day for both H3 and H4.

Based on separate long-term stability measurements made in a

three-way comparison, the drift of the passive hydrogen masers is

at most the same level as UTC(NBS) over several weeks against

which it was compared. The uncertainty in this level is about

2 x 10 per day over several weeks limited by the day to day

fluctuations of UTC(NBS).
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The largest contributor to the originally observed drift of the H3

maser was due to the drift in the magnetic shields after moving

the maser from one lab to another without degaussing. Degaussing

in position apparently removed the drift. Environmental changes

of temperature and pressure appear to affect the maser stability

at the 1 x 10"14 level.

CONCLUSION

We have taken, and are continuing to take, intercomparative fre-

quency stability measurements among four clocks; passive H3 and

H4 hydrogen masers and NBS-4 and UTC(NBS). No appreciable drift

above 2 x 10 per day has been detected. Some environmental

sensitivity (pressure and temperature) affects frequency stability
-14at about the 1 x 10 " level. We have made considerable improve-

ments in the original small passive maser design in the area of

increased maser-to-maser isolation and increased environmental

insensitivity. The preliminary long-term stability measurements

presented here indicate great potential for the passive maser

design as clocks. For the first time, small passive hydrogen

masers will be contributors to the NBS time scale. In the future,

we plan to deploy a full-size hydrogen maser (of passive design)

also into the time scale. The large maser has the potential to

perform with a stability of:

a (t) = 1-3 x 10"13 \^ + I x 10"15, 0 < T < 105 sec.
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PASSIVE UYDBOfiEN MAOCB

tw-pf
.vi.jyj

PUPE
PUAfiE

MODULATOQ

i^l

60SBECT PPOBC

Fig. 1. In the passive mode, the H-maser is not oscillating. The
NBS H3 and H4 electronics use two servo systems involving
the narrow H-line and the cavity separately.
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1.42 GHz
«1.42 GHz

0.42 GHz

X

3'

1.42 GHz
WITH DIELECTRIC

VDC"

Fig. 2. A small cavity is realized by the addition of a low-loss
alumina dielectric.
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H-field is pinned by the
the perturbed E-field

A geometry is chosen so that
the oscillating H-field
does not reverse sign in the
open bore.

No bulb is needed to confine
the interrogated atoms to a
volume of non-reversing H-field,

Fig. 3. The conventional H-maser storage bulb is eliminated and
the wall of the open center is coated with Teflon.
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Fig. 4. Completed prototype cavity assembly with four nested magnetic
shields.
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QUESTIONS AND ANSWERS

MR. SAM WARD:

Is it artifact, my imagination or what? It appears to be a 14-day
periodicity in your data.

MR. HOWE:

I won't attempt to comment on the periodicity at 14 days. We have
not been able to uncover any appreciable correlations with other
effects. We have looked at correlation with such things as pres-
sure and temperature as well as other parameters, operating para-
meters, within the masers. You must consider too that this data
is the best data we have seen on our cesium standard NBS-4. We
have not been in a good position to measure these long-term ef-
fects, and those sorts of fluctuations are not unusual in long-
term for cesium devices.

MR. WARD:

How was that 31 or 32 day period selected?

MR. HOWE:

Simply selected because we had an inspiration and stopped the
data. The 33-day segment was the longest segment. We had taken
about five 2-week segments. One of the factors which have to be
borne in mind here is that it takes so long to see some of these
subtle effects.

DR. BONNIER:

In view of the fact that you are not compensating in the maser
here for spin exchange, interaction, and shift, what is the ar-
rangement you have to keep the pressure constant over such
periods of time?

MR. HOWE:

Our total spin exchange shift is 1 x 10" , which is roughly a
factor of 10 lower than in an active maser. That was derived from
an empirical measurement of doing a flux density modulation and
looking then at the fractional frequency fluctuation. At

131 x 10 for the absolute shift, we need to resolve that to one
percent to start looking for effects at the 1 x ' ' level. We are
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using the best manometer we can find; it has an accuracy spec of
at the one percent level and a stability spec at the 0.1 percent
level. You are right, we have to expend a great deal of attention
on that problem since we are not compensating for spin exchange.
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STATISTICAL ANALYSIS ON THREE TV-BASED TIME SCALES
IN ITALY: ACCURACY AND PERFORMANCES

L. Mureddu
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PROGRESS REPORT ON HYDROGEN MASER DEVELOPMENT
AT LAVAL UNIVERSITY

Jacques Vanier, Guy Racine, Ryszard Kunski and Marcel Picard

Laboratoire d'Electronique Quantique
Departement de Genie Electrique

Universite Laval
Quebec G1K 7P4

Canada

ABSTRACT

The paper describes the physical construction of two hydrogen
masers which have been under development at Laval University
for a few years. Results of measurements made on one of the
two masers are given. These include: cavity Q, thermal time
constant, line Q, signal power output, magnetic shielding
factor.

INTRODUCTION

In the hydrogen maser [1,2], the wall shift remains one of the
major perturbations [3]. In the determination of the size of that per-
turbation one is faced with the problem of cavity tuning accuracy. In
the standard or classical technique of tuning by means of spin-exchange
broadening [4], one requires, first, a good medium term stability in the
range of averaging times from 10 seconds to 1000 seconds. Secondly,
one requires the possibility of changing the line quality factor, Q&,
by a large amount. Those two requirements are much more stringent if
the final aim is a measurement of the stability of the wall shift with
time. There are reasons to believe that such an effect may exist, and
reports on the long term stability of the wall shift, for a given maser
design, have been given [5]. That effect, if common to all masers,
would have important consequences when the maser is used in precision
time and time interval applications. Our intent is to measure accura-
tly the wall shift over long periods of time and to determine its ac-
tual stability. For that reason we have started the development of two
new hydrogen masers which 1) should have the required stability over
the averaging times needed and 2) should be tunable easily by means of
the spin exchange interaction.

The present paper is a progress report on this development. It
describes briefly: a) the main features of the physical construction of
the masers, b) the electronic control systems, c) the phase-locked-loop
system for locking a 100 MHz crystal oscillator to the maser signal.
The paper gives also results of measurements of the actual characteris-
tics of one of the two masers.
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THE MASERS PHYSICAL CONSTRUCTION

A schematic drawing of the masers is given in Figure 1. A photo-
graph of an actual maser is shown in Figure 2. The design follows from
logical conclusions derived from a study of the various types of masers
made by other researchers working in that field, and from an analysis of
the results published. An intercomparison of the performance of several
of the best masers fabricated up to now has been reported earlier [6],
From the results published, it is concluded that the main limiting fac-
tors of the frequency stability of the hydrogen maser are in general:

1) sensitivity to temperature fluctuations in the environment,
2) sensitivity to barometric pressure fluctuations,
3) sensitivity to external magnetic field fluctuations.

The masers were thus designed in such a way as to try to minimize their
sensitivity to those perturbations.

1) It is believed that the main cause of instability of a tempera-
ture-compensated-cavity is due to temperature gradients in the cavity
structure itself. A perfectly compensated cavity by definition will
have a zero temperature coefficient. However, the temperature compensa-
tion usually done at one end of the cavity coupled to the temperature
sensitive dielectric constant of the storage bulb makes the cavity ra-
ther unsymmetrical. As a consequence gradients play a very important
role. The present design tries to avoid these gradients by means of two
heavy "thermal- barrier's" made of aluminum and placed inside a heavy va-
cuum enclosure. These barriers are held together by means of ceramic
insulators for rigidity. The cavity itself is made of quartz. It is
thermally compensated by means of a re-entrant OFHC copper disk attached
with three OFHC copper rods to one of the quartz end plates. The quartz
cavity cylinder and bottom plate are coated with pure silver, by chemi-
cal deposition. The loaded quality factor is 35 000 with a coupling
coefficient 6 = 0.2. The cavity is held inside the inner thermal
barrier by means of Be-Cu springs. Furthermore the whole assem-
bly is held at constant temperature by means of 10 independent tempera-
ture regulators placed symmetrically around the structure. Such a
structure has a very long time constant. Figure 3 is a preliminary re-
sult showing the variation of the cavity resonance frequency as a func-
tion of time after a step function of temperature has been applied to
the vacuum enclosure. The long settling time is essentially a measure
of the decoupling between the cavity and the outside world. The tempe-
rature coefficient in that case is of the order of 200 HZ/°C. If the
cavity can be held to ± .001 °C we expect a frequency stability of
± 2 x IQ-15.

2) That same structure design has also the advantage of decoupling
the cavity from external barometric pressure fluctuations. In practice
it is observed, that the barometric pressure affects the resonance fre-
quency of the cavity through a mechanical distortion. The importance
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of this distortion is a function of the nature of the bottom plate of the
vacuum envelope and of the type of attachment of the cavity to that bot-
tom plate. In the present design, the mechanical decoupling created by
the thermal shields and the spring mounting of the cavity should make
this effect negligible. Conclusions on the performance of the design
will be drawn from actual measurements.

3) The sensitivity to magnetic field is expressed through the fol-
lowing equation:

v = v + 2752 < B2 >
o

Normally the maser operates in an induction of 1 mgauss. The sensitivi-
ty to magnetic field fluctuations is then given by the expression:

6vB = 5.5 AB
a

In order to achieve frequency fluctuations less than 1 x 10~15 , one re-
quires that the magnetic fluctuations be less than 0.25ygauss. We have
chosen a magnetic shielding system consisting of 5 moly-permalloy cylin-
drical enclosures with end caps [7]. The bottom caps have a 2 inch hole
for the pumping duct. The dimensions of these shields are respectively:

Shield N ° 1 2 3 4 5

Radius R (inch)

Length L (inch)

Thickness (inch)

12

30

0.050

11

28

0.025

10

26

0.025

9

24

0.025

8

22

0.025

Table 1 - Dimensions of the magnetic shields

The shielding factor is defined as follows:

" '

^B -

For a single cylindrical shield with end caps, the shielding factors
are given by the expressions [8]:

SA - 2 D y t'

where subscript t refers to transverse while subscript £ refers to
longitudinal. In these expressions t' is the ratio of the material
thickness to the shield radius R, L is the length of the shield, y
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is the permeability of the material at the actual level of magnetic in-
duction B inside the material. The value of B is obtained from
the relation:

m

Bm 2 Y

where j is a geometrical factor close to 1. The symbol D stands for
demagnetisation factor. In our case it has a value between 0.26 and
0.28 for the 5 shields considered. The calculated values of S^ and
Sjj, for the five shields are given in Table 2. The measured values of
S^ are also given.

~~-— -^J5hield N"
Siftextf ^_^
5^(1 oersted)

calculated
S^(l oersted)

calculated
8^(1 oersted)

measured
S£(Low field limit)

calculated
St(Low field limit)

calculated

1

165

181

125

50

62

2

145

147

118

27

34

3

145

150

140

30

38

4

145

153

130

33

42

5

148

164

125

35

47

Table 2 - Calculated and measured shielding
factor of the five individual shields

The measured values are slightly lower than the calculated ones. This
may be due to the fact that the actual y of the material used varies
slightly from shield to shield and does not have exactly the tabulated
value.

In the case of two concentric'^shields with end caps the transverse
shielding factor is given by:

R/

t ^ 1 ^*? T? i ̂- ^ 1 is
*• If IX 1 *

where i refers to the inner shield and 1 refers to the outer shield.
The value of S^. has to be taken as the low field value. We have made
measurements witn the four smaller shields placed one at a time inside
shield #1. The results for the transverse shielding factor are given
in Table 3. This table gives also the calculated values for the combi-
nations in question, using the calculated values shown in Table 2.
These results are also shown in Figure 4. The agreement between the
calculated and the measured values is relatively good. Finally, the
shielding factors S^ and S& were measured for the cumulative effect
of the five shields. The results are shown in Figure 5 and illustrate
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Shields Combination

S^ calculated [dB]

S^ measured [dB]

N° 1 + 2

61.6

61.1

N° 1 + 3

67.2

67.7

N° 1 + 4

71.0

70.5

N° 1 + 5

73.9

72.0

Table 3 - Calculated and measured values of the trans-
verse shielding factor for various combina-
tions of tao shields.

the increase in shielding factor with the number of shields used. The
maximum shielding factor of the five shields is thus:

S£ (1 oersted) = 128 dB ; measured
S^ (1 oersted) = 100 dB ; measured

The longitudinal shielding factor is lower then the transverse shielding
factor as expected. The value obtained means that external longitudinal
fluctuations are attenuated by a factor of 105. This also means that,
for a frequency stability better than 10~15, a fluctuation of the ex-
ternal field larger than 25 mgauss cannot be tolerated. Although the
measurements reported here were done in a field 1 gauss, they are ex-
pected to apply approximately in the earth's field. This is due to the
fact that only the outside shield changes its state of magnetization
and that it is not saturated. Consequently, the overall shielding fac-
tor is not much affected. We expect that, with the present arrangement,
we can tolerate a fluctuation of the earth's field of 10$, and still
meet the requirement on stability set above.

Two other important items in the hydrogen maser construction are
the source and the storage bulb.

1) In the hydrogen source, we have paid attention specially'to the
plasma-glass interaction. To minimize this effect we have used a large
glass envelope as the dissociator. It is essentially a glass cylinder
2 inches long and two inches in diameter. The plasma is excited by a
transistorized oscillator (100 MHz, 3 watts) whose tank circuit sur-
rounds the discharge bulb.

The hydrogen pressure is stabilized with the help of a servo sys-
tem controlling the temperature of a "Ag - Pd" hydrogen leak. The tem-
perature is measured with a thermistor bead. The hydrogen leak is made
of a fine finger glove, 4 cm long, 1 mm in diameter, and 0.1 mm thick
[9]. The heating current passes directly through the finger glove. Ap-
proximately 1.5 A is required in normal operation. The source is com-
pletely assembled with Cajon fittings and copper gaskets. A block dia-
gram of the system is shown in Figure 6. The dynamic response of the
whole servo was tested with a step function command. The results are
shown in Figure 7. It is observed that the time for equilibrium to be
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achieved is about 5 seconds. This fast response is extremely important
in regards to cavity tuning by means of spin exchange broadening.

2) The storage bulb: the storage bulb of the maser is made of
quartz. In one of the masers it is a sphere 15 cm in diameter and coa-
ted with FEP 120 Teflon. The bulb collimator is made of 12 small tub-
ings of commercial Teflon clustered at the entrance of the bulb. That
approach has the advantage of presenting a large opening to the incoming
beam, while holding the bulb escape time constant long. The arrangement
works extremely well in the sense that the bulb line Q is very high
and the maser oscillates at very low hydrogen fluxes. A typical result
is shown in Figure 8. In that figure the signal output in arbitrary
units and the line Q are plotted as a function of the pressure read
on the servo control. In Figure 9, the inverse of the line Q is plot-
ted as a function of pressure. This graph permits an extrapolation to
zero pressure and gives the value of the line Q without spin exchange
interaction. In the present case it is observed that the low pressure
limit line Q is 3.2 x 1Q9 while the high pressure limit is
9.6 x 108. This corresponds to a variation greater than 10 in flux bet-
ween the low pressure and the high pressure flux thresholds. The qua-
lity factor q of the maser is evaluated to be approximately 0.10.
This is calculated from the theory developed in Reference [2].

The accuracy to which the maser can be tuned is given by [10]:

6offeet (LP) <vm (LP) ~ % <HP»
Vo

Q, (LP)1~

Qj, (HP).

where (vm (LP) - vffl (HP)) is the difference in frequency of the maser
between low and high pressure of hydrogen in the storage bulb and,
Q^ (LP) and Q£ (HP) are the low pressure and high pressure line Q's
possible. The accuracy to which (vm (LP) - vm (HP)) can be measured
can be taken as the stability of the masers over the time of measure-
ments. If a stability of 2 x 10~15 is achieved we thus have, from
the line Q measurements reported here, a calculated tuning accuracy
of about 4 x 10-15.

ELECTRONIC CONTROLS

The following electronic systems are integral parts of the masers:
1) Power supplies, 2) Vaclon control, 3) Hydrogen pressure control, 4)
Magnetic field control, 5) Low frequency oscillator for the measurement
of transitions between the Zeeman levels and subsequently for the de-
termination of the magnetic induction at the site of the storage bulb,
6) Varactor control, 7) 100 MHz power oscillator to excite the hydrogen
plasma in the dissociator, 8) Temperature regulators.

The design of these various controls has been made along the lines
of established technology and published data in this field [11,12,13,143.
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Their detailed description will be given somewhere else. It is neces-
sary here only to mention that great care was taken in their construction
in order to produce stable units. For example the temperature regula-
tors are themselves regulated in temperature. The varactor control uses
a Kelvin-Varley divider. The power sources are regulated at their input
to each unit. We expect by means of these techniques to minimize exter-
nal perturbations on the controls and unwanted perturbations on the
maser frequency itself.

THE RECEIVER AND PHASE-LOCKED-LOOP

A receiver has been designed to detect the maser signal at 1.4 GHz
and to phase-lock a basic quartz crystal oscillator to that signal. The
frequency of the oscillator has been chosen as 100 MHz for reason of
good phase stability at low cost. The design of that receiver is shown
in Figure 10. It has been mounted as a breadboard and tests on its dy-
namic behaviour are being made. A final report will be given later.

CONCLUSION

In this paper we have described the construction of two hydrogen
masers and have given experimental results on the operation of one of
them. From the preliminary results obtained it is expected that the
frequency stability will still be mainly affected by the thermal stabi-
lity of the cavity. The magnetic field and the barometric pressure
fluctuations should not affect the maser at the stability lê el above a
few parts in 10 which is our goal for averaging times of several hours
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Figure 1 : Schematic drawing giving the main concepts used in the
maser design.
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Figure 2 : Photograph of one of the masers.
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Figure 6 : Block diagram of the hydrogen source and the pressure
control.
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Figure 9 : Inverse of the line Q as a function of hydrogen pressure.

823



t-lo§4-JCOOO1-1IT
J0)0)CO

£o.

OO0)

0)
14-1 

CO
o 

to

§
 
a

n cu
6
0
 

0
0O

cd•Hoo cu
i-H

 
&

PQ
 

4J

6
0

8
2

4



QUESTIONS AND ANSWERS

MR. DAVID HOWE, National Bureau of Standards

It was a very interesting experiment that you have set-up,
Dr. Vanier, but I have a couple of questions with regard to the
human factor with five shields. Was that a calculation or was
that experimental?

DR. VANIER:

Oh, experimental.

MR. HOWE:

Okay, and what guarantee do you have that there are no residuals
after degaussing? For example, creep will change that frequency,
long-term --

DR. VANIER:

It does not, I have no guarantee of that.

MR. HOWE:

What kind of sensor are you using to determine the temperature?
What accuracy is that sensor over long-term?

DR. VANIER:

The sensor, itself?

MR. HOWE:

Yes.

DR. VANIER:

For the magnetic field?

MR. HOWE:

No, I am sorry, for the temperature?

DR. VANIER:

It is standard; I can give you the company.
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MR. HOWE:

And, was that an all glass thing?

DR. VANIER:

Yes. This was not really a problem here. When we say we want
stability over let's say 1,000 seconds. We don't want stability
over a year, we want to tune the maser all the time.

MR. HOWE:

I understand that, but maybe I don't understand. So, what you are
saying is that you use the pressure method of tuning.

DR. VANIER:

We use the spin exchange broadening method of tuning, you have to.
You could not rely on any temperature stability of the order of
magnitude required here.

MR. HOWE:

I agree.

DR. VANIER:

To measure the wall shift on a long-term basis.

MR. HOWE:

Fine, that was a misunderstanding on my part.

And, last; at what level does the spin exchange come in with
this method of tuning? In other words, with pressure modulation
do you —

DR. VANIER:

You mean the spin exchange shift itself?

MR. HOWE:

Yes.

DR. VANIER:

Well, I think that we have shown that in the past a long time ago
and of course there are small effects, second order effects, but
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we have shown that the spin exchange tuning technique, the broaden-
ing technique used cancels exactly within the first order the spin
exchange shift.

The cavity is mistuned by this process in such a way that
the spin exchange shift is canceled, which you don't have in other
types of tuning. Yes, that is the whole secret; I think that we
have shown that a long time ago, to a great accuracy.

MR. HOWE:

My problem is being able1 to separate out the —

DR. VANIER:

In the passive time.

MR. HOWE:

Yes.

DR. VANIER:
•

Oh, in the passive time then you don't use spin exchange broadening
to change the maser, in that case you use spin exchange exactly --
you can prove mathematically and it works out in practice that once
you have found that point where your frequency is independent of
pressure it is a simple point.

DR. REINHARDT, NASA/Goddard

Are you setting up any devices to measure magnetic shift and anom-
alous spin exchange shifts, because they can be on the order of
several parts in 10 .

DR. VANIER:

You are talking about e.. or EM?

DR. REINHARDT:

Yes.

DR. VANIER:

No, not yet. I am not there yet.
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DR. REINHARDT:

But, are you going to?

DR. VANIER:

Yes, we think that we will be able to do that, yes.

DR. ^REINHARDT:

Okay.

DR. VANIER:

But, I will talk to you about it.
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SOME NEW RESULTS ON THE FREQUENCY CHARACTERISTICS
OP QUARTZ CRYSTALS IRRADIATED 3Y IONIZING

AND PARTICLE RADIATIONS

Harish Bahadur and R. Parshad,
National Physical Laboratory,
Hillside Road, New Delhi,
110 012 (India)

ABSTRACT

Investigations on the frequency behavior
of AT-cut quartz crystals irradiated by
X -, y-rays and fast neutrons have been
carried out. Initial instability in fre-
quency for ~Y~ and neutron irradiated
crystals has been found. All the different
radiations first give a negative frequency
shift at lower doses which are followed, by
positive frequency shift for increased
doses. An explanation.of the results in
terms of the fundamental crystal structure
consideration is offered. Applications of
the frequency results for radiation hard-
ening are proposed.

INTRODUCTION

Todate, radiation effects in quartz crystals is a widely
studied subject. The major stimulus in the area has been
largely due to the use of quartz crystals as essential
electronic components for various types of communication,
time and frequency standardization and other scientific
and industrial uses. It is expected that with an increased
understanding of the relationship of various structural
properties and radiation effects, the performance charac-
teristics of quartz material can be greatly improved ac-
cording to requirements.

Due to the development of high stability quartz crystals,
it is becoming possible to disseminate time and frequency
signals by using quartz crystal oscillators in flying
clocks, satellites etc.(l). However, for the purpose of
dissemination to be achieved, it would become necessary to
harden the quartz crystals against natural ionizing (X- or
7 -rays) and particle (protons, neutrons, X-partides etc.)
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radiations present in space. Alternatively, the effects on
frequency characteristics of quartz crystals exposed to the
radiation environment can be allowed for if the frequency
characteristics of irradiated crystals are properly under-
stood. All this indicates the need to study the effect of
ionizing and particle radiations on the frequency and struc-
tural characteristics of quartz crystals.

A number of papers (2-19) have appeared on the radiation
effects on the frequency characteristics of quartz crystals.
The frequency changes due to irradiation by fast neutrons
are permanent positive frequency offsets. The change in
frequency due to ionizing radiations is of two kinds; tran-
sient and permanent. King and Sander (20-24) have extensive-
ly studied the transient frequency changes in quartz reso-
nators. The transient frequency shift has been found to last
for about 15 minutes in natural crystals and for a greater
time (~1 hour) in synthetic crystals and is due to the
temporary removal of H+ ions from Al^+ -centers in the
quartz lattice under the influence of irradiation and their
back diffusion after the termination of irradiation.
Bahadur and Parshad (25) have recently given a simple method
to demonstrate the transient frequency shifts in X- or Gaimna-
irradiated quartz crystal resonators. The permanent frequency
change in the quartz crystals has been found to be due to
the drift of the alkali ions, freed from their charge compen-
sating positions as a result of irradiation, to ion traps
in the c-axis. The alkali ions can be brought back to the
Al3+ -centers only by heating the quartz crystals (say at
200°C). The permanent frequency change in natural quartz
due to irradiation with ionizing rays is negative and in the
synthetic crystals it is positive. In the case of swept
crystals (H+ ions replacing the alkali ions in the quartz
lattice), there is almost negligible change of frequency(S).
However, for reasons being investigated perfect radiation
insensitivity (radiation hardening;has not yet been
achieved (26,27).

This paper presents and discusses some new results obtained
on the frequency characteristics of quartz crystals irradi-
ated by X-, Y-rays and fast neutrons. Some limited data on
the subject has been published earlier (28).

EXPERIMENTAL

The quartz crystals used for the investigations were of two
types; one, rectangular AT-cut plates of dimensions 3»8 x
2.8 x 0.04 cnP capable of vibrating in their fundamental
thickness-shear mode in the frequency region of 1.87 MHz

83.0.



and the others AT-circular beveled centrally plated disks
of frequency around 5 and 10 MHz. The precision in the
frequency measurement was ± 1 Hz as the frequencies were
measured digitally.

The radiations used were X-rays (30 kV, 12 ma, Cu target,
white radiations), Y~rays (6OCo. 1000 Ci, 1.25 MeV average
energy) and fast neutrons [24-lAm-Be). Neutron irradiation
was done by two different 24lAm-Be sources (half life 433
years). One of the sources, following the well known o<-n
reaction, emitted neutron flux of 2.67 x 10' neutrons/sec/
cm2. The associated Y-dose rate was feeble (~0.25 mR/sec
at one meter from the source). The other 24'Am-Be source
emitted fast neutrons with average energy of 4.5 MeV and a
flux of 10? neutrons/sec/cm. The strength of this source
was 5 Ci having 5 x 3.7 x 101° disintegrations per second
and 40$ of these disintegrations were accompanied by
emission of 60 keV Y-vay'B and 13$ (of disintegrations) by
emission of 100 keV y-rays. Other Y-energies were quite
low. It may be noted here that 60 keV and 100 keV Y-energies
are not considerable enough to cause nuclear displacements
in the lattice, the main effect being due to neutrons. The
Y -rays would infact act like X-rays for their frequency
effects.

Irradiation with Ionizing Radiations

The results of X- and Y-irradiation were of the same broad
pattern with regard to the permanent frequency offset.
However, for Y-irradiation there was observed a period of
initial unstable oscillations when the irradiated crystals
were first incorporated in the self-oscillating circuit.
Fig.1 depicts a typical result for a natural crystal
exposed to 2000 Rads and allowed to oscillate. This insta-
bility in the initial oscillations was to a large extent
independent of time of idle keeping of the crystal after
the termination of irradiation and before the generation
of oscillations. For X~irradiation, no such instability of
oscillations was noticed, the change in the frequency
offset being only steady.

The nature of steady frequency offset for both X- and Y~
rays was such that for lower doses the frequency decreased
and with continued irradiation, the frequency, after reach-
ing a negative limit started increasing to a value even
greater than that of the virgin crystal. Many natural
crystals were investigated for this behavior. Figs. 2 and
3 depict the plot of steady frequency change versus irrad-
iation dose for two crystals. It was observed that different
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crystal specimens, yielded, for the same accumulated irra-
diation dose, different magnitude of frequency offsets.
This of-course indicates, as is widely accepted to be the
case, individual variations in the lattice characteristics
of the crystal by way of impurity concentration, crystal
imperfections etc. Table (I) depicts the frequency offsets
for a set of three different crystals which were uniformly
irradiated by 60Co with a dose of 48 kRads. Fundamental
and third overtone steady frequencies for virgin and irra-
diated crystals are listed. It can be seen that the offsets
in the frequencies of irradiated crystals with regard to
those of virgin crystals are always positive. Table (II)
depicts the results for a set of four crystals uniformly
irradiated with a dose of 5 MRads. The post-irradiation
frequencies mentioned are those which were measured after
the crystals were allowed to oscillate and their initial
instability was culminated by the mechanical oscillations
themselves.

Still higher doses C~7«5 MRads) were given to different spec-
imens and it was noticed that for prolonged" irradiation,
the relative change in the magnitude of frequencies were,
in an apparent unexpected manner, much less than the values
obtained for relatively lower doses. Also, it would be
significant to mention here that the darkening in the crys-
tals irradiated with doses of 7.5 MRads was relatively less
than what was induced by 5 MRads, as observed visually.
This phenomenon may be attributed to what is called 'radia-
tion "bleaching1. Pig.4 depicts the initial frequency'insta-
bility character for a crystal of 1.8? MHz after it was
irradiated with a dose of 7.5 MRads and made to oscillate.
The pre-irradiation frequency for this specimen was 1869293
Hz and after 7.5 MRads irradiation the frequency upturned
to 1.870031 Hz (a positive offset of 738 Hz). Two other
such crystals were irradiated with the same dose. Pig. 5
depicts the initial frequency instability character for one
of the crystals. The pre-irradiation virgin frequency for
this crystal was 1870190 Hz and the post-irradiation fre-
quency was 1870397 Hz (a positive offset of 207 Hz). For the
other crystal the pre-irradiation frequencies for fundamen-
tal and third overtone modes were 1870160 Hz and 5605502 Hz
respectively. Upon irradiation, these frequencies changed
to 1870450 Hz and 5605963 Hz for the two modes. The total
offset for the fundamental mode was thus +290 Hz while for
the third overtone it was +461 Hz. A crystal of 5 HMz (AT-
cut) drawn from Bharat Electronics Ltd., Bangalore, India
was also investigated for its frequency behavior for heavy
irradiation. Pig.6 depicts the frequency instability chara-
cter in the initial period of oscillations after irradiation.
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The frequency of this particular crystal specimen while it
was virgin was 4997578 Hz and upon irradiation with a dose
of 7.5 MRads, the frequency became 4997811 Hz, thus with a
net change in frequency of +233 Hz.

Irradiation with Past Neutrons

Different virgin quartz crystals,after their frequencies
were measured, .were given varying accumulated doses of neu-
trons and their post-irradiation frequency behavior was
recorded. Like the case of Y-irradiation, the results fall
in two broad classifications. Firstly, following the termin-
ation of irradiation, the crystals when put into oscillations
(the fundamental mode being used) showed an initial insta-
bility for some time when the oscillation frequency was
unstable and afterwards the frequency was stabilized. This
initial instability also was found to be independent of the
time of idle keeping of the quartz crystals spaced between
the termination of irradiation and generation of mechanical
oscillations. This region of frequency instability in terms
of time required for stabilization and the frequency changes
again depended upon individual specimen and accumulated dose.
The steady frequency offset due to neutron irradiation was
the value which the crystals attained after culminating the
region of frequency instability. These results resemble the
irradiation-frequency character due toy-rays. However, the
distinct results with neutrons and gamma irradiation are
the manner in which the frequency stabilizes and is described
below.

A crystal was irradiated with a dose of 4 x 1Cr nvt. It was
observed that as the crystal started oscillating, there was
a region of unstable frequency which persisted for a period
of about an hour. The frequency, during this time, ap-
proached towards the pre-irradiation value. After the region
of frequency instability was over the frequency offset at a
value which was almost that for the virgin crystal. The
maximum frequency drift during this period of stabilization
was about 50 Hz. Another crystal specimen was irradiated
with a dose of 7 x !01°nvt and its frequency behavior is
shown in fig.7. In this case the frequency changed by an
extent of the order of 90 Hz and after about an hour and
half the frequency was stabilized. In this case also, it
was found that there was hardly any steady offset within
the limit of accuracy of experimental observation. A third
crystal was given the dose of 9.2 x 101° nvt. This crystal
showed a steady offset of about -50 Hz, the frequency stab-
ilizing after about an hour long mechanical oscillations
of the crystal. The maximum frequency drift was of the order
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of 45 Hz in the region of initial frequency instability.
Pig.8 depicts the oscillation characteristics of a neutron-
irradiated crystal with a dose of 16 x lO^nvt. The steady
frequency offset in this case was of the order of 110 Hz
and the frequency instability region extended for about an
hour with a maximum frequency drift of about -90 Hz. With
prolonged irradiation, it was found that the extent of steady
offset was increasingly negative. A different crystal was
exposed to 20.7 x 10'0 nvt. The frequency offset was about
-200 Hz. The instability continued for about two hours in
this case with a maximum frequency drift of the order of
250 Hz (Pig.9).

It may be seen from Pigs.7 to 9 that during the course of
culmination of region of frequency instability after neutron
irradiation, the frequency of oscillations tends always to-
wards the value of the frequency of the virgin crystals and
in most cases, in the region of unstable frequency, there is
a linear variation of frequency with time. This character is
different from that existing for Y-irradiation. There, in
the region of culmination of initial frequency instability
the frequency variations were up and down before the freq-
uencies got stabilized.

A .crystal was irradiated in stages and its frequency charac-
ter was observed. Fig. 10 depicts the plot of steady frequency
offsets when accumulated doses were given to the crystal,
these doses corresponding to the points A,B,C,D,E and P. At
the point A, the accumulated dose given to the crystal was
2 x I0l0nvt. it can be seen that there was not much change
of frequency at this stage. As the irradiation proceeded to
20 x 1010 nv-t (point B) the frequency decreased by a nega-
tive offset of about 100 Hz. With further irradiarion up to
36 x 101° nvt (point C), it may be seen that the frequency
decreased still further. As the irradiation was still ad-
vanced to 60 x lO-^nvt (point D), the net frequency change
started upturning and with 80 x 10^°nvt (point E), the fre-
quency was at a value higher than that of the virgin crystal.
With still prolonged irradiation of 4 x iQUnvt (point P)
the frequency continued to increase. This observation (in-
crease of frequency with neutron irradiation) fits 'well with
those reported in literature (29-31).

Two crystals were irradiated by fast neutrons with a dose
of 2 x 1Q12 nvt. Pig.11 depicts the post-irradiation oscilla-
tion character, for one of the crystals. The character
broadly resembles the one reported in the preceding parag-
raphs. The crystal required about 40 minutes of mechanical
oscillations for the region of initial frequency instability
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to be culminated. It is significant to mention here that
in the specimens irradiated by y-rays or neutrons, the
region of frequency instability could be largely reduced or
even eliminated if the crystals were warmed to about 100°C
for a period of 20-25 minutes. The crystal of which the
frequency character is shown in Pig.11 had its frequency
1869981 Hz when it was in the virgin state and after being
irradiated by fast neutrons with a dose of 2 x I0l2nvt the
steady frequency of the quartz crystal became 1870288 Hz.
It can thus be seen that in this case the net frequency
change was positive by 307 Hz. The other specimen, irradi-
ated with the same dose (2 x 10' nvt), also took about 40
minutes for the frequency to stabilize. During this period
the maximum frequency change was about 13 Hz. The pre- and
post-irradiation frequencies were 1870007 and 1870218 Hz
respectively showing a net positive change of 211 Hz. This
crystal was given further irradiation of 6 x 1012 nvt. The
steady frequency for this crystal after the second irradi-
ation was 1870377 Hz.

12A crystal which was given a dose of 8 x 10' nvt at a stretch
showed the frequency character depicted in Pig.12. The
crystal required about half an hour for the culmination of
initial "frequency instability. The virgin crystal oscillated
at the frequency of 1870037 Hz while after the neutron
irradiation of 8 x I0l2nvt, the steady frequency value was
1870331 Hz. Thus a net positive steady frequency change of
about 300 Hz was caused by neutron irradiation.

SUMMARY OP RESULTS

Prom the foregoing, it can be seen that the following
experimental results about the irradiation characteristics
of quartz crystals have been obtained.
(1) The initial frequency instability is caused by y~ and
neutron irradiation but not by X-irradiation.
(2) For low doses of neutrony X- and y-irradiation, the
steady frequency shift is negative. For the 'higher doses,
the frequency shift becomes positive for the three different
kinds of irradiation. In between, a stage would of-course
be reached when there is no resultant frequency shift due
to irradiation.

DISCUSSION OF RESULTS

Before proceeding further, it should be mentioned that
while the negative frequency shift for ionizing radiations
has been observed by a number of workers (2-4,6,8), the
positive frequency shift has earlier been observed only in
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a few investigations (30,32). Again, while the positive
frequency shifts by neutron irradiation is already known
( 29-31 )t the negative frequency shift for low enough doses
of neutrons was not observed before.
In the following we will attempt to explain the above results
in terms of the lattice structure of the quartz crystals.

Initial Frequency Instability

The neutron and -̂irradiia-tion cause nu.clear displacements.
While the displacements caused by neutrons are straight foiv
ward knock-on processes, those caused by y-rays are by
indirect mechanism through the high energy Compton electrons
released by Y-rays causing Goulombic interaction with the
nuclei. In the case of X-rays there will be no nuclear
displacement caused since the Compton electrons do not have
sufficient energy to penetrate the electron cloud of atoms.

It is our opinion that, among the atomic displacements caused
by appropriate radiations, a fraction of these are indeed very
near the equilibrium atomic positions and hence the atoms
so displaced can be brought back to the original positions
by very low activation energies supplied by vibrations
themselves or by warming.

Steady Frequency Shifts by Ionizing Radiations

The negative frequency shifts are now well known to be
caused by the generation of A-centers from their precursors
the Al3+ -centers, by ionization of electrons of one or more
0-atoms bonded with Al3+. Regarding the positive frequency
shift there is no mechanism yet propounded.

We believe that the crystal defects are the source of posi-
tive frequency vshift in two different ways. When the defects
are created due to heavy y-bombardment Or neutrons, a posi-
tive frequency shift is produced. Also, these defects,
whichever of them are electron traps, will give additional
positive frequency shift when electrons are trapped therein.
Apart from these crystal defects other impurity centers,
except the Al3+ like the alkali ions trapped in the c-axis
at Ge, Ti or other trapping sites will also give a positive
frequency shift when populated by tra'pped electrons. Inci-
dentally, some of these crystal defects on trapping of elec-
trons will form color centers which apart from giving the
optical absorption, also- give, unlike the case of A-centers,
EPR at room temperature. In our observations, we recorded a
number of these paramagnetic resonances both sharp and broad
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(33)- In our opinion, these EPR resonances are good evi-
dence for the presence of the crystal defects giving the
positive frequency shift. As to why the crystal defects when
produced should give a positive frequency shift may be seen
in the following way. These defects disrupt the otherwise
perfect atomic arrangement in the crystal, making it more
difficult than before, due to the additional potential
barriers created by the defects, for atomic displacements
to take place, particularly under a shear stress. Thus, with
increase of shear modulus of rigidity, the frequency of the
AT-cut and other resonators should increase. A support to
this argument is provided by the fact that hardness of the
crystals was found to increase as a result of y- and neut-
ron irradiation. Hardness would of-course increase when it
becomes more difficult for the atoms to make transverse
displacements due to the hindering potential barriers caused
by these defects.

As to why the electron trapping of the defects should cause
positive frequency shift, i.e. an increase of elasticity is
not clear at this stage. Probably, the trapped electrons
contribute to extra electrical forces leading to the in-
creased elastic moduli. At any rate, the fact that electron
trapping at the defects causes a positive frequency shift
is supported by the following experimental observations.*
Quartz crystals were irradiated with ultra-violet light
('-'3650 A). In all the cases a positive frequency shift,
unaccompanied by any initial negative frequency shift was
recorded. The uv light would of-course not be able to form
A-centers (which would yield a negative frequency shift),
but would be able to fill atleast some of the other crystal
defects with electrons ionized off from atoms by uv radia-
tions. Thus, it follows that the electron trapping of
crystal defects causes a positive frequency shift.

The role of crystal defects in causing positive frequency
shift is also supported by the fact that all those crystals
which gave the positive shift were not optically clear
quartz, this fact indicating the presence of defects and
other impurities in the lattice which become color centers.
Optically clear quartz, did not, in accordance with earlier
results of Capone et.al.(8), King (4) and Prondel (1,2) give
positive frequency~~shTTt.

With all the above in view, the following seems to be
taking place by y-irradiation of quartz crystals.

In the early stages of Y-irradiation, the ionization of
the Al3+ -centers, due to their higher cross section,

*Details of this work will be published separately.
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takes place predominantly giving rise to negative frequency
shift. With continued irradiation, crystal defects and
other impurity centers having a lesser cross section get
increasingly trapped with the electrons, all this producing
the turn over of frequency shift observed. For higher
doses of y-irradiation, the magnitude of positive fre-
quency shift is all the greater due to the generation of
defects "by y-rays themselves.

Steady Frequency Shifts due to Neutron Irradiation

The role of crystal defects in causing a positive frequency
shift straightforwardly explains the effect of higher doses
of neutrons in causing the frequency increase.

Regarding the effect of low doses of neutron irradiation
causing the negative frequency shift, no straightforward
fundamental explanation can be given at the present.
However, the decrease of frequency is in accordance with
the observation of expansion of the quartz lattice under
neutron irradiation (34). The expansion would lead to
decrease of interatomic forces and the associated moduli of
elasticity.

At the higher neutron doses, the lattice expansion no doubt
takes place increasingly but the role of expansion in
causing the decrease of frequency seems to be exceeded
(atleast for reasonable neutron doses used for obtaining
frequency offsets) by the role of defects, so generated by
neutrons, in causing the frequency shift. That the role of
defects on the elastic moduli particularly the shear modulus
is preponderant is shown by the increase of hardness by
neutron irradiation referred to above.

APPLICATIONS

The present work, apart from giving explanations for some
of the frequency effects of irradiation, also indicates
applications towards radiation hardening of crystals, this
.radiation hardening making it possible to use quartz crystals
in space satellites to generate precise frequencies and
time intervals. It is clear that at the extreme of the
negative frequency shift the differential of the frequency
shift with continued irradiation vanishes. It follows that
the crystal will assume radiation hardness for some range
of irradiation dose if the crystal has already been irradi-
ated enough for obtaining the maximum of the negative
frequency shift. This technique would apply both for y-
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and neutron irradiation with the greater returns for neutron
irradiation since for this no other technique has yet been
developed. In contrast, for Y-irradiation the method of
using vacuum swept crystals (35) for satisfactory radiation
hardening (though not perfect) has already been established.
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PRECISE T & F INTERCCMPARISON VIA VLF PHASE
MEASUREMENTS

A.Sen Gupta, G.K.Goel and B.S.Mathur
Time and Frequency Section

National Physical Laboratory, Hillside Road,
New Delhi-110012, India.

ABSTRACT

The Indian subcontinent does not fall In the
groundwave range of any LORAN-C transmission.
As such, at present the only alternative tech-
nique in this region for convenient and routine
T & F intercomparison Is via VLF phase measure-
ments. At NPL, New Delhi, continuous phase
recording of the 15 kHz transmissions from
GBR (UK) is being made. In addition the pub-
lished midday phase data of GBR from several
laboratories-NPL (UK), RGO(UK), PTB (FRG) and
USNO (USA) - are being received regularly. In
the present paper we discuss T & F intercom-
parisbns between the local time scale, UTC
(India), at NPL and those at the above mentioned
laboratories, using the VLF phase data. A major
factor which limits the accuracy of long term
comparison is the seasonal variation in the VLF
propagation delay over long paths. It Is shown
that by taking into account the seasonal propa-
gation delay variations in a semiempirical way
the accuracy of T & F comparisons can be
considerably improved. In fact over a one year
period accuracy of few parts in 10^ in frequency
and 1-2 p-sec in time have been obtained.

The relative frequency offset difference between
UTC (India) and UTC (PTB) evaluated in the present
work as (7.0 ± 0.̂ x10-13 agrees very well with
that obtained via the satellite experiment des-
cribed in a companion paper.

INTRODUCTION

The National Physical Laboratory (NPL), New Delhi, India
has the statutory obligation of maintaining the India
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Standards of time and Frequency.- This is being achieved
at present with the help of- two commercial cesium clocks:
NPL-1 (Oscilloquartz Model 3200) and NPL-2(Hewlett Packard
Model 5061A with option 004). A time scale, UTC (India),
is being maintained using the NPL-1. One of major problems
being faced by us at NPL is that of a regular time and
frequency transfer link between UTC (India) with those
of the other international timekeeping laboratories. The
Indian subcontinent does not fall in the groundwave range
of any LORAN-C transmitter thus prohibiting the use of
this technique.

The first serious attempt in having an accurate link was
made in May-June, 1979, when a two way satellite time
transfer experiment was performed between NPL and PTB,
West Germany (Mathur et al, 1980 and references there in).
With the help of this experiment UTC (India) was synchroni-
sed with UTC' (PTB). From July, 1979 onwards we are
continuously tracking the phase of 15 kHz transmissions
from GBR. (UK). The choice of this station was dictated by
the fact that; (a) the received signal strength at our
location is very good so that a precise phase tracking is
possible and (b) there are several timekeeping laboratories
which track this station and publish their data. We are
regularly receiving the GBR phase data from PTB (FRG),
USNO (USA), NPL (UK) and RGO (UK). Utilizing the VLF data
it has been possible to establish a fairly precise link
between UTC (India) and UTC of the abovementioned labora-
tories as will be described in the subsequent sections,

A confirmation of the accuracy of the VLF links was made
possible with a portable clock trip from USNO in September,
1930. This is described briefly in a separate subsection.

THE TECHNIQUE .

The VLF time transfer technique has been described by
Becker et al (1969). this basically consists of recording
the time difference between the 1 pps of the local time
scale and some specified phase (generally the positive
zero crossing) of the received VLF signal appearing Just
subsequently. This measurement is referred to as the
'phase time1, or simply 'phase' of the received signal
relative to the local time scale. The recording is done'
at the local noon over the path mid point when VLF propa-
gation conditions are most stable. Subtracting the daily
values of phase measurements recorded at two laboratories
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gives the difference between their time scales. .This
difference is ambiguous to an additive constant which
involves the difference between the propagation delays
over the two paths. While this ambiguity is immaterial
for frequency comparison between the two time scales it has
to be eliminated if a time comparison is desired.Elimination
of the additive constant can be achieved by an initial
calibration with 'the help of either a portable clock or two
way satellite experiment,

A major factor which degrades precision and accuracy of the
VLF time transfer is the non constancy of the propagation
delay. There is a day to day jitter in the propagation
delay because of the normal variability of the ionospheric
D-region. This is more pronounced during winter than
during summer, as will be shown inthe next section (see
also Belrose,1958). The jitter evidently reduces the
precision of the link. 'Sudden ionospheric disturbances
(SID) due to solar flares may occasionally cause path anom-
alies, but these generally last for short durations and
can be isolated by careful insoection of the data (Keder,
1971).

In addition, over long paths there are also systematic
seasonal variations in the propagation delay which can
some times be as large as 15 fi sec (lilima et al, 1953;
Swanson & Kugel, 1972). If these are not taken into
account then they may introduce significant inaccuracy in
the time and frequency comparisons. The seasonal variation
in the propagation delay occurs main.ly due to variations
in the D-region ionization. This consists of two parts,
namely (a) seasonal variation of the Solar Zenith angle
at the mid path noon and (b) variations in the mesospheric
neutral atmospheric constituents, which are to some extent
related to meteorological phenomena (Belrose 1963). Of the
above, only the first part ,(a),can be modeled with definite-
ness. It has been shown by Swanson & Kugel (1972) to be
of the form M(l-cosX ), where, CosXis the average of the
cosine of the solar zenith angle */ over the path at the
midday. M is an empirical constant dependent on the
propagation path and to some extent on the solar activity.

THE DATA

(a) KPL (India} data : The midday phase observations of
the 16 kHz GBR signal relative to UTC(India) recorded daily
between 03-30 to 09-30 UT are shown in Fig.l(a) for the
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period 10th July, 1979 to 10th July, 1930. Twice during
the one year time the NPL-1 underwent discontinuities in
operation for short periods. Once during 23-25 August,
1979 and again during 30 August - 7 September,1980. In
both cases it was possible to restart UTC (India) by syn-
chronizing NPL-1 with NPL-2 and giving suitable time cor-
rections (of 1.3 and 5.5 ysec respectively). The time
corrections were determined from the intercomparison data
between these two clocks which was taken periodically
throughout,

We observe the following features in Fig.l(a). The day to
day variability is much smaller in summer than in winter.
The rms jitter in summer is less than 1 psec while in
winter it is about 2.5 /isec. There is a gradual drift in
the phase data arising due to a relative frequency offset
between UTC (India) and the transmitted frequency of GBR.
This drift is modulated by a seasonal variation in the
propagation delay. As mentioned in the earlier section,
the Solar Zenith angle related seasonal variation of the
form M (1-cosx ) can be modelled and eliminated. To deter-
mine cost, we follow lijima et al (1969). We divide the
propagation path (6700km) into 10 equal segments and deter-
mine cosX, at the midpoint of each. The average of these
values gives cesfl, over the path. To determine the value
of M we take help of the observed diurnal variation of
phase delay. It has been shown by Swanson and Kugel (1972)
that around midpath noon, the temporal variation of phase
delay is also of the form M (1-cosX ). We thus make
comparisons between the temporal variation of the observed
phase delay and that of the calculated factor M (1-cos/C )
by varying M. The value of M which gives best agreement
between the forms of the two variations is selected.
Utilising the whole years data the best value of M=12.5+l
was obtained. In Figs*2 and 3 we have shown as illustra-
tions the observed diurnal phase for groups of 15 days in
April and June arid the calculated M(L.cosX ); The good
agreement between the two is evident. Adopting the above
value of M the calculated seasonal variation of M(l-coŝ  )
at the midpath noon for the full year is shown In Fig.l(b).
This shows an annual variation with a summer to winter
phase retardation of 7/usee. On subtracting out this
seasonal variation from the observed data in Fig.l(a) we
get the resultant variations as shown in Fig.4(a). The
phase drift now appears more regular but there still per-
sist some short period variations during the period
Sept ember, 19 79 to February, 1980 with peak amplitudes of
2-3 /usec.
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(b) PTB datat The midday phase observations of GBR relative
to UTC(PTB) is shown in Fig.4(b). This path is only 790 km
long and the solar zenith angle related seasonal variation
in the phase delay is not expected to be significant. It is
not apparent in the data also. During the period from
September'79 to February'SO, the nature of variations in the
PTB data are very much similar to NPL (India) data in Fig.4
(a). It is notable in this connection that GBR-PTB path is
almost overlapping with 1/8 of the GBR-NPL (India) path. This
indicates the possibility that the shorter period variations
mentioned above are arising from this portion of the path.

(c) RGO data: The midday phase variation of GBR relative
to UTC (RGO) in shown in Fig.4(c). In this .case also the
path length being very short (180km) seasonal variations
are almost absent.

(d) USNO data j The midday phase variations of GBR Relative
to UTC (USNO) are shown in Fig.5(a). The propagation path
in this case is long (5800 km) and so the solar zenith angle
related seasonal variation is significant. As we do not have
the diurnal phase variation for this station it is not
possible to determine M as was done earlier for NPL data.In
absence of anything better we have just adopted the same
value of Msl2.5 and calculated the variation of midday values
of M(L-cosX,). This is shown in Fig 5(b). Subtracting
variations in Fig 5(b) from those in Fig 5(a) we get the
resultant as shown in Fig 5(fl)) .In this case also during
September 1979 to February 1930, we observe anomalous varia-
tions of similar nature as in PTB and NPL (India) data. But
these variations are of larger magnitude (~12 jisec peak
to peak)

(e) NPL (UK) data : The midday phase observation of GBR
relative to UTC (BPL,UK) showed occasional jumps of 5,10
and 15 jusec over the whole year. These were most probably
due to some equipment malfunction. Thus, the data from this
station have not been used.

RESULTS AND DISCUSSION

For intercomparison between UTC (India) and UTC of the
other laboratories, the individual phase data in Figs 4(b),
4(c) and 5(c) have to be subtracted from Fig 4(a). In
Fig 6 we have shown t (a) UTC (India)-UTC (PTB), (b) UTC
(India)r UTC(RGO) and (c) UTC (India)-UTC(USNO). It is
clear that of the three links the one with PTB has the
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minltnum jitter and anomalies due to propagation variations.
In Fig.6 we have drawn regression lines through the points
which represent the overall drift rates. The slope of
these straight lines give the relative frequency offset,S,
between UTC (India) and the other UTC scales. Following
results are obtained.

sIndia,PTB = ( 7.0 ± 0.1 ) x 10'13

s!ndla,RGO = ( 7.3 + 0.2 > x 10"13

SIndia,USNO = ( 6.9 + 0.2 ) x 10'13

The value of slndia,PTB obtained above is in fairly good
agreement with a value of (7.1 + 0.5) x 10-̂  obtained via
the satellite experiment (Mathur et al, 1980) during May-
June, 1979. This indicates that the UTC (India) has been
maintaining a fairly constant rate. The relative offset
with the other two laboratories are also consistent (within
the uncertainties) with LOHAN-C links connecting these.
LORAN-C link results have been calculated as follows :

SPTB,USNO = 0.4 x 10-13

SPTB,RGO = 0.0 x 10-13

To get an idea of the precision of the frequency transfer
estimates we have made some computations of the variance,

<*->, on the India-PTB link which is the best of the three
links. We get the following values :

^y ( -c - 1 day ) = 2 x 10-11

<ry ( T = 10 days)= 3 x KT12

<7*y ( c = 30 days) = 2 x 10-13

o^y ( ts. 100 days)= 1 x 10'13

The <fy estimate on the other two links are some what
higher than the above.

The graphs in Fig.6 have not been given in absolute terms
i.e., the origins of the graphs are not shown. Absolute
calibrations is necessary for actual time transfer between
UTC (India) and other UTC scales. As mentioned earlier
this was performed by the satellite experiment in May-June,
1979. As a result of this experiment it was found that
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on 29 June'79 UTC (India)-UTC(PTB) = (2.7 + 0.1) /usec. The
VLF observations were started on 10 July onwards (as the
GBR transmission was off for a month before this). Thus in
Fig 6(a) we assign a value of 2.7psec to the ordinate
where the regression line crosses the abscissa on 29 June'
79. Since the difference between UTC (PTB) and UTC (RGO)
&nd UTC(USNO) are. known from the LORAN-C links it is
possible to calibrate the other two graphs also*

PORTABLE CLOCK TRIP

A portable clock trip from the USNO was made during 18-21,
September,1980. This made it possible to evaluate the
accuracy of the time transfer accuracy of the VLF link. In
Fig. 7 we have shown the results of only one link UTC (India)-
UTC(PTB) extended upto the end of September130. There are
two crosses in Fig. 7 on 29 June '79 representing the satel-
lite experiment time transfer and on 20 September '80
representing the portable clock result. The discrepancy
between results of the portable clock and the regression
line predicted by the VLF data is only 1.5 jisec which is
quite small.

CONCLUSION
In this paper we have discussed a VLF time and frequency
intercomparison link between UTC (India) and UTC of PTB,
RGO and USNO. It is clear that the India-PTB link is the
best of the three. It has been shewn that by taking due
account of the seasonal variations over long paths it is
possible to achieve frequency inter comparison to a few
parts in 1014 over one year period. Time transfer can be
achieved to an accuracy of 1-2 psec.

We realise, however, that this accuracy level is still not
acceptable to BIH for inclusion of UTC (India) in the
international UTC coordinated by them. In fact a similar
problem must be faced by many other remote timekeeping
laboratories which are not covered by LORAN-C groundwaves
or regular portable clock trips.

OuJ? future plans in improving our links with the inter-
national time keeping community are : (a) reception of more
VLF stations possibly OMEGA (JAPAN, Liberia, La Reunion),
(b) having regular portable clock trips,(c) using the NNSS
satellite signals and (d) using some geostationary satellite
links on a regular basis.
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Fig.l (a} Daily values of (rBT* phase relative to I7TC(India)

(b) Calculated seasonal variation factor M(l-cbs%)
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Fig. 2 Diurnal variation of GBR phase for 15 days
in ApriLl.SQ compared with the variation of
M (1-cosX ) (doYt'ed line) around midday.
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Fig.4 (a) G3R phase relative to-UTC(India) corrected
for solar zenith angle variations, (b) G3ii phase
relative to UTC(PTB). (c) GBR phase relative to
UTC (RGO).
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Fig.7 UTC (India)- UTC (PT3). The two crosses
shown- on 29 June179 represents the satellite
time transfer and on 20 Sept'80 represents
the portable clock check.
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ABSTRACT

In this paper we report a T & F intercomparison
experiment between the National Physical Labora-
tory (NPL), New Delhi, India and Physikalisch-
Technische Bundesanstalt (PTB), Federal Republic
of Germany, carried out from May 16 to June 29,
1979. The participating earth stations were
New Delhi, India and Raisting, FRG. The NPL
clock was placed at New Delhi Earth Station and
the Raisting Clock was calibrated with PTB/
Primary standard via LORAN-C and travelling
clocks. The random uncertainity of time compari-
sons, represented by two sample Allan Variance
OT (30 seconds), was less than 10 nanoseconds.
The relative frequency difference between the
NPL and aaisting Clocks,SNPL^AIS, as measured 13
over the 44 days period was found to be -15.7x10" •
The relative frequency difference between PTB
Primary Standard and Raisting Clock,5PTB,RAIS, -^
during this period, was measured to be -22.8xlO~ •
The relative frequency difference between NPL
clock and PTB Primary Standard,SNPL,PTB, thus, is
+7.1x10-13.

The clock rate (DTC,India) evaluated in the
present work as +7.1 +_ O.SxlO-13, agrees very
well with that obtained via VLF phase measure-
ments over one year period described in a
companion paper and with USNO travelling clock
time comparisons made in September,1980.
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INTRODUCTION

The French-German Satellite Symphonie-1 was made available
for Indian Telecommunication experiments from June 1977 to
June 1979. It was parked over the equator at 49°E longi-
tude. This group has earlier(1»2', in 10th and llth PTTI
Meetings, reported Clock Synchronisation and Time Dissemi-
nation Experiments in India by means of satellite Symphonie.
In this paper we report a simultaneous two way mode time
and frequency comparison experiment'3) by means of. satel-
lite symphonic between the atomic clocks at the National
Physical Laboratory (NPL), New Delhi and the time scale of
Physikalisch-Teschnische Bundesantalt (PTB) , Federal Repub-
lic of Germany. This experiment was performed over a 44
days period, from May 16 to 23 and then again from June 28
to 29,1979. The main objectives weres to synchronise UTC
(NPL) to that of U?C (PTB) and to find out the relative
frequency difference of NPL clocks, S^p^ prjB with respect
of PTB Primary Standard. ' '

The earth stations which participated in the experiments
were New Delhi earth station (DE3) where one of the NPL
cesium clocks, oscilloquartz Model 3200, hence forth
called NPL-1, was kept and the Raisting earth station (RES).
The other cesium clock at NPL, HP Model 5061A with option
004 hence forth called NPL-2 which participated in the
experiments and was at a different location was intercom-
pared with NPL-1 by regular rubidium clock transoortations.
The Cesium clock at Raisting earth station (HP Model 5061A
with option 004) was calibrated with PTB, Primary Standard
via LORAN-C and travelling clocks.

The theory and the measurement uncertainities of a simul-
taneous two way mode time transfer are well known^4' and
will not be described. Only the experimental details and
the results will be discussed.

DETAILS OF THE EXPERIMENTAL SET UP AT DES

The experimental set up at NPL is shown in Fig.l. It is
similar to the one used by Hubner and Hetzel(5)for time
comparisons performed by means of the satellite Symphonie
between Raisting(FRG) and Pleumeur-Bodou (France). The
1 PPS pulse from NPL-1 was placed on TV synch pulse as the
picture signal(wave form of the signal shown in Fig.l).To
have identical signal pattern throughout the duration of
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the experiment a perfect phase and frequency synchronisation
between 1 PPS of Cs clock and TV sync pulse is required. To
achieve this, frequency of TV synch pulse generator was
locked to that of Cs clock and a definite phase relation
with 1 PPS of Cs clock was maintained.

As is clear from Fig.l the 1 PPS of NPL Cs clock was di-
rectly fed to "START" port of the time interval counter and
the signal was received from Raisting (Similar type of
pulse as shown in Fig.l) was directly used to "STOP" the
time interval counter.

Initially the data was taken once every second with a time
interval counter (HP 5248 L/M) of 10 nanoseconds resolution
as it could be interfaced with the available printer (HP
5050B). Later, in view of the better measurement uncertain-
ties, a counter (HP 5345A) with 2 nanoseconds resolution
was used and the data was taken once every 30 seconds. The
counter used at Raisting had a 1 nanosecond resolution.

RESULTS

Fig.2 shows a 30 minutes section of measurement values, as
obtained once every 30 seconds in New Delhi and Raisting.
The data was taken once every 30 seconds for about an hour
on each day. In Fig.2 the satellite motion has been elim-
inated by plotting first difference and only the deviations
from the straight line have been shown.

The random uncertainty for the upper curve, which is the
half difference of the measured values at New Delhi and
Raisting is + 4 nanoseconds. The mean half difference of
the measured"~values at New Delhi and Raisting along with
standard deviation and Allan Variance ((T =30 seconds) are
given in Table 1. Typical values of random uncertainties
are in the range of ± 3 to + 10 nanoseconds. In two cases,
values of even about + 70 nanoseconds were found. The
reasons for this larg"e uncertainty could not be ascertained.

The NPL-1, which was used in direct measurements with
Raisting, experienced a phase angle shift during the two
sets of data in May and June and a phase shift correction
of 564 ns with an estimated uncertainty of 20 ns, based on
the relative frequency difference of two NPL cesium clocks,
SNPL-1, NPL-2, was applied to the second set data of June.
SNPL-1,NPL-2, measured by regular rubidium clock transporta-
tions during the experiment was found to be 22 ns/day,with
NpL-2 running faster than NPL-1.
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The daily mean half difference of the measured values at
New Delhi and Raisting T (NPL-1 -Raisting) are plotted in
Fig.3. The slop of this curve gives the relative frequency
difference between NPL-1 and Raisting clock,SNPL,RAI5, as
measured over the 44 days period. The value in this case is
found to be -15.7+ 0.4xlO-13. In Fig.3 an expanded view
of first set of data is shown. The uncertainity shown is
the uncertainity of the slope of inclination of the regres-
sion line through the two sets of data points. The time
comparisons f(Raisting-UTC,PTB) between Raisting clock and
PTB primary standard during the above measurement period is
plotted in Fig.4. The slope of the curve gives the relative
frequency difference 3PTBjRAIS. The data for this curve was
made available* through the courtesy of PTB and is tabulated
in Table 2. Points on Fig.4 represent measurements via
LORAN-C and points with circle represent measurements via
travelling clock. SPTB,RAIS from Fig.4 is found to be
-22.3 + 0.3x10-23. From Figs. 3 and 4 the relative fre-
quency difference between NPL clock and PTB primary standard
SNPL.PTB (SNPL,RAJS-SPTB,RAIS), thus, is + 7.1 + 0.5xl(r13.

CONCLUSIONS

The time comparison made with U.S. Naval Observatory
travelling Clock brought to New Delhi in September 1980
agreed with the initial NPL-1 clock setting with respect
to PTB to within a small fraction of a microsecond and
with the NPL-PTB relative frequency differencejSNPLjPTB,
of + 7.1x10-13 to within few parts in 10"14

) with those
measured by means of satellite symphonic*

Similarly,SNPL,PTB reported in this paper is^in good agree-
ment with the relative frequency difference ^l^PTB
7.0 + O.lxlO'^3 evaluated from VLF phase measurements over
one year period and described in a companion paper.

With this paper we conclude a series of time transfer and
time comparison experiments by means of satellite symphonie
which were initiated in April 1978 and were reported in
tenth and eleventh PTTI Meetings. The future plans on time
dissemination via satellites include some more experiments
with Indian experimental satellite APPLE (to be launched
in mid 1981), a time dissemination service via operational
Indian demostic satellite INSAT to be launched in late 1981,
involvement in IASSO/SIRIO-2 experiments and possibilities
of international time comparisons via some common view
satellites*
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The intercalibratlons between PTB and Raisting clocks were
made via LORAN-C and travelling clocks. Four time compari-
sons were made during this period via travelling clocks
with an estimated uncertainty of + 50 ns. The EORAN-C
measurements were more uncertain than these.

A basic limitation, contributing maximum uncertainity, of a
two-way time transfer via satellite is the precise measure-
ment of individual path delay of transmitter and receiver.
At New Delhi no attempts were made to measure individual
path delay of transmitter and receiver. Only combined loop
delay consisting of transmitter, test loop translator (a
replica of transponder on satellite) and receiver was mea-
sured. This gave a value of 1900 + 10 nanoseconds. PTB has
communicated separate measurements~"on path delay of trans-
mitter and receiver at Raisting earth station. These,
including filter delays, are :

Transmitter (Raisting) i 956 ns
Receiver (Raisting) : 954 ns

Total :1910 ns

It may be seen that total path delays encountered at New
Delhi and Raisting are same with transmitter and receiver
contributing half of the total delay.

A clock transport between NPL and PTB during the experiment
was not possible for financial reasons and the uncertainity
of time comparisons could not be ascertained. However,
based an equality of path delays at Raisting and New Delhi,
with transmitter and receiver delay being almost equal, one
could infer 100 nanoseconds as the upper limit for accuracy
uncertainty of time comparisons. These include time trans-
fer uncertainity between PTB and Raisting 0^50 ns), time
transfer uncertainity between NPL-1 and NPL-2(^20ns) and
uncertainity in path delays (A/100 ns).

The Relativistic Correction^6) due to earth's rotation for
the NPL-PTB time comparison experiment is calculated to be
+• 179.5 ns. This value should be added to column 3(mean
value) of Table 1 to get the true value for the time dif-
ference between Raisting and NPL. It is a significant
contribution in view of the precision of less than 10 ns
achieved in the experiment. However, in absence of travel-
ing clock time comparison, this could not be verified.

867



ACKNOWLEDGEMENTS

First of all we will like to thank Prof.G.Becker of
Physikallsche-Teschnische Bundesanstalt for agreeing to do
the experiment and for allowing us to publish the results.
We are grateful to Mr.B.Fisher and Dr.P.Hetzel for their
help in the successful completion of the experiment and
for supplying us the PTB-Raisting data used in this experi-
ment. Without Mr.J.Jahreis at the Raisting earth station
and Mr.M.L.Haslja at New Delhi earth station the experiment
was just not possible. We are thankful to other staff
members at New Delhi earth station for their most valuable
suggestions and to Dr.A.Sen Gupta of NPL for his careful
study of the manuscript of this paper and valuable sugges-
tions.

We express our gratitude to STEP Management Board and
Symphonie Utilisation Group for their approval and assis-
tance for the experiment.

Finally, it is always a great pleasure to acknowledge the
advise and encouragement received from Dr.A.R.Verma,Director,
National Physical Laboratory, New Delhi, India.

REFERENCES

1. Somayajulu, Y.V., Mathur, 3.S., Jain, C.L., Banerjee,
P., Garg, S.C., Singh, L.. Sood, P.C., and Tyagi,
T.R., "Clock Synchronisation Experiments in India
Using Symphonie Satellite" Proc. Tenth PTTI Meeting,
November, 1973.

2. Mathur, B.S., Banerjee, P., Sood, P.O., Saxena,
Mithlesh, Nand Kumar, Suri, A.K., Jain, C.L. and
Kumar, K. ,"A Study of Time Dissemination Via Satellite
in India" Proc. Eleventh PTTI Meeting, November,
1979.

3. Becker, G., Fisher, 3., Hetzel, P., Mathur, B.S.,
"Time and Frequency Comparisons by means of Syraphonie"
Paper presented at Seminar on Symphonie held at
Berlin in February, 1930.

868



4. Brunet, M., "Two-way Time Transfers Between National
Research Council (Ottawa) and Paris Observatory via
The Symphonie Satellite", Paper presented at Seminar
on Symphonie held at Berlin In February,1930.

5. Hubner, U., Hetzel, P., "Zweiweg-Zeltvergleich mit
dem Satellten Symphonie11, Kleinheubacher Berichte
Vol. 21, pp 459-468, 1978.

o. Mathur, B.S., Saxena, G.M., "Relativistic Correction
for the NPL (India) - PTB (West Germany) clock
Synchronisation Experiments11, Indian Journal of Pure
and Applied Physics, Vol.18, No.8, pp. 601-603,1980
and Private Communication with PTB.

869



Table 1

TIMS COMPARISONS BETWEEN RAISTING'S CLOCK AND
UTC(PTB) VIA LORAN-C AND TRAVELLING CLOCK.

Date . MJD T(Raisting-DTC TUais ting-UTC
(PTB) by clock (PTB) via
transportation LORAN-C

( us ) ( us )

14.05.79
15.05.79
17.05.79
13.05.79
21.05.79
22.05.79
23.05.79
30.05.79
31.05.79
01.06.79
05.06.79
07.06.79
03.06.79
09.05.79
13.05.79
19.06.79
20.06.79
21.05.79
23. 06 i 79
29.06.79

44007 0,357
44009
44010
44011
44014
44015
44015
44023
44024
44025
44030 4,113
44031
44032
44033
44042
44043 6,638
44044
44045
44052
44053 3,705

0,050
0,304
0,497
1,092
1,415
1,527
2,955
3,034
3,350
4,136
4,342
4,709
4,752
5,519
5,630
6,903
7,153
3,469
3,730
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Table 2

TIME COMPARISONS, STANDARD DEVIATION AND
ALLAN VARIANCE BETWEEN RAISTING'S CLOCK
AND NPL-1 VIA SATELLITE SYMPHONIE

Date

May 16 '79

May 17' 79

May 18 '79

May 21 '79

May 22 '79

May 23 '79

June 23 '79

June 29 '79

MJD

44009

44010

44011

44014

44015

44016

44052

44053

Mean
Value

* **
- 6.0 ns

+ 104. 7ns

+263. 7ns

•••698.8ns

+ 746. 9ns

+951. 5ns

+5067.0 ns

+5401.2 ns

Standard
Deviation

20.2 ns

10.96 ns

7.92 ns

4.24 ns

62.52 ns

7.91 ns

33.4 ns

3.5 ns

Allan
Variance

= 30 Sec.
4*4141

4.4 ns

10.5 ns

10.3 ns

3.3 ns

65.1 ns

2.8 ns

60.5 ns

4.73ns

* Positive sign indicates Raistings 1 PPS coming earlier
than NPL 1 PPS.

** NPL Time was off by 436.2943 us and was set after the
experiment on May 16'79.

*** For limited number of observations.
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