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COMPUTATION OF HIGH REYNOLDS NUMBER [NTERNAL/EXTERNAL FLOWS

Michael .. Cliue
Los Alamos Natir aal Laboratory
Los Alamos, NM 87545

and

Richard G. Wilmoth
NASA Langley Research Center
Hampton, VA 23665

Abstract

A general, user oriented computer program,
called VNAP2, has been developed to calculate high
Reynolds number, internal/external flows. VNAP2
solves the two-dimensional, time-dependent Navier-
Stokas equations. The turbulence is modeled with
either a mixing-length, a one transport equation, or
a two transport equatior model. Intericr grid
points are computed using the explicit MacCormack
scheme with special procedures to speed up the cal-
culation i the fine grid. All boundary conditions
ave calculated using a reference vlane characteris-
tic scheme with the viscous terms treated as gource
terms. Several internal, external, and internal/ex-
ternal flow calculations are presented.

Introduction

The computation of high Reynolds number flows
has become a major tool Iin the analysis and design
of aerospac: vehicles. While Navier-Stokes solu-
tions for complete vehicle configurations are still
beyond the limits of present-day computers, corputa-
tional techniques are used routinely in the analysis
and design of various individual components, e.g.,
airfoils, wing-body combinatious, inleis and noz-
zles. Most of these analyses use either purely in-
viscid or the so-called patched viscous-inviscid
techniques due to their greater computntional effi-
ciency and ease of use over the more exact Navier-
5tokes solution methods. These approximate tech-
niques often yield results of surprisingly high ac-

curacy.] However, their use is generally limited to
problems involving weak viscous-inviscid inter:c-
tions or to strong interactions that are sufficlent-
ly well understood to be modeled empirically

Navier-Stokes (N-S) solution methods, on the
other hwand, are not subject to these funcamentszl
limitations and are applicable to more general
classes of flow prouslems. However, the N-S methods
have aot found widespread use for design purposes
due primarily to their expense and difficulty of
use. Computer run times of several hours ac> not
uncommon {n so'sing a high-Reynolds number problew
in which the viscous layer must be well resolved.
Furthermore, application of N-S methods is often
viewed by the engineer o3 an art requiring extensive
knowledge of the numerical algorithm and considera-
ble trial and error tu obtain a correct, converged
solution. The latter i{s often the result of at-
tempting to use a N-S computer code which has been
wrcitten to solve a very specific class of problems
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. ed, and user-oriented.

and may not be sufficiently general, well-document-
Clearly, as more efficient
N-S algorithms and larger, faster computers become
available, more attention must be given to the de-
velopment of user-oriented N-S codes If they are to
receive practical application.

The purpose of this paper is to describe a §-S

computer program, vun.z vhich has evolved over a
period of several years for solving a relatively

vide class of steady and unsteady, internal and ex-
ternal flow problems. VNAP2 {s a modified version

of ‘7!(AP3 and solves the two-dimensional (axisymmet-

ric), time-dependent, compressible Navier-Strokes
equations. Both sitgle and dual flowing strears may
be solved. The flow boundaries may be arbitrary
curved soiid walis, inflow/outflow boundar'.es, or
free- jet envelopes. Turbulent as well as laminar
and inviscid flows may be treated. Some typical in-
ternal ~nd extermyl flow geometries that may be
solved are shown in Fig. 1. Although the VNAP2 code
has been applied mainly to nozzle and inlet flrws,
the relatively general treatment of geometries and
flow boundaries allows a variety of other problems
to be solved, 2.g., airfoils, flow-th-ough nacelles,
free-shear flows and free-jet expansions.

In this paper, the methcdology used in develop-
ing VNAP2 as a user-oriented, production-type compu-
ter program is presented and some results obtained
in solving a variety of flow problems are shown.
Although the results, in some cases, point out the
need for further ilmprovements in both numerical and
physical modeling, they do {llustrate, tc a great
extent, that practical Navier-Stokes applications
are possible.

Gecverning Equations

The VNAP? code solves the two-dimensional (ax-
isymmetric), time-dependent, Navier-Stokes equa-
tions. The turbulence is modeled using either a
rixing-length, a one transport equation or a two
transport equrtion model The mixing—-length model

employs the Lsunder et nl‘ model for free shear lay-

S

ers »nid the Cebeci-Smith model for boundary layers.

The one equation model is tha. of Da.l.y6 vhile the

two equation model {s the Jones-Launder’ 10 model.
For details of these turbuleace models, in~luding
boundary conditions, see Ref.2. VNAP2 employs an
explicit artificial viscosity to stabilize the cal-
culations for snock waves. This artificial viscosi-
ty is used in place of the fourth-order smoothing
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usually employed by MacCormack. For details of the

governing equations see Ref. 2.



Physical ana Computational Flow Spaces.

The physical flow space geometry i{s shown in
Fig. 2. The rlow is from left to right. The upper
boundary, called the wall, can be either a solid
boundary, a free jet boundary, or an arbitrary sub-
sonic (notmal to the boundacy) inflow/outflew bound-
ary. The lower boundary, called the centerbody, can
be either a solid boundary or a plare (line) of sym—
metry. The geometry can be either a single flowing
stream or, if the dual flow space valls are present,
a dual flowing stream. 71ne dual flow space walls,
shown in Fig. 2, may begin in the interior and con-
tinue to the exit (inlet geometry), may begin at the
inlet and terminate in the interior (afterbody geom—
etry), as shown in Fig. 2, or may begin and end in
the interior (airfuil gaometry). All of the above
boundaries may be arbitrary curved boundaries pro-
vided :he y coordinate is a sing.e value function of
x. This single value function of x requires dual
flow space walls, that begin or terminate in the in-
tericr, do so with pointed ends. The points can be
very blunt, but cannot be vertical walls. The left
boundary i{s a subsonic, superson’c, or mixed iuflow
boundary while the right boundary is a subsonic, su-
perscnic, or mixed outflow boundary or a subsonic
inflow boundary.

The physical space grid has the following prop-
erties: one set of grid lines are straight and in
the y direction with arbitrary spacing in the x di-
rection; the second set of grid lines approximately
follow the <all and centerbody contours; the Ay
spacing of these grid lines is arbitrary at omne x
location and is proportional to those values at any
other x location.

The x, y physical space is mapped into a rec-
tangular ¢, n computational space as shown in Fig.
2. The mapping is carried out in two parts - the
first part map: the physical space to a rectangular
computational space while the second maps the varia-
hle grid computational space to a uuiform grid com—
putational space. Botn the upper aud lower dual
flow space walls collapse to the the same grid line
in the computational space, as shown in Fig. 2. The
1w variables at tlie goid points on the upper dual
flow space wall are stored in the regular solution
array while the vzriables at the lower duai flow
space wall are stored in a dummy array. These flow
variables are coatinually switched between these two
arrays during the calculation. Pnr details of the
transformations, see Ref. 2.

Numerical Method

The computational plane grid pjoints are divided
up into interior and boundary poii.ts. The boundary
grid points are further divided up into left bounda-
ry, right boundary, wall, centerbody, &ad dual flow
space wall points (see Fig. 2).

Interior Grid Points

The interior grid points are computed using the

unsplit MacCormack |ch¢u.lz The governing equa-
tions are left in nonconservation form. 1In order to
improve the computational efficiency for high
Reynolds number flows, the grid points in fine part
of the grid may be subcycled. This is accompiished
by first computing the grid points in the coarse
part of the grid for one time step At. Next, the
grid points in the fine grid are calculated k times,
where k is an integer, with a time step At/k. The

grid points at the edge of the fine grid require a
special procedure, because one of their neighboring
points s calculated as part of the coarse grid.
Except for the first subcycled time step, this point
is unknown. However, the values at t and t+At are
known from the coarse grid solution and, so, the
values between t and t+At are determined by linear
interpolation.

In order to further improve the computationa.
efficiency, a special procedure is employed to in-
crease the allowable time step in the subcycled par*
of the grid. This procedure allows the removal of
the sound speed from tha time step C-F-L condition.
Procedures that accomplished this hcve been proposed

by Harlow and A-denn and anCor-ck.u The proce-
dure of Harlow and Amsden is an fmplicit scheme that
removes the sound speed, in both the x and y direc-
tions, by an implicit trea‘ment of “he mass equation
and the pressure gradient terms in the momentum
equations. MacCormack's procedure is explicit and
removes the sound speed in only one direction.
(MacCormack's procedure also includes an {mplicit
procedure to remove the viscous diffusicn restric-
tion from the time step C-F-L condition.) Because
explicit schemes are esasier to program for efficient
computation on v=ctor computers and becauses high
Reynolds number flows usually required fine grid
spacing in only one direction, it was decided to use
a procedure similar to the* of MacCormack.

MacCormack's procedure is based on the assump-
t’on that the velocity component, in the coordinate
di.>ction with the fine grid spacing, is negligible
compared to the sound speed. This allows the gov-
erning equations to be simplified. MacCormack then
applies the Method of Characteristics to these sim-
plified equations. However, for flowc over bodies
with large amounts of curvcture as well as many free
sh._r flows this assumption is questionable. Be-
cause VNAP2 is intended to be a general code for
solving a wide variety of problems, this assumption
was felt to be too restrictive. Therefore, the main
difference between MacCormack's scheme and the one
presented below is the removal of this restriction.
This procedure, however, doee assume that the tiow
in the y direction is subsonic.

The procedure here is to separate the governing
equations into two parts. The first part consists
of the Mach line characteristic compatibility equa-
tions while the streamline compatibility equations
and all viscous terms make up the second part.
Because the sound egpeed limitation i{s due to the
first part, the second part can be computed by the
standard MacCormack scheme. The first part of the
governing equations is -olved by a vpecial proce-
dure. This special procedure consists of selecting
an increased time step based on Ay/!vl instead of
Ay/( v|+a) where v is the velocity component in the
y dicectior and a is the sound speed. The Mach line
characteristics are then extended back from the so-
lution puint at the increased time step. These
characteristics will intersect the previous solution
plane outside the computation star of th: MacCormack
scheme. By calculating these characteristic inter-
secting points, special differences using this in-
creased domain of dependence can be determined and
used in the first part of the governing equations.
These special differences use a larger Ay than the
MacCormack scheme and, therefore, are less accurate.
However, this procedure is only used in boundary or
free shear layers where the viscous terms dominate
the solution. This special procedure decreases the




computational time for high Reynolds number flows by
factors of 5 to 10 over flows that are not subcy-
cled. For details of this procedure, see Ref. 2.

Left Boundary Grid Points

The left boundary can only be an inflow bounda-
ry. For supersonic inflow all flow variables are
specified. For subsonic inflow, there ar two dif-
ferent boundary condition options. The fi.st speci~
fies the total pressure Py total temperature T,

and flow angle 5 as proposed by Serra.ls The second
condition specifir ; the x and y velocity components
u and v, respect vely, along with the density p and
was shown to be correct for a well-posed problem by

Oliger and Surz-tr&..l6 For a discussion of the
relative meri:s of these tw. boundary conditioms,
see Ref. 2. Followiug the ideas of Moretti and

Abbett.17 all the unspecified dependent variables
are computed using a reference plane characteristic
scheme. The viscous terms are treated as source
terms. For mixed subsonic-supersonic inflow, VNAP2
checks the Mach number at each grid point to deter-
mine the correct boundary condition. The u, v, and
p boundary condition includes a nonreflecting option
to eliminate the trapping of waves in subsonic,
scteady flows (see Ref. 2 for details).

Right Boundary Grid Poi .cs

The right boundary car be a supersovic outflow
boundary or a subsonic inflw/outflow boundary. The
subsonic inflow option is required for cuses with
flow separation at the right boundary Por super-
sonic outflow, all the variables are extrapolated.
For subsonic outflow, the static pressure p is spec-
ified and the remaining variables are calculated us-
ing a reference plane characteristic scheme. If
subsonic reverse flow occurs at the right buvundary,
inflow boundary :onditions must be specified. This
is accomplished sy leaving p equal to the specified
exit pressure ani specifying p and v. This inflow
boundary condition is also discussed vy Oliger and

Sundstrém. 1® These boundary conditions include the

nonreflecting procedure of Rudy and Strikverdn.la
For mixed subsonic-supersonic outflow, VNAP2 checks
the Mach number to determine the correct boundary
condition.

Wall Grid Points

The wall boundary can be a free-slip boundary,
a free-jet boundary, a no-slip boundary, or a arbi-
trary inflow/outflow boundary. For the free-slip
option, the wall slope is the boundary condition and
the remaining variables are calculated using a ref-
erence plane characteristic scheme. For the free-
jet boundary option, the static pressure is speci-
fied and the code determines the free-jet boundary.
For the no-slip bounda'y, the velocity components
are set to zero while efither the temperature is
specified or the temperature gradient is set to zero
(adiabatic wall). The deneity is calculated by the
reference plane characteristic scheme. For the ar-
bitrary inflow/outflow boundary, the static pressure
is specified. 1If the fiow across the boundary is
outflow, the remaining variable are determined by
the reference plane characteristic scheme. If in-
flow occurs, the velocity component tangent to the
boundary and the density are specified while the
normal velocity compeonent is determined using the

reference plane characteristic scheme. A nonre-
flecting boundary condition option is included.

Centerbody Grid Points

The centerbody boundary can be a free-slip
boundary, a no-slip boundary, or a plane (axis) of
symmetry. The free-slip and no-slip boundary calcu-
lations follow the wall procedure. For flows where
the centerbody is a plaue of symmetry, the grid
points are computed by the interior point scheme.
The boundary condition i{s the requirement of flow
symmetry.

Dual Flow Space Wall Grid Points

The dual flow space walls can be either a free-
slip or no-slip boundary. The calculations follow
the wall and centerbody procedures.

Steady State Acceleration for Subsonic Flow

Because signals propagate in all directions in
subsonic flows, disturbances can reflect around in-
side the computational grid for many time steps.
This reflection of disturbances can significantly
prolong the convergence to steady state. Several
different procedures for accelerating the conver-
gence to steady state for both the Prs Tw, 6 and u,

v, p inflow boundary cond{tions are presented (n
Ref. 2. Ome technique that works well for very com-
plex flows is an extended interval time smoothing
ptocedure. Here, the solution for all dependent
variables on the first time step is stored. The
pressure at a specified grid point is then monitored
on each time step. When this pressure changes di-
rection, the solution at the current time step is
averaged with the solution at the first time step.
This averaged solution replaces the current time
step solution and, in addition, is stored in place
of the first time step solution. This averaging
procedure is continued until the flow fs steady.

The results for eubsonic, s:eady flow in a converg-
ing duct are shown in Fig. 3. The top curve is for
a calculation in which the initial-data surface con-
sisted of stationary flow at the stagnation pressure
and temperature. At time equal to zero, the outflow
pressure was dropped from tne stagnation value to
the desired value, thus simulating a bursting dia-
phragm. The middle curve is for a calculation in
which the initial-data surface was the 1-D solution
generated by the VNAP2 code. The bottom curve shows
the calculation employing the 1-D initial-data sur-
face and the extended interval time smoothing. All
three solutions employed the Pys TT' and 6 inflow

boundary condition. From Fig. 3, we see that both
improving the accuracy of the initial-data surface
and employing the extended interval time smoothing
significantly improved the convergence to a steady
state. As a result, both procedures are utilized in
the following results.

Results

The results presented here are for six high
Reynolds number flows; one internal, two external
and three internal/external cases. One case in each
category has flow separation and the last case in-
cludes transition from laminar to turbulent flow.
These cases represent very complex flows 2nd as such
were selected to illustrate the more difficult prob-
lems that VNAP2 is capable of solving. There is a
considerable number of less complex viscous as well




as inviscid flows than VNAP2 can solve more accu-
rately and with significantly less amounts of compu-
ter time. All cases were run sith the unmodified
UNAP2 code utilizing oriy = a2mall data file. At
this time, very fev purametric studies to determine
the optimum turbulence model parameters, ini=ial-
data surface quantities and grid point distribu-
tions, have been carried out. As a result, the ac-
curacy and efficiency of these results do not neces-
sarily rerresent the ootimal use of the VNAP2 code.

Internal Flow

The intarnal flow case is nozzle B-3 of Ref. 19
and is the planar, converging-diverging nozzle shown
in Fig. 4. The flow {s from left to right with the
physical space grid enclosed by the dashed line.

The Reynolds number based on the throat height ias
7.7 x 10°. At rhe left boundary, Py

200.6 kPa (29.1 psia), TT is set equai to 300 K and

is set equal %o

At the right boundary. extra-
When

g is set equal to O.
poiation is used when the flow is supersonic.
the flow {4 subsonic outflow, p is set equal to
101.4 kPa (14.7 psia). For subsonic inflow, in ad-
dition to specifying p, v is set equal to 0 and p is
set equal to the average of the wall and midplane
values. The wall is a no-slip boundary and the re-
sults presencted L.ere employed the tw. equation tur-
bulence mclei. The initial conditi:ns consisted of
1-D, inviscid flow that was sonic at the throat znd
subsonic downstream.

The physical space grid, Mach number and turbu-
lence energy contours .re shown in Pig. 5. The ex-
per‘mental data are from Ref. 1y. FProm Fig. 5, we
see that at this pressure ratio, the flow separated
creating a reverse flow region. The wall and mid-
plane pressures are shown ir FPig. 6. This calcula-
tion used a 45 by 21 grid and required 3000 time
steps (30,000 subcycled time steps) and 2.1 hours of
cpu time (CDC-7600) to reach steady state.

Uxternal Flow

The external flow cases are configs. 1 and 3 of
Ref. 20 and are the axisymmetric, boattail afterbody
flows, with solid bodies simulating the exhaust jet,
shown in Fig. 7. The flow is from left to right
vith the physical space grid enclosed by the dashed
line. The Reynolds number based on x at the left

boundary is 1.05 x 10’. The first case (L = 27.0
cm) is config. 3 while the second (L = 12.2 cm) is
ccnfig. 1. Both cases consisted of the same flow
conditions. The left boundary inflow profiles of Pr

and ‘r.r for a free strean Mach number of 0.8 were de-

termined using the same inviscid/boundary layer pro-
cedure emnloyed by Ref. 21. The flow angle 3 wus
set equal to 0. At the right boundary p was set
equal to the free stream value. The wall is an ar-
bitrary inflow/outflow boundary. For outflow, p is
set equal to the free stream value. When inflow oc-
curs, in addition to specifying p, u and p are set
equal to their freec stream values. The centerbody
is a no-slip boundary. Both .-‘culations employed
the extended interval time smoothing. The initial
conditions consisted of extending the inflow pro-
files downstream to the right boundary.

The physical space grid, pressure and Mach noum-
ber contours for config. 3 (£ = 27.0 cm), employing
the mixing-length turbulence model, are shown in

Fig. 8 while t! 2 surface pressure is shown in Fig.
9. T.e physical space grid, Mach number and turbu-
lence energy contours for config. 1 (2 = 12.2 cm),
employing the two equation turbulencc model, are
shown in Fig. 10 while the surface pressure (s shown
in Fip. 11. The experimental data, for both cases,
are from Ref. 20. From these figures, we sece that
the flow for config. 3 remained attached while s=pa-
ration occured for config. 1. The mixing-length
model produced slightly better results for configz.
3. However, che two equation model more accurately
predicted . he pressure plateau ‘n config. 1, but un-
derpredicted the amount of upstream expansion.

&uuonn found that a relaxation or lag model im-
proved the pressure plateau prediction of the mix-
ing-length model, but at the expense of also under-
predicting the amount of upst-eam expansion. The
config. 3 calculation, employing the mixing-length
model, used a 40 by 25 grid and required 759 time
steps (15,00C subcycled time steps) and 1.0 hours of
CPU time (CDC-7600) to reach steady state. The
config. 1 calculation, employing the mixing-length
model, used u 47 ty 29 grid and reauired 750 time
steps (17,000 subcycled time steps) and 2.1 hours of
CPU time (CDC-760() to reach steady state. The two
equation model computational times were 1.4 hours
for config. 3 and 3.7 hours for config. 1.

Internal/External Flow

The first two cases are the two external flow
cases presented above, hut with the 3solid simulators
replaced by the exhzust jets. The geometry is shown
in Fig. 12 with the physical spacc grid enclosed by
the dashed lines. The left extermal boundary, walli
and right boundary are the same as the external
cases. At the left internal boundary, Pr is set

equal to 132.4 kPa (19.2 psia), TT is set equal tc

300 K and 6 is set equal to 0. The free stream
pressure ‘s 65.2 kPa (9.45 psia)- The centerbody is
the flow centerline, while the dual flow space walls
are no-slip boundaries. Again, both calculatio.s
employed the extended interval time smoothing. Only
the two equation turbulence model was employed for
these tvo cases. The initial conditions for these
cases consisted of the external flow solutions pre-
sented above along with the 1-D, inviscid flow solu-
tion for the nozzle.

The physical space grid and Mach number con-
tours for config. 3 (£ = 27.0 cm) are shown in Fig.
13. The external surface pressure is shown in Fig.
14 while the total pressure profiles for the shear
layer, produced by the interaction between the ex-
haust jet und the external flow, are shown in Fig.
15. The physical gpace grid and Mach number con-
tours for config. 1 (L = 12.2 cm) are shown in Fig.
16. The external surface pressure is showmn in Fig.
17 while the total pressure profiles for the shear
layer are shown ‘n Fig. 18. The experimental data,
for both cases, are from Refs. 20 and 22. From
Figs. 14 and 17, we see that the computed solutions,
for both cases, underpredicted the shear layer
spreading rate. The same trends were fornd in re-

sults generated by 1 patched mthod.23 The config.3
calculation used a 40 by 38 grid and required 300
time steps (40,000 subcycled time steps) and 5.6
hours of CPU time to reach steady state. The con-
fig. 1 calculation used a 47 by 42 grid and required
300 time steps (40,000 subcycled time steps) and
9.C hours of CPU time (CDC-7600) to reach steady
state.




The last case i{s the NACA 1-69-100 inlet of
Ref. 24 and is ohown in Fig. 19. 1ne flow is from
left to right with the physical space grid enclosed
by the dashed line. The Reynolds number based on

the maximum external diameter s 6.1 x 106 . At the
lefc boundary, Py was set equal to 101.4 kPa (14.7

psia), 1‘1. was set equal to 294.4 K and 6 was set

equal to 0. The free stream pressure is 66.5 kPa
(9.64 psia) which produces a free stream Mach number
of 0.8. The wall !{s the arbitrary inflow/outflow
boundary and uses the same boundary conditions as
the previous two cases. At the right external
boundary, the pressure was set equal to the measured
values. In the experiments of Ref. 24, the internal
flcs rate wae controll-d by 2 throttling mechanism
well downstream of the right boundary. 1In order not
to compute this rither extensive flow region, a
value of pressure was specified at the right inter-
nal boundary suc% that the ‘nviscid, 1-D mass flow
equalled the experimental value. The centerbody is
the flow centerline, while the dual flow space walls
are no-slip b~ 1daries. The extended interval time
smoothing was employed. The initial conditiomns cou-
sisted of 1-D, inviscid flow.

The physical space grid, Mach number and turbu-
lence energy contours are shown in Fig. 20, while
the surface pressure is shown in Fig. 21. The ex-
perimental data are from Ref. 24. From the turbu-
lence energy contours in Fig. 20, we see that the
flow over the inlet is initially laminar, but quick-
ly becomes turbulent. The flow transitions first on
the interior surface. Reference 24 did not give the
transition locations. The surface pressures in Fig.
21, are for the first X of the inlet. This small
area of interest, combined with the thin laminar
boundary layer, required a very fine grid spacing in
both coordinate directions. Because of the fine
grid spacing in the a1 direction, the subcyling op-
tion was not used. The differeuces in surface pres-
sure, between theory and experiment, at the inlet
tip are probably the result of too coarse a grid.
The difference, between theory and experiment, near
the internal, right boundary is most likely due to
the approximate treatment of the internmal flow at
this boundary. This calculation was also made using
the mixing-length turbulence model, however, this
model significantly overpredicts the level of turbu-
lence upstream of the inlet. This is because the
downstream blockage due to the presence of the inlet
creates a weak shear layer profile upstream of the
{nlet that extends a large distance in the cross
stream direction. Therefore, the mixing length mod-
el predicts very large mixing lengths. This pro-
duces turbulent viscosities, upstream of the inlet,
that are several orders uf magnitude larger than the
molecular value.As a result, the mixing-length model
solution is not presented here. This calculation
used a 53 by 44 grid and required 3000 time steps
and 1.0 hours of CPU time (CDC-7600) to reach steady
state.

Conclusions

A general, user oriented computer program for
computing high Reynolds number flows has been pre-
sented. Six high Reynolds number flow calculations
were described. These computed results show that
practical Navier-Stokes applications are possible.
However, these results also indicate the need for
better turbulence modeling for separated flows and

more efficient solution algorithms for very nonuni-
form grid point distributions.
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