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RELIABILITY ANALYSIS OF THE
F-8 DIGITAL FLY-BY-WIRE SYSTEM

L.D. Brock and H.A. Goodman

The Charles Stark Draper Laboratory, Inc.

N SUMMARY

The NASA F-8 Digital’Fly-By-Wire_(DFBW) flight-test program is
intended to provide the technology for advanced control systems, giying
future aircraft enhanced performance and operational capability. .A
detailed analysis of the experimental system was performed tc estimate
the probabilities of two significant safety-critical events:

(1) Loss of primary digital flight-control function, causing

reversion to the analog bypass system.

(2) Loss of the aircraft due to failure of the electronic

flight-control system.

The analysis covers appraisal of risks due to random equipment
failures, generic faults in design of the system or its software, and
induced failures due to external events. A unique diagrammatic tech-
nique was developed which details the combinatorial reliability equa-
tions for the entire system, promotes understanding of system failure
characteristics, and identifies the most likely failure modes. The
technique provides a systematic method of applying basic probability
equations and is augmented by a computer program written in & modular

fashion that duplicates the structure of these equations.

Results of the analysis indicate that the F-8 DFBW system has a
very high reliability when used in typical 1l-hour experimental flights,
and no single failure can cause a system failure. However, the analysis
shows a rapid increase in failure rate as a function of mission time.
Therefore, basic design changes would be needed for commercial appli-
cations to either increase levels of redundancy or to provide reconfig-
uration capability to replace failed elements and maintain a more

constant failure rate.



SECTION 1

INTRODUCTION

The F-8 Digital Fly-By~Wire (DFBW) flight experiment is a research
flight-test program being carried out with NASA to provide the technology
for implementation of advanced control systems in future aircraft, per-
mitting greater operational capability and increased performance. The

program is being carried out using an F-8 test aircraft.

One of the most critical requirements for a fly-by-wire system is
that it be reliable. If an electronic system is to replace the mechan-
ical connections between the pilot's controls and the control surfaces,
then it must have a reliability that is equivalent to the mechanical
links it is replacing. The primary goal of the design, construction,
and testing of the F-8 DFBW system was to ensure that the electronic
flight-control system did not cause any decrease in the reliability of
the basic aircraft. The effort expended in meeting this goal has paid
off in a very successful flight-test program, which has achieved 73
flights to date with no failure of the triplex DFBW system causing re-

version to the backup system.

The purpose of the study reported here was to supplement the
understanding of the system by performing a detailed reliability analysis.
The objective was to predict as accurately as practical the probability
that the aircraft will be lost due to a failure of the electronic flight-
control system. A further objective was to predict the probability of
losing the primary digital control mode, which would cause a reversion

to the analog bypass mode.

The outline of the approach taken for the analysis is given in
Section 2. The potential hazards are identified first. Then, the flight-
control system is analyzed to show the effects of random component
failure hazard. The structure created to analyze random failures is then
used to identify and evaluate the contributions of other hazards that are

more difficult to analyze, such as induced failures and design mistakes.



Section 3 describes the analysis technique developed for random
failures, and Section 4 describes the computer program that implements
this technique. The development of random-failure rates for the basic
system components is given in Section 5, and in Section 6 those com-
ponent rates are inserted into the system analysis technique to produce
a prediction of system unreliability. Section 6 also gives the system
failure rate as a function of time and the sensitivity of the system
unreliability to the accuracy of the various component failure rates.
The results are interpreted to identify the particular failure modes
that produce the largest contribution to system unreliability and to
investigate system modifications that would reduce that unreliability.
Section 7 refines the analysis to allow an evaluation of the effects
of factors that were not included in the basic analysis, and expands the
analysis for other hazards. Conclusions, observations, and recommen-

dations are given in Section 8.

Appendix A gives a brief history of the F-8 DFBW program. In
Appendix B, the F-8 DFBW system is described in sufficient detail to

provide a basis for understanding the reliability analysis.

The authors wish to acknowledge the assistance of Ken Szalai of
NASA Dryden Flight Research Center (DFRC) for imparting an understanding
of the désign and operation of the system and for his constructive
criticisms on the final draft of this report. We also wish to thank
Wilt Lock, also of DFRC, for assisting our understanding of the analog
and hydraulic subsystems. Special thanks are also expressed to Vince
Megna of The Charles Stark Draper Laboratory, Inc. (CSDL) fcr his

guidance and support as project manager.

This report was prepared by CSDL for NASA under Contract NAS4-2571.
Its publication does not constitute approval by NASA of the findings
or conclusions contained herein. The report is published for the

exchange and stimulation of ideas.



SECTION 2

OUTLINE OF THE APPROACH TAKEN IN THE
RELIABILITY ANALYSIS

Study Objectives

The objective of this study was to obtain the best estimates of
the probabilities of two separate failure events: the loss of the pri-
mary digital flight-control function, and the loss of the aircraft due
to a failure of the electronic flight-control equipment. This study
emphasizes the second event and computes the probability of the first
as a special case within the model that analyzes the complete system.

The guidelines established for this study defined the loss of the
aircraft as the complete loss of either pitch control or roll control.
Complete loss of pitch control is the loss of both left and right ele-
vators. Complete loss of roll control is loss of both left and right
ailerons and loss of the rudder. Loss of control could also be caused
by the electronic flight-control system by producing a "hard over”
control surface command during a critical time such as takeoff or land-

ing when recovery is not possible.

The analysis in this study is concerned only with probability of
aircraft loss due to the failure of equipment added to the aircraft for
the experimental program. For example, the primary actuators are not
included in the analysis since they are a part of the basic airplane.
Original aircraft equipment is included in the analysis only if it
interacts strongly with the electronic system. For example, the air-
craft hydraulic systems are included in the analysis because hydraulic
system failures affect the configuration of the flight-control system
and thus the probability of failure.

System Hazards

The objective of this study was to obtain the best estimate of
failure by considering all sources of failure that may occur. Many
failure modes are well understood and thus easy to analyze, while
others are very obscure. The system has been designed to be very
tolerant of most well-understood hazards, resulting in a calculated
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to 10~

per hour. This very low failure rate greatly increases the Significance

system failure rate due to these sources in the range of 10~

of the more obscure hazards. It is very difficult, if not impossible,
to6 obtain credible quantitative estimates of the failure rates for many
potential failure sourceés or even to be sure that all significant
sources have been identified. The uncertainties of these difficult-
to-define sources are large enough compared with the very low failure
rates involved that the significance of the failure rates that can be
" estimated quantitatively is reduced. This study atteﬁbts to identify
as many sources of failure as practical, while keeping in perspective

the significance of the rates that are computed.

The sources of failure considered in this study have been divided
into three categories: random equipment failures, specification errors,
and induced failures. These failure sources are described briefly in

the following subsections.

Random Failures

Random equipment failures include all of the possible failures
in the individual system components. These failures are normally caused
by the interaction of environmental stress or a particular operational
situation with an inherent manufacturing fault in that component or a
deterioration in capability after manufacture. These failures are
assumed to be random, with little correlation. The rate of failure
is determined both by the quality of the original manufacturing, the
extent of initial equipment burn-in, and the thoroughness of initial
tests, and also by the environmental experience, both accumulated and
instantaneous. The statistical failure rate for most of the components
that make up the flight-control system are relatively well known from
past experience with those, or similar, components and from actual ex-
perience with the F-8 system. A discussion of the failures used for

this analysis is given in Section 5.

The reliability that can be achieved by individual electronic com-
ponents normally does not approach the level required for the system.
Critical systems are designed to be tolerant of all potential faults
in the electronic hardware. When a failure is detected, the system has
sufficient additional resources and is able to reconfigure so that the
‘essential functions can continue to be performed. Multiple random
failures are thus necessary to cause a failure in a critical flight
function. " Analysis is necessary to determine the combination. of equip-
ment failures that will cause a flight~critical functional failure and
the probability of that failure.



Specification Errors

Specification errors include generic faults in the design of the
system hardware or software, errors in the manufacturing process itself,
and errors in the method specified to operate the system. With redun-
dant channels used to provide coverage for random failures, specifica-
tion errors can become a dominant source of failure because they can
affect all redundant channels simultaneously and cause a complete system

failure.

These faults are much more difficult to define, their probability
of occurrence is difficult to estimate, and it is not easy to provide
protection against them. By definition, there can be almost no actual
experience on which to develop an understanding of these failures or
estimate their rate of occurrence. This situation can be illustrated
by an example. If a particular design is accepted as a standard and is
used on all commercial aircraft for a typical generation of 15 years,
the total flight time is estimated to be between 108 and 109 hours.
Assuming a required failure rate of 10—9 per hour, if there is no failure
(or only one) during this time period, it will contribute little to
increased understanding and prove little about the statistics. In any
case the information would be received too late, as the risk would
already have been taken. It is thus necessary to design the system
such that it is theoretically close to impossible to have a life-critical

failure in the system due to these causes.

It is not claimed that the analysis performed here provides de-
finitive results for these types of faults. The possibility of their
existence is recognized. However, an attempt is made to determine their

characteristics and to obtain a measure of their relative importance.

Induced Failures

The third category of hazards discussed here are those due to
external events. The probability that the flight-control system will
continue to provide critical functions after the occurrence of one of
these events must be proportional to the probability of that event.

The external events considered here are physical damage, fire, lightning,
and extreme deviation from the design environment, including temperature,

vibration, shock, and electromagnetic interference.

The probability that physical damage and fire will affect the
flight-control system can be significant relative to the very low failure



rates that are required. Physical damage can result from collision with
other aircraft or birds, collision with the ground or other stationary
objects, excessive aerodynami¢ loads due to abrupt maneuver or turbulence,
explosion, massive failure of the engine or other equipment, and loose
objects such -as tools. Fire can result from many of the same causes:

as well as massive failure of electrical and electronic equipment, the
hydraulic system, etc. Physical damage wouid also include liquid damage
due to fuel, hydraulic, or cargo leaks.

Physical damage is considered the most likely induced failure
source for the F-8 aircraft. Lightning would be a significant potential
hazard to the system, but is not considered here because flight.rules
do not allow flights where a potential for lightning exists. Faults
could be induced in the system by electromagnetic radiation produced
by other equipment external or internal to the aircraft or by the
flight-control system itself. The susceptibility of the system to this
kind of failure is not easily estimated without a significant amount
of testing. Such testing was accomplished on the F-8 DFBW aircraft,
but the effects are not considered in this study.

External events can influence the failure rate without directly
causing a fault. For example, an environmental extreme such as high
heat or vibration can increase the incidence of component failures.
This environmental extreme could have happened at some time in the
past, but could significantly increase the probability of multiple
failures of a particularly sensitive part to a much higher level than

would be predicted by random analysis of parts of that generic type.

The Analysis Approach

The analysis approach taken for estimating the probability of loss
of the aircraft due to an electronic flight-control system failure was
performed in two steps. The first step was to estimate the probability
of failure due to random failures of system elements. This constituted
a major part of this study. The second step was to refine and extend
random-failure analysis to other effects and failure sources.

This approach was taken for several reasons. First, the analytical
techniques and the required component failure-rate data is much more
readily available for random equipment failures than it is for other
types of failure sources. By performing this analysis first, one of the
major failure sources can be accounted for, and quantitative estimates
can be obtained with a reasonable degree of confidence. These numbe;s



then serve to establish a baseline for evaluating the importance of

the other failure sources. It may not be possible to obtain a quan-
titative estimate for these other sources, but it may be possible to
classify them as either dominant, comparable, or insignificant relative
to random failures for which some quantitative estimate is possible.

Performing the analysis for random failures first can provide
another advantage. If this analysis is done with the proper fore-
thought, a structure can be created which will aid in the analysis of
other failure sources. This structured analysis would allow determina-
tion of the interrelationships between failure sources and would indicate
the approximate numerical weighting that should be applied to a particular

source.



SECTION 3

ANALYSIS OF RANDOM FAILURES

Techniques Considered for Random-Failure Analysis

Several techniques were considered for analyzing random failures,
including the classical combinatorial equations and the related fault-
tree analysis, Markov analysis, and general-purpose reliability-analysis
computer programs. These techniques are discussed in reverse order in
the following subsections, which describe the relative advantages and
disadvantages of each. This process has led to the development of a
graphical technique that facilitates the application of an essentially

classical approach.

General-Purpose Reliability-Analysis Programs

Several computer programs have been developed that are intended
to aid in estimating system reliability. Three of these, known by the
acronyms CAST, CARSRA, and CARE, are described briefly in the following
paragraphs.

The first program, the Complementary Analytic-Simulation Technique
(CAST),(l)* allows the best features of both analysis and simulation to
be used in analyzing system reliability. Analytic modeling can be very
flexible and rapid. However, for the more complex systems, the mathe-
matical model can become very involved and almost unmanageable. Simu-
lation can more easily handle system details, but is slow and expensive.
These methods are effectively combined in CAST by using an engineering
characterization of the computer system to provide input to a fault-
driven simulation, which minimizes simulation costs. The simulation
produces modeling parameters that are used in the analytic modeling to
measure the fault tolerance of the system. This process is shown in
Figure 1. Results of applying CAST to typical system configurations is

shown in Figure 2.

*
Superscript numerals refer to similarly numbered items in the list of
References.
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Figure 1. CAST activity sequence
and information flow.
The second analysis program is the Computer Aided Redundant System
Reliability Analysis (CARSRA). ‘2
analysis program that handles modular-redundant reconfigurable systems,

CARSRA is a general-purpose reliability-

taking into account such factors as fault coverage and transient faults.
The complexity of a system is overcome by dividing it into stages, where
each stage 1is a set of identical redundant modules. The reliability

of each stage is described by a Markov model, and a typical Markov model
for a triplex stage is shown in Figure 3, where the potential states

are shown for the stage ending in the states of either detected or
undetected failure. The symbol A represents the rate at which a stage
transitions from one state to another. For example Alz is the prob-
ability that any one module fails in the first stage. An assumption
made in this particular model is that there is no transition from state 1

to a failed state. In other words, there is no single-point failure
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mode. This model shows two possible transitions from the one-failure
state. In the first case, a second failure causes the stage to fail,
and in the other, the stage continues to operate on the one remaining
good module. The ratio between these two transition rates is a function
of how well the system can identify the failed module by self-test or

other techniques.

The Markov models for the individual stages are related by a depend-
ency tree as shown in Figure 4. This dependency tree shows how the fail-
ure of a module in one stage will cause the failure of modules in other
stages. For example, the failure of a multiplexer and analog-to-digital
(A/D) module will cause the loss of one set of modules of all sensor
stages that provide information as analog signals. The numbers in each
stage are the levels of redundancy. The circles on the right side indi-
cate functional elements needed for the system to survive. The V indi-
cates that voting is used to combine the redundant signals. When the
Markov models for each stage, the transition rates, and the dependency
are defined as inputs to the CARSRA program, the program computes the

functional readiness and failure probabilities for the system.

The third computer program considered is the Computer Aided
Reliability Estimation (CARE). CARE refers to a series of programs
that have evolved as tools for estimating the reliability of fault-
tolerant systems. CARE I was developed at the Jet Propulsion Laboratory,(3)
and CARE 1I was developed for NASA/Langley by Raytheon.(4) CARE IIT is
now under development by Raytheon.(s) The CARE II model is shown in

Figure 5.

The system is modeled as a number of "stages", with switchable
spares available at each stage. CARE II allows two modes of operation.
In mode 1, a defined number of identical units must be functioning at
each stage for the system as a whole to be operational. Mode 2 defines

another set of numbers for units that must be operating.

The different categories of hardware failures are as follows. Cat-
egory 3 failures cause system failure even though spares are available,
and are thus single-point failures. Category 2 failures cause down-
grading to mode 2 even though spares are available for mode 1. Cate-
gory 1 failures will cause downgrading or system failure if the required

spares are exhausted in any particular stage.

The CARE programs handle both permanent and transient failures,
and account for recovery from transient failures. These programs also

account for imperfect coverage, i.e., the inability to either detect

12
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or identify a failure and recover operation after failure. The coverage
model includes the effects of failure type, number of spares that must

be tested, and the dynamic effects of the recovery process.

CARE and the other programs are intended for general use. How-
ever, it was difficult to obtain sufficient information and understand
the operation of the program well enough to efficiently make the modifi-
cations that are inevitable when a program is applied to a real system.
CARE III had the potential for use in this study but was not operational

at the time of this analysis.
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Markov Analysis

Markov analysis was performed in an early stage of this reliability
study using a simple preliminary model of the system. A program that
had -been developed at the Charles Stark Draper Laboratory (CSDL) to
‘analyze the fault tolerant multiprocessor (FTMP) was modified, and some
useful preliminary results were obtained. However, as the model for -the
system was perfected and expanded, the magnitude of the Markov analysis
became excessive. A representative model of the total F-8 DFBW system
would require thousands of states. The computational matrix would be
impossibly large, and all of the required transitions would be extremely

difficult to identify and compute.

The unique capabilities offered by Markov analysis were also
judged to be nonessential for an analysis of the F-8 DFBW system. The
Markov process has the ability to model the dynamic nature of the failure
process. This is particularly important in systems that reconfigure
themselves after a failure and thus become particularly vulnerable to
second failures during the reconfiguration process. The F-8 DFBW sys-
tem uses primarily triple redundancy that is always connected. There
is very little dynamic reconfiguration except for the switch to the
bypass system, which occurs after two digital system failures. In the
preliminary analysis that was done, there were few cases where the
actual dynamic nature of the failure process was significant. A much

simpler static reliability analysis could thus be used.

Fault-Tree Analysis

Fault-tree analysis, a combinatorial analysis technique, can be

(6) It uses a

a very powerful tool in analyzing system unreliability.
"top-down" analytical approach which can increase system visibility
and significantly aid in understanding the potential failure modes in

a system.

The fault tree is a graphical representation of the logical re-
lationship between an undesired "top event" (loss of aircraft in this
case) and basic failures or "primary events". The tree is constructed
with a defined set of logic symbols using system data (schematics,
functional flow diagrams, etc.) to determine each of the possible
failures that could cause the top event. It has the advantage of dis-
playing only those failures that lead to the top event, it can facil-
itate quantification of probabilities of occurrence of events, it makes
subdivision of major events into lower lével events easier, and it is
flexible as to the degree of detail that may be used.
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A fault tree was used during the preliminary reliability analysis
of the F-8 DFBW system, and the basic principles of the fault tree were
used during this study to aid in the understanding of the failure modes.
Attempts to develop a complete fault tree for the total system, however,
became very involved. There were two major difficulties. One was
assuring that all combinations of subsystem failures that can lead to
system failure were identified. For example, it is easy to identify the
failure of all three inverters or the failure of the required number of
actuators in a particular axis as a system failure mode. It is much more
difficult to assure identification of all failure modes that are caused
by inverter failure in one channel and actuator failures in other chan-
nels. This situation is illustrated by the segment of a fault tree

shown in Figure 6.

LOSS OF
AIRCRAFT
€ rd
7 I l —5
LOSS OF LOSS OF LOSS OF
ac POWER ROLL CONTROL PITCH CONTROL

LOSS OF LOSS OF
RIGHT PITCH LEFT PITCH

N

INVERTER
A

Figure 6. Part of a system fault tree.
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The other major difficulty was assuring that all dependent events
could be handled propefly. Many primary events coﬁtribute to system
failure by cdmbining in different ways with 6thér primary.évents. :This
difficulty is also illustrated in Figure 6, where the event l"lo'é.s of
inverter A" appears twide-(and, in fact, would appear many times in the
"total diagram). - These'mﬁltiple events can be accounted for'by creating
an equivalent fault tree by Boolean manipulation to reduce the fault
tree to a diagram where all primary events appear only once. o

It was assumed that with sufficient effort it would indeed be
possible to construct an accurate fault tree for the F;S DFBW system.
However, it was foreseen as a formidable task to construct the initial
fault tree and even more difficult to reduce the tree to a forﬁ from
which equations could be written easily. This situation led to the

investigation of other methods which appeared to be more effective.

Conventional Combinatorial Analysis

The classical combinatorial reliability analysis as described in
Appendix A of MIL—HDBK—217C(7) was considered as an alternative for the
F-8 DFBW analysis. The normal procedure for constructing a reliability

model using tHis method is:

(1) Define the requirements for mission success in a mission-

success diagram.

(2) Write the probability-of-survival equation for the system

based on the mission-success diagram.

(3) Calculate the probability of success for each of the indi-
vidual elements of the system identified by the diagram

and equation.

(4) Insert these probability numbers into the equation and
calculate the system reliability.

The mission-success diagram is a serial, parallel, and hybrid
arrangement of basic system elements that define all paths that lead
to system success. Success diagrams were drawn for various parts of
the F-8 DFBW system. However, the same kinds of difficulties were

encountered in constructing a complete and accurate diagram as were

17



encountered in constructing the fault tree. The diagram became very
involved, particularly for elements that are common to many different

success paths.

A portion of a mission success diagram is shown in Figure 7.
This shows how the generator, batteries, and inverters are involved in
both the pitch and roll bypass systems. These same elements are also
involved in the primary digital system and all of the actuators. The
complete diagram would thus become highly unmanageable and very difficult

to confirm as accurate.

GENERATOR

STICK PITCH STICK ROLL
4 BATTERY INVERTER SENSOR BYPASS [7] SENSOR BYPASS [

P

STiCK PITCH STICK ROLL |
—{ BATTERY INVERTER SENSOR BYPASS SENSOR BYPASS
STICK PITCH STICK ROLL
Ll BATTERY INVERTER SENSOR Bypass \ SENSOR BYPASS
Figure 7. Part of a mission success diagram.

The development of the basic reliability equation as described in
MIL-HDBK-217C is reasonably well understood, and is a particular case
of Bayes' theorem based on the product laws of probability. It is:

Ps = PS (if X is good) RX + PS (if X is bad) QX (1)
where
PS = reliability of mission
PS (if X is good) = reliability of mission if X is good
PS (if X is bad) = reliability of mission if X is bad
R, = reliability of X
QX = unreliability of X =1 - Ry
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In other words, the reliability of the mission is equal to the reli-
ability of the mission given that a specific portion of the system works
times the probability that a portion of the system will work pius the
reliability of the mission given that a specific portion of the system
fails times the probability that that portion fails.

This basic equation was used in MIL-HDBK-217C to develop the
standard reliability equations for series, parallel, and series-parallel
combinations of eqdipment,.but it stated that for non-series-parallel
or complex configurations, repeated use of the equation is required.

The F-8 DFBW certainly falls in the category of a complex system for
which no standard equation can be easily applied.

In many cases it was found that the equations being used to check
the mission-success diagram 