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1.0 INTRODUCTION

“Modeling and Analysis of Power Processing Systems," (Contract
NAS3-21051), provides basic analytical tools, in the form of mathematical
models, and the computer-aided techniques required to solve those models,
to guide engineers in the various aspects of power proressing equipment
and system design. Early work 1in this area included a feasibility
study done by TRW Systems[]] and General Electric[zl. and the initial
modeling and analysis performed by TRW Systems[3] and California
Institute of Technology[4]. The present effort, performed by TRW Systems
and Virginia Polytechnic Institute and State University, is an extension
of that early work.

The four tasks completed on this contract include the following:

o Performance Analysis of Buck, Boost, and Buck-Boost DC-DC

Converters using dual-loop feedback control systemts]'[ﬁl.

o Design Optimization for Boost and Buck-Boost DC-DC Converters.
(Design Optimization for Buck DC-DC Converters is contained in
Ref~+ence [3].)

Rt N L T < -

o Investigation of Current-Injected, Multiloop-Controlled Switching
Regulators.

T T P T R

o Application of Design Optimization to U.S. Army VSTOL Emergency ?
Power System.

A technical summary is presented in the following chapters on each of
these tasks.
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2.0 DC-DC CONVERTERS.

2.1 Introduction.

The following sections are both tutorial, and application oriented.
Because of the variety of operating converter power and control schemes,
the tutorial is necessary to understand the various analytical procedures
and their use. Once understood, the material may be applied to a designers
specific needs through the various analysis and simulation subprograms
which are provided. Starting with a description of the basic characteristics
of DC-OC converters, a general evaluation of discreet time domain analysis,
and the performance analysis of the buck, boost, & buck-boust converters is given,

Due to the finite flux capacity of the inductive elements, a DC-DC
converter must be oscillatory in nature. The oscillation 1s achieved by
cyclically operating the power switck of the converter in conduction and
non-conduction state. Consequently, the converter control system must be
able to accept an analog signal obtained from the sensing circuit and the
reference, and to convert it into discrete time intervals in controlling
the conduction and non-conduction of the power switch.

The electrical performance of a DC-DC converter depends primarily on
the qualitv of its control system. The performance characteristics of in-
terest to a converter dasigner include stability as well as the converter-
output response to step and sinusoidal disturbances, both from the 1ine and
the load.




2.1 Introduction. (Cont.)

Functionally, a NC-DC regulated converter can be divided into two
parts: A power circuit, and a control circuit. By definition, the power
circuit handles the energy transfer from the source to the load. Three
most commonly used power circuits are the buck, the boost, and the buck-
boost.

The control circuit manages the rate of the source-load energy
transfer as a function of the load demands. During nominal steady-state
and transient operations, the control objectives are associated with (A)
the tracking of a certain controlled quantity in accordance with a given
reference, and (B) the compliance to converter specifications such as the
system response to step or sinusoidal 1ine and load disturbances, and to
external command signals. During transicnt operations, the control ob-
Jective is to limit electrical-stress for all the elements assocfated with
the converter, providing effective protection against catastrophic/degra-
dation types of failures. A control circuft thus serves the multiple
functions of regulation, command, and protection.

A generalized standardized control module (SCM) has been developed
to implement the above control functions (Reference 5,6,7;. For the
purpose of this report, the SCM Control circuit has been selected to
accommodate the power circuits mentioned above.

A SCM-controlled DC-DC converter is shown in Fig. 2.1. The power
circuit, occupying the upper half of the block dfagram, processes the
transfer of energy from a raw input V1 to a regulated output Vo. Three
basic power stages are shown here: Buck, boost, and buck-boost. The
control circuit regulates the rate of energy transfer. It receives an
analog signal (Vo) from the power-stage output, and delivers a discrete-time
interval signal(d) to achieve the required on-off control of the switch in
the power stage. The discrete-time voltage or current pulses generated in
the power stage are averaged by an LC filter having a much longer time
constant than the discrete-time pulse intervals. The averzged output therefore
contains negligible switching-frequency components., and can be regarded as an
analog signal containing only lower-frequency information.
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2.1 Introduction (Cont.)

The SCM, occupying the lower half of the block diagram, performs the
control function within the converter. It contains an Analog Signal Pro-
cessor (ASP) and a Digital Signal Processor (DSP). Implementations of
both ASP and DSP are standardized: They combine to provide the required
analog signal to discrete-* mne interval conversion. The key feature of
the SCM 1s the utilization of an inherent AC switching-frequency signal
within the power stage. This utilization is in addition to the con-
ventional DC sensing of output Vo. The sensed AC signal and the DC error
are processed by the ASP. As a result, an adaptive stability is obtained
which is independent of the filter parameter changes. The SCM contro!l
function 1s completed by the DSP, which processes the control-signal output

from the ASP in conjunction with a prescribed control law, and operates
the "ON-OFF" of the power switch via a duty-cycle signal, d.

As stated previously, the control-circuit functions also include
commard and protection. The command function generally requires the
converter to respond to an external signal capable of overriding control
signal(d) in determining the on-off of the power switch. The protection
function includes power-component peak-stress limiting and the converter
shutdown in the event of a sensed abnormality such as overvoltage, under-
voltage, o1 .vercurrent beyond a predetermined, tolerable level and duration.
These functions are performed within SCM by the DSP[5’6’7].

The three basic functional blocks of an SCM-controlled converter are
shown in the block diagram of Figure 2.2.
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2,2 Performance Analysis and Simulation Techniques.

2.2.1 Nonlineur Operation of Switching Regulator.

A dc-dc switching-regulated converter i{s fnherently a nonlinear de-
vice. The first major nonlinearity exists in the power stage, and is due
to the operation of the power switch., Different circuit topologies
correspond to the respective on and off time intervals in the switching
cycle. The second major nonlinearity exists in the Digital Signal Pracessor
(DSP). Harmonic frequencies, which are multiples of the input disturbance
frequency, are contained in the DSP output. Because of such system non-
1inearities, difficulties are encountered in reaching performance assess-
ments of various system performances such as stability, attenuation of

sinusoidal/step 1ine disturbances, and response to sinusoidal/step load
disturbances.

The Power Stage nonlinearity will be elaborated here, and various
analytical approaches capable of treating this type of nonlinearity will be
discussed. In Yight of the stated objective of this program, which is the
performance analysis and simulation of dc-dc switching regulators, a

specific approach will then be selected as the basic analytical tool for
the entire program.

2.2.2 Power Stage Nonlinearity.

Each of the power stages shown in Figure 2.1 can be divided as a
function of the output filter inductor MMF status. In Figqure 2.3(A),
often referred to as "continuous-conduction” or Mode 1 operation, the
MMF ascends during on time Ton when the power switch in ON and the diode
is OFF, and descends during TF] when power switch {s OFF and the diode
is ON. Notice that the MMF never vanishes in the output inductor. In
Figure 2.3(B). often referred to as "discontinuous-conduction" or Mode 2
operation, the MMF ascends from zero MMF at the beginning of Ton' and
descends back to zero during TFI' An additional off time TF? exists when
both the power switch and the diode are OFF, during which the inductor MMF

remains zero, and load current is supplied entirely by the output-filter
capacitor.
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2.2.2 Power Stage Nonlinearity - (Con't)

; Topologies of the buck, boos‘, and buck-boost power stages correspond
| to Ton' TF1’ and TFZ' are {llustrated in Figures 2.4 to 2.6, respectively.
Even though a given pcwer stage is 1inear for each time interval, the combi-
nation of all different Tinear circuits for the purpose of analyzing a
complete cycle of switching-regulator operation becomes a piecewise-linear
nonlinear analysis problem.

-

. s

The difficulty is integrating these different topologies and collect-
fvely evaluating their responses to varifous 1ine/load disturbances having
a much longer time period than indfvidual Ton' Ters Teoe

The basic modeling approaches for conducting performance analysis
and simulation include the following:

Discrete Time-Domain Analysis
Average Time-Domain Analysis E
Exact Frequency-Domain Analysis éf

Discrete Time-Domain Simulation .... Large Signal Analysis

ve.. Small Signal Analysis

i . o e

Techniques for a1l four approaches have been established in the
previous MAPPS program phases[]'a’al. Their respective utility for a given
application depends on the analysis objective, the desirad accuracy, the :
' control-circuit type, the nature of the disturbance, and perhaps most

important, the user's analytical backgoround. A summary description of
all four approaches is presented in Table 2-1. ;

s i i

T U A I T L 3 NN

‘ The exact frequency domain analysis will not be pursued in the pro-
posed program due to its difficulty in incorporating the input filter which
often causes major complications in the design for the required performances

? ' in regulator stability as well as in audiosusceptibility and output impedance. i

|
TP T T L . T PN S
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TABLE 2-1

ORIGINAL PAGE IS
OF POOR QUALITY

Major Performance Analysis Approaches

TN
SN APPROACA

DESCRIPTION

AVERAGE  TINE DOMAIN

CXACY FREQUENCY DOMAIN

DISCRETE TINE DOMAIN
AMALYSIS

OISCRITL TINE DOMAIN
SIMULATION

ASIC
MO0 ING

Take edvantage of the much
Tower output:fiiter reso-
aont frequency in relation
to the equipment switching
frecuenty, the nonlinesr
switching power stage 1§
spprosimated by & continu-
ous smalt-signa) sverage
mode) .

Represent the power stage
with & Vinsarizee discrete
isgulse response function.
The discrete time mode! s
then transferred 1nt0 the
frequency domain.

Enact formylation of state
squitions, and use fters-
tion method (Newton's) to
solve for the easct equi-
Tibrium state. Linearized
about the equilidrium state
to decome linear and time-
fnveriant. 2-transformation
to frequency domain when
needed.

Sase on recurrent discrete
time-domasn analyticel or-
pressions, snd propagete

recurrent equitions threugh
Fortran computation.

BACKGRIUND
NEEOED

Linesr control theory
and/or Vineer state space
mode! .

State sbace techniques.

State space techmaues erd
Fortran programming.

$State space techniques and
Fortran progresming.

MERTTS

o Gatn more i1nsight on
equipment parameter
design,

o Analytica! skil) resides
in many design engineers.

o Readily applicadle to
high-order ctreuits and
oQuipment.

o More accurats power
stage mooe! ot higher
signal frequencies, up
to one-hatf of the
swit:hing frequency.

o Most accurate stadbility
anslysis through efgen-
volues.

o No nesd to separate &
converter into functions
blocks. Nost straight-
forward analysis.

o Directly lsad to cost-
offective performance
simylatton,

o Most suitadle for »
standerdized design.

o Hendle large-signel
disturbance analysis
such as sudden output
short and regulator
starting.

o such faster than geners!
purpose simulation pro-
rams such as ECAP,
CEPTRE, otc.

MAJOR
LIMITATIONS

0~ nighing accuracy be-
>« 10-18% of switehing
frequency. Mot suitsble
far nigh bandwiath
requlators.

Diffrcult to incorporate
taput “1iter and pulse
modulation,

Dasicolly a numgrical
approsch. Mo closed-
form {nsight can De !
gained.

None other than loss of
ins1ght generally #s30-
cisted with sim,lation
efforts when not supported

by snaiyses
—

-13-
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2.2.2 Power Stage Nonlinearity - (Con't)

The performance requirements associated with the analysis and
simulation effort are:

o Regulator control-loop stability (local)
o Audio susceptibility (attenuation of source small signal disturbance)
o Transient response (response to source/load large-signal step change)

For the first two performance categories, the nature of the disturbances
1s such that the regulator can be regarded as a time-invariant system without
a significant loss in analytical accuracy, and l1inearized about its equilib-
rium stat: to obtain a linear analytical model! for small-signal performance
evaluations. For the last category, the generally varying duty cycle sub-
sequent to a step 1ine/l1oad change represents a time-varying nonlinear system.
Since any practical system is 1ikely to be higher than second-order, perfor-

mance evaluation is through tactics closely identified with simulation
techniques.

-14-
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2.2,3 The Discrete-Time Domain Analysis.

Realizing that a switching regulator is inherently a highly non-
1inear circuit containing analog-to-discrete-time conversion, it is only
natural that it can be more accurately analyzed through discrete time-
domain modeling and analysis. Therefore, discrete time-domain analysis
has been selected as the approach to be utilized for the performance,
analysis and simulation program.

In this approach, state-space techniques are employed to characterize
regulators exactly through the formulation of nonlinear discrete time-
domain equations in vector form. Newton's iteration is then used to solve
for the equilibrium state of the regulator. The system is then linearized
about its equilibrium state to arrive 2t a linear discrete time model.

The closed-loop regulator is thus modeled as a single entity rather than
the three separated functional blocks shown in Figure 2.1. The stability
is studied by examining the eigenvalues of the linear system. The analysis
can be extended, through Z-transform, to determine frequency-related
performance characteristics such as audiosusceptibility. The modeling and
analysis approach makes extensive use of the digital computer, making
automation in regulator analysis possible.

2.2.4 Di _ete Time-Domain Analysis Objective.

Discrete time-domain analysis is the most accurate and straight for-
ward of the different mathematical modeling techniques available. The user
need only be proficient in the use of state-space analysis. Discrete time-
domain analysis is applicable to all types of power and control civcuit
configurations, operating in either continuous or discontinuous mode. Thus,
it clearly stands as the best approach available.

The performance analysis and simulation objective is twofold: (1) the
creation of generally applicable, practical, analysis subprograms and (2) a
tutorial role of providing power processing designers with an effective
analytical tool.

-15-
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2.2.4 Discrete Time-Domain Analysis Objective - (con't)

While time-domain analysis readily fulfills the second objective,
the subprograms can only be applied by the prospective user {f the user's
regulator power and control circuitry is identical to the circuit confi-
guration upon which the subprograms are based. Consequently, in pursuing
time-domain analysis, the objective is to achieve the following:

(V) To present clearly the tutorial information needed, by a user
conducting time-domain analysis, for adopting the analysis to
his specific application.

|
i
(2) To create subprograms for regulators with standardized mul- |

tiple-loop feedback control. :

-16-
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2.2.5 General Description of Performance Analysis and Simulation
Techniques.

Time-domain 2nalysis may be applied to energy-storage converters to
yield transient and steady-state solutions, stability, and audiosusceptibility.
This approach has been applied here to buck, boost, and buck/boost converters
with constant frequency and constant OFF time control. By way of introduction,

a general step-by-step procedure for performing time-domain analysis of energy
storage converters will now be presented.

Step 1: Select the n x 1 system state varfable vector x = (x1......xn]T.
Normally, the state variables are the voltage across the capacitors
and currents through the inductors. However, for the convenience
of each individual problem, state variables can be chosen differently.

1 2: Write the system equations according to the modes of operation of the
converter which are defined as foliows:

I
‘

Mode 1 Ogeration: The current through the inductor is always greater
than zero. The period of each switching cycle can
be clearly divided into two time intervals. TON and
TFI' During TON’ the power transistor is "ON" and
the diode is "OFF", and during TFl' the power tran-
sistor is "OFF" and the diode is "ON".

=17~
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Mode 2 Operation: The current through the inductor reduces to zero

and resides at zero for a time interval T

F2°
L During this time interval, both the transistor and
; the diode are "OFF'. The time intervals TON and
?2 TF] defined in the Model operation also exist in
} the Mode 2 operation.

The system representation for the Mode 1 operation is

] o
i X = Flx+Gyu during Tgy (2-1) |
» X = F2x+Gu during T, (2-2) :‘
| (dx, | %
, where 1
i dt
| . A ""2 ‘
: x (. i
|
; dxn
and - o @
u] - ’

' ' E

afu ‘
| u - 2

i
' oy
: g
]
b ' |

The column vector u fs a (mx1) input vector, containing the

)

input voltage EI. the reference ER’ the saturation voltage
drop across the power transistor, and the forward voltage
drop across the dicde. The nxn matrices F1 and F2 and the
nxm matrices Gl and G2 are constant matrices containing

various circuit parameters.

-18-
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In the Mode 2 apsration, equation (2-3), must be added to the
system representation:

l [ Fa !. + 63 _“_ R S S T d“?‘ﬂg Trz (2-3)

The dimensions of F3 and G3 are not necessarily the same as those of
F1 and G1, respectively.

The converters, which are basically nonlinear switching circuits,

are accurately described by the piecewise-1inear representations

Step 3  The general solution of the linear differential equation

X = Fyx+6u f=1,2,3 (2-4)
is
K(t,sT) = 0 (T)x(t,) ¢ D(T) u (2-5)
ﬁT {=1,2, 3

where ¢,(T) = e
p(m = eI [y TeFiSs36  121,2,3
0

The temms o‘(T) end 01(7) can be computed either analytically or numerically.
1f they are computed numerically, the following Taylor series

expansion may be used: > 3
FoT (T (FyT) ]
i [ ] ‘OF‘T*—z-!—-—"T‘.o.c 1 ‘.203

Step 4 Write the discrete-time-domain equation for the converter. The

discrete-time-domain equa’ion can be expressed as
A
Mty = o x(t,) ¢+ vy (2-6)
where t, and t,+) correspond to fnstants of time at the

beginning of the kth cycle and the k+1 th cycle, respectively.

-19-
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Mode 1 Operation

It may be shown, for Mode 1 operation, that the terms 4 and V
of equation (2-6) are given by -

o8 o015 01 (2-7)

Ve e (rh) mirgh) ¢ o2(1t) (2-8)

k k
where 70N and TFI represent the TON and
Tgp intervals during the kth cycle. The time
intervals To: and TF: can be determined through

the following two conditions:

Condition 1 A threshold condition, which is determined
by the particular type of digital control

signal processor em;i~yed in the converter,
and may be expressed as -

g (x(2,)s Tons Tpy) = 0 (2-9)

Condition 2 A condition which specifies whether the
converter is oparating at a constant frequency,
or a constant ON time, or a constant OFF time,

or a constant voltage-second, and 1s expressad as -
k Ky o

Mode 2 Operation

For mode 2 operation, the terms ¢ and V of eq. (2-6) are given by -

of ’3(TF§) oz(TF:) 0‘(10:) (2-11)
VE a1 ay(Teh) Dy (Ton)
+ 03(T3) D,(T.) « (1K) (2-12)
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Step 5

In order to determine the time intervals
k

Tone Teh and 7,5. 2 third condition, in

addition to (2-9) and (2-10), should be

included to detect the time instant when

the inductor current reduced to zero.
This condition may be written -

K
Coa(t)s Tone Teh Tps) = 0 (2-13)

Of course, in the Mode 2 operation, the time

interval TF; should also be a parameter in (2-9)
and (2-10). Thue, for Mode 2 operation,

£y (x(t,), T

kK ok \ K ok ok,
ON® TF]' TFZ) =0 an. gz(Tmo Teys T'_-z) 0

Equations (2-6 to 2-13) are the complete rep-
resentation of the converters.

Solve for thc approximate steady state i.*

The appruoximate solution is employed later as an initial guess
toward solving the exact steady state through Newton's {teration

method. In the steady state, equation (2-6) may be written as
x*s ext+Vuy (2-14)

The ¢ matrix anG V matrices can be computed for the given TON'

TFI' and Tepe For given input-output requirements of the converter,
the approximate time intervals, TON' TFI and TFZ can be determined.
Reference 1 gives a detailed 1ist of duty cycle formulae for differ-

ent power stages and different control schemes.
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Step 6

Step 7

If the »a-'rix (1-¢) s non-singular, equation (2-14) may

be solved for ;'
e (1-0"vy (2-15)

However, in many cases, the matrix (I-¢) Is singular. In order
to salve for x*, equation (2-6) together with (2-9) {s required.

Solve for the exact steady state x*.

Newton's iteration method 1s employed to find the steady-
state solutfon with the initial guess x*. Equations (2-6) through

(2-13) are used in the iteration process until a specified state-

matching condition {is satisfied. The state-matching condition can

be defined as

n
2
'v//:z1 [x(ty0y) = x(t)] <c (2-16)

for an arbitrarily small positive number, or it can be defined

simy as

Ix‘(tk§]) - x’(tk)l < (2-37)

Linearize the discret -time-dcmain equation, Eq. (2-6), about
the equilibrium state x* for studying stability, audiosuscepti-

bility, and transient response to a small step change of the

input or the load.

Equation (2-6) may be written in the form
'!(tk*‘) . ' (l(tk)o UIo T 3 TF]. T,:z) (2'18)

where u fs the input voltage.
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Step 8

Form the term & x (tk + 1) by taking partial derivatives of
Eq. (2-18) witk respect to x and U and writing

af
ax

of
6x (t,) ¢+ P bu)

Svex (t,) + 1 su, (2-19)

where y is a (nxn) matrix and r is a (nx1) column matrix.

The differentiation of (2-18) can be performed analytically,
if the problem is simple, or numerically by difference quotients.

Analyze the stability of the converter.

The 1inearized system (2-19), is stable if and only if all the eigen-

values A of the matrix y are absolutely less than unity, i.e.,

!Ail<‘ 'Bl.....n

The ¢ envalues are evaluated by the computer. Changes of eigen-
values as a function of system parameters can be plotted 1n the
complex plane, the A-plane. The location of the eigenvalues in

the A-plane indicates not. only the stabiifty but also the transient

behavior of the system, 1.e., damping and rapidity of response.

Analyze the Audio-Susceptibility of the converter.

Audiosusceptibility may be defined as the frequency response of
the output voltage Vo to a small amplitude sinusoidal perturbaticn
of the input voltage uy. The Z-transformation may be used with
Equation (2-19) to derive the audiosusceptibility as a frequency
domain transfer function.
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Step 10

The output voltage Vo MY be expressed as
volt) = Cx(t) (2-20)

where C 1s a constant (1xn) row matrix.

The 7 transformation of (2-19) {is

6 x (2) = (12 - )7 rou(2) (2-21)

The frequency-domain transfer function can be derived after

replacing Z with e3"Tp tn (2-21) and combining (2-20) and (2-21).

6 Eg
volIw)/Ep eele (1 e™p oo (2-22)

G ¢
(jV) 6“1 W 1 t;

where El and ER are the dc average of the input voltage and the

output voltage, respectively.

Study the transient response of the Converter.

The linearized system remain: valid for a small step change

of input voltage or load, since the system sti1l1 continues
to operate about its equilibrium state. The behavior of the
transient with respect to damping, oscillatory nature, decay

time, and overshoot of the equilibrium position is governed
by the location of the eigenvalues on the x-plane.
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2.2.6 Performance Analysis and Simulation Objectives

: Since the principles and procedures for performing the time-domain
analysis are the same regardless of the circuit configuration used, both
objectives stated in the previous section can be achieved by conducting
‘ the time-domain analysis on regulators using SCM multiple-loop control.
‘ Certain Performance Analysis Subprograms (PAS's) using this control were
' generated in the initial MAPPS phase 11 effort under NAS3-196900%). A
summary on what has been done is presented in Table 2-II.

In Table 2-11, the three basic power stages, buck, boost, and
buc'.~-boost, are separated into Mode I and Mode Il operations with
constant on time, constant volt-second, constant off time, and con-
stant frequency control. To cover all possible categories, there
are a total of twenty-four different power/control configurations.

"x", time-domain analysis has been applied and complieted through
previous contracts. Those marked by "NA" are configurations incom-
patible with the control implementation, and therefore are not

l

D

l

b

r

i

) For the particular multiple-loop control configurations marked by
|

|

| recommended for hardware design or time-domain analysis.

|

Multipl~-loop control senses the rectangular voltage across the
| incuctor, and integrates it to form a triangular ramp output. The
triancular ramp possesses a negative slope during on time TN and a
positive slope during off time TF' Since the regulator control
determines the point at which the ramp intersects the fixed threshold
level, the following conclusions become apparent:

(a) In constant on time or constant volt-second control, reoy-
lation is achieved by controllirg off time Te. The threshold
Tevel therefore prescribes the peak of the triangular ramp
as the intersection oF the ascending ramp with the threshold

Tevel marks the end of off-time interval TF’
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2.2.6 Performance Analysis and Simulation Objectives (Cont.)

(b) In constant off time or constant frequency control, requ-
lation is achieved by controlling the on time TON' The
threshold level therefore prescribes the valley of the
triangular ramp, as the intersection of the descending

ramp with the threshold level marks the end of the on-time
interval Ton‘

This rule governing the ramp-threshold interface is further illustrated
in Figure 2.7 for continuous inductor-MMF operations. Here, the inductor
voltage and the integrator output voltage arc shown for constant-on-time
control. Notice the difference in the relative position of the threshold
level with respect to the triangular ramp.

When the inductor MMF becomes discontinuous, in Figure 2.7(B),
the inductor voltage vanishes for a certain interval. During this
interval, the integrator output exhibits a flat top. In the constant-
on-time control, this flat top coincides with the threshold level. Any
slight noise in either the flat top or the threshold level is likely
to trigger the on-off control, making the constant-on-time control high-
ly suscept’ 2 to noise when engaging in discontinous-MMF operation.
Conversely, in the constant-off-time control, the flat top caused by
the zero inductor voltage level is above the threshold level, thereby
eliminating this noise susceptibility problem. Since the MMF is dis-
continuous when the requlator output load is 1ight, the constant-on-time
and the constant-volt-second control, shown in Figure 2-1I, are con-

sidered to have limited utility, and therefore are not to be included
in the analytical effort.

Hence, this effort concentrates on the time-domain analysis of
multiple-loop control based on constant off time and constant frequency.

The analysis includes all three power stages, with both continuous and
discontinuous MMF operations.
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2.2.6 Performance Analysis and Simulation Objectives (Cont.)

Perform Discrete Time-Domain Analysis

In performing the discrete time-domain analysis, three subprograms,
one for each of the three basic power stages, are create.. Each subprogram
includes both continuous and discontinuous-MMF operations as well as the

constant off time and constant frequency control schemes. Each subprogram
(buck, boost, and buck-boost) has the capability of:

(1) Either constant-off-time or constant-frequency control

in one composite subprogram, or

(2) Either continuous- or discontinuous-MMF operation in the

same subprogram,

In discontinuous-MMF operation, the existence of a third time inter-
val during which the inductor MMF vanishes complicates the composite
subprogram to a certain extent. Two separate computer subroutines are needed
to compute the exact equilibrium state of the system for both continuous and
discontinuous modes. The information is then fed into a common linearization
subroutine to numerically derive the linearized system for small-signal anal-
ysis.

An information flow chart is presented in Figure 2.8 to show how the
converter,w..n both continuous and discontinuous current operatiuns together
with two types of duty-cycle controllers, can be implemented in a single
computer program. The flow chart presented here is self-explan‘~ry, therefore
no description will be given,
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( DC-DC CONVERTER )

CONST. T
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CURRENT
OPERATION ?

COMPUTE COMPUTE
EQUILIBRIUM EQUILIBRIUM
STATE STATE

COMPUTE
EQUILIBRIUM
STATE

COMPUTE
EQUILIBRIUM
STATE

DERIVE

LINEARIZED
SYSTEM

EVALUATE

SMALL SIGNAL PERFORMANCE
STABILITY
AUDIOSUSCEPTIBILITY
TRANSIENT

Figure 2.8 Information Flow Chart on a Composite Subprogram
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2.3 Formulation of State Equotions

Mathematical models have been generated for the Buck, Boost,
and Buck-Boost DC-DC convertions using the constant frequency and
" constant off-time pulse-width-modulation techniques, and are
discussed in detafl in the following sections.

b 2.3.1 Buck DC-DC Converter

2.3.1.1 Constant Frequency Buck Regulator

)

! The buck dc to dc power converter topology is shown in Figure
, 2.9. The analysis approach is based on the ensuing mathematical model
| and the capability to consider both continuous and discontinuous in-

: ductor current operation.

|

|
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Fig.2-10 Waveform of e for Discontinuous Inductor-
Current Operation.

EQUIVALENT DISCRETE TiME SYSTEM

The waveform of e, vs. time shown in Fig. 2.10 1s used to establish
some notation regarding the time instant tk when each cycle starts and
each switching action occurs:

In steady state operation,

At tk' tL+1. tk+2 « « « « o the clock pulse turms the power switch

[ ] ON "
At t?. t:‘l. t%‘z « « « » . the threshold condition turns the power
switch “"OFF"
kK Jke1 _ke2

At tz. tz . tz e o« o « o the 2ero inductor current condition turmns
off the power diode.

The time {ntervals tl 'tk' tz -t‘. and tk¢1 t; are defined as TON'
T:, and TFZ' respectively. These time intervals may vary from cycle to
cycle. However, the time interval between tk and t.M {s a constant equal
to the period of oscillation TP. i.e.,

te1-t = Tp forallk (2-23)
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The system equations for Figure 2.9 are:

k=

{o>c

k »

where F1, F2,
by the system parameters.
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(2-24)
(2-25)

(2-26)

F3, G1, G2, and G3 are (3x3) constant matrices determined

*y

B L o e




-

and,
0 0
62 . 63 =10 2¢
0 T
h— 3"

The vectors X and U are state variable and forcing function vectors,
respectively,

- .
xl )
L 21
x3 'c
i :
U s Y £
- U 3
. 4 R
e -

The constraints of the system are governed by the threshold

conditin at t = t?. t; e e

Xy (t] ) = Ep, (2-27)
the zero inductor current condition at t = t;. t;". .« ..

X ()0, (2-28)

and the constant frequency condition . . . .

K . .
rg“ $TE ¢ r§ T, forallk. (2-29)
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Each of the Yinear equations (2-24) to (2-26) admits a closed form solution of
the form

X(t)) o x(t,4780) = 0 (TE) X (8,) + D3 (1K) U (2-30)

X(e2) = X(t)oTEy) = 02(TH) X (1)) + 02(Th,) ¥ (2-31)

K(ty,)) = X(e2eTh,) = 03(TF,) x (¢d) « oa(Th,) v (2-32)

where #1(T) = of ' 11,23 (2-33) J
or(1) = eF 1t TeFSas Ja1 10,2, 3 (2-34)

The structures of the matrices of and DI for 1 = 1, 2, 3 have the following
forms:

011] 01]2 0
of = Oiz‘ P 0

_013, 0132 1

'dl]‘ 0
0 . fay o )
.413‘ 0132 o
3
0 o ]
DI = 0 0 for t = 1, 2, 3
0 4132 ]
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Using equatfon (2-30) in equation (2-31), and the result in equatfon (2-32)
the equivalent discrete time system for the constant frequency buck converter

is given by:
K(t,q) = 03(TE,) 02(TE) O1(TE) X (1) + 03(TE,) e2(TE)) DA(TE,) U

+ 03(TE,) D2(TFy) U+ 03(TK,} U (2-35)

Also required in this description are the threshold conditions derived
from (2-27)

k k k k
13 (Ton) Xp(ty) + 0155(Toy) Xo(ty) + 0155(Top) X5(t,) + d15,(Toy) Uy
k
the zero inductor current condition, derived from (2-28)
62, (T5) X (8, ) + 02,,(T5.) X,(t, ) = 0 (2-37)
21 F17 1Y 22 ' 'F17 "2V %k, ’

and the constant frequency condition

K _ oy ok ok
T2 " Tp-Ton"Ter (2-38)
-37-
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Equilibrium Solutions

In steady-state, the following conditions prevail:

X(t,,y) = X(t,) = X* = constant
for all k

TSR‘ = sN . TBN = constant

k+1

TFI = T:I - T¥] s constant

k+] - [ ] = e » - -
5 7:2 T§, = constant = T,-Tg\-T,

The Approximate Steady State

(2-39)

(2-40)

(2-41)

(2-42)

The approximate 76«- T;] and T;z can be computed using the following

formulae:

I E
F1 £, E2
1 B

The® ToTowh

the energy storage inductance

where L

a4
[}

output power

{nput voltage

~
[
[ ]

output voltage
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Substituting (2-39 to 2-42) into (2-35), one obtains

X* = 03(Tp,) 02(T8,) 0 (T4,) X* + {oa(rgz) o2(T,) DI(TR, )
+ 03(Th,) D2(Tg,) + D3(Tp,) | U

S0 (T8 Thyo Tgp) X* ¢ ¥ (Tgye Th» TR) U

(z-45)

where (TBN' ™. T’Z) . 03(7}2) OZ(TF‘) Oi(TGN) and V (Taﬂ' T’}o sz)

o 03(Tp,) 02(TH)) DU(TRN) + 03(Tp,) D2(Tg,) + DI(TH,) .

The magnitudes of T8, T2, , and T, are obtained from equations (2-42) to (2-44)

Equation (2-45) may now be solved for the state vector X*. Using this solutfon
we may now solve for the states XY, XE. and Xg. Solution begins by arbitrarily

setting X§ = 0. Then:

X = 0347002y 0113002150151) + 93)5(025,011746255¢150)] X

+ (037)021,01,,403,,02),d1,; + 03,,02,,d1,,403,,02,,d1,)) E, ?

+ (03‘162,] + 03‘26221) €

(2-46)
,i
Equation (2-46) may be solved for X} %
Xs 1
B I OV O30 B PO PR G P O 2D B 2P P
(2-47)
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Using this result, the state X3 may now be derived from equation (2-36): . 2
K§ = Ep - 01y X% - el,Ke - d1oE - dly, E (2-48) |

In this approximation, the threshold condition where the inductor
current X§ equals zero may not be satisfied. This apgroximation is merely
employed as a starting point in order to search for the exact steady state.

The Exact Steady State

Define the system state with the power switch off as v
k
i(tk) b X (tk+T0N) (2-49)
2(t,) o X (t+TK 47K ) (2-50)
L4 A Aot Tg

where, using Fig., 2-32, it is clear that

Y3(tk) = Ey for all & (2-51)

Z,(t,) =0 (2-52)
In steady-state operation

{
%
|
Y4 = S1(TE )R + DI(TAY = F1(TH, X¥) (2-53) j

Zx = @(TE)Y* + D2(TE, U = f2(Tx,, ¥*) (2-54) _;
and ( ) - ‘
. 2-55
X* = 03(TE,)T% + 03(1;2) ]

It {s tmportant to note that TGN and T;] are functicns of X* and U via the |
threshold conditions {(2-51) and (2-52). ¥

If Ty and T, are the exact steady state values, then the steady-state
X* calculated from (2.46 to 2-48) has to satisfy the following two matching

conditions:
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(1) the zero-inductor-current condition

Baatch(X"s Tone T = 92 (T)) Yy ¢ 02,5(T3)) ¥,

(2) the state matching condition

natch(x ’ Ton' ¢ 1) - 0341(7'2)21 0332(7;2) z2 + ET

Newton's method may now be used ‘0 find the TON and T;1 which satisfy
the matching conditions.

The step-by-step procedure is described as follows:

Step 1 Use the approximate i6N‘ iF] given in (2-43 & 2-44) to derive

the approximate state X* from (2-46) to (2-48).

Step 2 Find a new TE] by Newton's method such that for the

given X* and TaN together with the new T;], the zero-

current condition B ., . (Toys X*s T¥,) = 0 will be

satisfied. ;
* T match( )s x Tr1) i
Th=T¢ |

1° ,
[2 Braten’? TR 7 TH é

Step 3 Check if S = 0 is satisfied.

match

-41-
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; Step 4 If Smatch = 0 is not satisfied, modify TBN according to |
the equation 5
" i
' Tos T2)) ’
o SmatcnTon: Th —4
T. b TM - a a -
ON match’ = ON TBN .

*
Step 5 Use the new TON

to derive a new approximate state Xf. Then to go to Step 2

and TF]. calculated in Step 2 and Step 4,

and repeat tho process until the state matching condition,

Smatch = 0, is satisfied.

A flow diagram for determining the steady state is presented in
Fig. 2.11(A) and (B). A subroutine Bmatch is developed to search for

S T T TR e T T T T TN T TE———— | ———

a proper Tp, to satisfy the zero-inductor condition shown in (2-56)

This subroutine is contained in another subroutine Sma h which

tc
ultimately computes the state matching condition given in (2-57)
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APPROXIMATE
) !'
| COMPUTE
| St= Smatch(T(')N)
’ COMPUTE
| STEADY STATE
n
| .
] ‘
| S2 = Spaten(Ty ’“onq' f
| " |
| DS = (52-51)/aT,, J .3
i ;
i |
’ Y
e1s . S
| Ton" T3 e
: .
| ']
! ' —
| COMPUTE
Fa |
L N
" ITERATIOD

USE APPROXIMATE

o l STEADY STATE

Continue with the
remainder of the program

FIGURE 2.11A FLOW DIAGRAM FOR DETERMINING THE STEADY STATE
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SUBROUTINE
SMATCH
_ ¥
COMPUTE
X* (Thys ThH)

v

COMPUTE
Buatch(Th * 8Tpy)

)

—
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FIGURE 2.11B

FLOW DIAGRAM FOR DETERMIN''YG THE STEADY STATE
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Analysis of Linearized Discrete Time System

The aralysis of stability, audio susceptibility, and transient response
due to step change in the input voltage and the load, is presented. The

analysis fs based on a discrete system 1inearized about 1ts equilibrium
state.

Derivation of the Linearized System

The 1inearized system can be derived by perturbing the system at the
kth cycle. After the perturbation the nonlinear discrete time system .quation

(2+35) can be rewritten as:

s § ]
R

k k k
h X , U)e 3 (Tc,) 02 (Tey) 01 (T
where f (_k v) (Te2 (Tey) 0 (T ) &

+ 03 (TE,) 02(TF)) DU (TR U
+ 03 (Th) D2 (TR U
+ 03 (TE) U (2-55)

This system can be linearized about its equilibrium state x*.
If the following two terms are defined:
éx (tk) X (tk) - l.
and

GU‘ (tk) b ul (tk) - ""

it follows that: -

ox (8, o 1) = v ox (t,) ¢ Tay () (2-56)
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where v = %; £ (%, W) e, uo (2-57)
and T = %U,’ £ (0 o, ur (2-58)
The matrix v 1s 3x3 and the matrix T is 3x1.

quotients,

The partial derivatives may be approximated by difference

and evaluated numerically.

For sufficiently small & xi.(1 =1, ... 3),

f](x‘*+AX]) S C1 7% R f](x3*+Ax3) - fl(x3*{~
AX ax
w = ?-i b4 ] 3
a!— |x" Ui
f3(x]*+Ax]) = falq") o . f3(x3*+Ax3) - f3(x3*)
L 8%, 8Xq
(2-59)
Since x does not appear explicitly in f, the change of Ton’ TF]' and
TF2 due to a change of Xy {=1...,3, must be determined first
in evaluating(2-59). The new T, and Tg, are computed according to the
threshold conditions (2-36) and (2237).
Similarly,
AU]
of
r s «— s 2-60
301 -x-*. _ll. ( )
L AU] d

!-i’ l-J-*
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It 1s important to select the appropriate increments AxJ and.AUl.
Some experimentation with the increment size {s advisable, since the accuracy
of the partial derivatives depends on it. If the linearized system shows
high sensitivity, that is, changes its behavior rather rapidly as it moves
away from equilibrium, then the results obtained for the linearized system
are valid only for very small perturbations about the equilibrium state.

The Stabi1ity of the Linearized System

The linearized system
q(tm) = ¢ 86X (tk) + raul(tk).
is stable 1f and only if all the eigenvalues of y are absolutely less than
unity, i.=.,
'A1' <’: 1 ']. 2. 3.4 (2"6])

Tha eigenvalues are evaluated by the computer. Changes of eigenvalues
as a function of system parameters can be plotted in the complex plane. The
location of the eigenvalues in the complex plane indicates not only the
stability but - ;0 the transient behavior of the system, {.e., damping and
rapidity of response.
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2.3.1.2 Buck Converter with Constant Off-Time Duty Cycle Control

The basic structure, and analysis approach, for the buck PAS program with
constant off-time duty cycle control are the same as for the constant frequency
buck PAS program. The differences between the two converter schemes exist in
the procedures for the computations of the converter switching times,

Constant off-time, Tf, as defined in the context of previous converter
analyses, is the total time that the switching transistor remains off during
a switching cycle. Therefore,

Tp & Tpy + T, = constant (2-62)

Arbitrarily, T. has been assigned the value of the sum of T, and T,
determined for the constant frequency buck converter operating in MODE 1,

The expression of conservation of power for the buck converter is

given as:
1 2 2 Lo TP Po
PN EI (EI-ER) (2-63)

Substituting T, = T,\ + T, in the above equation results in the following
quadratic equation for TGN:

2 =
Ep(Ep-Ep) Toy = 2L, Po Tpy = 2L, Py T = 0 (2-64)

Solving this quadratic equation for TﬂN gives the following expression:

2
Lo po +‘/(Lo Po) * EI(EI'ER)(Z Lo Po TF)

Tany ™ (2-65)
PN
EI(EI'ER)
Where the "+" sign has been chosen before the square root term since
N2 .
L 25 < Y (Ly Po)° * Eq(Ep-EQ)(2 Lo P T) (2-66)
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As in the constant frequency buck control, the clock pulse inftfates the
TDN period. Following the computation of TDN’ the other switching times
can be readily computed:

(Ey-Ep)
T « CITER (2-67)
(2-68)
e = Tk~ T i

The sequence of testing for the duty cycle scheme and inductor MMF mode of
operation is 1llustrated in the computational flow chart presented in
Figure 2.12. As in the constant frequency buck PAS program, the error cri-
terion for MODE 2 operation is that TF2 is greater than EPS = 1.E-6.

The buck PAS program (Appendix A, Volume II) is written such
that one computer program package idy be used to analyze both duty cycle
control schemes operating in either continuous or discontinuous inductor

MMF mode.
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2.3.2 Boost DC-DC Converter

2.3.2.1 Boost Converter with Constant Frequency Duty Cycle Control

Given the boost circuit of Figure 2.13,and ine state and input vectors
defined above, the state equations can be readily determined. To facilitate
the dovelopment of the state equations, two dummy variables, the voltage ey
and the current 10. as defined in Figure 2.13, are introduced. The resulting
generalized state equations for all modes of operation within each switching
cycle can be expressed in terms of the state and dummy variable and inputs.

- 1 L
Ve " - CR+RT - Ve t T, R+ R " ip (2-70)
di ® . Ro i - _J- e, + 1 E (2-7])
dt | - L. * i [ |
0 0 0
R ReR, \
: \ 1 L 1 ( skt
e B e e e + . .V + . . (2'72
R C,Re RYTR, - TRF R Ve " TR * \R(# R) D )
R R nR
% - o () (o) v 65 b
e = |- e o wma— [—b— v, + i+ e
c [ C]R5 C.'R2 (;L+ R;) L+ Eg C c1 4 C-,R5 R
N . (_ RZ_Z) (RL Rs > i ( n ) .
C1R5 C,R3 R]+ R RL+ RS D c,§4 i

Simitarly, the output voltage, e_., can be written:

0
R, R R
e = ( L S ) . 1 * L . V
o \R*Rg/ D T\RFRg) e (2-74)

The general form of the state equations is:

k. FixeBiy

where i = 1, 2 and 3 refer to the times Ton’ TF , and TF , respectively.
2

1
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During Ton' the power switch S1 is on and the power diode 52

is off. Therefore, the dummy variables are set to the following
values:

Consequently, F1 and Gl can be expressed &s follows:

(" -
Fl = f11] 0 0 0
0 flzz 0
f13, 0 f133 0 (2-75)
Gl = 0 0 0 0]
1 0 1 0
9y 9123 (2-76)
(o] 0 (o]
:APY 915, 943
where
R R
iy e M2 s o Mot q‘r] (rT+L )
“cotS T L 0 5 VL™ 7S
R R
£, = POUREI I I ( 2).._£R_)
¥3  CaRp f C\Rs ~ TRy \Ry* Ry)[\R + Ry
nRo 1
Maz " TR, ez = LF B LY CRl

n
g -t 2"

24 I-
(744 (8,

n
9lyy
3" TR,
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The output voltage becomes:

R

eo = 'R-LT-R; . Vc (2'77)
During TFI' the power switch S] is off and .the power diode S2 1s on.
Therefore, ey and 1D are:
RL RSRL
81 = 'R—S-r-kt . Vc + F;"’_RI .1+ ED (2-78)
p =1 (2-79)
The resulting F2 and G2 are:
F2 = W’Zn f2,, o 0
f2 f2 0 0
21 22 (2-80) |
_f241 f242 f243 Y | |
2= o 0 0 o
9221 0 o 9224 (2-81) '
0 0 o 0
924 9252 © 9244 s
where
1 . R Ry
f2 a2 - ’ - » f2 = -
n C°l§L+ Rg)’ 12 [ !RL+ RS) 2 ot R
£2,, = (3 b Sl ) 1. g ( a )
- 0 X ’ = .
22 EL* RS [: 3 Czﬁs §L+ Iis
R.R 1
Pt o) e o




A o

TN T T re—

. ,,.,-3,_.@‘;1‘«3&1,}:13@';“?!? ik

LT TSRS T D T S ST YT e e e e

1. . .«
93 TR+ %o " T

92, "

R, 1 ( Ra )
e — +
) [?1R3 R+ R,

2

1 92,4 * -—%r
C1R3 44 C] 4

The output voltage €, is now

o

R, ) L (RSRL )
Rg* R/™ ¢ \Rg# Rg

1

(2-82)

During Tg » the inductor current has gone to zero and both the
power switch S.I and the power diode S2 are off. The dummy variables
take on the following values.

e, = g

ip

= { =0

The F3 and 63 matrices discribing this mode of circuit operation are:

F3 =

G3 =

f3n o (1] o
0 0 0
2-83
£, 0 335 (2-83)
f3 0 f3 o
L_ai 43
0 0 0l
0 0 0 (2-84)
0 0 0
9342 0 (4]
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)

where

1

Pas = or; 93

5

S TSR
1 R
B = (rz_“;) ' (“L‘ W;)
W) - g - ok | (g
LN R TR R AR
o
42 E?W;

The output voltage, e , is the same as during Ton:

By transforming the state equations into the state transistion format (Ref.

R,

e = Y
0 RL+ RS c

the preceeding equation sets may be represented in standard form:

Xypy = HX, +Dju

During each time duration within a switching cycle, the following

state transition and control distribution matrices are generated

For Ton'

For T, ,
F

o) = 01]] 0 0

0 0122 0

0131 0

$2 $2

2 22 ©

¢133 0
MOBMIYALUTES

OOJ
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Dl =

D2 =

0 0
d121 (o]
0 o

g dygp g3 ©

d211 o

0 0
d123 0
0 0

0
d22] 0 0
d231 0 (¢}
d24] d242 o

2y,

d2,,

d234
424,

i AN L2 L im0 L el b Ry s Y v o ot e

(2-85)

)




o ReT

For T_ ,
Fa
03-73” o o 0 D3=f o o 0]
0 1 0 0 0 0 0 o
¢33] o 0333 0 0 o 0 0
0341 0 ¢343 0 0 d342 0 fu
where
of = e FiT

T 1=1,2,3
pi =e F1T {{ e F1S gs ]Gi

By combining the above state transition matrices, the nonlinear discrete
state transition equation for a complete switching cycle is obtained.

X (tpq) = ox (t)+Vvu
where t and te correspond to the time instances at the beginning of

the kth cycle and the (k+1)th cycle, respectively. The ¢ and V matrics have
the following structures:

~ - -

®= [y & 0 O V= V3 0 Vi3 Vi
091 % 0 O Vay o V3 Vp
037  #32 ¢33 O V31 0 V33 V3
%41 $42 %43 _’J Var Vaz Va3 Vg

From the structure of ¢, it is apparent that the next values of Xy Xz
and X5 are i{ndependent of past values of x4. a property which is useful in
determining the steady state solution.
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Analysis

In order to approximate the steady-state solution necessary for the
1inearized system analysis, the approximate switching times Tqy, TFi, and TF2
must be computed. The following fermulae may be used:

T - + -
ON 0po D
V T T e,y (2-86)

0 ]
IS B ¢ Rk (M VI ¥

"y (2-87)
n by (Egrhp=kp)ikg*eptq

T . (2-88)

F2 = Tp-Ton - T,y
where
LO = the energy storage inductance
P0 = output power
n = efficiency
EI = input voltage
Eo = output voltage
EQ = saturation voltage drop of the powei transistor
ED = forward voltage drop of the diode

The expressions for TON and TF1 are generated based on the flux and eneray
conservation principles given below (refer to Figure 2.13):

Flux Conservation

TON(EI - EQ) = TF1(EO + ED - EI) (2-89)
Energy Conservation
nEliE{ZETEQ) TONZ + nEI(EO + £ - EI) T2 = P (2-90)
P ' P

For the computation of the approximate steady-state solution, X*, the following
state transition equation is solved:

e exevy
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Therefore:

X" - (1 - 0! yu

' By imposing the property of the state transition matrix, ¢, noted above, the
} state variables Xy» X, and X5 can be computed {ndependently of Xq. Therefore,
the solution of the steady-station expression may be partitioned such that only a
3x3 matrix need be fnverted to solve for the X1. XZ’ and X3 states. The existing
voltage restrictfon on X, (t,) [capacitor C, voltage in Figure 2.13] 1s used to
solve for X,. The following expressions are the closed form solutions for the
approximate steady-state vector:

- T T TR e T e T e e e TR e TR

X1 = [(1-4,,) YUy + ¢, VU2 )/DEN (2-91)
X2 = ([eyy YU, + (1-¢,,) VU,]/DEN MODE = (2-92)

0 MODE = 2 5
X3 = [(eyy ¢35+ 65, (1-05,)) WU, + (65, (1-6y)) + ¢;, ¢,,) W,)I/DET

+ W3/ (1-433) (2-93) ;

X4 = ET - 01,y X1 - 61, X2 - ¢1,, X3 - d1,, U1 - d1,, U2

- dl,y U3 -d1,, U4 The voltage restriction (2-94) 3
on X4(t,) [e.y (Figure 2.13)] :

where
D Vu = VU

DEN = (1-0,,)(1-0;5) = ¢, ¢,
DET = (]’033) DEN
MODE

3 1 continuous fnductor current operation
2 discontinuous inductor current operation

The performance of PAS2 (Appendix B), Volume II, with these computation
procedures was checked out.
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Continuous Inductor Current Mode of Operation

In order to make it complete in its capability of analyzing
converters, PAS2 was modified to incorporate the continuous inductor
current mode of operation. The appropriate subroutines requiring modifica-
tions were:

1) PAS2
2) STATE2
3) PSIM2
4) FFUNC2
5) GAMM2

Linearized System Analysis

The eigenvalues of the Jacovian matrix characterize the linearized
system stability and indicate the system transient behavior, i.e., damping
and response time.

The system eigenvalues, as functions of the circuit parameters, are
computed numerically. In order to characterize the stability boundaries
(if relevant) of the linearized system, these eigenvalues are parametically
plotted on the Z-plane and analyzed with respect to stability and response
criterion.

Eigenvalues near the positive real axis of the Z-plane indicate that
the system has a Tong time constant; eigenvalues equal to zero in discon-
tinuous current mode indicate that the inductor current state variable
sampled at ..y cycle is insensitive to the state variable in the previous
cycle. The indictor current translates to zero tollowing any small signal
perturbation.
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2.3.2.2 Boost Converter with Constant Off-Time Duty Cycle Control

The primary structure, and analysis approacn, of the boost PAS program for
constant off-time duty cycle control are the same as for the corstant frequency

boost PAS program except for differences in the evaluation of the converter
switching times.

off-time, TF' as defined in the context of previous converter

analyses, 1s the tatal time that the switching transformer remains off during
a switching cycle. Therefore:

T

F " Th*tTe

(2-95)

In constant off-time control, TF is held constant while TFl and TF2 are allowed

to vary. Arbitrarily, TF has been assigned the value determined for the constant
frequency “2cst converter operating in MODE 2.

The conservation of power for the boost converter may be represented by
the equation:

21 P, T (Ey +E )

- E
2 p ] 1 -9

Q"0 " "0 "Q

Substituting the expression Tp - TON + TF in the above equation results
in the following quadratic equation for TGN‘

Therefore, solving this quadratic equation for TDN gives the following solution:

Ty * Q8 ¢ “Qgéh*, QA QC

(2-98)
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where
B = -2 L° Po (Eo + ED - EI)
K = @8 - TF

and where the positive sign has been chosen before the square root since

B < /(q8%) +4 .08 Q

As 1n constant frequency boost control, the clock pulse initiates the TGN

period. Following the computation of Tpﬂ. the other switching times can be
readily computed:

(E, - E.) )
. . I (2-99)
Ty = Tp F“I‘—Q’FO 3 e
- - - (2-100)
Teg = Tp=Ton = T

The testing sequence for the constant off-time duty cycle scheme and the
different indu. .or MMF modes of operation are 1llustrated in the computational
flow chart presented in Figure 2-14. As in the revised constant frequency
boost converter PAS program, the error criterion for MODL 2 operation is that

TFz must be greater than 1% of the switching period.

The boost PAS2 program (Appendix B, Volume II) 1s written such that one
computer program package may be used to analyze both duty cycle control schemes
operating in either continuous or discontinuous inductor MMF mode.
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2.3.3 Buck Bnoost DC-DC Converter

2.3.3.1 Buck Boost Converter with Constant Frequency Duty Cycle Control

Figure 2-15 preses. he circuit configuration of the buck-boost

L converter with a constant freguency duty cycle scheme. {
As opposed to the inductor current state variable representation utilized ¢

in the previous BUCK and BOOST power converter analysis programs, the in-

ductor flux, which is continuous, replaces the discontinuous inductor current

as a system state variable. Therefore, the state and input vectors, X and U >

are defined as:

T T W T T TR T TN T —m——— | e———

™, - -y
Xy rvc f
y & X, . Flux 5
2 X (2-102) i
3 e i
X e 1
-‘d - c p i
?

» rul- rtl- f
, U . U2 | & (2-103) .o

U3 EQ 3
|
!
|
|
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The constraints on this system are:

1) x () = eclty) = E (2-104)
2) xy(td) = Pux(td) - o (2-105)
(2-106)

K, sk, gk
3) Tk +TH + T = Tp

In order to utilize the inductor flux as a state variable, the magnetiza-
tion characteristics of the inductor have been quantified. The flux is ex-
pressed by the following equation:

Flue = ML
where b £ germeabiIity or the ratio of the flux density to the magnetizing
orce
A = cross-sectional area
£ £ length

N = number of turns

{f & current
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For convenience in deriving the state equations, a constant k is defined:

pA
k E 1

Therefore, the expression for Flux may be written: : ﬁ

Flux = kNi = %}

The following expression for k can then be utilized for the resulting equation
set:

where k 1s in units of webers per amp-turns,

In the derivation of the state equations, it is convenient to define the
current i in the following manner:
-1
k

{ = Kp Flux , where Kp S

During the TON period, when the switching transistor 1s on and the diode is
off, the following set of equations describes the power converter operation:

. .- ]
Ve TR s‘Lv‘ (2-107)
R E, E
. 0 I
Flix = - Flux + ¢~ - (2-108)
LTS
PR . SRS N (2-109)
R GRg "R T e T LR TR |
R R N.R
. 1 2 L 3"0
e ® - rr*rrn-ﬂrrn]rr" * TR, X
c [15 1\ R RatR3 IR +Ky L*s € LRgly
N
C\Rs P € R34 R\ R, ]
R, *%,
N 1
] 3
teR N E (2-110)
Re M 70
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During the TF] period when the switching transistor is off and the power
diode 1s on, the following equation set describes the system:

GC = -t—o-(-k-:.—ﬁv +r-(mK Flux (2-112)
R ReR
. L 41 s"L ] 1
Flux = - ( ) v - ( + R,) Flux - E (2-113)
R’ Ny e ™ R Ry T N0l T LPa
&, = ( ) v, + 5 (RSRL) Flux -
R ” “ “ AR A R A
= - (c_‘r (N RRER STRAR,TT ~ o ;g"h'n—tk‘) Y
1" Y 172 1 T2 BT ¢
1 Ry 1 N3 RRL Ny
-[(E;E;* 1RRARTR R ™ 4Ry K )(WLTTR"] e
A B N I
CRg R ™ CTRy*RR, T R ™Ry N, "0 (2-115)
"0'
R)*R,
R, RgR,
Vo = W- v +WK +Flux (2-”6)
where -1
k
K =
P N
..68-

izt et ol e s MR I e et sl i or N TR L T et e e e e




During the TFz period when both the switching transistor and the power
diode 2re off, the following state equations describe the converter system

operation. |
o 1 .
Ve * " TR T Ve (2-117)
o'"L s
Flix = 0 (2-118) :
& = A (RL)V-‘ e (2-119)
TR ) e T e
e = o [ LA % ]( il ) v+ e
c CRs G IR R #R3TR TN R #Rg™ Te " GRg 7R ;
1
1 £
* TR, T R (2-120)
R,
11R2
R
V° = ,{TR; Vc (2-]21)

In matrix representation, the above state equations for each time period
may be expressed in the general form:

X » FiX+6iU 1=1,2,3

where for ToN

noefn, o o o], & =[o 0 o 0]
0 fi,, .0 0 912] 0 gl O
fly, 0 flgy 0O 0 o o0 o
| Mo M2 s O} e Wz Vg O
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and for TFI

F2 =

and for TFZ

F3 =

f2]2

2,5,
242

0 0
0 0
0 f3
0 f3

0
0
f2,,
245

33

0
0
0
43 O

The state transition equations are of the form:

X9

where

and

= o1 X, +Diu

o1 =

k

19
0

013
14
Y

P
21

291

23y

249
-

0

1FY)
0

2FY;

0], G2
0
0
0
, G3 =
11,23
0 ol m
0 0
Moy 1
H
o o] b2
0o 0
¢23; 0
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Switching Times Analysis

The approximate steady-state switching times may be derived for the constant
frequency control case. The boundary condition inherent with this system 1s that the
time Tp 1s a constant, that fis:

Tp = Ton ¢ TF] + T,,.2 = constant (2-122)

Due to the conservation of flux in the inductor, the following restriction
applies:

V. +E -NZ(E E)TON (2-123)
0 D N’,‘ I'Q‘r; -

Finally, an expression involving the conservation of power is needed to complete
the necessary information for calculating the approximate times:

2

. 0 (2-124)
KTP n

Using these expressions, it is possible to derive the following relationships:

L
P o
N, E,-E
« L1 2-126
Tn *w (v’—zgo 7T, Ton (2-126)
T . (2-127)

2 " Tp-Ton- T

BT J
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i
As in the previous material, Mode 1 is the condition that TF2 =0
, {inductor current is continuous), and Mode 2, the condition that TF2 to
_ (inductor current is discontinuous). Assume that the circuit now operates
f with a load resistance such that TF2 = 0. Allow the load to vary uniformly |
f in a direction where inductor current at the end of TF] approaches zero. i
. .
n That value of load resistance at which the inductor current at the end of .
' TFI first becomes zero is a critical resistance. (Equivalently, the value
‘ of resistance that first gives a non-zero TF2 is a critical resistance). 1
This critical resistance may be found in the following way:
’ From the power conservation expression, we have:
ZLP
) 2 -
i TON . FT!_—TE_-_E—T (TON +Tg ¢ TFZ) (2-128) .
’ From this expression, and using the expression for T 1. we have: ;
‘ n Ey(E,~Eq) R Toy = 2LV2 (1+ (\,——[9)) |
| 2LVS |
)
} The critical load resistance may now be found: ;
N, EI-E |
| 2Lv 1+
‘ 0 ( 'r ( )) (2_]30)
, Rc = critical RL =
]
' For MODE 2, the switching times are given above. For MODE 1, é
| however, the following times are more easily calculated using the equations: ?
{ Tp
' Ton = Nz (2-131) -
‘ ( ——:9 )
»
| - - 2‘132 ¢
| T ® Tp- Ton (2-132)
|

TF2 s 0 (by definition) (2-133) f

For the actual PAS program, the criterion for MODE 2 operation is given by

the fnequality constraint:

TFZ > 0.01 TP

that is, TF2 must be greater than 1% of the switching period.
-712-
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Steady-State Solution

Propagating the state variables through a complete switching cycle
results in the following expression:
K(tyyy) = 030281 x(t,) + (o302 D1+ 3p2+03]y (2-130)
Eox(t)+Vy

Since  X(t ) = x(t) = 5_". the approximate steady-state x*

may be calculated using the following procedure:

where x = [x; x; x;]T

L]

* ] "
Xg = Ep = ¢1gy Xy = 14 Xp = #1453 X3 = dlgg uy = dlg5 uy - 15 g

The exact steady-state solution for the state variables can be computed using
a Newton- Raphson {teration algorithm to find the proper TON and TFI' and hence,

x which satisfy the state matching conditions defined below. The matching

condition on the integrator output voltage, Sm:tch' and on the inductor flux,

k .
Bmatch’ defined below:

k kol | ko ga koK
Smatch ® *a -~ °"®gnt 0,5 25 ¢ 2f ¢ 433 u, -

k o Kk k .k K
Baatch = 22 " %251 ¥y * 9255 ¥, + D24 g

Iterating on T, and T., in order to drive these matching conditions to
zero results in the proper exact steady-state solutfon for x.

Therefore, by defining the following varfables
2(t) = x(ty + Top) = o1y x(t,) + 0L,
z2(t,) eyt ¢+ TF#) =02 y(t,)+02 u
g_(t“.l) z_z_(tk + ‘l’ ) 03 z(t ) + D3
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the state variable boundary conditions may be expressed as:

alt) = gy }) + 0 X0t ) ¢ 015 x50ty ) 4 xg(ty)
+dly Uy + Al Uy +dlyuy = Ky

zz(tk) . .22‘ y‘(tk) + ‘222 .Vz(tk) + d224 04 s 0

K K ok
T2 ® Tp=Ton = Tp
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2.3.3.2 Buck-Boost Converter with Constant Off-Time Duty Cycle Control

The basfic structure and analysis approach of the buck-boost PAS program
for constant off-time duty cycle control is the same as for the constant frequency
buck-boost PAS program. The differences between the two converter schemes
exist in the procedures for the computations of the converter switching times,

- Constant off-time, T as defined previously, is the total time that
the switching transistor remains off during a switching cycle. Therefore

T, é'TFl + T, E constant (2-138)

Arbitrarily, Tp has been assigned the value of the sum of Tgy and Tpy
determined for the constant frequency buck-boost converter operating in
MODE 1.

Conservation of power for the buck-boost converter is expressed
in the equation:

12 . tTph . (2-139)
oN
n EI(EI.EQ)

Substituting for TP in the above equation results in the following
quadratic equation for TON’

2

o o (2-140) i

' |

3

Solving this quadatric equation for ToN'gives: g

,

Lokt sy (L, P ) 4 Ey(Eg-EQ)(2 Ly P T)) 1a1) |

o n Ey(E;-Ep) 3

"1reQ q

where the "+" sign has been chosen before the square root because |
! /

Ly Py <y (L, P)* +n Eg(E;-Eg)(2 L, P, Tg) (2-142)
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As in the constant frequency buck-boost control, the clock pulse initiates

the TDN period, Following the computation of TDN' the other switching times
can be readily computed:

(EI-E )

= T.-T (2-144)
TFZ F F1

= 2-145
TP TEN + TF ( )

The sequence of testing for the duty cycle scheme and inductor MMF mode of
operation are illustrated in the computational flow chart presented in
Figure 2-16. As in the constant frequency buck-boost PAS program, the thres-

hold criterion for MODE 2 operation is that TF2 is greater than 1% of the
switching period.

The buck-boost PAS program (Appendix C, Volume II) {is written
such that one computer program package may be used to anlayze both duty

cycle control schemes operating in efther continuous or discontinuous
inductor MMF mode.
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2.4 Computer Programs.

Computer programs have been generated using the three mathematical
models described. Figure 2-17 shows the general information flow chart
} for a composite subprogram including both continuous and discontinuous

inductor current operation, and constant frequency or constant off-time
control,

part of Appendix A through C, Volume 11, for the buck, boost, and
buck-hoost regulators, respectively. Although the programs are !
similar, that for the buck-boost is most complex. In review of the
f presently available data, it seems reasonable that the buck-hoost :
computer program can be modified so that it is capauie of performing
the buck, boost and buck-boost DC-DC converter performance analysis.

i The performance analysis computer flow diagrams are included as
|
|
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Figure 2-17 Information Flow Chart on a Composite Subprogram
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2.5 Computer Performance Analysis Results.

The performance analysis computer programs provide the following

results:
o Linearized stability analysis.
o Root locus analysis - up to 10 optional system parameters.
o Audio-susceptibility analysis.
e Transient response analysis - linearized system.
e Discontinuous or continuous inductor MMF mode of operation.
o Load change analysis - linearized system.
e Analysis of a non-linear transition response to a step input voltage.
e Constant frequency or constant off-time duty cycle control.

The computer programs contained in Appendix A through C (Volume IT)
have been verified experimentally ror the buck, boost and buck-boost
regulators, respectively.

A brief example of the computer results for a buck-boost converter is
presented tv illustrate the type of data available.

Figures 2-18 to 2-21 show the root locus results of a buck-boost
DC-DC converter where circuit paramet=rs are varied in order to establish
the relative .ability of the converter.

Figure 2-18 C2 varied
Figure 2-19 R5 varied
Figure 2-20 R4 varied
Figure 2-21 CO varied

Figure 2-22 and 2-23 show the small signal open-l1nop gain and phase
T relationihip. Figure 2-24 shows the output transient response when the
input voltage is changed from 24 VDC to 40 VDC.

Figure 2-25 shows the output trans.ent response when the output load
resistance is changed from 49 ohms to 600 ohms.
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3.0 DESIGN OPTIMIZATION OF POWER CONVERTER

3.1 Introduction.

In converter design practice, it is often attempted to find the small-
est possible magnetic core to accommodate the necessary windings in order
to satisfy a given set of design requirements [8]). It is hoped, in return, '#

that the weight and size of the overall converter would be reduced. One

B e

effective way to reduce the weight and size of the magnetic components

(a way which many designers are pursuing nowadays) is to increase the switch-

ing frequency of the converter. To a certain extent, this approach is viable.

Equations which govern the selections of design variables (such as magnetic

components and capacitors), however, are nonlineer and interdependent due
to the complex nature of various functions of power converter design, Employ-

ing the conventional design approach, only a piecemeal, ‘uboptimum converter

ik

storage inductor is reduced, the ac switching current component is invari- i

l
]
F 4 design at best can be achieved. For example, when the size of the energy
|
r

ably increased. Conscquently, a penalty 1is imposed on the weight and size f
| of the i»nut filter design in order to attenuate the ac switching current
' component which reflects back into the source. Similarly, as the ac
switching current component is increased, larger output filter capaci-

tors should be used to limit the output ripple voltage component. To give

-— oy T

further illustration of the complex interrelations: When the switching

frequency is increased beyond a certain range, the gain of weight- and

4

- size-saving of magnetic components is diminished because the magnetic
)é core losses and the semiconductor switching losses are increased

g

4 as a function of switching frequency. Thus, higher losses and heavier
*

overall system design can result due to the increase of weight and

o ai ko el

size of package and heatsink. The goal of a minimum weight converter

-39-
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design is seldom achieved, despite the extensive and time-consuming trial

and error design proceess.

In power-converter design, the key to implementing a successful design
optimization rests largely on the availabilicty of suitable mathematical
and computer programming technique Handicapped by a lack of suitable design and
optimization tools, the tendency has been for a designer to rely on
time~-consuming intuitive and empirical methods resulting in a sub-
optimum design. Such inadequacies invariably lead to penalties involving
equipment weight, operating efficiency or other performances.

The philosophy of design optimization [8]) of a power converter 1is
briefly described in the following:

3.1.1 Design Optimization
A non-optimum design (illuastrated in Fig. 3.1.1) generally involves

four design ingredients First, a set of performance requirements

such as output ripple factor and frequency-dependent source conducted
EMI level, r = (rl. rz. ey rm), is given to guide the design.
Second, a sct of design constants, such as transistor switching times
and maximum magnetic operating flux density, k = (kl, k2, ceny kg)'
is employed. These constants are known to a designer either through
manufacturers' data sheet, or designer's common sense and experience.
Third, the objective of the design is to pinpoint numerically all
the unknown design variables such as the detailed magnetic core
rize, mean magnetic path length and other component sizes,

X = (xl, Xgs wens xn). These three design ingredients are then
integrated together with the fourth ingredient, the nonlinear design
constraints such as out,ut ripple voltage constraint, EMI constraint,

window area constraints and flux density constraints, gj(x,k.r) = 0,

-90-
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DESIGN APPROACH WITHOUT OPTIMIZATION

v —

o o O ———— e - N

PERF ORMANCE
REQUIREMENTS 'T
re (rl"'rJnL DESICN
CONSTRAINTS
g 4(x,k,£)=0 DESICN
VARIABLES
X = (xl..xn)
DESIGN
CONSTANTS -
k = (k]...KQ)
ns>j - INFINITE SET OF SOLUTIONS TO SATISFY

ALL CONSTRAINTS g”(x,k,r)= 0

AND PERFORMANCE REQUIREMENTS

Fig. 3.1.1

Conventional design approach
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Due to the design complexities of the switching power converter, the
number of unknown design variables generally excecds that of the constraints.
Therefore there exists a virtually infinite set of asolutious which satisfy
both the constraints and performance requirements. Different desij.aers
may come out with completely different designs based on individual design
experience and approaches. For example: Having selected a power circuit
configuration, the designer picks a power-converter switching frequency
through intuition or experience; then, using the performance requirements,
he proceeds to obtain input filter design, output filter design, and energy
storage inductor design. The same procedure may be repeated several times
for different switching frequencies berore a comparatively lower weight
power-circuit design is achleved. Such a design is characterized by the
designer's subjective judgement. Despite the time consuming iterations,
optimization of the overall power converter is seldom achieved.

The optimum design approach takes advantage of powerful, computer-
alded, nonlinear programming that integrates all the design ingredients
in the objective tunction -~ that is, the function to be optimized - defined
by the designer. The objective function can be the converter weight,
efficiency, or any other realizable physical quantity. The philosophy
of design optimization (shown in Fig. 2.1.2) 1is obtained through the
injection of an objective function f(x,k) into the + v. .onal design
approach. The essence of the design optimizatinn is .hen to realize a set
of design variables using nonlinear programmin viquez.  This set will

satisfy all constraints gy = 0 and requirements ., and concurrently

optimize a certain converter characteristics, f(x,k), defined by the aesigner. By

introducing the objective function into the design »rocess, the infinite set

of design solutions presented in Fig. 3.1. ’'s reduced to a single solution

set that 1s an optimum of the objective function.

-92-

R T T T P SR AU TaE g v sy Yo SEP NN RO S . e e e o

s si g mialiea L



B S Lttt dnnsanit

r‘g’—m B A S - R P S ek s as v-abihai sl TR S

” PERFORMANCE
5 REQUIREMENTS
| r e (ryeeorg) ||| OESIGH
E CONSTRAINTS
i gj(x'k'r).o DESIGN
VARIABLES
! / 71 % = (xgeexg)
!
{ DESIGN J ,
CONSTANTS — | 0BJECTIVE
f K= (ky...k,) FUNCTION
} f(x,k)
|

'l

! BY INTRODUCING THE OBJECTIVE FUNCTION INTO THE DESIGN
PROCESS, SINGLE SETY OPTIMUM SOLUTION (XI'XZ"”’XH)

t | CAN BE PINFOINTED TO SATISFY ALL CONSTRAINTS gj = () AND

1 ‘ CONCURRENTLY OPTIMIZE THE OBJECTIVE FUNCTION f(Xx,K)

Fig. 3.1.2 Opuimum design approach
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3.1.2 Power Converter Optimization

The purpose of this revort is to demonstrate the usefulness of an
Augmented Lagrangian Multiplier (ALAG) based nonlinear programming
technique. This is used for a minimum weight design of the boost and
buck~boeoat power converters. Previous experiences of the authors with
the use of ALAG based programming techniques for power converter design
optimizations [15] have encouraged such an approach. According to
expectations, reliable results have also been obtained for boost and
buck~boost convertess.

At the boginning, mathematical models are presented for the boost
and buck=-boost converters. Various design requirements and physical operating
characteristics of these converters are summarized in the form of equality
and inequality constraints. The minimum weight design requirement is
formulated as the objective function,
A._Problem Formulation

The circuit schematic, the objective function, and set of constraints

are briefly discussed here for the boost and the buck-boost converters

shown in Fig. 3.1.3. v

A.l. Objective Function: The objective function is formulated as a sum

of various component weights which include: .
(1) Core weight,
(11) Winding weight.

(111) Capacitor weight.
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Fig. 3.1.3 Schematic of the (a) Boost Converter,

(b) Buck/Boost Converter
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(1v) Source weight.
(v) Package an’ heat sink weights.

A.2 Constraint are: A number of equality and inequality constraints

form the constraint set:

(1) 1he loss constraint which is composed of input filter copper
loss, conduction and switching losses of transistor and diode, two-winding-
inductor copper and core loss, and output filter capacitor ESR loss.

(11) Operating flux density comstraint.

(111) Window area constraint.

(iv) Parasitic resistance constraint.

(v) Input filter peaking constraint.

(vl) Frequency dependent source EMI constraint,

B. Solution Methodology

The stringent requirements for modeling the power converter design
give rise to a set of very complicated nonlineur equations and an objective
function. Obvi usly, such a model does not lend itself to a closed form
solution; but one may use numerical techniques to arrive at an optimum
solution. There are several nonlinear programming algorithms which provide
convergence from a reasonable set of initial guesses. The selection of such
an algorithm depends on the characteristics of the problem at hand, and the
availability or non-availibility of a feasible starting solutiom.

In the course of this research project two nonlinear programming
algorithms were found to be appropriate for use in the minimum weight
design optimization study. Both of these algorithms are based on
transforming a coustrained optimization problem into a sequence of

unconstrained problems. The successive sclutions of unconstrained
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problems converge to a solution of the constrained problem. The
Sequential Unconstrained Minimizatior. Technique T) [10.11] and
the Augmented Lagrangian Multiplier Technique (ALAG) [12, 13, 14] are
two popular parametric transformation techniques that have been examined
during this study. The ALAG algorithm has been found to be the faster and
easier technique for the problem at hand [15]. The design optimization
results that are presented in this report are obtained using the ALAG
algorithm,
The followirg optimization approach is proposed for finding the
converter minimum weight design:
(1) Fix the switching frequency.
(11) Find all the circuit parameters which give the minimum
system weight for the giver frequency.,
(111) Change the system frequency over a certain desirable range
and repeat the process.

C. Advantages of Computer Aided Design (CAD)

Using the Computer-Aided-Design (CAD) approach, designers no longer
have to relay on subjective and brute-force trial and error methods.
Computer-aided design not only provides the optimum solution but also
offers the following advantages:

(1) The CAD approach is cos. effective, since the switching frequency,
circuit components and optimum masaetic designs, (down to the
details of core size, mean magnetic path length, eic.) can be
obtained in one computer run. This capability has a unique

distinction over the conventional piecemeal suboptimum design. The CAD
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approach integrates the interdependent nature of the various
functions of the power converter.

By treating the switching frequency as a parametric constant

in the simulation process, the overwvhelming computation time
and convergence difficulties which otherwise result can be
reduced to a minimum.

Assessment of tradeoffs between converter weight and loss as
function of switching frequency is immediately possible through

the proposed approach.
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3.2 BOOST CONVERTER OPTTMIZATION - OBJECTIVE FUNCTION AND CONSTRAINTS

In this chapter, the formulation of objective functions and design
constraints for the boost power converter are presented:

(1) To use this practical example in order to illustrate the
power converter design optimization using the nonlinear programming
techniques; and (2) To demrnstrate the minimum weight design of the
switching power converter and its weight/loss tradeoffs. The circuit
schematic with a two-stagic input filter is shown in Fig., 3,2.1. The
energy storage inductor Ls gtores the energy when the transistor Q is
on, then releases the energy to the load and recharges the output filter
capacitor when transistor is off. The key operating waveforms of this
circuit are shown in Fig. 3.2.2. 1In this figure:

Ii = input average DC current,
Io = putput average load current,
2d = peak to peak ripple current in L5.

The waveforms are employed to facilitate drivations of the objective
function and the constraints.
3.2.1 Unknown Design Variables.

There are 22 design variables for this boost power converter
including RLC component values, and details of magnetic design such as
core cross-sectional area, mean magnetic path length, number of turaa
and winding area. The transitor switching frequency and converter

overall operating efficiency are two other important variables,
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Fig. 3.2,2 Important waveforms for the Boost converter
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1 Ry» Ry ¢ DC winding resistances of inductors Ly» Lz. Ly respectively,
T R3 t Input filter damping resistor,
Ll. Lz t Input filter inductors,
Ls ¢t Energy storage inductor,
03. Ca. 06 t Filter capacitors, j
. Al’ AZ' As ¢t Core cross-section area of inductors Ll' L2 and LS' %
respectively,
Zl, zz. ZS ! Mean magnetic path length of inductors Ll' L2 and Lsn

respactively,

Nl' Nz. NS ¢t Number of turns on inductors Ll' L2 and Ls.respectivelm

ACI'ACZ'ACS‘ Winding areas per turn for Ll’ L2 and Ls.re-pectively.

F ¢ Transistor switching frequency, {
eff : Overall operating efficiency. i
3.2.2 Design constants. 1

Design constants are obtained either through manufacturer's ;

specifications or desizncrs' own experiences. Numerical values in MKS units ]

are given in the parenthesis.

mean length per turn, (; gy, :

Fe : Winding pitch factor = = o o= 1 umference ;
?
; Pw : Core window fill factor: (0.4), f
t :
: ¢ P ¢ conductor resistivity: (0.172 x 10-7L j
' DI ¢ Core density: (7800), j
;
- . Dc : Conductor density: (8900), :
;, Bg ¢ Maximum operating flux density: (0.4), %
i? DK ¢ Weight per farad:(DKa. DK&' DK6/21°' 1100, 72)
§ v ¢ Transistor saturation voltage drop: (0.25V).
3 ST
% VBE : Transistor emitter-to-base voltage drop: (0.8V),
A | Tsr : Transistor turn-on rise time: (0.15us),
b

vt gy
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’ Top i Transistor turn-off fall time: (0.2 ue),
: VD : Diode conduction voltage drop: (0.9V),

! T ¢ Diode turn-on rise time: (0.03 us)

g TPD t Diode turn-off fall time: (0.05 us),

| TRB t Diode turn-off recovery time: (0.03 us),

Heat sin« weight density: (15.4 w/kg), .

=

Source weight density: (30.8 w/kg),

3.2.3 Power Converter Performance Requirements,

The performance requirements specified below will be employed in the

Y

next section to formulate design constraints.

\ Eg ¢ Input voltage: (28V). j
} Eo ¢ Output voltage: (37.5V). ¥~

; Po ¢ Output power: (70W), i
’ S ¢ Frequency dependent source conducted interference: (0.1A). ]

This specification limits the maximum percentage of the
switching carrent being reflected back to the source en-
suring that the source is not gignificantly disturbed by

the switching action downstream. Referenced here 1is .

B S N T ST ST T DO

mil - sta 461, whose characteristic curve is shown as

| follows: .

R e

currant

2KHz o freq.
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Vn t outprt ripple factor: (1X),
The output ripple factor i2 defined as
output ripple factor (7%) e,
peak-to-peak output ripple voltage

nominal dc output voltage

Input-filter resonant peaking limit: (2),

The input filter peaking at its resonant frequency
should be limited in order not to degrade the stability

and the audiosusceptibility of the converter.

3.2.4 Objective Function,

The objeccive function is defined as the total weight of the con-

vertor, vhich is the sum of various component weights including:

3.2.5

al, + A

(a) Core Weight: WI = DI(AIZ1 + Az 2 st)

(where AZ = core volume)

(b) Winding Weight: WIW = IoFCDC(AClNl/K; + "cz"z‘f‘;
+ AggNs/As)
(where 4F./A, = mean length per turn of the windling)

cl

(c) Capacitor Weight: WC = Dmc3 + DKAC“ + DK6C6

P
(d) Source Weight: WS = ;??E;
Po
(where off © input power)
Po(l - eff)

(e) Heat Sink Weight: WH = ——;E?—i;——

P
( where :%? - Py = total loss)

Objective Function: F = WI + WIW + WC + WS + WH (3.2.1)

Design Constraints,

In this study, the design effort is carried out using appropriate

models which portray the physical characteristics of the boost power
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) converter, Some of the more significant characteristics are: power loss,
. core window area, core flux density, and magnetic winding resistance.

Inclusion of these¢ haracteris:ics results in a very complicated

K set of nonlinear constraints. Mathematical restrictionsfor these contraints

} can be found in Appendix D.

(a) Loss Constraint: C(l) = O

C(1) = Pylzfy - 1) = PIF - PQ - PD - POP - PCAP (3.2.2)
where PIF = input filter copper loss

Po 2
'[c’t‘f Ei] (R) + Ry,

PQ = Transistor saturation loss + Base

drive loss

- e T

+ transistor turn on switching loss
+ transistor turn off switching loss
' PoVst(Eo - Ey) PoVpe(Eo - Ey)

+ 0.1
eff EIEO eff EiEo

T F P E, (E.-E,)
SR 0 1(Bo~ By
+ =5 (Eg+Vp+2Vgp) [eff E, ~ T2LEGF ]

. +E.s..!'f.(g +V. . +2V_.) _:"__+Eéw
6 oD ST" |eff E, 2LgELF ’

(3.2.3)
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PD s Diode conduction loss

+ Turn on loss

+ Turn off and recovery loss

Po'p EoTypf [ Py zi(zo-zi):l
e

- + +
off E 12 fCE =~ 2LEF

+

B (Ton + 3T, ,)F P Ei(B -El>
0" FD RE [ 0 0 ] . (3.2.4)

12 f“ E, ZLSEOP
POF = Output filter copper and core loss = i

eff E;

2

2
+

0
2, 292
LSEOF

1

12 R

5

. 80 E,(E)~E,)Z, 0.0022/F
EN, ’ (3.2.5)

PCAP = OQutput filter capacitor ESR loss =

( 2 2 - 2
1-gllg| Re*E:

‘ o) "o

( 2

2, 2,2 ‘
012L580F 1
P P

|
1
0 0 |
¢ |— . — R ;
‘eff E, Eo] 6 . (3.2.6) .

(b) Operating flux density constraint: C(5) =C(6) =C(9)=0

This constraint ensures that the magneric core will not
exceed its intended maximum operating flux density.

Notice that LS handles both DC and ripple components.

LpP

i'0
C(5) = N.A, -
171 e:ffi:in.1

(3.2.7)
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L,P
20 (3.2.8)
C(6) = NA, - —Fg=— e
272 cffzin.z

L E,(E,~E,)
5 0 i*"0 "1
C(9) = N, - . ¢ v (3.2,9)
575 B,g [:;fz.1 ZLSEOF :|
}‘ (¢) Window area constraint:C(7) = C(8) = C(10) = O
All the inductor windings must be accommodated within the physical

confinement of the available core window area. All cores employ a
toroidal configuration with square cross section area,

A 105 g A 0.5

N,A
c) = [ -Feat o0 (3.2.10)
[ W
4 ‘005
A, z, A,0.5
C(8) = |—F “wtm =0 (3.2.11)
\ wl i
0.5 0.5
c NgAcs Zs Ag o
(10) = “Fw - Ty + 5 = (Q «2.12)

(d) Parasitic resistance for L,, L,, LS:C(Z) = C(3) =C(12) = O

C(2) = RiAg, - épFC/KI N (3.2.13)
C(3) = RyA., - ApFC/K; N, (3.2.14)
(3.2.15)

C(12) = ReAqg - ach/X; Ng
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(e) Input filter peaking constraint:C(4) = O

This constraint is i{mportant in determining the audio-
susceptibility performance and the control loop stability.[16)

r 2
R,“C
14 l 3 3]

L

c(4) = (PEN)? -

C“ 2 . 03 C(, ch(. 2 (3.2.16)
LN R DU | P, Ry )
C3 3 Ll C3 LICJ

(f) Output ripple constraint: C(ll) = 0

Output ripple factor (in percentuge) i3 expressed as

Po Ei(Ey- Ey) Po(Eg - Ey) (3.2.17)
Vo " |offEE. T 2 Re + 3
170 ZLSEO F o 2!;0 cér
P E,(E.-E,)
0 1 (Bp ~ By
C(11) = Vv, - + R (3.2.18)
R eff E1 Eo 2LSEOZF 6

3

280 C6F

(8) Frequency dependent source EMI constraint: C(13) 2 0

This constraint limits the maximum percentage of the
switching current being reflected back to the source.
The input filter must be designed to satisfy the following requirement:

Required attenuation at switching frequency

- M1 requirement
Fundamental component of the switching current
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L.C
c(13) = S - Elaﬂl(zur Llc3)3 %
F .2 1“3
Al/1 + Gz
2000
- Sﬁ(zar G2 h
C, 1“3
wvhere
2
E nE~E,)
A= 20 sin %: 1
" LSF i
c, 0.5
D=R, [-—
3 L,

(h) Additional inequality constraints:; C(14), C(15), C(16),

c(17) 20

These constraints are needed to confine some of the variables

in reasonable ranges in order to facilitate program

convergence.

C(14) = 0,97 - eff 2 0

C(15) = RT - R - Rz 20

C(16) = C, - 1.0 x 1078 > 0

C(17) = Cy - 1.0 X 1078 >0
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3.3 INTRODUCTION TO NONLINEAR PROGRAMMING AND AUGMENTED LAGRANGIAN
(ALAG) PENALTY FUNCTION METHOD

Most optimization problems arising from practical power converter
applications are sufficiently complicated to defy closed-form solutions.
To numerically realize an optimum design, one has to resort to nonlinear
programming algorithms which can provide fast convergence to an optimum
solution from a reasonable gunss of the starting point, The non-
linear programming problem (NLP) of extremizing (maximizing or minimizing)
a function of n variables, while requiring other functions of the same variables
to satisfy either equality or inequality constraint relationships, is called
constrained NLP. The problem is to maximizing or minimizing a function of
n variables without regard to side conditions or constraints is called an
unconstrained NLP. While there exist numerous methods of nonlinear programming,
the effectivaness of each method depends greatly on the particular multidimen-
sionai problem to which the method is applied. The availabilty of numerous
efficient numerical methods for solving the unconstrained optimization problem
has motivat.d the design of algorithms that transform a constrained problem
into a sequence cf unconstrained problems such that the successive solutions
of the unconstrained problems converge to a soiution of the constrained problem.
These transformation methods implicitly incorporate all the constraints into
the objective function that is to be optimized. The algorithms based on the
transformation approach are conceptually simpler and easier to implement
than the algorithms that handle the constraints directly because

of the relative ease of extremizing an unconstrained problem com-

pared to a constrained one,
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3.3.1 Nonlinear Programming Penalty Function Method.

The Penalty Function Technique employs the aforementioned transformation method

[11], Let us define problem Pl as the original constrained NLP problem and P2

as the transformed unconstrained NLP problem,

Pl: Minimize objective function f(x) subject to: (3.3.1)
1.) Inequaltiy constrainkigi(x) 20, 1=1,2,..., P,
2.) Equality constraints hj(x) =0, §=1,2,..., q,
P2: Minimize A(x, ", g, h), m =1, 2, ... (3.3.2)
Where x = vector of n unknown variables,
A(x.wm) = new objective function formed by augmenting the

original objective function f£(x) with weighted terms

(penalty terms) that depend on the constraints g and h.

w = controlling weighting factor, on penalty term, a vector
of Lagrange Multipliers.
m = number of iterations.

The essence of transforming the constrained NPL into an unconstrained NLP
is that by gradually removing the effect of che conctraints in the new objec-
tive function by controlling the weighting factor wm) it is posaible to
generate a sequence of unconstrained problems that have solutions converging
to the solution of the original constrained problem.

*
That is: 1lim A(x, w" g, h) - f(x ) = 0,
m- (3.3.3)

After 1injrerations, the variable x approaches the optimum x*,

In effect» the influence of the constraints on the augmented objective
function is relaxed and, in the limit, removed, and the augmented objective
function A(x, w", g, h) converges to the same optimum value f(x*) of the original

object!ve function.
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3.3.2 Sequentially Unconstrained Minimization Technique (SUMT),

SUMT was developed, validated, extended and refined by Fiacco and

McCoramick (10,11). This method replaces the constrained problem Pl defined below

by a sequence of unconstrained minimization problems as defined in P2,

Pl: Minimize f(x, y) subject to: (3.3.4)
’ 1.) 8(x, ¥y, 2) 20,41 =1,2, ..., P
2.) hj(x' y, z) = 0, J=1,2, ..., q

1 2
, P2: Minimize P(x,r ) = f - v § tn g, + 3 h (3.3.5)
Tk Kfed 1 T g1 d

wvhere P(x, rk) is the penalized objective function, T, is a monotonically
decreasing sequence tending to zero, and x is an n-dimensional vector re-
presenting the design variables to be optimally selected. In the power
s converter design optimization, the components of x are values of R, L, C,
and the design details for magnetics such as core cross-section area, mean
magnetic path length, wire size, number of turns on magnetic winding, etc.
y represants the vector of constants related to component characteristics
such us winding and core densities, transistor and diocde switching times,

the intended maximum operating flux density of given magnetics, atc.

z represents the vector of performance requirements to be met by

optimum design such as the maximum output ripple, EMI requirement, out-
put power, input filter peaking limit, etc. €(x,y) represents the
. objective function(such as the total converter weight) to be minimized.

The basic idea of SUMT is to solve a sequence of unconstraipned
problems like P2 whose solution approaches the solution of Pl. Considerable
computational difficulties have been experienced with the SUMT algorithm.

The most serious handicaps are summarized below. The contours of P(x.rk)
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correspond to increasingly steep sided valleys as the controlling parameter
decreases, and the Hessian of the function becomes progressivaly more ill-
conditioned as n+o0 and the optimum solution x* 1s approached. As a
result, the search directions may become misleading. The rate of conver-
gence depends on the initial value of o and the method of reducing LI
Finally, most of the information about the topology of f(x,y) and P(x.rk) is
discarded from one stage to the next even if some type of extrapolation is
incorporated in the algorithm. The attempts to overcome these computational
difficulties have resulted in several modifications of SUMT. The ALAG
penalty function technique resulted from such efforts to improve the compu-
tational method. It has gained reccgnition as one of the most effective
methods for solving constrained optimization problems. The algorithm based
un this method converges at a superiinear rate; the computational

effort per iteration falls off rapidly; the initial starting point need

not be feasible; and the transformation function is defined for all values

of the parameters.

3.3.3 ALAG Penalty Function Technique.
The Augmented Lagrangian Penalty Function for Pl is obtained by
combining the Powell-Hestenes [12,13] penalty function and the Rockefellar

penalty function [14] as in P3 in the equation below.

P3: Minimize ¢(x,A,0) °

q
1 2
where Y(x,%,0) = f(x,y) - };llkjhj -3 ojhj]
P A )2 AZ
1 i i
+3 %181 " 5. | “ 5 3.
2 121 1[ 1 01]_ o, (3.3.6)

Ai Xi
where |g, -5 " min[(g1 - 5*). 0], o, = A6 VY
- i ‘

P P
Ao B9, 0,e B9, ogc E,Yve
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( The Gin and oi'u are controlling parameters, whersas the SUMT algoritham fi
has only one controlling parameter .. The parameter g is changed only 1
when the rate of convergence is not satisfactory and ¢ is changed in ‘
, every iteration to enforce constraint satisfaction. The important |
} feature of this approach is that 1/04, which corresponds to the controlling
'. * parameter rkin SUMT, is not required to tend to zero for convergence
of the algorithm. In the penalty function y defined above, the term xilci
represents a penalizing threshold for the ith inequality constraint.

Increasing oy to enforce faster convergence reduces the penalty threshold

level and leads to closer constraint satisfaction. When the inequality

;' constraint 8y > 0, then ) 1 (or 91) is relaxed to zero; otherwise, it ig

changed to make the corresponding constraint active at the current solution x.

3.3.4 Comparison Between SUMT and ALAG
The SUMT package was utilized in the initial phase of this design 3
optimization. Consilderable effort was spent in computer coding and im-
’ pPlementation of the SUMT package. Although optimum solutions
were reached, the results were less satisfactory and were sensitive to

initial guesses. Therafore another software packoge, ALAG, requiring only

slight modification of the original SUMT Code, was adopted to explore an

| alternative means of design optimization. The trials on the ALAG algorithm

: were quite successful. The two algorithms are compared briefly below [15], i
(1) Since SUMT requires first and second crdar derivatives for the

. constraints and the objective function, many hours of data praparation

are needed. The ALAG algorithm needs only the first derivatives.
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(2)  The initial starting point in SUMT should be strictly feasible

with respect to the inequality constraints in order to get proper conver-

gence. The ALAG algorithm does not require the starting point to be feasible.

(3) SUMT requires about ten times more computer storage and CPU

time than the ALAG algorithm,

(4) ALAG converges much more readily than SUMI.

(5) Computational comparisons between SUMT and ALAG were obtained

using Buck converter as an example [15). The comparisons are shown in Table3d.3-I,

Table 3.3-1 COMPARISONS BETWEEN SUMT AND ALAG
USING BUCK CONVERTER DESIGN OPTIMIZATION PROGRAM

SUMT ALAG

COMPILING TIME (USER PROGRAM

(SECOND) 4,61 ONLY) 6.54 ENTIRE PROGRAM
EXECUTION TIME 197 6.34

TOTAL TIME 201 + ? 13

INPUT CARDS 2719 1299

KILOBYTE SECONDS 165216 10652

TOTAL RUN CHARGES $16.65 $4.29

Since the ALAG was found generally superior to SUMI in- several

aspects, it was adopted to implement the computer-aided design

optimization for the remainder of the study.
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3.4 IMPLEMENTATION OF COMPUTER CODE AND USER'S GUIDE

The nonlinear programming package ALAG is designed with the user
convenience in mind. There is one main program and nine subroutines in

the whole package. A list of computer programs is given in the Appendix F.

The nine subroutines are:

ALAGA

ALAGZ

QNTA

MUDA

MUDB

MUDE

BQMA

BQMB

ALAGB + User's supplied

subroutine
All subroutines except ALAGB are supplied in the ALAG package.

The user also needs to supply the main program including the objective

function, constraints and their derivatives. The flow-chart of general

optimization sequence using a wmultiplier algorithm is shown in Figure
3.4.1,

3.4.1 User Supplied Main Program and Parameters
The main program basically supplies the controlling parameters,
the input data @uch as design constants, performance requirement, initial

starting point), variable and constraint scaling factors, and the out-

put information with print-out format. Detailed descriptions of the
main program and the subroutine ALAGB are given in this chapter and

Appendix E. Both of these programs may serve as a limited user's

application guideline.
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Initialize algorithm
k=0

¥

Calculate search

direction rk

K=Kk +1

Cunvergence or
Stopping conditions

sotlsfiég///f

Output
termination
status

Gt

—

Find xk+l:

Lox*hy = min LoxK + ork)

{

Calculate seorcE ?olnt
status at x&*

Output search point
status (subject to
satisfying conditions)

Conditions fo
pdating multipliers
and penclty weight
satisfied

Update multipliers
and penalty weights

Figure 3,4.1 General Minimization Sequence Using a

Multiplier Algorithm
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The user supplied controlling parameters are explained in the

following:

Controlling Parameters

N
M
K

EPS

AKMIN

MAXFN

IPR1

IPR2

. MODE

¢ DFN

The

:

..

An integer set to the number of variables, K » 2,

An interger set to the total number of constraints, M » 1,

An integer set to the total number of equality constraints.

A real array of N elements used in variable convergence criterion.
EPS(I) should be set such that EPS(I)/X(I) = AFMIN, where X(I)

is a real array of N elements in which the initial estimate

of the solution 1is set,

A real number in which the relative error tolerance required in
the constraint residuals must be set.

An integer in which the maximum number of calls of ALAGB (users'
supplied subroutine) on au) unconstrained minimization must be set.
An integer controlling the frequency of printing for ALAGA
subroutina, IPRl is usually set to 1 for printing, if IPRl = 0,
then no printing.

IPR2 = MAXFN + IPR1l, an integer controlling the frequency of
printing from QNTA, the minimization routine.

An integer giving the amount of storage available in COMMON
statement.

An integer controiling the mode of operation of ALAGA. A normal
setting is that MODE = ],

DFN is set to zero.

important controlling parameters the user needs to change for

different programs are N, M, K, EPS, AKMIN, MAXFN.
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3.4.2 User Supplied Subroutine ALAGB,

ALAGB 1is the only user supplied subroutine. This subroutine gives
the information about constraint equations and their first order deri-
vatives. The following steps are used to prepare the computer code

for this subroutine:

Step 1
Define array variables x(1) to x(N), were N is to the number of the design

unknowns.
Step 2
Manipulate the constraint equations such that they are simplified as much

as possible.

Step 3

Examine the constraints obtained in Step 2, and assign a name to

(. ™on constant terms in order to further ;1;p11fy the constraint
equations. Step 2 and 3 will save computer data preparation time.

Step 4

Now transform all the constraint equations in terms of the array variables
X(1) to X(N) and the constant name created in 5tep 3. The computer pro-
gram layout is such that the inequality constraints come after the equality
constraints. The conastraints are designated from C(l) to C(M), where M

is the total number of equality ond inequality constraints.

Step 5

Take fi'st derivatives of the objective function and the constraints with
respect to their corresponding variables. For example, assume constraint
({1) contains one variable X(j), then the derivative will be designated as

GC(j,1). For the objective function, the derivative will be designated

as G(j), where § is one of the variables contained in the objective function.
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Step 6

The computer c¢ude for the subivutine ALAGB will have the following layout:

COMMON STATEMENT

EQUATE X4 = X(1) (This enablas the users to use X{ instead

of X(1))
OBJECTIVE FUNCTION F
CONSTRAINT EQUATION C(1)

DERIVATIVES OF OBJECTIVE FUNCTION G(J)
DERIVATIVES OF ALL THE CONSTRAINTS GC(j,1)

RETURN
END

The user is referred to Appendix B for more programming details.

Example

Consider the EMI constraf-t:

c
c

L,C
. S 1 2°4 3 1 4
C(13) = Y -[;—-—-L C ) (2nF L1C3) D" —-(ZIFJEIC:’)

%

Ey ot "(Eo'Ei)
2 "TTE

n“L.F 1
5

c.)0:5

k]
D = R.|—=
3 L1

where A =

Step 1: Assign variable name:
x7 - L
x9 =C
xlo- c
xlS- R
X

PE1"

W & W -

20"
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Step 2: Manipulate the equation:

1 - 1 _ 1
ca3) =7 g, T(Ey-Ey) 2 2. [2L
“aooe) 7, S TR 4n’F %H['pﬁi’ ’:’
5

Step 3: Assign constant name:

) 1
let XM26 = T(E—E.)
/1 452 & g4q —2 1
Y 2000 n2F E,
XM27 = 4nlF?
2nF
XM28 = PEI
Step 4: Constraint equation:
Now C(13) becomes
X
7
-1+ (xmzs)(xM27)x7xlox20 (XM28 RIS -1) 2 0.
Step 5: Take first derivatives
X;%10%20
GC(7,13) = ..0(XM26) (XM27) (XM28) <
15
-(xm26)(xr427)xmx20
. X
GC(10,13) = (XM26) (XM27) X.X.. (XM28—L - 1)
7420 X s
| : x3"10"20
GC(15,13) = —(xnzs)(xuz7)(xuza)-"--—7
X
15
X
GC(20,13) = (XM26) (XM27)X.X,A(XM28 — -~ 1)
7710 Xi5

STEP 6: = Set up computer code for subroutine.ALAGB. '
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3.4,3 Initial Starting Point and Scaling Technique

3,4,3.1 Selection of initial starting point

For a complicated nonlinear optimization problem with 20 or ‘
more varinbles, proper selection of the initial starting point plays
an important role in the speed of convergence and accuracy of the

solution. As a general guideline, the initial starting point should

o seaeri e e

be selected such that the value of each equality constraint is as

small as possible. This point must also satisfy the inequality

¥

¢

?
constraints in order to stay in the feasible region. A properly 2'
selected initial starting point will speed up the rate of convergence.

The time and effort spent to choose a good initial point prior to

running the program is well worth the result. For a practical

problem, choice of a good initial starting point can usually le

e G oag TS

based on the designer's past experience, or on some simplified

design guidelines and equations. 1

3.4.3.2 Variable scaling technique and convergence

In a switching power converter design, the values of the design
variables are scattered over a wide wvange. The capacitance may be 1
in the order of 10-6’ for example, and the switching frequency in the :
order of 105. This wide scattering of values is one of the primary ‘j

caugses of convergence difficulty. Therefore,a variable scaling technique

is provided in the computer program to scale all the variables between |

values of 1 and 10. For example: {1f X, - O.leo_b and X, = 0.8x103.
|

then one can use VSCAL (1) = 10 7, VSCAL (2) - 102. 80 that:

X X
1 2 .
vscaL (0 " 20 VseaL @ 8.0,

where VSCAL (1), VSCAL (2) are scale factors for the respective variables. H

i
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For rzasonably acceptable accuracy, the tolerance for variable

6 to 10-7. For the program

convergence (EPS) is set around EPS = 10
to exist from the iterative computation through the variable

convergence criterion, it must satisfy the following requirement:

[, (K) (k-1)

max | X, - X, < EPS

This requirement states that the largest difference between two values
of any variable from consecutive iterations must be less than the tolerance
required. It should also be mentioned that the progrem can exist via a

constraint convergence criterion.

3.4.3.3 Constraint scaling technique and convergence

It 18 very unlikely that the initial starting point can satisfy
all the constraints to the extent that each equality constraint
residual is smaller than the constraint tolerance and each inequality
constraint is also satisfied. 1f the starting poing did satisify all
the constraints, then, of course, the problem would already be solved.
In reality, the constraint values based as the initial guess can
vary over a wide range. Since conditions where certain constraint values
may be 8o large that the effects of other constraints are obscured
should be avoided, it is desirable to scale each constraint by such
a factor that the effect of violating any given constraint is of the
same order of magnitude as the effect of violating any other
constraint. Unfortunately there are no universal guidelines for
selecting the constraint scaling parazmerters. It has been
observed that faster convergence can be achieved by the proper
selection of these parameters; however, improper use of

constraint scaling can cause divergence problems. Experience shows
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that by scaling the constraint values in a range between 102 and 10'2.

3

and setting the constraint tolerance nround,lo- , the program can achieve

a faster rate of convergence.
For an acceptable accuracy, the constraint tolerance AKMIN is set
around 10—3 to 10-6 using the scaling technique. Whenever the maximum

(k) is less than AKMIN, program

scaled constraint violation AKK
convergence is reached. This stopping criteria can be put in a more

concise way in the following.

ci(k) : Constraint value for ith constraint in iteration k
SC1 ¢ Scale factor for the ith constraint
wwfk) : Scaled constraint violation for ith constraint in iteration k

(k)
c
That 1s W, ) . JL_.J_

1 “sC

i
k
AKK( ) : Largest scaled constraint violation in iteration k, that is,
AR max {wwik))
i

Whenever AKK (k) € AKMIN, the convergence is reached and computation
is terminated.

The program sometimes can also be run without using the constraint
scaling technique. Experience shows, however, that by using the con-

straint scaling technique the program can be brought under better control,

3.4.4 Stopping Criteria for Computation
For normal exit, there are constraint convergence criterion and variable con-
vergence criterion as mentioned in the previous subsections. In most

cases, constiraint convergence is deemed more desirable. The accuracy of
the result however depends on how to choose the constraint tolerance and

variable tolerance. In some circumstances, the solution via variable
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convergence criterion is sufficlently accurate to be acceptable. Infinite
5 looping and abnormal exit are also possible as shown in the flowchart

i in Fig. 3.4.2.

r Discussion of flowchart

} | EXIT 1

' This exit means the objective function has been evaluated a number
of times equal to the user's supplied paramteter MAXFN. The solutions
from this exit are in most cases not accurate, The user may lucrease

MAXFN to get proper convergence and more accurate solutions.

EXIT 2
This exit means the largest scaled conatraint violation is less than

the constraint tolerance. The solution from this exit is deemed most

S W e

desirable.
EXIT 3

The exit means *the largest difference of variables between consecutive
{teration is less than the variable tolerance. Depending on the exit
condition, the solution from this exit is often acceptable.
LOOP 4

In this red tape loop, the program is never converged. The user
must set execution time limit or printing page limit in case endless

| loop occurs.

3.4.5 Checklist for Computer Printout

The following checklist is provided for the user to assure the final

solution is accurate and acceptabl: .
(1) Check if the soluiion C is in the feasible region, that is, if the

inequality constraint residuals are all greater than zero.
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(, . (2) Check the accuracy of the solution obtained. That is:
check 1f largest scaled constraint violation is less than AKMIN.
(3) Check 1if MAXFN 18 REACHED, if the exit is normal or abnormal.

(4) Check 1f the solution X is reasonable using common sense and

previous experience.

I1f the solution obtiined is not accurate enough then one can follow

the flowchart as shown in Fig. 3.4.3, by changing the starting point (using

. the final result of the previous run) or readjusting the scaling factors

and rerun the program.
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SUBROUTINE
ALAGA

where
MAIN = main program

ALAGA = subroutine that monagaes the stopping alaorithm

Figure 3.4.2 Flowchart of Computation Stopping Algorithm

MAIN
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g CHECK MAIN
:» AND ALAGB
g STARTING POINT ¢

. PARAMETER

}x VARIABLE
) SCALING

CONSTRAINT
X SCALING

|
| v
i

SET TIME AND INCREASE
5 PAGE LIMIT e | MAXFN

; RUN _PROGRAM
| W

: INTERPRET

j RESULT
N

MAXFN .
INCREASED~ YES

RESULT
ACCEPTABL

YES

NO

NO

PERTURB
STARTING
POINT

NO

o v {{j,‘”l"v gt:‘

Figure 3.4,3 Flowchart of :ffective Programming Approach
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3.5 OPTIMIZATION RESULTS OF BOOST CONVERTER

" The transistor switching frequency is a critical parameter in the

minimum weight design of switching power converter. In the course of
v optimization the frequency is held constant for a computer run and a
= sufficient number of runs are collected carrying the frequency over a certain
\ range of interest. Several distinct advantages can be obtained in this
approach:

(1) By treating the frequency as a constant in each computer run, the

nonlinear optimization problem is simpler and reaches convergence easily.

(2) Important design insights can be obtained when the weight and
loss are plotted against frequency. Instead of identifying a single
optimum switching frequency and a minimum weight design as in our earlier

optimization attempt [8], the curve presented here provides a range

- T W

of frequencies in which the system weight is minimized in all practical
sense. The curve will also provide information regarding sensitivity of
the converter weight as a function of the switching frequency.

' (3) The trade-offs between weight and loss as a function of switching

frequency can be evaluated readily. This information can be used as a design
guideline for the weight/efficiency optimization.
By treating the switching frequency as a constant in the optimization

process, a set of design data as a function of switching frequency is obtained

by varying the frequency between 20KHz to 120KHz in a 10KHz step. The design !

parameters specified in Section 3,2 are employed to make these computer runs.
. Detailed design results including the detailed loss and weight breakdowns of
varicus components are collected and tabulated in Table 3.5-I. The minizum

weight converter design data including the details of magnetic design

for each chosen frequency are shown in each column. This helps in the i

o aia, t ariite
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Al
[ 1
ACL
33

Ll

20K 308 wK s0x o0 ™ 0K 90K 100K 1ok 1208
0.469m10°% 0.4300107% 0.436m10°% 0.330x20 0.439m10"% 0.279:10"% 0,229m10"% 0.236m10"% 0.208m107* 0.275m107% 0. 17410
90.307 19343 79.008  69.350  27.48L 26,907 27,100 19.76) 22,930  21.798  22.MM
0.384m10™ 0.322x10™ 0.319m30™ 0.243:10™ 0.219210™ 0.836m1077 0.703:10"7 0.606810"7 0.634m10"7 0.336u2077 0.538m10"7
0.609m30"% 0,349m10™% 0. %7u10%% 0.2090107% 0. 16910 0.137107% 0.229m107! 0.101m107 0.122:10" 0.208010°% 0. 204m1070
0.697210" 0.676x10™% 0.478x20"% 0.708m107% 0.643010"} 0.6c6x30™" 0.680x107" 0,650m10°! 0.6720107F 0.73° 20"} 0.720m0"}

0.665x10° 0.337x10°% 0.523:110™* 0.376m10™ 0.189207* 0.113x10™* 0.931x10"% 0.673:107% 0672010 0.366m10"% 0.562:30"°

1]
AC2
H

o

0.306m10™ 0.250830"° 0.267w10°° 0.186810"° 0.306x10"> 0.267w10"° 0,203u10"> 0.133m10"> 0.227x10? 0.103a10°% 0.102m10"?
.20 46002 5.208 10,119 10,216 11.384  12.200 1293  12.043
0.369x10™ 0.3915107% 0.349520™® 0.270m0™ 0.233%107® 0.202130™® 0.932:10°7 0.726010"7 0.709x20" 0.642:10°7 064300’
0.2941078 0.276m10°% 0.273x20"% 0.200m10”% 0.1208307% 0.200x207% 0.100u10"} 0.870n10"2 0.870x10"? 0.82910°? 08292302
0.300x20"% 0.274m10°} 0.274u10"% 0.20610°" 0.101x10°} 0.204x10"? 0.200m10} 0.243020" 0.236m10"% 0.267m20"} 0.2¢7m107
0.222110™* 0.176x20" 0.174x10"* 0.123:10"* 0.631m10"% 0.373a30°% 0. 310m107

4.46) 46,648

0.226m107% 0.224m10" 0.200m20" 0.107u10"?

NS
ACS
1]
L)
LS

0.178x10°7 0.127x10w4 0,108x10™° 0,902x10™° 0.886x205 0,643x10"° 0,592:10™°

¥%.3n n.sn 3,694 38.77% 8.1 43.200 43,001 74,053

i

70.319 76.611
Y

7.3
0.291x10"" 0.208m0°"
0.161x10" 0.154x20"" 0.2¢1m30"} 0.139m10"}
0.178  0.510 0.309 0.62¢ 0.626

7 7

0.398x20™* 0.329x107® 0.295:107® 0.239x10™® 0.101x107® 0.912:10"7 0.826m10™" 0.396x10"7 0. 3¢7x10"

1 1

0.265:0™% 0.199x10™! 0.194x10"! 0.2085x10"
1

0.340x10"% 0.309m0°} 0.202:m0°

0.677x10") 0.331x20™} 0.304x107! 0.5¢1x10"% 0.1383  0.1648

0.255x10™% 0,273x10™" 0.229x10™% 0.220x10™ 0.245x10™° 0.,246x10" 0.239x107° 0.320x10" 0,317x10™% 0.264x20"° 0.239x10™*

0.433x10"3 0440820 0.331x10"7 0, 328x10"

(%]

3]

Cé
cé
]

0.133x10"° 0.322x40"° 0.318x10"° 0.201x10"> 0.200m10"° 0,200x10"° 0,200x10"° 0,200xi0™° 0.199x10=% 0,208:10°5 0,200x10"°
1

L)
)

0.162x107% 0.162x107% 0.162:10™! 0.324u2072 0.524x107% 0.524x107% 0.324:10"2 0.523x10"% 0.523x10°2 0.322x107?
s s s s

0.163x10"

0.996x10"% 0.103x10"% 0.100m10"*
0.760x10" 0.678x10™* 0.395x20™ 0.511x20™" 0.468x10™° 0,442x107 0.390a107¢ 0.376x10™ 0.309x10™* 0. 378x30™"

9,936 0.4990 _ _0.A92% ___ 0.AN2L

0.633x10"% 0.161x10™% 0.139m10™% 0.1010007% 0.100w10™® 0.100x20™% 0.100x107% 0.100x10”

0.109x10"

0.9397  0.9465  0,9467  0.9462 __ 0.9389 _ 0.9383 0818

L
[ 44

PCAP 1.30%10"

MAG 2.3232 1.7262 1.6362 1.5969

rn

0.30883 0,44627 0.510¢ 0.5729 0.6319 0.6945 0.7581 0.3362 0.9056 ¢.991¢

1.9918 2.020

1.0570

2.03%4
0.277x107% 0.310x107% 0.333x107} 0.479:107% 0.528m107} 0.338x107F 0.336x10"2

1.7082 1,7728 1.7776
l

1.7904 1.826) 1.84%7 1.8642 1,903%

0.173x107} 0,198x107% 0.226m107%

2.00648 2,2546 2.3244 5.009

4.9780

5.4482 6.2944 6.2469

4.4928 1,9589 3.9442 3.9829 9,050

4.5689 6.82%9 7.8568 A 3978 9. JA00

LH]
WH
wl
W

We

WMAG 0.182x10°

wT

2.4180 2.401) 2.4007 2.4020 2,46204 2.4294 2.434) 2.5278 2.5454 1.3766

0.6078

2.57118

0.2917 0.25Nn 0.2361 0.2386 0.2934 0.1 0.3232 0.5101 0.349) 0.6101

0.799:10" 0.573:10"? 0.334x10"?
0.136x1072 0.108x10°2 092510 0.603m20" 0.334x10" 0.443x10"? 0. 434530}

1 2 )

0.691x10°% 0.479510"7 0.400m107% 0.302x20"
1 2

0.269:30"% 0. 14811072 0.120m10°2 0.843x10"

0.836x1072 0.737x107% 0.528n10"

0.113x40"

1 0.730x20"2 0.581x20"2 0.519w10"2 0.089x10°3 0.470x20° 0 432:10°? 0.422520"2 0.436x10"2 0. 624m00"2

i 2 H 2 2

0.179x107% 0,798x20"

Voo™t 0.117x1070 0.8:0m0°2 0.385x107% 0.256x20"

0.135x10"2 0.102x10"2 0.909m10"?
3.0637  2.0962  3.1898

0.217x10°° 0,145x10"

2.7465 2,6794 2.6759 2.6747 2.7269 2.7302 2.7644

.19

Table 3.5-I Boost Converter Optimization Results
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L assessment of the optimum component design as a function of switching

; frequency. The designations utilized in the loss and weight breakdowns

; 4re shown below.
; PQ = Total power dissipation in the transistor
; PD = Power dissipation in the diode

' PCAP = Power dissipation in the output filter capacitor
PMAG = Total magnetic loss (core loss + winding loss)
PT = Total loss

|

i ws = Source weight

, WH = Packaging Weight

i Wl = Magnetic core weight

L Wwe = (Capacitor weight |
| WW = Winding (copper conductor) weight

WHAG = WW + WI ¥
WT = Total weight
In order to gain more design insights, the total-weight/total-loss

- T T e

| and the component weights/loss breakdowns are plotted against the switching

frequency in Fig. 3,5.1 and Pig. 3.5.2, respectively., Summarized in the

! following are several important observations from the table and curves.

(1) The curve of total weight versus frequency cxhibits U-shape

i

» i
E characteristics. The. converter weight is heavier at both low i
frequency end and high frequency end. i

) (2) The total weight of the converter reaches its minimum value in :
the frequency range from 30KHz to SOKHz. ! :

(3) The U-shape curve is also observed by plotting the total 1loss

L characteristics against frequency. The rapid decrease of the

total loss at lower switching frequencies is caused by the

reduction of winding losses of the magnetics, meanwhile the increasing

total loss a: higher frequencies is caused by the higher avitching §
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losses and much rapidly increasing magnetic losses. As a result of the
increase of total loss at high frequencics, the source weight and packaging

weight also iacrease rapidly, The weight reduction due to the decreasing

magnetic component weight as frequency increasesis less pronounced than
the increase of packaging and source weight. Therefore a U-shape curve
of cotal weight vs. frequency is formed. The U-shaped curve implies that

there exists an optimal switching frequency.
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3.6 DESIGN OPTIMIZATION OF BUCK-BOOST CONVERTER

The Buck-Boost switching power converter is chosen as a second example.

The same procedure used for the design of Boost converter is now applied ;J
to Buck-Boost. The clrcuit schemstic and problem formulation are stated ;ﬁ
in the following. The input-output relationship and derivations of the .

constraints are given in Appendix F. The results of design optimization

are demonstrated in Section 3.7.

3.6.1 Circuit Schematic, Design Variables, and Waveforms

The circuit parameters and design unknowns are shown in Fig. 3.6.1.

There are 24 unknown varisbles including the details of magnetic design.
This circuit contains a two-stage input-filter, a two-winding energy
storage inductor, a power transistor, a diode and an output filter. When
the transistor is turned on, the energy from the source is stored in the
. two-winding energy storage inductor; the output filter capacitor C

5
supplies power to the load. When the transistor is switched off, the energy

' previously stc ed in the inductor is dumped out to the load where it also
replenishes the output-filter-capacitor energy.

The operating waveforms are shown in Fig. 3.6.2. These waveforms are

used in derivations of design constraints such as the output ripple factor,

; and EMI constraint, etc. The notations marked on the waveform are defined

as follows:

2d = peak-peak ripple current through transistor Q

I Ion average input current from source E

b 1T , i

} Io = output DC current |
n = primary-to-secondary turns ratio of energy storage inductor, :

(= 1 in the design example presented in Section 3.7).
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Desfon Unknowns: 24 variables
Rl' R2, RD . DC winding resistance of {nductor and

|
‘ ) I'n
|

f transformer

; Rz : Input filter resistor

j Ly Ly : Input filter inductor

| L : Primary inductance of two winding
{nductor

C3, Ly C5 + Filter capacitor |
Al' Az, Ap : Cross section area of inductor or :

T T P T e

| transformer

| Z), 2, T, : Mean magnetic path length

; ' Ny, No, Np :  Number of turns of the winding 3
Acys Aco. Acp: Winding area per turn g
F . Switching frequency %

] eff . Jverall efficiency

Ficure 3.6,1 Clrcuit Schemotlc'ond Desiaon Variables of
Buck-Boost Converter

-135-

i T PV ot etk B e e ke i i s N e 2 i e e i e A K i




)
b
|
|
,
»
; |
i
> i

L 's*ip \LJ\L—'\‘ J
| | 0

Ficure 3.6,2 Operating Waveforms of Buck-Boost Converter 3
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Objective Function and Constraints

for Buck-Boost.

3.6.2.1 Objective function: total weight

Core Weight WI = DI(Alz1 + Azzz + Apzp)

where AZ = Core volume

Winding weight WIW = 4F D, (A VA, + ACZNZJK"

a1y 2
+ 2A, N VA)
Crp p
where QFCJKI = mean length per turn of the winding

Capacitor weight = , .C. + D, ,C + DKSC

K373 K4 ~4 5

Po Po
Source weight = WS = E??*K;’ where YT input power
PO (l-eff)
Heat sink weight WH = Efqu:——q

P
where ;?% - PO = total power loss

Objective function = WI + WIW + WC + WS + WH
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The notations used previously for the Boost converter are adopted here

(3.6.1)




)
;
]
?

3.6.2.2 Constraints

Loss constraint J(1) = O

1 -
C(1) = Py(ggp - 1) - PIF - PQ - PD - POF

PIF = Input filter copper loss

\
2
o

fF E; (R; +Ry)

PQ = Transistor saturation loss + Base drive loss

+ transistor turn on loss + transistor turn off loss

PoVsr . 0+1 PyVygy

eff EI eff EI

. 1‘R* EO + VD fE 42V PO Eo + nEI
6 n 1 ST]teff E E
1 0
) EIEO
ZLP(EO + nEI)F
TSFY EO + VD fE 42V PO EO + nEI
6 n 1 ST||eff E E
1 0
E.E
+ 170

2LP(E0 + nEI)F
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PD = Diode conduction loss + Turn on loss
i + Turn off loss
P.V (nEI + Eo) PO(BO + nll) zizo

| ..0D . _
eff Ea 12 eff nEIEO Zan(Bo + nEI)P

X . (nE; + Eg) (Tgp + 3Tgp)F [;o(no + nE;)
} 12 l:ff nE;E,

EEo
- 2nLp(E, + nE)F (3.6.4)

2 2.2 1
E, [PO(EO + nE)) . E; Ey ]

l
i »
POF = Two-winding inductor T copper and core losses
u
‘ .
(Ey + nE;) l eff EE, 12L$(Eo + "EI)ZFZ P |

)

I

' nEI EI Eo
|

+
4> Eg + nE, 12n2Lp2(E0 + nsl)zvz

| 2. 2
(Eo + nEI) P0 2
+ n R
22, 2, 2 P
5 %o

eff

. ErEy
(Eo + nEI)Np

(80 zp¢?3<o.oozz) (3.6.5)

. PCAP = Output filter capacitor ESR loss

2 - 22 Q

| EO + nEI EO 5 EO + nE1 12n2L 2(8 + nE )2F2 |

] - p 0 1 ‘a

| o [ Eo? nEDP, Py R ;
| nE_E e E (3.6.6)

I°0°ff 0
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Parasitic resistance for Ll' Lz. T, C(2) = C(3) =

C(12) = O
C(2) = R A

C(3) = RyAc,

4prcul¢x;

- APFCNZJK;

cQ2) = RAcp = 4pFCN \/'

Input filter peaking constraint C(4) = 0

c(4) = (PED? -

Operating flux density constraint C(5) = C(6) = C(9) = 0

2
R, 2C
L+ 3L 3
1
2 3
G PSS k2 G
Cy L € L) G

C(5) = N\A, -

C(6) = N2A2

9) = N A -
c(9) ™o

- ____;L_
eff E

L%

eff E.B

8s1
9
8s2

L, IPO(EO + nEI) E.E

170

ssp[iff EIEO
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2Lp(E + nE )F

(3.6.7)

(3.6.8)

(3.6.9)

(3.6.10)

(3.6.11)

(3.6.12)

(3.6.13)
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Window area constraint C(7) = C(8) = C(10) = 0

!, 3
NAg 0.5 2, JKI
L "Wt
W n
( 10.5
NoAe» z, VA,
c(8) = |5 -t L
n 2
L W)
2N A. 0.5 2z VA
cao |52 - g T
W

Output ripple factor constraint C(l1)= 0

PO(Eo + nEI) E
2

eff EIEO n

Po

1 Rs
2Lp(Eo + nEI)nF

c(ll) = VR -

+

Frequency dependent source EMI constraint C(13) 20

r-
L,C
C(13) = — S L_ . cha (ZnFVI.lC3)3 %
JIi+ F )2 V;Z + 82 173
2000
C, 2|1
- == 12nFVL,C
173
3 —
where A ZPO(EO + nEI) oin "EO
neff EIEO Eo + nE.I
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(3.6.16)

(3.6.17)

(3.6.18)




)
}
X B nE
E.E TE o0 e
. B = 1°0 cop —Q {%_ I
» an(Eo + nEl)F Eo + nBl __n 0
' i Eo + nE1
' D- R _c-_a- 0-5
i 3 L1
I
i Other inequality constraint C(14), C(15), C(16), C(17) 2 O
} C(14) = 0.97 - eff 20
: C(lS)'RT-Rl-Rz>O
j C(16) = €, - 1.0 x 10095 0
‘ C(17) = C, - 1.0 x 107° 30
i
)
l
)
L
s
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3.7: OPTIMIZATION RESULTS OF BUCK~BOOST CONVERTER

By treating the switching frequency as a constant in each optimiza-

tion run, a set of converter parameter data is obrained.

This set of parameter data represents the optimum converter design

for the specified switching frequency. A sufficient number of runs
are executed by varing the irequency between 20 KHz to 120 KHz in a

10 kHz step. Detailed optimization results, following the afore-
described design process are collected and tabulated in Table 3,7-I.
To facilitate comparison of optimal converter designs between the
boost converter and the buck/boost converter, the same input-output
requirements, design constants, and converter performance specifi-
cations are used. (Reference to Section 3.2 for detailed information,)
The turn-ration = NP/NS = 1. The designations employed in Table 3.7.1
are the same as those in Table 3.5-1. To provide more design insights,
the weight and loss breakdowns are plotted against the switching

frequency in Fig. 3.7.1 and Fig. 3.7.2, respectively.

The difference between converter optimization results for the boost

converter and buck/boost converters are summarized as follows:

(1) The Buck-Boost converter is heavier than the Boost converter.

In order to have the mininum weight design the Buck-Boost conver-

ter has to operate at a higher frequency than Boost power converter.

(2) Switching losses of semiconductor devices are higher for the

Buck-Boost converter. This is logical since the switching current
amplitude is considerable higher than that of the boost converter
for the same input and output voltage and .the same power level.

(3) The magnetic component for the buck/boost converter are generally

larger in size and heavier in weight,
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(4) The magnetic losses (PMAG=core loss + winding loss) for the
buck/boost converter are dominated by the winding loss in low
frequencies. The PMAG loss characteristic falls rapidly us the

switching frequency increases. The high magnetic losses in low

frequencies cause severe weight penalty. It is clearly demonstrated
' in Fig. 3.7.1 and 3.7.2 that in order to minimize the converter weight/ *

loss, it is desirable to operate the converter frequency about b

however, the optimal frequency rest about 40KHz ~ 60KHz.

: z
E
i

o

: 80KHz ~ 100KHz. For the minimum weight/loss boost converter design, R
)
|

- T W
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| 208 (113 LUK Sk 60K p111N HOK HIK 1K 120K i
A0 20" 0, 208107 025000078 0,220x107% 0.202610° 0, 174107 0.9 1a10™Y 2 0e2k00™ 0,954u10 0.9 oonim0™® !
NI 0,600 G098 G195 40,892 40,050 45,00/ A1, 340 82,774 YN IR .
ACH 0,56 3x00™" 0,406n107% 0. 398x107® 0, 306x107% 0,330 107 0, 1236007 0. 321%107® 0, 309K 10™® 0, 2Hen10™® 0,272 0.231x10"%
2 006107 0,607x10% 0, 38701070 0. 300x107! 0. 306x0” 0, %m0 0, 3630107 0,399107) 0.319m10°) 0,306, 0.290m10"}
K 0,699x107 0,698x107" 0.093x1072 0.694x10"" 0,702m107" 0,729x107} 0, 706%107! 0.732x207" 0.736x10™) 0.7%¢x 0. 768x10"}
11 0.20m010™) 0,167m107? 0,141x107% 0,123%107% 0,100x10™ 0.103x107? 0,803x107* 0.76310™ 0.712810™* 0.670xi  0.619m107 ]
A2 0.200107" 01064107 0,143x107 0,120%107% 0,125%107% 0.367107% 0.12110™* 0,133x307% 0.103x10"% 0.966x10-> 0.0964x10"> ;
N2 27007 25,535 26,420 26,121 21,543 14.A72  15.9%2 16.099 16,640  16.539 15,377 g
AC2 0.33m10™ 0,452x10™ 0,400x107 0,3708107 0.338%10™ 0,293x107 0,310810"* 0.207m107¢ 0.200x10° 0,274010™ 0,270000°
22 0.955x107) 0,30mx107 0.293x107) 0.279x10"! 0,262x107! 0.248x10°} 0,234x10"} 0,220x107" 0,222x107! 0.2107x10"" 0.202x10"}
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e 92 720m0™ G, 538m107¢ 0,409n10™ 0.4098107* 0,358x107° 0.342810™* 0.268m10™¢ 0.234x107* 0,237x107 0,224x10°* 0,208x10° .
A 0.327x107% 0,248x10™* 0,207%107* 0.180x10™* 0.163810™* 0, 1408107 0,160x107* 01695107 0,146x107° 0,131x10°% 0.886x10"0 ¢
NP 0,95/ 63,842 99,087 35,911 %,317 S0O.082 27,325 21,88) 9,02 10,358 46,22 #
Ak 00720107 0,162x10™ 0 125%10™ 0,115%107® 0.111%107 0.133x10™" 0,179x10™ 0,179x10"® 0. 108x10”® 0.101x107* 0. 1751078
v ezt o, wexio”! 0, 58107t 0,305x107 0 332007 0. 326x107Y 0, 3x107! 0,2070107 0, 307x007Y 0, 209x107 ) 0, 31axt0”! :
ke 0 00 0,294 0,281 ¢.269 0.261 0,182 0 7961077 0,807x10° 7 0,791x10° 0,796x10° 7 0, 384x10") ‘
L 0.960x107% 0,692x107% 0 543x107™% 0,461x107% 0,428x107% 0,320x107% 0. 14Bx107% 0, 136x107 0, 108%10°% 0.172x10"% 0.179x107¢ ;
€3 0.103x107 0,779x10™ 0,621x107° 0.519x107% 0,453x107% 0.309x107% 0,438x10™% 0,353x10™* 0,128x10°% 0 115x10° 0. 774x10"3
K) 1,128 1.106 1,136 1.166 1,173 1,228 1,129 1,130 1 408 0.976 0,931
e 0,162x307° 0.112x107% 0,898x107% 0.760x10" % 0,672x10 0.383x10™% 0.836c10™® 0.788x10"7 0,720x10"° 0.605x10"> 0. 399x10"°
(5 0.148x107% 0.121x107% 0,107x10™% 0,985x10™ 0 907x107% 0.892x107% 0. 1121077 0.101x10°% 0.881x107% 0.R68x10™¢ 0.819x10""
I 0.8208  0,8238  0.,827) 016295  0,8319  0.0567  0.8751  0.8761  0.8783 - 0.8751  0.8691 |
P1.6679 1 omae 1,9036 2 1187 2.3252  2,4926 2,804 2,9771 3,117 3.34)  3.8818 1
PD2,0946  2,1176  2,1389  2,1650 2 1994  2.1445  1,9662  2,0273  2,1182  2.1492  2.223% :
PAP 0.1958 0,227 0,289 0.2637 0,223  0.2761  0.3397 03188 0.2964  0.3016  0.3018 |
PHAG 10,5280 10,9621 10,3432 9.838) 9,389  6,7959  4.8831  4,5803  4,1676 4 1959  4,6609 f
PT 15,2862 14,9736 16,6346 14,3857 14,1471 11,7030 9.9906  9.903%  9.6993  9.991%  10.5377 %
WS 2,7689  2,7589 2 7479 2.7398  2,7320  2.6529 2 5971 2.5943  2.5876  2.5971  2.6149 }
Wi 0.9925  0,9723  0,9%03  0,9%1  0,9186  0,7603  0.6487  0,6431  0.6298  0.6488  0.6863 |
¥ 0,02992  0.02114  0,01678  0,00394  0,0214  0,01138  0.847x10"2 0,793x107% 0.762x10"2 0.691x10"? 0.383x10"? :
W 0.02419  0.01639  0.01275  0.01068  0,911x10™% 0,857x107% 0,790x10"% 0,735x10"% 0,705x1072 0.652x10"2 0.630x10"2
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3.8 CONCLUSIONS AND SUGGESTED FUTURE WORKS

3.8.1 Conclusions

Nonlinear programming techniques have been successfully employed to im-
plement the minimum-weight design of switching powe~ converters. Two different
computational algorithmi - ALAG and SUMT-based on the penalty function method
were compared and their figure of mertis were assessed. For power converter
optimization, the ALAG package wag deemed more effective than its counterpart
the SUMT package, when the computation time, ease of codlng, and rate of
convergence are concerned.

Adopting the ALAG rountine, a cost-effective computer-aided design approach
is presented which provides a minimum-weight converter design down to the details
of component level and concurrently meets all power-circuit performance require-
ments. This computer-aided design approach provides important design insights
which helps to assess the following important design concerns:

(1) The trade-offs between weight and loss as the switching frequency is

increased,

(2) The ontimum converter design down to the detaills of component
levels,

(3) The optimum component designsas a function of the switching frequency
and their relationships to the overall system optimization,

(4) The significance of the U-shape curves representing total-wzight/
total-loss .rsus frequency as observed in the collected sub-
optimization runs. This allows the designer to easily identify the
optimum switching frequency or a range of frequencies over which
the total weight/loss i3 minimum in the partical sense,

(5) Impact of various critical component characteristics, such as mag-

netic losses, switching losses of semiconductor devices, to the over-

all system,

e
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(6) The optimal converter topology for a given application,

Employing the nonlinear-program based optimization technique, the power
converter designer can conceive the overall optimum system design taking
into consideration the powt --circuit relate. performance requirements with
the design objective of either minimizing weight, loss, or any other physical
realizable quantity, It thus sets the stage for a more scientific design

approach instead of subjective brute-force, trial-and-error, piecemeal design.

3.8.2 Suggested Future Works

The investigations of complex converter ovptimization problems using
nonlinear programming techniques have shown marked success. Demonstration
of the buck converter optimization in the previous modeling and analysis
phases sponsored by NASA, the half-bridge cunverter optimization sponsored
by NAVY, together with the boost and buck/boost converter optimization
presented in this report have collectively provided clear evidence that
a large scale converter optimization is feasiblie using NLP techniques;
yet, the dcvelopment of such a tool has not reached the stage of maturity
where it can be widely used. Presently, it takes a person with considerable
insight to the nonlinear programming algorithms, and with sufficient
converter design experience, to make the program converge. It is our
belief, however, that the afore-described NLP techniques could be made
easier and more systematic than they are now. The following tasks are
suggested as means fur improving the NLP techniques to make them a more

universal converter design tool with wide user applicability.
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(1)
(2)
)
4)

(5)
(6)

Systematic way of improving initial starting point.

Means of optimizing variable scalings and constraint scalings.
Means of optimizing convergence stopping criteria,

Improved method of formulating nonlinear constraints to enhance
convergence,

Establish conditions for convergence.

Program cransportability.
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4.0 INVESTIGATION OF CURRENT-INJECTED MULTILOOP CONTROLLED SWITCHING REGULATORS.
4.1 INTRODUCTION
In recent years, vast amounts of interest and research in universities
and industries have been directed tcward development of a multi-]loop, multi-
state control scheme which could be applied to switching regulators. This
collaborated effort has resulted in astonishing improvements of stability
and dynamic performance of switching regulators.
A host of control schemes has emerged many of which employ the principle
of current-injected control [17,18,19,20,21]. These control schemes share,
the common property of transforming a switching converter from a voltage source
into a current source. This control concept has exhibited many desirable
properties such as inherent over-load protection, stable and equal load sharing
when several power converter modules are in parallel, and f{. | system response.
Illustrated in Fig. 4.1.1 is a buck/boost converter employing current-
injected control. The control is implemented by sensing the output voltage vo
of the converter and the instantaneous current ip through the power switch.
The duty cycle signal is terminated when switching current ascends and inter-
sects the threshold voltage v, (dc error signal) determined by subtracting
vo from the reference voltage Ep. Since the switch current wavaform sensed
by the current transformer contains both the dc bias current component, and
the small amplitude ac modulation signal (to be used for additional error
compensation), the control thus provides inherent transistor peak-current
protection (from the dc-current component) and improved dynamic performances

(from the ac modulation signal).
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Presented in this report is the modeling and analysis of the current-
injected control system. The modeling approach employed in the present
paper, a departure from previous efforts [17,20), provides additional
insight to the current-injected control characteristics which failed to
be manifested in the previous modeling and analysis efforts. To facili-
tate comparison between the method presented in this report and the ap-
proach employed in the earlier attempts, a brief review of the earlier work
is provided. The concept of major loop and minor loop was employed in the
previous works [17,20]. By considering the dc-feedback and compensation
network being the major loop, and the ac-(switch current) feedback as being
the minor loop, the minor loop was lumped into the power stage in the
process of modeling. The multi-loop converter was thus reduced to a single
loop system as shown in Fig. 4.1.2. The ac feedback loop which contains
the switching current information is embedded in the '"new" power stage.

The transfer function c¢< the new power stage Go/ég has a surprisingly simple
form (only a single pole and a single zero). The authors feel that while
this modeling approach offers a way to examine certain small signal charac-
teristics of the system, little information is provided regarding the rela-
tive stability of the system (the concept of the gain margin and the phase
margin). Even though the dc lonp can be opened, the ac loop is inherently
closed in the '"new'" power stage model. A true open loop characteristic,
where both the dc and the ac loop are opened, is thus not accessible in

this modeling approach.

The modeling and analysis approach of the multi-loop current injected
control presented in this report eliminates the aforementioned modeling

dilemma. Following an approach similar to that described in the
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1
' author's previous work [22,23,24,25], the small signal medel of the con- . ; 1
’ verter in Fig.4.1d is derived as shown ia Fig, 4.1.3. The small signal !
model has the following features:

(1) The power stage has three inputs and two outputs.

}‘ The three inputs are:

' line disturbance 31 -

’ load disturbance Go 1
' duty cycle disturbance d ‘

! The two outputs are:

j the output voltage 30 ‘
E the switch current ip é

(2) The error processor senses the two modulation signals io and

T -

A

v The transfer function FAC represents the gain of the ac loop

oo

and FDC represents the combined gain of the dc loop and the

.

compensation network.

I P R T ST P s L W TS

(3) The duty cycle modulator is represented by a describing

function FM'

Employing the above described small signal model one can readily examine
the following performance characteristics:
(1) The control-to-output characteristics v o/ v, " FKFDI (a+ F“F ACFDZ)

' where A = S2 + 2LW,S + WZ. (This is the characteristic cexanmined

O T e ST SO P ST ST SR T

in the previous papers [17,20] which exhibits a single-pole and

and single-zero). i

(2) The open dc loop characteristic

Gpr = FuFpcFp1/ (4 + FyF acFp2)- |

(3) The open loop characteristics (open both dc loop and ac loop) i
r 6y = & FuCPpcFpy * Fackp):

The open loop characteristic Gy 1s used to examine the relative
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FI6. 4.1.3 Small Signal Model for the Current-Injected Control
Buck/Boost Regulator
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stability of the systenm.

(4) The audiosusceptibility cheracteristic G, = 30/61

1 1
A" T+6, { 22 Funn @+ Pufacn2) = Foi"factuz }

(5) The output impedance characteristic Z = 30/10
7 e—t— {1 p (A+P.P.F..) = P P F
o "T#G, 1,2 fur2® " ufac’n2’ = "uaz'ac M1 |.

Modeling of the power-stage, error processor, and pulse modulation

is presented in chapters 4.2, 4.3, and 4.4, respectively. Various open

and closed-loop performance characteristics are evaluated in chapters

4.5 and 4.6. Effects of dc-loop and ac-loop gain, and of compensation

networks, are also discussed. Finally, guidelines for selecting control

circuit parameters are provided.
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4.2,0 CURRENT-INJECTED BUCK/BCOST POWER STAGE MODEL

; 4.2.1 Povwer Circuit Description
The function of the dc-dc converter is to process and transfer
1
L electric power from an unregulated input vy to a regulated output Vo'

The output voltage of the two-winding buck-boost converter showm in
! Fig. 4.2.1.1 can be either greater than or less than the input voltage,
i depending on the duty cycle of the switch and the turn ratio of the
i

storage inductor. The magnetically-coupled windings, previded by

the energy-storage inductor, allow input/output iselation and multiple i

outpuis. Proper choice of the inductor's turn ratio alse can alleviate

the difficul*r »f implementing the extreme duty-cycle conditiom due to wide

- T

ranges of input and output voltages.
The energy exchange transpires in the power stage (Fig. 4.2.1.1(a))

in the following fashion. The state of the duty-cycle drive d(t),
] shown in Fig. 4.2.1.1.(b), determines the instantaneous position of

the switch. The high-level of d(t) indicates the conduction, or on-state,
: and the low-level determines the off-time, or off-state, of the power

gwitch. During Ton" voltage approximately equal to vI(t) (neglecting .
; the losses due to the parasitic resistance in the primary winding) is ;
established across Np which causes a current 1p(t) to increase as }
illustrated in Figure 4.2.1.1.(c). Occurring simultanesusly, a voltage
vg(t) is induced across Ns by transformer action, but no conduction
is allowed because of the reverse biased diode. As the off-time, Toff
is initiated, the energy associated with Np is transferred to N8 by an

ampere-turn redistribution. As a result, the current 1p(t) is reduced

-158-




| 1w
| I
| R, |
(a) Vg I $R
| c { 1 LOAD
d(1)--ee |
(1) \s(ov:irr. OFF) !
o ]
POWER STAGE
d(t)“
(b)
o—Th Ty
o —
fp(1){
(c) r”,’,afl
o ["——" - {
‘s (’)‘
: i =
Vo('“ : :
] i
‘e) \/——_—_—:\
! |
: ' -t

FIG. 4,2.1.1 Dc-dc two-winding buck-boost converter
(a) equivalent circuit, (b)-(e) waveforms

-159-

s - g PR s
o e R i Ak




to zero and 1s(c) is forced to a magnitude needed to maintain a con-
tinuous MMF flow through the inductor. The output voltage in Figure
4.2.1.1.(e) is kept nearly constant due to the large capacitive filter
at the output which absorbs the pulsating current is(t) and delivers a

dc current with minimal ripple to the load.

4,2.2 Analytical Impler.: cation

The switched dc-to-dc converter, assumed to be nondissipative,
is nonlinear in nature. The basic dc-to-dc voltage conversion is
achieved by repetitive switching between a number of linear networks
switches and diodes. The number of linear networks in one switching
cycle is determined by the mode of operation of the inductor's magne-
tomotive force, MMF. If the MMF is continuous as shown i. Fig. 4.2.2.1.(a),
the power stage model has two linear networks corresponding to a mode 1
type operation. For a discontinuous inductor MMF operation as shown in
Figure 4.2.2.1.(b) the power stage model is composed of three linear
networks corresponding to a mode 2 type operation.

Each linear circuit model is described by a set of linear state-
space equations. For the current-injected buck-boost power stage the
state variables (independent variables) are customarily the magnetic
flux, @, and the capacitor voltage, Ve The total number of storage

elements determines the order of the system.

4.2.2.1 State Space Averaging Technique
To derive a linear model for the power stage, the averaging tech-

nique 1s used.[27) Employing the mode 1 operation as an example, the
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Fig. 4.2.2.1 Inductor magneto-motive force.
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power stage is modelled by twu intervals of operation, Ton and TFI
’

tespcctiv&ly.
(1) interval Ton (11) 1interval Tn
k= Ax + By X = Ax + B,y (4.2.2.1)
Y= X + ELE Y= Cx ¢ Ezg

The p:incipal of the_averase method is to rerlace the state-space
description of the two linear circuits by a single state-space descrip-
tion which represents the approximate behavior of the system through
one cycle of operation. Taking the averagsz of both intervals and
summing the results yields the following line:r time-varying continuous
system:

A= d(Ax + Bw) +d' (A% + Byu) (4.2.2.2)

= !
y=d(Cx +Eu +d (Cz_:g + E2_|._|_)

on ' Fl
d T d T
P p

where Tp is the period of the switching cycle.

The basic requirement for the average method is that the effective
£4{1ter corner frequency of the switching converter be much lower than the
switching frequency [27].

The linear time-varying equations (4.2,.2.2) can be rewritten in the

following form:

k = Ax + Bu (4.2.2.3)
y=Cx+Eu
where A = dA, + d’A2 (4.2.2.4)
- [ ]
B dBl +d 82

- '
C dCl +d C2

- '
E dEl +d Ez
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4.2.2,2. Perturbation

To study the small-signal behavior, the linear time-varying equations

(4.2.2.3) are perturbed. The introduction of input variations and duty-cycle

variations in turn perturb the output and state vectors. The perturbed

input vectors are:

u=U+u and d=D+d (4.2.2.5)

where U and D are the steady-state values and u and d are small perturbations.

These perturbations in turn lead to follgwing:

X=X+ é_ and y=Y+y

where¢ 7 + Y are the steady-state values and x and y are small parturbations.
with the corresponding perturbations substituted into equation (4.2.2.3) the

basic model becomes:

X=X +BU +AX +Bu+ [(A - AJK+ (B - BUId  (4.2.2.7)
(de term) (line (duty ratio variation)
variation)

+ [(A) - ADx + (B, - B,uld
(nonlinear second order)
Y+y=CK+EU+Cx+Eu+[(C - CX+ (B - E)UId (4.2.2.8)

(dc term) (line (dute ratio variation)
variation)

+ [(C1 - C2)§'+ (El - Ez)gjd
(nonlinear second order)
The perturbed state-space description is nonlinear owing to the presence

al

of the product of time-dependent quantities x and u with d.

4,2,2.3. Linearization

Since the ac variations are very small in magnitude compared to their

steady-state value, the following small-signal approximations can be made:
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u, u 2 1, 72
._].’. ...o.z- < 1: _d. << 1: .—1-’ - < ] == —= << 1 (6.2.2.9)
U’ T, “<iip Px X, Py,

where é - (Jl.ﬁz), V= (Ul,Uz). i - (;1,;5).3’2

Using the approximations (4.2.2.9), the mnonlinear .2cond erder terms in
‘ equations (4.2.2.7) and (4.2.2.8) can be neglected, resulting in a linear
| system. Separating the steady-state (dc) and dynamic (ac) parts of the

linearized system, the final state-space model is acquired.

Steady-state (dc) model:

X = - a"lpy (4.2.2.10)

Y = CX + EU ' (4.2.2.11)

= (£ - ca”lp)y

Linear Dynamic (ac) model:

x + Bu - - J 4.2.2.12
= Ax + Bu + [(A) - A)X + (B B,)Uld ( )

R)lx)o

= Cx + Eu + [(C; - C,)X + (E, - E))U]d (4.2.2.13)

4,2.2.4., Transfer Function Representations

In small-signal analysis, particular input/output relations
(transfer functions) are needed to construct the basic building blocks
, necessary to fully describe the power stage model. To find the input-
to-state variable i and input-to-catput transfer functions, one assumes
the ac duty-ratio variation is zero. The dynamic model dederibed in
’ equations (4.2.2.12) and' (4.2,2.13) can be simplified ;s follows:
= Ax + by

= Cx + Du

P> %>

Taking the Laplace transformation of the previous equations, the

followinp relations are obtained:
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l_;g(-) - :15(0) - A_:::,(-) + B;-_(-)

And
y(8) = ClaL - A} Bu(e) +Du(s)
g = [ClsL - AI™'B + Dlu(s) (2.2.14)
' R . - 4
i Leting x(o) = o, the first equation becomes x(s) = (sl - Af-lngts).

To find the duty cycle-to-state variable X and duty cycle-to-output

transfer functions, one acsumes the ac variation of u is zero. Equations

(4.2.2.12) and (4.2.2.13) yield the following: i
2 R - i
, X = Ax + [(A1 - A2)£ + (B1 - Bz)gjd 2.2.15)

And the resulting duty ratio modulation d to state-variable x and duty

ratio modulatica d to output y transfer functions are:

T T

3:_(5) -1 ‘
1 27 1 2= i
d(s) : |
y(8) -1
] = — = C(SI - A) [(A1 - Az)g + (B1 - BZ)Q) + (4.2.2.18)
d(s)
| l(C1 - Cz)é + (E1 - Ez)yj
)
b
! » ’ These transfer functions will be used as building blocks to construct

the power stage transfer functions to be presented in the following

sections.

4.2.3 Power Stage Analytical Model

The objective of the power stage model is to develop a group of

3

transfer functions that describe the low-frequency behavior of the
switching circuit. The model developed is comprised cf three inputs i

and two outputs. From Fig. 4.2.3.1 the three inputs are the supply
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Fig. 4.2.3.1 Power stage input/output relationship.
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: ( voltage Vi the output current 10. and the duty ratio d. The two outputs

~

7 supplied are the output voltage Vor and the switching current 19.

R The two-winding buck/boost power stage is shown in Figure 4.2.3.2(a). %

. The two linear equivalent circuit models for the continuous MMF case are ;’
{ illustrated in Fig. 4.2.3.2(b) and (¢). The power stage model contains

. an ideal switch and a diode. The storage inductor is a linear core cir-

cumscribed by a primary and a secondary winding with inductances LP and Ls ¢ )

respectively, where LP - (NP/NB)ZLB. Also described by the model is the

winding resistances RP and Rs/ The output filter is represented by a capa-

citance and an equivalent series resistance, ESR. On the output a current

source 10 is employed to represent a disturbance injected to the coanverter P
from the load.

The power stage model 18 composed of two independent variables. The ]

- T

state variables for both linear circuit equivalents are the magnetic flux

¢ of the core shared by the primary and secondary windings NP and Ns. and

‘ -~ &
T A S L DT S T S oy S I TUT I,

the capacitor voltage \ During the interval Ton’ the power stage is des-

j cribed by the following:

L e

. B 2 (6020301)
k= Ax+ By

)

‘ ¢ Vi M
| 'S where, XxX= y B " ' l i

iy ve o b

13
8
K

el g s gt e
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Fig. 4.2.3,2 (8) Two-winding buck/boost
(b) Equivalent circuit model during Tgy

(c) Equivalent circuit model during Topp
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| I
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e ° i L 0
Al b B, »| Wp
' 1
0 i 0 - ._15:___.
. (Rc+RL c WA)C
- r LT q
' 0 nk}- 0 R/ /R,
C, = -
| 1 ) "R D,
) 4 0
i : S
L _ i i
' .
| For the interval Tp, the power stage takes the following form

- LT

where, :
_[RS+RC//RLJ _ R N
YN, I
Ro+R, * TLC R c |
B :
' ™ 1
1 4
0 - R//R, N, :
| BZ -
-
0 RL 1
' R.+ °C
» L ct R |
| |
N . -
i RIR . L [ o Re//Ry
! (4 Ls RC+ RL )
‘ C - D .
| 2 2
0 ) 0 0 o
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Appedix A gives the derivation of the two equivalent linear modelis used

to describe the power stage during Ton and TFl'

4.2.3.1 Average Model.

Continuing the process of characterizing the small-signal model

needed to describe the dynamic, ac behavior of the power stage, the

e vir T

average model 1ig: *
X = Ax + Bu y=Cx+ Eu (4.2.3.3) ;
:_D._R*l -Dp' lw] ' D' (Ro//Ry)
A= Lp Le NeRe
D' R.//R) D D'
RcLgC R+ R)DC ~ RFR)C
B DU (R//R) ]
N, Ns
D =
D(RC//!&) . D (Rc//RL)
0 R.C R.C
b -
D'NS(RC//RL) D(RC//RL) . D'(RC//RL)
C= LS RC RC
DP}_’_ 0 v
L, ;
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0 (D +D") Rc//ltL

s -

where D is the steady-state duty ratio and D' = 1 - D,

To simplify our matrix expressions, assume:

(1) Rg << R so that Rc//RL * R,
Re+ R = Ry
Gy 8
Lp Lg
Also by definition the following conditions are used;
L
A s R
L= =5 (1) & &5
D e 12
D
L R
24 1 8% |"e c
(111) o © = —— g = —4[n+—%
o Lec 2 [RL e ‘p'
A Ton ] A TFl
(ilv) D=—-— and D & — where T  is the switching period,
TP TP P
+ T T
go that D + D' = on Fl P, 1
Tp Tp

Applying these simplifications the average model becomes:

L
- Rs - D Rc -p' D
1.2 N N
L, (@) s B = P
2
Nswo -1 0
D' RLC J
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: T N.R B B .
s C 1 0 R
' L D' ¢
[
C= E=
" DN
i —fP- 0 0 0
’ P

4,2.3.2. Linearized Power Stage Model
A
_ Line voltage variation 6;, duty cycle variatiens g.'nnd output

A . .
currcnt source disturbances io' are now introduced into the circuit such

that
Y - !
v, = VI + vy d=D+d
| (4.2.3.5)
» R -
1 80+1 ' 8p' -4 \
0 o 4
| where Vi is the dc input voltage and D and D' is the steady-state on-time ~£
‘ and off-time duty ratios, Employing the small-signal approximation as
discussed in Section 4.2.2.2.'the second-order nonlinear term may be i
i
neglected and a linear system obtained. }
| 4.2.3.2.(a) Steady-state (dc) model. J
: :
; Using method of section 4.2.2.3, the steady state output vector Y »

may be seen to be: i
1

i v -
‘ y=| O -« (E-cAlmy :
| - IP 3 |
—]j

1 - oy (4.2.3.6) '

S '
? '

D'Ng

. v
. 1
p’L,
Lpfy
. -
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4,2,.3.2(b) The Input-to-output transfer function.

The input-to-output transfer function due to an input variation

é assuming the duty ratio d (ac) variation is zero is as follows:

;'_(-) -

where zl = 2cwo+

4,2.3.2(c)

; (s)
o -1 R
. & [C[SI-A)""B + E)u(s)
i (s)
P
-f‘_.__ng R Co+l st 4 2.5+ M,
N, D7 “o {c . Re Z)5+uwz |l vy
Dz [ 1 -DD'NP, .
— |S + c] [R Cs + 1] {
L, R LN.C (o )
o - -
2 2
§ + Zcmos + wo
——.1 - B—.C. z - F_e- + -D—
1]
RCC Le 2 RL D'

Duty cycle-to-output transfer function

The duty cycle-to-output transfer function assuming u = 0 is:

y(s)

d(s)

v (8)

d(s)

i (s)

a(a)

- C(SI-p‘.)_l [(A, - A)X + (B, -

1
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2
olo s *) Y TN
y(s) o (s°+ 2t S + woz) R w,C D
d(s) Vs (n.Lcs +D+1) N
+ -r
RN | sC (s% 4 2w s + %2" D

(4.2.3.8)

For detailed derivations of the transfer functions, refer to

Appendix I.

Further simplifcations are made by letting 4 = s2 + chos + moz and

then forming gain expressions. The gain blocks in matrix form due to a
-~ -~ T

variation u = [v, 1]7 (4.2.3.7) results in the follewing:
A [ F F v
yo & 4 | el ul2 A (4.2.3.9)
F F 1
u2l u22 o]
(N 2 2 ]
o 7 W, (RCS+1)  Rels +zls+w°zz]
U
B
02 ( ) -DNswo2 ( )
—— (R,CS +1 —=22 (RCS+1
LRC DN, c
v
£ | (4.2.3.10)

From the duty cycle-to-output transfer function (4.2.3.8), the matrix

simplification yields the following:
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- -

' .

'y ;, ' P
yo=| .0 &3 [ P 4 (4.2.3.11)
i .
= -
v R
2 0 D ] C
W BpT (RcCl +1 |1 i;— - + I.+ Ul
woc .
- %% d(e)
VONS (RLCS +D+1) . A
RL"P LSC D'
(4.2.3.12)

The block diagram for the small-signal approximation of the power
stage is shown in Fig. 4.2.3.3. The analytical expressions for the Fus_

and FD— functions are given in equations (4,2,3.10) and (4.2.3.12).
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4.3.0 ERROR PROCESSOR MODEL
4.3.1 Introduction
The error processor, EP, 18 a feedback compensation network, It

processes multiple-input control signals derived from the power stage,

and delivers the required analog information to the pulse modulator.
Fig. 4.3.1.1. illustrates the analog-signal error processor employed
in the present analysis. From a small-signal viewpoint, the EP is
a linear network consisting of two control loops. The signals sensed
in these two loops are the converter output-voltage A\ and the primary
switching=-current ip.
The loop sensing Yo is the same as any conventional dc loop, where

the sensed v, is processed by an amplifier with reference voltage E

R’

The dc error voltage after processing

0
to generate a dc error signal Vye
through an integral plus lead-lag compensation network establishes as
the threshold level for t¢he switching-current information derived from
the ac luup.

The integral plus lead-lag compensation network is employed to
shape the frequency response to improve the converter stability and
dynamic response.

The ac loop which senses the collector current of the power
transistor serves two functions, The first function is to transform
the primary switching-current into a proportional voltage signal.

This voltage signal Vo is then compared with v, resulting in a control

X

that turns off the power switch when Vou™ Vx*
loop is to derive the low-frequency modulation signal or error signal for

additional loop compensation.
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4:.3.2 Error Processor Ac and Dc Loop Gains

Fig. 4.3.2.1 1s a functional equivalent of the eircuit
shown in Fig. 4.3.1.1. In Fig. 4.3.2.1. the two error signals, namely
vy and sz are subtracted to form the positive input to the threshold
detector. The negative input of the error processor is now replaced
by a zero reference.

The authors feel that the modified error processor better serves

to perceive the modeling effect for the following reasons:

(1) As stated earlier, the ac loop contains two types of
information: The large amplitude switching-current
waveform is used to implement the analog-to-digital
conversion. .Such a function is considered part of the

pulse modulator instead of the error processor. The

small-amplitude low-frequency modulation signal (similar to

the modulation signal sensed by the dc 100p)is brought together

with the error signal from the dc loop and compensation loop to

provide the total state-feedback compensation for improved

stability and dynamic responses. For the purpose of modeling

of the EP, the large-amplitude switching-current information

should be extracted from the ac loop and incorporated into the

pulse modulation model (presented in Chapter 4.4).

(2) Modeling the EP is difficult because of the unconventional circuit

implementation of the threshold detector. In the conventional

design, the threshold detector is implemented with one fixed

threshold voltage input,the other input containing the error
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information. With the current-injected aode of control, both
inputs to the threshold detector contain error signals or w. -
dulation signals. In order to model the whole converter system,
the pulse modulator should take the combined error signal from
the EP output and convert it into a pulse-width modulator duty-
cycle signal. In order to implement such a "single-input single-
output" pulse modulator model, various error signals derived from
the multiple feedback paths should be combined to form a compo-
site error signal containing error information from the de, ac
and compensation loops.

(3) For reasons mentioned above, the original EP circuit is modi-
fied to that of Fig. 4.3.2.1. where the positive input, Voo

to the threshold detector contains error signals from all three

feedback loops. The error voltage v,, is the output of the

T
multi-loop EP and also serves as the input to the pulse modulator.
The functional equivalence c¢f Fig. 4.3.1.1. and Fig. 4.3.2.1. can

be justified in the following way. Mathematicali- ¢ any vy and Vo

waveform, the block diagram of the circuit in Fig. 4.3.2.2.(a) 1is

equivalent to the analytical model in Fig. 4.3.2.2(b). The equivalence
is proven through the following arguement. For the pulse modulator control,
the following equations hold true:

If v, > Vv W' then v, = 1

X S TH

1f Vy € Veur then Veu ™ n

(4.3.2.1)
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Fig. 4.3.2.2. (a) Actual circuit implementation, (b) Equivalent
analytical model.
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To form a composite error signal as the input to the threshold
detector, Ehe dc error voltage Veu and voltage vy are combined. ' The
following relations hold for the modified circuit of Fig. 4.3.1.2:

If v, =v,,>0, thenv,,, =1

™ (4.3.2.2)
If Vx = Yeu < 0, then Vou ™ 0

X swW

Equations (4.3.2.1) and (4.3.2.2) are exactly the same; therefore,
Fig. 4.3.1.1 and 4.3.1.2 are functionally equivalent.

In performing the small-signal analysis of the network shown in
Fig, 4.3.1.2, the reference ER is replaced by a short circuit. Apply-

ing Kirchhoff's current law at node A yields the following:

- 11 1 1 Yo . Vb
a [Rl R, n3] R, "Ry

where Ga is the voltage across R2’ ;b is the differential input voltage

of the operational amplifier, and Go is the output voltage.

As for ncde B the Kirchhoff equation is

~

;,b_l__ R T sCy| =¥ ‘L“’Cs +o8 (4.3.2.4)
2y R3 X2y R3

1
where 2, = R, + —/ .
X 4 eCl (4.3.2.5)

The o~en-loop response of the operational amplifier is A(s), where

Vo= - A(e)vy, (4.3.2.6)
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A(8) = -K
1+8/Wn (4.3.2.7)

Substituting equation (4.3.2,6) into (4.3.2.3), and (4.3.2.4)

results in the following set of equations:

;’ _],-_+_L+_l.'— --v—o-—"—'vi‘- (43/28) *
a|R TR, "Ry R, A(s)R, U
*
-y .--—-Al( ) -z:L + -il— +8Cq| + —1- + 8Cy|| = _;_n_ : (4.3.2.9)
X 8 X 3 Zx 3

Eliminate the node voltages \78 and ‘;b by simultaneously sciving

(4.3.2.8) and (4.3.2.9) for ‘vo and v, A single expression in

terms of \70 and vy results:

- 1 1 1 11 L1 1 .
Vx A(3)R R R T A(8) |z + R + aC3 z +3C3
3 1+ 3 + 3 X 3 X
R, R,
1 2
1 Go
= (4.3.2.10) ¢
, R R R
3 3 . 1 1
R, R,
1 2
Since the ac and dc expressions are low-frequency models, the operation- '

al amplifier gain is A(s) * -K. With a very large K, equation (4.3.2,10)

can be simplified to the following form:

1 - y
N [ R + R +1] 1
V. . 1 2
X
1
[ 2y + 303]
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The ac loop 1is described by the following:

i.w - 1} (4.3.2.12)

where n is the turn ratio of the current transformer.
R

- s » sw

Veu " i-w st - - (4.3.2.13)
From Figure 3.1.2 the following equation is derived:

Vt L Vx - V.w (10.302014

Substituting equations (4.3.2.11) and (4.3.2.13) into equation (4,3.2.14)

yialds the following:

1
R R .
[ 3/R1+ 3/R2+1]R1
~ L) ’S st s
v - - v - E— t (4.302015)
t [ E%' + sC3] ° nop
X
J

The dc loop gain for the EP is defined by the following:

v
F..= =— |.
DC v -
o ip 0
1+s8R,C
1 41
" C,+C)s cC GP (4.3.2.16)
173 l1+sR [—l-l- Ry
41 C.+C
178 |
where GP = 1 .
Ry By
1+-R—+i"—
1 2

The ac loop gain is given by the following:

Vo= 0

v

F, . = L
AcCT T
P
- Rsu

(4.3.2.17)
N

Fig. 4.3.2.3 1illustrates the error processor block diagram.
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Fig. 4.3.2.3. Error processor block diagram.
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4.4, PULSE MODULATOR CHARACTERIZATION
4.4.1 Dulse Modulator Descriptions

The pulse modulator converts the analog error signal from the

output of the error processor into a modulated pulse-train in order to

e

provide proper duty-ratio contro! of the power switch. The pulse wodu-

A

lator analyzed in the present chapter utilizes a constant off-time

o,

control.

Fig. 4.4.1.1 1llustrates the pulse modulstor (PM) in simplified

block diagram form. The two inputs of the threshold comparator are the

dc error voltage Vgs and the ac voltage signal Vaou (proportional to the
current through the power switch). The dc error voltage vx is a floating |
threshold level proportional to the difference between the desired and

! the measured output voltage. As the error between the desired and actual

! voltage increases, the level of the voltage vy rises. Since the ac voltage
Veu is proportional to the current waveform through the power switch, peak

current protection is an inherent feature of the current-injected control.

When the condition Vou > vy is satisfied, the threshold detector
output V. is momentarily driven low. This signal instructs the digi-
tal signal processor (DSP) to turn off the power switch. Therefore by
limiting the level of Vyr the peak current protection of the power
switch can be achieved. .

For constant off-time implementation the DSP output, D, is latched

low for a predetermined amount of time. At the end of the off-time

period, the power switch is commanded on and the cycle repeats.

-187-

- - AR T B TR RS ) “
‘.._p,..‘m;l PCSIE E
RS R L CICIN " i o 3




- e W

pr——
DIGITAL THRESHOLD X
d | SIGNAL DETECTOR
PROCESSOR :
Vsw
‘ Y
) )
A .
VT _
'
4
b
Ton TorFF Ton TorF Ton Tore
) Y
Fig. 4.4.1.1. Pulse modulator. Ap
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B 4.4.2 Small-8ignal Model :
» To athdy the small-signal behavior of the pulse modulator, an
analytical model is developed using the describing function technique.
Fig. 4.4.2.1 shows the block diagram of :che analytical modei at
}; steady-state without a low frequency disturbance. As shown in
;i Fig. 4.4.2.1.(b), when Veuw is greater than Vo TO!P commences. BN is
the rising slope of the switching-current signal Veu during the

' period TON' SF is the falling slope determined by the secondary

!
! current of the two winding inductor reflected back to the primary side
| during the period TOFF' The trajectory }ormcd by SN and 8r is pro-
portional to the inductor MMF and is used to .Jetermine continuovus or
| discontinuous current operation.
} Fig. 4.4.2.2 shows the equivalent circuit waveforms for the per-
» turbed case. The small-signal disturbance is represented by an ac
generator placed in the dc loop as illustrated in Fig, 4.4.2.2(a).
For the perturbed case, the magnitude of the low-frequency ac

signal is assumed to be sufficiently small and the rising slope

SN' and falling slope SF' are considered constant and unaffected

| ‘ bv the disturbance. With this assumption, the perturbed switching-

current information Vow? along withh the arror voltag= Vys can be

N T - T

modeled.
The development of Fig. 4.4.2.2(b) 15 « follows:

(1) Given a slope S, determined by the pov.. - ge's supply voltage

N
Vs the primary inductance Lp, and an initial dc ctarting value
large enough to guarantee continuous-current cperation. From

th2 starting point a line is drawm with . 2 slope
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S At the intersection of the perturbed vy and the switching-

N’
current information Vgu? TOFF begina. After a set span of time
equal to the period 'roPF expires, the cycle repeats.
(11) The initial point for the next cycle is determined by subtracting
the magnitude SF'TOFF from vy at that particular point in time.
(1i1) From the new inicial values (1) and (i1) are repeated.
Fig. 4.4.2.2(:) shows the input vp to the analytical threshold
detector. Using the relation Vo ® V¢ 7 Veur the development of
Fig. 4.4.2.2(d) can be understood. Fig. 4.4.2.2(d) illustrates the
perturbed duty-cycle. |
The small-signal behavior of the PM can now be modeled. A set of
equations are developed for the darkened trajectory v; of Fig. 4.4.2.2(e).
v; is used because the trajectory describes the low-frequency modulation
affecting the PM gain., The &uditional information in Vr that deals
with the dc component of the switching waveform of the converter is not

relevant in the modulation of the dutv cycle signal, and therefore has no
contribution to the PM small-signa. gain.
4.4.3 Formulation of the PM Transfer Function

The output of the PM can be expressed in a Fourier serirs in the

form:
d(t) = D + a, sin wt + b1 cos wt + "

The input of the PM can also be expressed in a Fourier series in

the form:
)
vT(t) -V + < sin wt + d1 COo8 Wt + o0

The describing function FM of the pulse modulator is defined as:

-192-

T T P o Tl L e mn witeib sl i ot IR T T i L R e e -

o



R

e - — N

Sl

5 A e o il

’ 2 2.M b d

a/ (ay +51)7 yleanl L. eant L
FQ'.‘I_L.-_____.___ e c (46.,6.3.1)
O R Y U 1 1 '

] ’
The resultant waveform Vo is a function of sN and s, (both assumed

positive) and the sinusoidal disturbance A sin wt. During the period

|
TOFF at(N-th cycle Ve has the form:

]
vp(t) = Sp(t=ty 1) + Asinut - A sin wty . (4.4.3.2)

During the period T, at the NEh cycle v; has the form:

L
vT(t) - SN(t2n+1't) + A sin wt - A 8in wt2“+1- (4.4.3.3)

The on-tiue ATN at the nth cycle [tzn’t2n+2] can be expressed through

the following development: ATN can be derived from equations (4.4.3.2) and

(4.4,3.3) by evaluating the equations at t = tzn.whete

]
vT(tzn) = SF(th-tzn_l) + A sin we, o = A sin we, 1 (4.4.3.4)
or
]
vT(th) - SN(t2n+1—t2n) + A sin we, = A sin wEy 41 (4.64.3.5)
From Figure 4.2.2, TF 8 TOFF - th-th—l'
) -
et LTy ® C2n417%20-1.
Set (4.3.3) equal to (4.3.4) and solve for ATN'
S.T. + A sin wt, - A sin wt, ., = S.(t -t, ) +
F°F 2n 2n-1 N'"2n+l "2n (4.4.3.6)
A 8in wtzn - A sin wc2“+1
wAT ATN
(SF+SN)TF- SN ATN = -2A gin 35— cos m(tz“_1 + —-2—) (4.4.3.7)
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- -

- -

i - (sF+sN)TF
N - Sy-Awcos wt, .
s
- a+dH 1, —1 (4.4.3.8)
N 1 -2 cos ut
§ Zn-1

N

The duty-cycle output d, may be expressed in the following form:

d(t) é D+ a, sin wt + bl cos wt + s (4.4.3.9)

The coefficient of sin wt in equation (4.4.3.9) can be expressed as:

ty t3 : t2n+l
al--;‘? I sin wt dt+] sin wt dt+---+I sin wt dt + °

(o] t2 tzn
Cl t3
-%% [J A sin wt dt+[ A sin wt dt + :’
[o] tz
N
11
-4 Z A2n+1 (4.4.3.10)
n=n
where A2n+l - (A 8in wey + A 8in wt2n+1)
T, + AT AT, - T
= (ATN-TF)A sin w(tzn_l + __!"_2___N_ Jcos w(--r-'-z——-‘: )

- A(ATN-TF){sin wtzn_lll: coswATy + l; cosw'rpl

+ cos wt2

n_.L{-s limA’rN-H: siml“.]} (4.4.3.11)

A first-order approximation for A2n+1 is:

. A n2 o2
A2n+1 z A(ATN—TF)ain wey 1 +3 ATy = Tg )cos wt (4.4.3.12)

2n-1
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Eliminating second order effects:

T

- F

2n+l

From equation (4.3.7),

11 § Tp
al - -'— K nzo A(l -K,—r‘;)ﬂin Wtzn_l ATN (6.6,3.1‘0)

where K i3 the ratio between the switching frequency and the modulation
frequency. In order to simplify the analysis, it is assumed that K is an
integer.

1f ATy is small compared to the disturbance period, i.e. if K 18 very
large, it follows that

2%y
a, = L Al -i)ain wt dt
1 An ATN 2n-1
o
2y 2% [1 -—29’- cos mt)
1 N
" A { I A sin wt dt - ATF SF + 8in wt dt }
) o lﬁ¥§— TF
N
2%,
= %- ls %ﬁ I cos wt s8in wt dt = 0 (4.4.3.15)
1+4g 0
N

Equation 4.4,3.15 18 orthogonal. Therefore the coefficient 8, is zero.

The coefficient of cos wt in equation (4.3.6) is:

t2n+l
cos wt dt + -

Y

1 (%3
b, = % [ cos wt dt + J cos wt dt + ¢ + I
° ty t2n

- 1 [A sin wey + A sin weq - A sin wty + **° + A sin wt2n+1

- A sin wty + eoe ]
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Ll
- —— . B (4.6.3.16)
An [n-o 2n+1]
vhere,
52n+1 = A sin wt2n+1 - A sin “th

W w -
= 2A cos 3 (b, 4y Hey )ein 5 (b5 0y ~tay)

T AT -T

= 2A cos w (v,  +AT -5 Fy sin o (—-—-“————) (6.4.3.17)

2n-1

A firs!. order approximation for equation (4.3,15) is:

. A'.'N-TF
an+1 - 2A (w— 3 ) cos thn—l
Av a1 - T )cos wt AT 4.3.18)
= 3T, N F €% “Con-1 My
From equation (4.4.3.13)
A‘:r [ X TF)cos WEo 1 ATN:l (4.4.3.19)

With ATy small compared to the modulation period equation (4.4.3.19) can

be expressed as follows:

2%
l -.r ——— — -——
b1 e J Aw - SF (1 cos wt) | cos wt dt
© 's"
2%,
o1 AY_ (1+cos 2ut)dt
" SF ZSN
1 +§~ o
N
Aw
I e — (“.4.3020)
SN+SF
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Again, when modeling the analog voltage Vo the information that needs
to be extr'actod is contained in v.;. . v.;. contains the low-frequency
information necessary without the high-frequency switching signal cof

v From equation (4.3.1) the small-signal input voltage to the pulse

T (]
modulator is:

[}
v.r(tzn) - SFTF'A sin Wtzn_1+A gin wtzn

w ' w
- SFTF-O-ZA cos 5 (t2n+t2n_1)lin 3 T‘, (4.64.3.21)

wTp wTp
In equation(4.4.3.21) sin —3 - can be approximated by 5 resulting in:

T
2 SpT, *+ AW Ty cos u(t + —5'5 ) (4.4.3.22)

[}
Vr ® S¢ly 2n-1

From equation'(4.4.3.22) the fundamental of the small-signal average of
can be taken.

]
Vr

- Te
v -3 Aw Tg cos w(t + 5 ) (6.4.3.23)

The describing function Fy for the pulse-width modulator 's:

+b )!‘ -3 ran-l(bl )
F g '-'Sr)' - e ' /a1

t

(4.4.3.24)

Substituting equations (4.4.3,15), (4.4.3.20) and (4.4.3.23) into (4.4.3,24)

the PM gain is:
Aw
Sy +S
N"OF 2
IF,] &« —— & —5— (4.4.3.25)
5 i Aur, (S, +Sp)Tg ‘

fp
Phase ./ FM i

2 JuTp
Foao2 — e (4.4.3.26)
M (SN+SF)TF
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The slopes sN and Sp can be defined by the system parameters.

During Ton'

VI - IPRP + LP Ty (4.4,3.27)

N ™ —-—-—————-——L (‘..603028)

Sy i (4.4.3.29)

The current transformer used to sense the switching-current reduces the
sensing current by a 1l:n turns ratio resulting in the following

expressions:

L]
SN - (“.403030)

The signal sensed by the comparator is a voltage proportional to the

current passing through st. Therefore

VIRSW
L] - . " .
Sn oL, ,where, S = Re, Sy (4.4.3.31)
During TOFF' SF may be found through the following:
IAiTONI- |A1T0FF| (4.4.3.32)
]
latToyl= Sy Toy (4.4.3.33)
1
|A1T0FFI- Sg Topp (4.4.3.34)
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The substitution of equations (4.4.3.33) and (&.6.&3.34) into equation

(4.3.32) results in the expressions:

1 ]

Sy Ton ® S¢ Topr (4.4.3.38)
' TON ]

Sp =7 Sy (4.4.3.36)

Applving equation (4.4.3.31) to Sé » we obtain

T R N, V
g o ON y SW _ P 0

& — ——— R (“0‘33037)
F TOFF 1 nLP Ns nLP Sw

Substituting equations (4.4.3,.31) and (4.4.43.37) into the PM describing

function the following can be obtained:

NTF
F = 2 = (4.4.3.38)
M~ V. R T e 1404338
1 sw (Con ],
nLP TOFF OFF
uT nT
= (4.4.3.39)
e =e Mz

where 1F/ << 1, TF i5 the off~time period of the switch and T, is the

M
Ty
period of the low-frequency modulation. Therefore the FM gain may be

approximated by:

2nLP 1
F & (4.4.3.40)
M ViRsyw Ton*Torr

Expressing the Fy describing function in terms of the duty-ratio instead

of TON and TOFF' equation (4.4.3.40) becomes:

2nLP 1

Fy " VR NV (6.6.3.41)
I'SW T 14+ | 4 _Q
OFF NV

§ 1

-199-

. s ik = = S IR s e st P
e e e e e el i Ll -l

M.



Fig. 4.4.2,3 1is the block diagram for the small-signa' gain from the

composite Srror procaessor signal Vp to the pulse modulator output d.

a(s) «

Vy(s)

3
4

Fi" 4.6-203!

Pulse modulator gain block
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4.5.0 PERFORMANCE ANALYSES AND TEST VERIFICATIONS

4.5,1 "aall-signa. Block Diagram

The objective of this section is to incorporate the power stags,
analog error processor,and pulee nodulutor'o-lll-otgnal models into a
closed-loop block diagram. The block diagram model will be used to
examine the open-loop and closed-loop performinces of the switching
regulator., Fig. 4.5.1.1 shows the block diagram for the buck/boost
regulator derived from Fig. 4.2.3.3, Fig. 4,.3.2.3, and Fig. 4,4.2.3.

The smull-signal analysis will include control-to-output
response, dc open-loop behavior, cystem open-loop response stability,

v, (s)

closed~loop response audiosusceptibility, and output impedance -

i (s)

o

In this chapter, a Bode plot showing the gain and phase of
each particular transfer function is presented. The analytical

curves are compared with the experimental measurements to verify the

small-signal model. The analytical curves are presented by solid lines

and the experimental results by the following:
(1) Gain curve - x
(11) Phase curve - ©
The gain and phase plots for the small-signal analysis employ the

following converter parameters anc¢ operating conditions:
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Converter Parameters

LP = 464.94 microhenries
L, = 101.64 microhenries
Re = .293 ohms

L. = 549,70 microhenries

R = 1,58 ohms

C = 44] microfarads
R, = .07 ohms
RL = 15 ohms
N, = 85 turns
N. = 40 turns
R, = 11.47 kilo-ohms
R = 10.0 kilo-ohms
R, = 25.% kilo-ohms

R, = 105.0 kilo-ohms
C, = 11,8 nanofarads

C, = 22,6 picofarads

CIN = n = 200 turns
Ry = 250. ohms .

w = 2021 rad/sec
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Operating Conditions

Vy = 18.5 vults

Vo = 11,4 volts

D = .57

D = .43

TOFF = 11.0 microsecs
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4,5,2 Control-to-Output Response

The control-to-output response is the open-loop gain from Gx(o)
to the output ;ro(u) in Fig.4.5.1.1. The control-to-output transfer

function denotes the power stage characteristics plus ac feecback.

} Figure 4.5.2.1 illustrates the gain block diagram for the control-
. to-output response, derived from the system block diagram.

From Fig. 4.5.2.1 the control-to-output transfer function is
derived, yielding the following results:

v (8) + F,F
00(3) . M D1 , (4.5.2.1)

A+ FMF ACFDZ

Where 4 = 8°+2 [w stw 2
Substituting equafiond (4.2.3.12), (4.3 2.17) and (4.4.3.41) into the control-

to-output transfer funection the following equat:icns can be generated: ]

Vo “’02 (oL,
Fyy —pp— (ReC o+1) [=[5= 8 +R +=¢
N b A T 5| % -

v (8) (82+2¢w 8+w?l) 1
X 2 0 s | _1 . o o
(s +2rw B+ )+FN AC RLN [Lsc (Ric s+D+1)+ D J ':
3
: (4.5.2.2) ﬁ
| ~ | |
| R
} Employing the inequality (Re + T)_":)'R% << 1, equation (4.5.2.2) is simplified i
. ]
- 2 (RC8+l)|=—8~1
i) -Rye? (o R )
v_(s ! '
x (8) DD R‘L z;w D+1 w :
(1+g)8? + |20 + |2 F+FTe |
y
(4.5.2.3) i
V.N
08
where F = F_F .
M AC RLNP

T

TR LY LA e s et
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Equation (4.5.2.3) may be further simplified to read

DL
. e
o) -Bvw? (RCa*D) . 1]
() - M0 o (4.5.2.4)
v (8) - (D' +F)D TR ; -5.2.
x 2 m R 2, FD' (D+l)
s +[2““’0+ F4D Ls]'+wo Moy LC

Equations (4.5.2.4) 18 the control-to-output transfer function with

the angle expressed in phas: delay.

4.5.2,1 Test Verification for Control-to-Output Response

Fig. 4.5.2.2 demonstrates the method used to measure the control-
to-output response. An ac signal, A sin wt, is injected into the dc loop.
The magnitude A is adjusted to provide the optimal signal-to-noise ratio
( a clear and stable read out). Excessive amplitude of the injected
signal could result in distortion of the modulation waveform

and should be avoided. Channels A and B are connected as shown in Fig.

4.5.2.2, Channel B minus Channel A results in the desired control-to-

output response. .

Fig. 4.5.2.3 shows the gain and phase of equation (4.5.2.4) for the
dc-dc converter. The solid-line projection represents the analytical

solutions for the control-to-output response.

4,5.3 DC Open-Loop Behavior
The dc open-loop response is the open-loop gain derived from
opening the dc feedback loop. Due to the naturé of the current~-
injected mode of control, the true system open-loop response cannot be

measured. The dc open-loop response can be used to indicate the
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Measurement technique for the control-to-output
characteristics.
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relative stability of the systen. Pig. 4.5.3.1 illustrates the block
diagram for the dc open-loop behavior.

Referring to Fig. 4.5.3.1 the dc open-loop transfer function can
be expressed in the following form:

-F,F_F
-6, MDCDL (4.5.3.1)

L " B¥FF, F,
The general expression can be formulated by substituting equations

(%.2.3.12), (4.3.2.16), (4.3.2.17) and (4.4.3.41) into equation (4.5.3.1).
The {ollowing formulation yields:

, .
+F.V 1+8R,C
M 0" 1 4°1 GP D Re
pp7 (ReCe+l) (€ +C,)s C.C [i;]\l[l-ll_l‘[l‘c'+nc+-!)-]]
2

173
14+sR [ )
4 Cl+03

G -
DL 2
A Ns 1 8 +2¢w a+wo

2 2 0 1 o
(s +2Cwos+wo )-&FMFAC RLNP LSC [RLCa+D+1]-+ o

] (4,5.3.2)

Re) p . voNS
With [Re-ksf] E; << ]l and F » FMFAC i;ﬁ; » equation (4.5.3.2) becomes:

2
0% (ReOoH1) (% o) | ot 3
" +F)D(C.4Cy) RcC R CCo ) R
1*C3 Lear, | 252 1
sR,|c
1+C3)
Cpy = R 1
2 w Ry 2, o
s |8 *[2‘“’0*1-%' Ls] YU YED LG
J (6050303)

-209-

i




R | ot in e ncanmion deathEENGE L Aat alL EP P e s b

‘weadeyp yoo1q dooy-usdo 3q “1°g°s Y "31g

2040V w
, 0=(sMg ,M
| . .ﬂ,
| v W 3
| 1ndin0—-—{ 994 1 & -0 4 «s——— 1 NdNI ;
| £

ﬁmuw

-210-

i




| e E e PR o o s ST L B DR R s r,.‘

Equation (4.5.3.3) is the dc open-loop transfer function for the

current-injected converter.

’ 4.5.3.1 Test Verification for DC Open-loop

The dc-open-loop measurements are taken by injecting an ac signal

into the dc loop. After traversing the loop, gain and phase of the *

ac signal is measured. Fig. 4.5.3.2 {llustrates the measuring technique

employed for the dc-open-loop response.
The analytical and experimental waveforms for the dc open-loop gain

and phase are shown in Fig. 4.5.3.3. The analytical waveforms are

are denoted by the "x" sign. The phase measurements are represented by

e et i et

represented by the solid line and the experimental gain measurements i
|

;

the "¢" sign. 1
4,5.4 System Open-Loop Response |
The system open-loop response characterizes the converter's :
stability. Because of the multiple feedback paths of the converter, the |
loop is opened at a node ~ommon to all the feedback paths. Analytically, |

the loop can be opened in this fashion. However, experimentally this ﬂ

characteristic can not be meaaured. In current-injected con-

trol the ac signal and dc information are fed into a comparator.

be
i Phywically, the only lbcation common to the dc and ac loop is the output
i of the threshold detector. Unfortunately the comparator output is a
B
'
j -211-

eoten o s o s e o R 5 il 7 e s e i o R o g e



DSP

v
Channel B ¥

L

Channel A _];
1 v “‘*\\\\\\\J VSMI
' . A } T ER

a_sw

T an .
. ip('! =

1 2

Fig. 4.5.3.2. Measurement technique for dc open loop response.
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logic level signal. Even for the modified equivalent circuit as shown in
Fig. 4.3.2.1, the signal vé contains both digital and analog {nformation. By
opening the loop at Vo of Fig. 4.3.1.1or v,i. of Fig. 4.3.2.1 the measurement of
small-signal gain and phase would lose its physical meaning. For this
reason, only the analytical solution for tha system open-loop response
is given. Fig. 4.5.4.1 shows the block diagram for the system open-
loop response.

From the Fig. 4.5.4.1 the system open-loop response can be derived.

The resulting equation is given below:

F

M
GoL * & [FpcFpy *FacFp2! (4.5.4.1)

Substituting the converter gain expressions (4.2.3.12), (4.3.2.16),

(4.3.2.17) and (4.4.3.41) into (4.5.4.1), the following formulation results:

Fy 1 1+8R C

oL 92+26w s+u)2 (C1+C3)‘ 1+ [ ]
‘ sR
1+c3

G

\ (nz

0“0 D o s |1
“ooT (R Cs +1)[1--§L- (L 8+R, )] + P RN RLN ['—6 (RLCO+D+1)

2 "o
+ D

2 2
8 +2;wos+w°
. (4.5.4.2)

DR
with —22 << 1, equation (4.5.4.2) is simplified yielding:

-214-

L el




s T AN

i

PﬁrukHZUAIIIIIAMMWWVAOIII

‘weaderp ydoyq dooy-uado waisig

UQM

A LR A AR L i a7 ek AL

‘T°9°6°% 314

(s)ds
v

0y

NO&

(5)%
v

_O.&

(s)p
v

-215-

*——1NdNI




T T T T e T T TR T T T mm—m" TS—  “ree————

2
P 1 -GP 1+eRCy
nt
OL DD' 2,00, g4u? |(C1*C3IRy8 C,C,
o o 1+eR, |7
u|C.4C
1%Cy
|
w
DL F, N.D D'
—2s-1 +————-Acs Rl‘ T+ 200 o+ 22|} '
R, Now 2 Lg LgC
RL Po
/
(4.50’0.3)

Equation (4.5.4.3) is the system opin-loop transfer function in
general form. The expression will be fu;ther simplified in chapter six.
The analytical waveforms for the gain and phase respnnse are
shown in Fig. 4.5.4.2, 1t is interesting to point out that the system
open-loop gain approaches a constant value and the phase delay
approaches zero as frequency increases to a high value. This character-
istic has made rhe current injected control unique in cnmparison with
any other type of control. High-gain, wide-bandwidth and stable operation
could be accomplished simultaneously. In the analytical model, the pulse
modulator gain is assumed constant with no phase delay. However, it is
poiuted out in reference [ ‘] that the reduction of pulse modulator
gain together with an increase of :he phase delay was observed in
laboratory meaaurement: Having incorporated the non-constant gain and ’
phase delay of pulse modulator model in the system open-loop character-
istic, the gain characteristic would carry a certain slorc¢ and the

phase delay would not be approaching zero.
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4.5.5 Audiosusceptibility

Audiosusceptibility is the closed-loop, input-to-output response
for the dc-dc converter. The audiosusceptibility characteristic is
used to evaluate the rejection rate of the propagetion of a sinusoidal

disturbance from converter input to output. Figure 4.5.5.1 illustrates

the block diagram for the closed--loop analysis of the current-injected

regulator. The expression obtained by examining Fig. 4.5.5.1 is the

following:

.

) Funr |, Bfacfp2 | _ Foafufacfun
vo(s) A a A2
;‘/'1(8) (6-50501)

r.F,.F ) D O
+ M @S D2 + D1 M DC

A A

1

In equation (4.5.5.1), the denominator can be expressed in terms of 5

the system open-loop response GOL' After substituting equation (4.5.4.1)

{nto (4.5.5.1) the following expression is given:

(8)  Fuy A+FF ey = FpiFufacfun
= - . (4.5.5.2)
( 2% (1 +¢

or) ]
The general form for the closed-loop transfer function can be

expressed by substituting equations (4.2.3.12), (4.3.2.16), (4.3.2,17)

T
S EPTNE JcPEITOP TY

(4.4.3.41) and (4.5.4.3) into equation (4.5.5.2). -
| ]
v_(8) NgD r VN :
0 S 2 2 2 o0 S 1 .
N o' Y (RCC9+1) 8 +2Cm°s+u.°+ FMFAC__—RLN [L c(R.LC,'5+D-0-1) + ;
i P P < .
2 2 2
8420w s+u ” ) F,FacVol Y, DL

oo M AC'0” o e . .

57 J + D'LPRLC (RCCs+1) [ RL s-l] (RLC8+1) 1
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k 1
2
! F. V. 1+8R,C
B A2 + _'—T”—“Dg 0 (lz+26moa+w°2) [(gpw )R S 4 é c ] DL
' 173’71 1+ 173 _Ca-1l . R CS+1
,& R, lc%¢ R ¢
' 173 L
} F,.N_D D'
’ C '
+ ACS .2+ ;RL. + 20w ._.__Z.D_ (4.5.5.3)
2 L () L.C
RLNPwo § S

Equation (4,5.5,3) will be simplified in chapter six.
4.5.5.1 Test Verification for Audiosusceptibility

The audiosusceptibility measurements are taken by injecting an ac

signal in series with the input voltage of the converter, acconiplished

i o e

by injecting the perturbation through a transformer whose secondary

winding is in series with the supply voltage. Figure 4.5.5.2 demonstates

how the measurement technique is implemented.

Fig. 4.5.5.3 illustrates the gain curves for equation (4.5.5.3)

' for the current-injected regulator. The analytical curves are
portrayed by the solid lines and the experimental result is
represented by the x curve,

, 4,5.6 Output Impedance

The output impedance is employed to measure the dynamic perform-

ance of a switching regulator subjected to sinusoidal load disturbance.
A switching regulator ;1th zero output impedance represents an ideal
voltage source. Tn 4 linear system, the output ‘impedance is often used
to analyze transient response. When a switching regulator is subjected to

a small step-change in load, the output voltage normally varies only
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v | slightly. If the duty ratio is regarded as a constant during the load
- transient, the lincar average model that characterizes the converter

at a given quiescent point remains valid. [24,25,26].

& T

v, ()
- e

output. The output impedance characteristic of an open-looy regulator

} The output impedance of the converter is defined as the ratio

where io(u) is the sinusoidal disturbance at the converter

usually has its maximum value at the output filter resonance frequency.
This undesirable result can be reduced by effectively designing the
feedback parameters of the control loop as will be shown in chapter

six. The block diagram for the output impedance is illustrated in

Using Mason's gain formula or a block reduction method the ratio
v _(8)
{ ~>——- reduces to the following form:

|

|

?

.‘

'f

| Fig. 4.5.6.1.
F

| (8)
! .

v, (s) ) Fulg O+ FyFucFpo) = FyFacFuoofpy
i,(s) b (8 + Fy(Fp Foo + F,Fro))

(4.5.6.1)

, The general form for the output impedance transfer functiouns can be

b

; evaluated by substituting equations (4.2.3.12), 4.3...16), (4.3.2.17),
I

(4.3.41), and (4.5.4.3) into equation (4.5.6.1).

V_N Cs+D+1
2 2 os [ D
Rc(s +z 842 0 )[}+FMFAC R N [ G 4-D,]

30(8)

T

‘ L0 2 Aot [ ep [ G Ywecern) [Ple
]

- DD (°1+c3)Rlsl}+SRa(cr” C,)

!

VN DL
-F.F 25, a(RcCa+1)‘{——g s-l]]

M AC D'ZNP o RL
. - —

FyoND (5 D 2" (4.5.6.2)
=, |87+ —+ 25w |8 +T=

RN_w Lg o LgC

LPo
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4.5.6.1 Test Verification for Output Impedance

Fig. 4.5.6.2 illustratues the mathod implemented to measure the output
impedance. A voltage source with a one-hundred ohm resistor in series
stitutes the current source equivalent. Channel A reads the input
disturbance current io. and channel B measures the perturbed response Go.
In generating the theoretical response, thc symble RLOAD is used for the load

impedance instead of RL. RLOAD is defined by the following:

RLOAD - RL//IOI.O (4.5.6.3)

The theoretical and measured response are shown together in Fig. 4.5.6.3.

The solid curve is the theoretical output impedance and the curve marked "x"

is the measured response.
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4.6, PERFORMANCE EVALUATIONS AND CONTROL DESIGN

4.6.1 Introduction

The stability and dynumic performance of the current-injected switching
regulator are examined. A critical look at the small-signal, open-loop, and
closed-loop responses allows for a qualitative and quantitative understanding
of the control-to-output transfer function %f y dc operrloop response .

GDL' system open-loop characteristics GOL' a;d the close-loop behavior :1
Also presented in this chapter are parametric studies on the behavior of system
responsesby varying certain 'key" control variables in the feedback loops.
These studies in turn egnerate information on how the ac and dc feedback-

loops effect the stability, audiosusceptibility, andother important design

features. After collating all the above mzntioned information, some design

guidelines are set forth for the dc and ac feedback-loop parameters.

4.6.2 Discussion of the Control-To-Output Characteristic

Referring to equation (4.5.2.4), the following expression can be written:

DL,
2 (RLs+1) (= 8-1)

Vo (8) FpRy Npw, L
7 "T"F N 2 L 2 (b+1)
v, (8) AC'S 8 +(2(wo+FPt§)s+mo (1+Fp 02 )
- - 1, 4 _FD'
where FP X RLTF . F+D'
.D.' .‘. 2Ls (1 + -D—) ‘ (4.6. 201)

Equation (4.6.2.1) is reduced in the following manner, assume the second order

polynomial of equation (4.6.2.1) is represented by:
(8+a) (8+8) =8+ (a+8)*s+ak (4.6.2.2)
If a > > B then equation 4.6.2.2 yields the following approximation:
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(s +a) (s +8) : 02 + as + aB a (4.6.2.3)

With the resulting approximation,the second order polynomial simply factors

into the following:

PRL

s+ta=g + Z;w + T (4.6.2.4)
2 D+l
w, ﬁ + FP j;ril] (4.6.2.5)
s+f =g+ s FPRL
o Ls

Substituting equations (4.6.2.4) and (4.6.2.5) for the second order polynominal

generates the simplified version given iy,

oL
(ReCe+ 1) £ 5-1 (4.6.2.6)

- 2
vo(s) -FPRLNPwo R

= “F N 1
v.() "acs F+ 2o+ PRL] ”woz (1 v, gm;)]
D

ZCmo + FPRL
Lg

The justification for the approximation is proven by substituting the

parameter values of the tested model into equation (4.6.1.6)

Yol {8+ 32.39K)(s - 47.873K)
R (s + 49.376K) (8 + 304.86) (4.6.2.7)
X

with a=49.376K and 8=304.86, o > > 8, equation.(6.6.2;6) is a good approximaticn.
The pole/zero plot for equation (4.6.2.7) is given in Fig. 4.6.2.1. For small-
signal analysis the power stage parameters are given in Chapter 4.5,

The control-to-output rharacteristic does not include the dc feedback-loop

parameters andlcomw .ion network parameters: howuvver, it does include the
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ac feedback loop parameters. The control-to~output transfer function consists

of two poles and two zeros. It is interesting to compare this transfer func-
tion with thné developed at Caltech (following a different modeling approach)
which consists only of a single pole and single zero [20]). Although these two
transfer functions are similar in the qualitative nature, yet therc exists
an important difference which can be illustrated by examining the asymptotic
curves of the bode plots. In Fig, 4.6.2,2, notice the dip in the gain

curve around 6KHz before leveling off as the frequency increases. This
second-order effect could become more pronounced with a greater pole/zero
separation. A similar effect can be seen in the phase plot of the

control-to-output expression. This second order effect is demonstrated
as the load parameter RL increases forcing the current to approach tha

discontinuous mode: a noticeable change in the phase response of the
control-to-output response occurs, Fig. 4.5.2.3 illustrates the
control~to~output responce for RL = 15Q, With R.L = 409 the theoretical
and phase as shown in Fig. 4.6.2.4 definitely has a second zero which i3
pulling the phase up. This second order effect around six to eight
kilohertz cannot be explaired by a single zero/single pole system.

From the above discussion, one can conclude that the first-order

approximation may be valid for a given range of parameter values.

It however, cculd produce gross error under other parameter values

or operating conditions.

4.6.3 DC Open Loop Characteristic ard Compensation Network
The dc open-ioop response is simply the control-to-output response
multiplied by the dec loop gain (FDC)‘ The model for FDC given by

2quation (4.3.2.16) is a general integral-plus-lead/lag network.
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Illustrated in Figures 4.6.3.1 (a) and (b) are two commonly
used integral-plus-lead/lag networks derived from Fig. 4.3.1.1.
Fig. 4.6.3.1 (a) and (b) are quivalent dc loop compensation networks.
The transfer function for compensation network A, as derived from the

gencralized expression, 1is

1 + 8sR,C

- 1 42
- } + BRGC{
= Rlcls 1+ BR,.C3

if C3 < < Cz'

Where fip = (1 +R3 +R3

;1

and compensation network B éhn be:hodéled by the following expression:

Ry
1+ SCZ(E; + RS)

Fic --Rc(;;Ps 1 + sR.C
B P > 2R1 (4.6.3.2)
) 1 + sC2 <.
: GP P
Rl C1 8 1l + 8R5C2

Ry
1f E§>>RSQ

With network A the lead/lag corner frequencies are independently
adjusted by changing the capacitance values C1 and C3; in network B the

R
same 1s accomplished by varying the resistive values - and RS' Neither

GP
network has any particular advantage over the other. For the discussion of
the dc open loop ctharacteristics network A is chosen.
Compensation network A has a single-zero/two-pole transfer characteristic
which provides an integral plus lead/lag compensation. Fig. 4.6.3.2 shows

the gain response of network A with respect to parameter variations in

resistor Rh and capacitors C1 and Cq- Capacitor C1 alters the lead-
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Fig. 4.6.3.1. Current-injected control modeling approach.
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Fig. 4.6.3.2. Dc loop compensation.
-237-

BT S S S S L LU S




corner frequency. Larger values of C1 generate a lower crossover frequency as
indicated by the arrow in Fig.4.6.3.2. Increasing Rd forces the mid-frequency

gain to increase while decreasing values of C. reduces the lag crossover

3
frequency. éimilarly. increasing Gp (or reducing R3) causes the overall dc

loop gain to increase. The dc loop response can be reshaped to any desirable
characteristic by varying these parameters. The relationship of the open dc loop
characteristic to the closed-loop system response will be discussed in .
section 4.6.6.

Using equation (4.6.3.1) as the expression for FDC’ the dc open-loop

response described by equation (4.5.3.2) 1is simplified as follows:

DL
a
) (Rcc 8 + 1)(R6C18 + 1)(i:— 8- 1)
Gpy, = CONST (4,6.3.3)
L D+1
F w (1+F 2)
| P
s(R,C,s +1)Is + 2w +——“1]s+
473 [ o LS [ ZCwo + EEEE
Lg
w 2GPRLN
where CONST = q
F DD Rlcth

The pole/zero plot for the DC open loop transfer function with the converter

parameter values given in section 4,5.1 is shown below in Fig. 4.6.3.3.

.6.4 System Stability and Its Interpretation

As discussed in section 4.5.4, the true system open-loop response’ cannot
be experimentally measured, but the dc open loop response can be measured.
In Caltech's modeling approach [20], the ac loop is lumped into the power stage
and a small-signal system model is derived which éonsists of a "new" power stage
and a dc feedback loop as shown in Fig.4.6.4.1. While the dc feedback loop re-
mains in its original forwm, the '"new'" power stage in effect incorporates both

the original power stage and the current-injected loop.
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Fig. 4.6.4.1. Current-injected control modeling approach.
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Caltech's modeling approach was legitiwate and was experimentally
verified. Nevertheless, the interpretation of the model has to be
exercised with great caution. It is obvious that the open loop response
of Fig. 4.6.4.1 is merely the dc open loop characteristics of the original

system and not the true open-loop respunse since the ac loop is embedded

in the "new" power stage model. The effect of onening the ac loop cannot be
examined using their modcl. To illustrate, Fig. 4.6.4.2 demenstrates a two=-loop
system illustrated in a general block diagram fashion. assume that the
loop containing “1 is the ac feedback loop and the loop containing “2 is the

dc feedback loop. The following transfer functions can be easily derived.

v0 GH

2
Close loop gain: ;} " 156 (Hl Y “2) (46.4.1)
Open.loog gain GA =G (H1 + H2) (4.6.4.2)
at A:
gze;.loop gain Gy =G H2/ (1 +G Hl) (4.6.4.3)

The system is unstable when the following Nyguist stability criteriou

is satisfied:

G(H) + H,)) = -1 (4.6.4.4)
The left-hand side of (4.6.4.4) is identical to the open-loop gain at
point A. Examining equation (4.6.4.2), GA provides both the conditon
for stability, and 1nfotma£ion concerning the relative stability of the
system (the phase margin and the gain margin). Examining the open-~
dc loop characteristic GB’ only when GB = -1 i8 the condition for in-
stability as given in (4.6.4.4) revealed. Therefore, only at the point
of stability is the following expression valid:

GA - GB = -]
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Fig. 4.6.4.2. Generalized two-loop control scheme. i
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1f, however, one employed the open-lc-icop gain GB to investigate the
relative stability of the system (gain margin and phase margin) the conclu-
sions could be very misleading. The point becomes obvious if one examines
the dissimilarity of the open-dc-loop response vs. the system open loop

response as illustrated in Fig. 4.5.3.3 and ¥ig. 4.5.4.2, respectively.

In conclusion, although the system open loop response could not be
measured experimentally, it provides the only proper way of measuring the
relative stability of the system via Bode analysis. It should be noted that,
the characteristic equation for system open loop and open~dc loop are,
however, the same i.e.

l+G, =0 . (4.6.4.5)
1 +Gg =0 (4.6.4.6)
Equation (4.6.4.5) and (4.6.4.6) are identical. Therefore the stability could

be examined via characteristic roots or eignevalues using either (4.6.4.5)

or (4.6.4.6).

4.6.5 System Open Loop Response
The system open loop chacacteristics can be examined by the small-signal
model, but experimental verification of that response is not permissible with

the control hardware currently used. The problem is due to the inability

to retrieve the ac-modulation-signal information from a "logic level"
signal produced by the output of the comparator in the error processor
with currently available instrumentation. The comparator output,
determined by the control inputs (switching current and the dc error
voltage), is the only location where both dc and ac loops can be opened
to examine the system response. To check the system open-loop character-
istics, the various gain blocks formulating the analytical expression

are examined via the control-to-output response and the dc open loop

behavior. The e..pression for the system open loop response G. as given

OL
by equation (4.6.5.1) utilizes the compensation network "A: represented

by equation (4.6.3.1). -242-
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A unique characteristic of equation (4.6.5.1) is that the number of zeroes
is always equal to the number of poles regardless of the form of compen-
sation network used. Equation (4.6.5.1) has four poles and four zeroes;
but 1f the order of the system changes due to the addition of a pole or a
zero in the compensation network, the open loop transfer function GoL
will carry five poles and five zeroes since the second term of (4.6.5.1),

FACFDZ

A
This second order expression is determined solemnly by the power stage

, has an equal number of zeroes and poles (two zeroes and two poles).

and is independent of the form of the dc feedback loop. Equation (4.6.5.1)

can be expressed in the following form:

o« uac’olsRiCs o + s + ps® + ys 4y
oL " D'R.N . 3 )
C P “‘Racs' + 1)(s” + 2Cwos + w, ) (4.6.5.2)
where,
, |
L LT U
Lg C3 | Ry Ng Fycky
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In the general form,equation (4.6.5.2) is too difficult to factorize.
Possibly if bounds are given on parameter values, some simplification can be
done. Due to the complexity of the fourth order expre¢ssion and not to
take from the generality, a parametic study of the system open-loop response
along with other system behaviors will be discussed in the next section,

Another salient feature of the system open-loop characteristic is
the gain which approaches a constant value at high frequency. A simplified
expression for the constant gain at high frequency can be attained. From

equation (4.6.5.2) assuming 8 + =, equation (4.6.5.3) yields:

F,V.N
CoL - HOS Fyo (4.6.5.3)
DRy Ny
8 +» @

In reality, however, the gain 18 expected to decrease at high frequency.
This is because the pulse modulator gain can no longer be regarded constant
at such high frequencies. The analytical model presenied here fails to
take the high frequency effect of the pulse modulaéor into account. Due to
the complicated describing function modeling employed here, the pulse

modulation is simply represented by a constant gain.
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4.6.6 Parametric Evaluations

A parametric study is performed on the small-signal behavior of the
current-injected converter. The purpose cf the parametric examination is
to key on particular salient features of the control characteristics and
design strategy for the curreat-injected control. Due %o the complexity
of each small-signal models, especially the audiosusceptibility and the
output impedance characteristics, the analytical expressions could nut be
simplified without a loss in generality. For this reason, parametric
study by ways of changing certain key design parameters including the
duty-cycle variation, IQE , ac loop-gain, FAC' d¢ loop-gain via GP and
the dc loop-gain via Rallte applied to the small-signal expressions. These
results can be used to establish design guidelines for the controi loops
in order to optimize the regulator performances. The small-signal
characteristics examined are the following: control-to-output response,

dc open~loop characteristic, G

~

DL; system open-loop characteristic GOL;

audiosusceptibility VO/Qi; and output impedance, z -

4.6.6.1 Duty-cycle variation

Figure 4.6.6.1 and 4.6.6.2 demonstrate the control-to-output and dc
open-loop response with respect to changes in the steady-state duty-cycle
ratio. As expected, an increase in the duty-cycle ratio forces the
control-tv-output gain and the dc open-loop gain downward.

As shown in Fig. 4.6.6.3 the duty-cycle has no drastic effect on the
syetem open-loop phase delay. Therefore, a wide variation in duty cycle

operation should not disturb the stability of the system. The duty-cycle

-245-
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does have a more appreciable effect on the high frequency gain of the

system vpen-loop response. The larger duty-cycle forces the crossover-

frequency to a higher value. Caution must be exercised when examining the

high frequency behavior since the accuracy of the model degenerates when
the modulation frequency approaches one-half the switching frequeuncy.

The quality of the system's audiosusceptibility demonstrates the
converter's ability to reject input noise. Figure 4.6.6.4 shows the lower
the duty-cicle the better the audiosusceptibility., Intuitively thio is
understandable, because a low¢r duty-cycle allows a smaller percentage
of the total input noise to propagate te the output,

Similar effect is shown when one examines the output impedance

characteristic a8 a function of duty-cycle. The output impedance reduces

with the lowering of the duty-cycle as shown in Fig. 4.6.6.5.

4.6.6.2 Variation in ac loop gain

The ac-loop-gain block is comprised of a resistor, st, and a turn

ratio n, a current transformer in series with the power switch. F,_ = R .
AC SW/n

In Fig. 4.6.6.6 the ac loo» gain, FAC’ forces the control-to-output gain to

reduce for larger values in st/n. With either lower or higher FAC the

effect of two-pole/two-zero characteristic becomes more pronounced.

Examining the phase curve for FAC = 3.0, one notices the phase curve rises

after approaching -90°. This phenomenon will not be observed in the .
simplified single-zer>y/single-pole approximation with the present model,
a second zero in the left~half-plane causes the phase to rise after

reaching -90° 2ond then the second pole cancels the LHP zero's effect

allowing the phase to continue downward to -180°.

Increasing the ac loop gain decreases the dc open-loop gain as shown

-246-
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in Fig. 4.6.6.7. The higher dc-open-loop gain, in general, results to
better closed-loop responses such as audinsusceptibility and output
impedance as will be discussed later.

Illustrated in Fig.4.6.6.8 18 the effect of the ac-loop gain to the
system open-loop characteristics,

vz ac loop gain FAC has a very dominating effect on the
system open-loop characteristic at high frequencies and virtually no
effect at frequencies below the output filter resonant frequency. By
decreasing the ac feedback two of the systen open-loop zeroe move from the
LHP toward the imaginary axis. Further reduction in the ac gain results
in a complex conjugate pair of zeros as exemplified by the second-order
effect of the gain curve with FAC = 0.3. Continuing even further the
conjugate pair changes into two positive zeros. The open-loop phase
drastically changes when the zeros migrate to the right-half-plane. This
detrimental phase characteristic which approaches -360° has a very un-
desirable effect on the system stability. With positive zeros adding to
the phase delay the phasze margin is reduced to a negative value which
results to an unstable system.

The audiosusceptibility characteristic as a function of the ac loop
gain 1s plotted in Fig. 4.6.6.9. The ac feedback loop provides an excellent
parameter to adiust the low-frequency response of the audiosusceptibility.
Since the passive filters in the regulator generally can provide adequate
attenuation of disturbances at higher frequencies, the lower frequency
range within, say, zero to ten~times the output fil%er resonant frequency
is the frequency range to control. For this reason the ac-loop gain will

play a significant role in optimizing the regulators ability to attenuate a
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small-signal sinusoidal disturbance propagating from the regulator input
to its output.

For smaller values of F, ., the audio response reduces particularly

AC
at low frequencies. The ac feedback gain can be reduced to the point

where second order peaking effect appears around 5-6 KHz. The second-order
peaking effect is caused by the emergence of two poles of the ciosed-loop
response into a complex-conjugate pair. This condition causes severe
degradation in the audiosusceptibility performance of the system. As
discussed earlier, the system becomes unstable under this condition. The
optimal condition for the audiosusceptibllity response occurs when FAC = 0.6
prior to the occurrence of the two zeros forming a complex conjugate pair.

Similar effect is shown when the output impedance characteristic is plotted

as a function of FAC in Fig. 4.6.6.10,.

4.6.6.3 DC loop pain variation via GP

GP contains the dc gain resistor, R3, as shown in the following

expression:

1
R R
1 + 3/R1 + 3/R2

Gp =

As R, decreases, GP increases, forcing the dc-open-loop gain upward as

3
demonstrated in Fig. 4.6.6.11, The dc open-loop phase is not effected.
Variations in GP have a significant effect on the low frequency end
of the system open-loop gain as shown in Fig.4.6.6.12. As GP approaches
its theoretical limit of one, the system gain increases. The second-order
peaking effect occurred around 30KHz exceeds the thegretical bound of the
model, since the model is only good up to half of the switching frequency

(40KHz/2). Examining the phase characteristics of the system open-loop

in Fig. 4.6.6.12 no zero migration to the right-half plane is noticed as
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> : mentioned previously with a variation in the ac-loop gain.

Approaching the theoretical limit of GP improves the audiosusceptibility.
Again GP has a notable effect on the low frequency section of the audio.
Fig.4.6.6.13 shows « 25 db improvement over the range of GP. Therefore by
}' decreasing the dc gain resistor, R3. the attenuation of noise from the input
, | to the output is improved.

Fi18.4.6.6.14 shows the output impedance characteristics as a function

t of GP.

4.6.6.4 DC=loop gain variation via R4

The dc-loop gain can also he varied by changing the gain feedback
resistor, Ra. But when RA is varied the corner frequencies of the pole and
zero produced by the transfer function, FDC' changes. Therefore, the
parametric study of Ra has been constrained to only take in the gain effect

and not a shift the corner frequencies. This is done by holding the

expressions Racl and Rl’C3 constant for any change in R&' Two sets of data
! are provided for variations in Ré' The first set varies RA from 10KQ to 5
150KQ while the second set examines variations of R4 from 100KQ to 2MQ. ;
Figure 4.6.6.15(a) and (b) demonstrate for an increase in RA the dc-
open-loop gain increases. The phase does not change because the constraints
set previously inhibit the corner frequency of the compensation network
A from changing.
From Fig.4.6.6.16(a) the variation in R4 has no degrading effect on
the phase and affects the system open-loop gain only in the low frequency
range. Apparently, the variation from 10K to 150K of RA has a negligible

effect on the system's stability. As R4 is increased further (R4 + 1MQ),
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two zeros migrate to the RHP forming a complex-conjugate pair and forcing
the phase to approach -360° instcad of 0° as shown in Fig. 4.6.6.16(b).
This drastic change of the phase has detrimental effect on the system
stability. 1In fact, for large R“. the branch formed by R“C1 can be re-
garded as open circuit. Figure 4,6.6.17(a) shows the switch current wave-
form of the stable converter employing the set of circuit parameter
values given in Chapter 5, page 53. Figure 4.6.6.17(b) illustrates the
switch current waveform of the unstable system when the branch Racl is
opened.

The effect of Ra to the audiosusceptibility curves is given in
Filg. 4.6.6.18(a) and (b). Notice as R4 increases the audiosusceptibilitcy
steadily improves until the two positive zeros are felt causing second-
order peaking in the high frequency range. The complex zeros in the RHP
evantually turn into real zeros. As Rb = 2MQ, the peaking effect is
no longer shown and the audiosusceptibility is greatly improved. Never-
theless, the system bcecomes unstable due to the excessive phase delay.
Similar characteristics are displayed for the output impedance curves

as shown in Fig. 4.6.6.19(a) and (b).
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4.7 CONCLUSIONS

Modeling and Analysis of a buck/boost regulator employing the current-

injected (current-programmed) contrcl is presented. The objective is to
examine the amail-signal dynamic performance of the switching regulator
including:

e Open-loop characteristics and system stabil!'y.

o Closed-loop characteristics and audiosusceptibility.

e Response due to load disturbances and output ianpedance.

characteristics.

® Features of the current-injected control and design guidelines.

In order to gain insights of the performance characteristics of
various parts of the switching regulator employing the current-injected
control, the regulator is modeled according to the three basic functional
blocks: power stage, error processor,and duty-cycle pulse modulator,
The power stage model presented in Chapter 4.2 consists of three inputs:
disturbances from the line Giﬁ the loal 1o»and the duty-cycle control
loop &; and two outputs: the output voltage Qo.and the switch current ip.
The error processor (EP) model as presented in Chapter 4.3 contains the dc
feedback, current-injected loop and the compensation network. The EP
processes and compensates the signals from both the dc and ac feedback
loops and provides the necessary error signal to the duty cycle pulse
modulacor (PM). The PM takes the analog error signal from the EP and
converts the error signal into a series of pulse-width modulated duty-
cycle signals. Presented in Chapter 4.4 is the low-frequency model of the

duty-cycle pulse modulator employing the describing function techniques.
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processor and pulse modulator, derived from Chapters 4.2,4.3 and 4.4, respec -

In Chapter 4.5,the small-signal model for the power stage, the error

tively, are assembled. FEmploying this small signal model, the following

open- and closcd-lgop characteristics are examined:

The control-to-output characteristic Go/Gx'

The dc open-loop characteristic. (The dc feedback loop is opened,
while the current-injected loop is intacted.)

The system open-loop characteristics. (Both tle dc feedback loop
and the current-injected loop are opened.)

The closed-loop input-to-output response - audiosusceptibility.
The closed-loop response due to a load disturbance - output

impedance characteristic,

Lxperimental verifications are also provided for the above described

analytical models with good correlations.

In Chapter 4.6,various regulator open-loop and closed-loop performance

characteristics are examined in further detail, Effects of various key

control parameters to the regulator performance characteristics are in-

vestigated. Features of the current-injected control are discussed. In

particular, comparisons are made brtween the results derived in the

current modeling and analysis efforts and the earlier works presented by

Caltech (which followed a different modeling approach).

Many interesting characteristics are unveiled upon careful exami-

nation of the small-signal model derived in this report. Among those

findings, the following ones are part cularly noteworthy:

(1) The ac feedback loop is imbedded in the control-to-outyni «rs s-

irzesvgte P e i CPPRNE PV Sy T e Y AR

fer function which exhibits two~pole and two-zeto chay - w2j7-

tic instead of a single-pole single-zero. However, the two-pole
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(2)

3)

two-zero transfer function can be approrimated by a single-pole
single-zero transfer function without encounter ing gross errors
under most circumstances.

When the system open-loop characteristic is examined with

both dc and ac loops opened, the two-pole two-zero (or single~
pole single-zero approximation) characteristic ceases to

exist. In fact the system open-loop transfer function exhibits
astonishingly different characteristics. Very little resem-
blance can be found when one compares the open-loop character-
istic G.r with the open~dc-loop ‘characteristic GDL'

The stability characteristic for the current-injected control is
quite unique romparing to other types of multi-loop control
systems [22,23]. The stability margin could extend beyond 90°
with very high cross-over frequency, The etability of

the system is particularly sensitive to certain control para-
meter values. A positive zero could be observed in the npen-
loop characteristic if the control paraueters are not properly

selected.

-276-

b



5.0 MAPPS DEMONSTRATION PROBLEM FOR VSTOL EMERGENCY POWER SYSTEM

5.1 INTRODUCTION

The VSTOL Emergency Power System is shown in Figure 5.1. /. Ni-Cd

battery source with an effective series resistance Re is processed by

a boost converter to provide the bus power for emergency use when the

generator failed. The battery valtage level depends on the number of

Ni-Cd cells connected in series, with the number yet to be determined.

The boost-converter power circuit consists of inductance L with winding

resistance RL, power switch Q, power diode D, and output capacitor C

having an equivalent series resistance (ESR) RC. Since the losses in

' the converter are supplied from the battery source, and since the con-
verter packaging weight (heat sink included) increases with converter
losses, it follows that the combined battery and converter mechanical-
structure weight becomes heavier if more converter loss is allowed for a

i given output power. On the other hand, the converter component weights,

» i.e., those of magnetics and capacitors, tend to diminish with more allow-

& able losses. Consequently, for a given output power, there must exist an

‘ optimum converter efficiency at which the combined system weight including

battery, packaging, and converter components, is at its minimum. The

essence of the optimization is to identify the battery voltage level

along with the detailed boost converter design so that the total system

) weight of the battery and the packaged converter can be minimized.

The optimization effort starts with the identification of key oper-

) ating waveforms of the boost converter as functions of line/load conditions,
’ from which the voltage and current expressions are derived for all power-
4 . handling components. These expressions are then used to formulate component

losses as well as other converter design constraints including input EMI,
. output ripple, and the proper design of the inductor. The optimization
rbjective of minimizing the system weight is then defined analytically.
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5.2.

At this juncture, two approaches become possible. One is to rely on
an established nonlinear programming routine such as the SUMT (Sequen-
tial Unconstrained Minimization Technique) to numerically seek the
optimum design and the attendant minimum system weight. Two basic
variables in this apprcach are the {input voltage to, and the switch-
ing frequency of, the converter. They are treated as unknowns,to

be determined along with other variables in a single, large-scale
numerical optimization. A second approach, less ambitious and thus
perhaps more practical, breaks the single large-scale optimization
into many smaller optimizations. The two aforementioned variables are
given as known values, thereby greatly simplifying the problem and
allowing a closed-form optimum VSTOL design for all other variables.
Without resorting to nonlinear programming, optimum designs for other
sets of known input voltages and switching frequencies can then be
similarly calculated, from which the true global optimum corresponding
to a specific set can be identified among calculated optimum designs
by mapping the data of optimum designs for different sets of voltages
and frequencies. A decision was made to adopt the second approach to
the VSTOL system optimization, with the purpose of establishing an

alternate means to nonlinear programming in achieving optimization.
The chosen approach was successfully implemented, and closed-form

optimum system designs for any given set of input voltage and switch-
ing frequency were obtained. A computer program was generated to
perform the straightforward numerical calculations of the analytically-
derived closed-form solutions. A 3000-Watt, 0.5-hour emergency
application was used as a demonstration example. The closed-form
solutions, the computer program, tie calculated results and graphical
representations, the discussion and the conclucion regarding the

VSTOL emergency power system. are presented.

CURRENT AND VOLTAGE WAVEFORMS

The relevant boost converter waveforms are given in Figure 5.2 .The

power switch operates with an on-time TN and an off-time TF, The
switching between the two time intervals are exaggerated in length for
both switch Q and diode D to illustrate for the switching-loss model-
ing to be formulated in a later section.

The power-switch current iQ and diode current iD are shown in Figures

5.2Aand 5.2B. The midpoint of each pulse current has a level of Ii. The
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Figure 5.1 VSTOL Emergency Power System
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J T
» average diode current is {dentical to the output load current Io. The com-
. posite waveform of Figure 5-2A and 5-28 1s given in Figure 5-2C which re-
; resents the inductor current iL as well as the converter input current.
: The average converter input current is therefore I{. The difference between '
" iD and Io becomes the capacitor current {C, as {s shown in Figure 5-2D.
&‘ The switch and diode voltage waveforms are given in Figures 5-2E and 5-2F.
‘ §.3. BASIC VOLTAGE AND CURRENT EXPRESSIONS ) ;
’ Let the following designations be made: :
) D: duty cycle defined as (TM)/T - v
f di: peak to peak ac component in the input current 12]
i F: switching frequency 3
é fC: output capacitor current §:
; iD: diode current »
| iL: input (or inductor) current
| 1Q: power-switch current
| I1: the midpoint pulse current shown {n Figure 5-2A

L: d{nductance in boost converter
’ PL: totai loss in the converter

PO: output power to the 1oad

TN: on-time of the power switch

VI: 1input voltage to the converter

VQ: output voltage to the load

3
The following expressions can be formulated:
(iD)ave = —%g— (5-1)
N (5-2)
VO*(1-D)
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I + di/2

11-d1/2

IE — t

I + di/

(8) |
' [1-d1/2
TOF ’qﬂTDR
) -
- —t
ic 4
(D)
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Figure 5.2 Boost Converter Key Waveforms
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(1Q)ave = vu;%;guy- (5-3)

| (1L)ave = 11 = muior=py (5-4)

|

| VI*D .
di = T (5-5)

1 (1L} rms _J[ PO 2, [ VI (5-6)

‘ 0.5 0.5

| (1C)rms = [(11)2#(1-D) - (POVO)2] = 4 *[y2p-] (5-7)

Since the total input power (VI) (Ii) is equal to the sum of output Po
and loss PL,

| PO + PL = oVl (5-8)
From which one obtains:
J
| Dwl- PO*VI (5-9)
A
)
. __PO%VI

1-0 - (5-10)
)
? Substituting (5-9) and (5-10) into (5-2) through (5-7) one has:

14 = PP (5-11)
}
; w

(1Q)ave = -33;3"—" [ 1 - oeipts T ] (5-12)
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5.4.

(iL)ave = —Pg’r&- (5-13)

PPN/ SO S . . (5-14)

(1L)rms = [(1L)Z,¢ + (a1)2105 % EHPL (5-15)
" 0.5

(1c)rms « §F-* [ Ypippiel - 1] (5-16)

FORMULATION OF CONVERTER LOSSES

Let:

A .
AC =
80C =

FC =
FW =

RC =
RHO @
RI =
TOF =
TOR =
TSF =

Cross sectional area of inductor core
Winding area per turn of inductor

Intended maximom dc operating flux density leyel
ac flux-densfty excursfon in the inductor core

Capacitance at output

Switching frequency

Pitch factor of inductor winding
Inductor core fi11 factor

Inductance

Number of tfmes used in {nductor

ESR of C

Resistivity of inductor winding
Peak-peak allowable ripple at the outpot
Fall time of dfode during switching

Rfse tfme of dfode during switching

Fall time of power switch doring switching

TSR = Rise time of power switch doring switching
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VB = Forward base-emitter voltage of transistor
VD = Forward drop of the diode

VS = Saturation voltage drop of the power switch
Z = Mean length of inductor core

With these descriptions defined, the following losses can be formulated.

5.4.1 INDUCTOR LOSS

The inductor loss consists of copper loss and iron loss. Based on
the assumption of a toroid inductor and a square cross section for the core,
the copper loss becomes:

2
PLC = (11) winductor winding resistance
0.5
2 )

The iron loss per switching cycle can be expressed by the area of the
minor BH loop. Such a characteristfc is shown in Figure 5-3. The flux
excursion, @, can be expressed as:

P = (VO-VI)*(1-D)/(N*F)

. é!o-vxzwo-vx . BAC * A (5-18)
-V1)* 5-1
where BAC = évo VI)%P0u] (5-19)

The ampere-turns Ni corresponding to the BH loop-width H of the inductor
core can be expressed as NisHz, where H s normally expressed in oersteds.

Since H is a nonlinear fu:<tion of the switching frequency F, it can be
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Figure 5-3
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Inductor Cace Characteristic

Shaded Area Represents Energy Loss Per Cycle
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Since H 1s a nonlinear function of the switching frequency F, it can be
related to F as the following:

H e 0.089 * F0-6 (For Permalloy powder core only) (5-20)

where H and F are in amp-turns/meter and hertz, respectively. The loop
width 1s 2 Ni, or

2N{ = 2%Hw? (5-21)

The 1ron loss becomes:

PLI = 2*(Ni)*@*F = 2#BAC*H*A*Z*F (5-22) :
where (BAC) and H are given in 5-19 and 5-20, respectively.
The total inductor loss is therefore:
| 4
PL =PLC + PL! (5-23)
where PLC ard PLI are respeciively given in (5.17) L 12), '
5.4,2 POWER SWITCH
Losses in the transistor include the conu . less, the base loss, and
the switching loss. The conduction loss PTC is: |
)

-

il e, b i gk s i = R e T L WAL e e . ewta . PR - - - sJ




| | o T ) — o !"

; |
PC « 1wvswD » Bop Tl wvs v [ - by ] (5-24)

; Assuming a 10 to 1 base current drive, the base loss is:
m-o.Hu-u-va-a.n-'-’%*r’-‘x--vae-[\-vg-%ﬁo-!-}ryj(5-25)

The switching losses during turn-on and turn-off can be formulated with
aid of Figure 5.2p.During turn-on, the voltage across the power switch
decreases from (Vo + VD) to VS, and the current through the switch in-
creases from zero to [ ( PO+PL)/VI - (di/2) ]. Assuming the rate of
voltage or current change during the switching interval TSR {s constant,
it can be shown easily that the turn-on switching loss fis:

PTR = (1/6) * (vowD-vs) * ( PP . dL) erp of (5-26)

et i kb

During turn-off, the voltage across the power switch {ncreases from VS 1
to (Vo + VD], and the current decreases from [ (PO+PL)/VI + di/2 ]

' to zero. Therefore, durfng switching fnterval TSF, one has: E
k
! B
o \
PTF = (1/6) * (Vo+vD-vs) * (EFE- + JLo) w 1sF v ¢ (5-27)
g
i
4

Realizing the opposite signs assocfated with the di/2 term in (5-26) and
(5-27),0ne makes the simpl{fying assumption of equal TSR and TSF, and the ;

( <::_ -~ k*
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sum of switching losses becomes:

PTR + PTF = {1/6)*(vosvD-vS)*E0TEL— # (TsReTSF)*F (5-28)

By summing up(5-24) (5-26)and (5-28) the total loss in the power switch
becnmes:

PT = PTC + PTB + PTR + PTF

o PO+PL .. Po*V1 " " RYLTS "
T ] m] (vs+0.1*VBE )+ (VO+VD-VS)*(TSR+TSF) F/6(5-29)
5.4.3 DIODE LOSS
The diode conduction loss fis:
PDC = I{ * VD * (1-D) = PO * VD/VO (5-30)

Essentially following the same derivation for the power-switch switching
loss, the diode switchfng loss becomes:

POR + POF = (1/6)*(VO+VD-VS)*—L&¥PL_ « (TDR+TDF)*F 5-31
( )
The total diode loss is:
PD = PDC + PDR + POF
« 200+ (vorvD-vs)-EXFEL- #(TDRHTOF)#*F/6 (5-32)
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' { 5.4.4 CAPACITOR LOSS

' The capacitor loss PC is:
: PC = (1002 * RC = (302w Re » [ WRIEQHPLL 4] (s.3)

L‘ 5.4.5 OTHER CONVERTER LOSSES

? The total converter loss in the control circuit, housekeeping circuit,
wires and connectors is assumed to be 1.5% of the total output powes, i.e.,

' 9T = 0.015 * PO (5-34)

5.4.6 TOTAL CONVERTER LOSS

The total converter loss can be obtained by summing up (5-17), (5-22),
(5-29), (5-32), (5-33) and (5-34):

2 0.5
PL = (.E%?EL_) * 4 * RHO * FC *“%_3_A

+ 2 w éVO-VI E*PO*VI w 0.089'F1.6 *A *z

*ES%EL 01- Va%%;%%pt7i*(vs+o.1*vss)+(vo+vo-v5)~(rsa+15F)-p/s

+ 205 & (vowvp-vs) « EOPL_ w (TOReTOF) *F/6

2
‘ * (_?’%—_) w [ VO* PO*PL) - ]] * Rc

+0.015* PO (5-35)
With PO much greater than PL, very 1ittle error will be induced if the
following simplifying approximations are made:

PO/ (PO+PL) = 0.93
2 2 (5-36)
(PO+PL) s 1,156 * PO

e YT SR TR RIR T
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Substituting these aop:'oximations into(5-17)and(5-19) eq.(5-32)becomes:

PL = PLI/PL2
where: 0.5
| s , | |
PL1 = 4.620eRHo% ECTER e (2O° o (f9- - & )e(vse0.10vp)

L
+ i *(VOHVD-VS)¥(TSReTSF+TOR#TOF)oF + L9V

2
+(-§-8—)~ac-(-}’,%--l) +0.015 * PO

+ 0.]65 " FOne. VO‘VI .VI .A ™ z

PL2 = ] - —YSHO.1*VBE _ _PO*RC
VO+VD-VS
= —VTvg — * (TSR+TSF+TOR+TOF) * F (5-37)

5.5. FORMULATION OF CONSTRAINTS

The following constraints are to be observed:
e The input current ac component must be 1imited to Gelow
a certain peak-to-peak amplitude.
¢ The inductor should not operate in the saturation region.

o The output voitage ripple must be 1imited to bFelow a cer-
tain peak-to-peak amplitude.

o The core must have sufficient window area to accomodate all
the windings.
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These constraints are formulated as follows:

5.5.1 PEAK-TO-PEAK INPUT AC COMPOMENT

The peak-to-peak ac componant has buen expressed as di in eqf5-14).
Let the maximum amplitude be specified as IAC, then,

. IAC3 - * [ - robepierg- (5-38)

5.5.2 BELOW INDUCTOR SATURATION FLUX DENSITY

This constraint specifies that at the peak inductor current, the
corresponding flux density in the core should be below a certain pre-
determined level, (BDC). Consequently,

N*A-L*IP/BOC >0

1P = It +dij2 e B4 e 1 - weo- 1 (5-39)

where N and A are the turns and the area of the inductor core.

5.5.3 OUTPUT VOLTAGE RIPPLE

The peak-to-peak output-voltage rinple {s caused by two caomponents:
the capacitive component due to the ampere-second proc~ssed by C and
the resistive component due to the ESR RC of C. It can Je shown that the
constraint concerning the sum of these two components can be expressed as:
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RT 2 (11 + d1/2) * RC + PQ*D/(2*VO*C*F)

PO+PL ] PO*V1 VI*RC , PO
RI > * RC + *[1- ‘W%'(FFP‘ET' +
g > T ot ( 1"+ e

where RI is the peak-to-peax ripple specification. In actual design,
series-parallel combination of capacitors may be needed in order to meet
the voltage and ripple requirements. However, the product (RC * C) will
always remain a constant value regardless of the combination used.

For example, three different combfnatfons of capacitors are given 1n
Figure 5-4.Capacitance C and resistance RC are assocfated with each in-
dividual capacitor. It can be easfly proved that the equivalent RC
product for all three connections are fdentical, and are equal to RC * C.

Let this constant value be designated G for a given capacitor type, one
has:

e T

L RIZ_Ee'{_P.L*_%_* 1 v 1 PO*VI

" VI*G PO
= 1* (Tt vooe)  (5-40)
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L n Capacitors
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Time Constant Time Constant Time Constant
RC*C RC*C RC*C
Figure 5-4 Different Capacitor f=unections with

identical time constant RC*C.
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. 5.5.4 SUFFICIENT WINDOW AREA
i , Assuming a toroid core and a square cross-sectional core area, then,
} for a mean length Z, the window radius will be (z/(2+%3.1416) - AO‘S/Z).

The window area becomes 3.1416#[2/(2*3.1416) - A%-5/27% . This
area, muitiplied by window fil11 factor FW, must be sufficient for all the

inductor windings, which has a total area of N*AC. Consequently,

0.5 2
N*ACS T o Fl* (yfy - —A
‘ 0.5 : 0.5
| N * AC /4 A
;ﬁ (sm - % * 7 S0 (5-41)

] 5.6. SIMPLIFICATION OF CONSTRAINTS FOR CLOSED-FORM OPTIMIZATION

In equations (5-38) to (5-40), power loss PL is always associated
» with an output power PO, Admittedly, PL is a highly complicated function
of many variables, as indicated in eq. (5-37). If one seeks a closed-
form optimization using the aforementioned constraints, the parameter
PL must not be treated in accordance with (5-37). Rather, and indeed
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fortunately so, 1ittle error will be introduced to these constraints {f

PL s given a reasonable numerical value, and used to derive variables

such as L, C, RC, N, A, etc. These known values can then be

substituted into(5-37)to represent a more precise PL. In essence, an
iteration of PL based on a reasonable approximation will be utilized for
the sake of enhancing closed-form optimization. Numerically, the fterative
approximation is justified by considering that from (5-38) to (5-40), PL 1s
always associated with PO in the form of (PO + PL)/PO, which is close to
unity due to the fact that PO is generally much greater than PL. For
example, a 10% error in assigning a numerical PL would only result in

about 1% error for (PO + PL)/P0. Consequently, the varfables to be thus
obtained are only subjected to a rather insignificant error, which in turn,
will introduce only a relatively small error for the precise expression for
PL when the various varfablesare eventually deployed 1n(5-37), Consequently,
a numerical PL = 0,07 * PO will be used 1n(5-38)to(5-41)1n quest for
closed-form optimization, and equations(5-38)to(5-40)become:

L > VIf0-V1/(1,074V0)] (5-42)

N*A % (5-43)

L_wp LOT®O, VI .. .v1 )]

¢ > _A_r_.tl.omom . Z.JF . (1 .vx yo (LM +5%_)] (5-44)
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In eqs. (5-42) to (5-44), the terms IAC, BDC, and RI, Voltage VO, and
power FO, are specified parameters. Consequently, given an input voltage
VI and frequency F, both L, N*A, C, and RC can be determined numerically,
Substituting these values into (5-37) reduces 1t into the f2llowing:

0.5
pl o KLNoA

+ K2*A*Z +K3 (5-45)

where constants K1, K2, and K3 are:

(1w 4620 * RHO * (PO/VI)? * FC (5-46)
| K
o - 0165 * FO-8 *(vo-vi)evi/ (vomAmN) (5-47)
e

O

(—{;% - %—)* (VS+0.1%VB )+3§8-,-(TSR+TSF+TDR+TDF )*F* (VO+VD-VS )+0.015*P0
K3 = Ly 15-48)
VS+0.1*VBE  VO+VD-VS PO*RC
Ké = 1 - - * (TSR+TSF+TOR+TDF)*F -
) 51 Vo= (5-49)

5.7. BATTERY WEIGHT

In order to formulate battery weight, let the following parameters
be defined:
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n  Number of Ni-Cd cells in serfes within the battery
RE : Total effective resistance internal to Dattery
re : Effective resistarcz of each cell, {.e., RE=n(re)

T : Anticipated emergency power ut{l{zation time
VB : Battery voltage before the internal drop across KE

Vk : Individual cell voltage, i.e., VBen(Vk])

With reference to Fig. 5-1,

VB = VI + _zg;gg_ “n & re sn WK

-1
ne YL .. re* (POWPL) 4

The total power drawn from the battery becomes

PB = PO+ PL+ ( *n* re

2 -1

The voltage required from the battery fis:
POtPL) * re o 11 _(PO*PL)*re )

PO+PL |2
_m_)

Ve = PB/I{ = VI +
- VI + 0.015*m*Vl1 « [1- 0.015*m ]-1

(see @q. (5-56) later)
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The battery ampere-hour capacity required is:

an > BBl me .0 for o (5-53)

]
0.9 for T=(Q.5

where m represents the reduction cf cell capacity due to more than 1C discharge.
Using the General Electric Ni-Cd Handbook as a reference, the {ndividual

cell weight is e.sentially a linear function of its ampere-hour (AH) rating.
Let Wk be the individual cell weight, then,

K*T*PB

Wk = K*AH = (5-54)

where K = 42 grams/(amp-hr) for Ni-Cd cetts. Combining(5-50)and (5-54)
the total battery weight is therefore:

-1
WB = n ke KT8 vy (EGFL)rey (5-55)
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Sincy 1t 1s ai.v known that resistance (re) 1s inversely proportional to

the cel! size, and is within a range of 10 - 15 millivolts per C rate of
discharge, one has

0.015*VI*m
re ¥ = P8 (5-56)

Substituting (5-56)to(5-55)gives the total cell weight as:

TP . () - " 0.015%m* (PO+PL 7!
m

The total battery weight 1s greater than the cell weight by an amount
depending on battery packaging, with the difference likely to increase

with the number of cells used in series. Modeling the packaging weight by
by no'oz. the battery weight becomes:

\ -1 0.02
Wg = KUTUPB . [y . Q.0iseme(Pose) T,

— (5-57)

5.8. OPTIMIZATION OBJECTIVE FUNCTION

As previously stated, the objective of the optimization is to minimize
the weight of the battery-converter system shown in Figure 5-1.The total
system consists of the followiny throe weight contributors:

o Converts: magnetic and capacitive components

e Battery

¢ Converter mechanical structure incorporating thermal design
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5.8.1 CONVERTER COMPONENT WEIGHT

The converter magnetic weight is:

0.5

Wses 4*FC*AC*DC*N*A"'Y + DI *A*2 (5-58)

where these parameters were all defined in Section 4, with the two terms on
the right hand side of (5-58) representing copper weight and iron weight of
the inductor, respectively. The converter capacitor weight is:

WC = KCAP * C (5-59)

where KCAP is a constant expressed as grams per microfarad of capacitance
for a specified capacitor type ind voltage rating at a prescribed temp-
erature. For this application, foil-tantalum capacitor is tentatively
chosen. Taking into consideration the 400V rating required to pro-

vide a proper derating for a 270V working dc voltage, the KCAP for this
application is taken as 3 grams /microfarad. From (5-58) and (5-59) the
total converter component weight becomes:

WCON = 4*FCHAC*DC*N*AC*S + DI*A%Z + KCAP*C (5-60)

5.8.2 BATERY WEIGHT
The battery weight, WB, was defined in (5-57).
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5.8.3 CONVERTER MECHANICAL STRUCTURE WEIGHT

For the first order of approximation, the converter mechanica!
structure weight, taking thermal design into consideration, is assumed
to be directly proportional to the converteroutput power PO and loss PL.

WP = KMEC*PQ + KTHE*PL (5-61)

KMEC and KTHE are proportionality constants. For this application, KMEC
{s estimated at 5 grams/watt, and KTHE at 10 grams/watt.

5.8.4 OPTIMIZATIOM OBJECTIVE FUNCTION

The objective function "OBJF" {s the sum of eqs.(5-57) (5-60) and
(5-61). Analytically,

OBJF = WB + WCON + WP = WT

wTw -1 0.02
= K_I‘TVPEE._ * [] - ‘000%15‘;“%“0’?”._] * n

+ a*FC*AC*DC*N*AC*% + DI*A*Z + KCAP*C

(5-62)
+ KMEC*PQ + KTHE*PL

Strictly for convenience, the parameters in(5-62)are clarified again as
follows:

K : Proportionality constant between individual cell weight
and {ts ampere-hour rating (42 grams/ampere-hour).

-301-

v - it i o %z T
el iy L R e T 3 coalii @ -




ST ey T W

5 G St ity e

KTHE: Weight constant for thermal design (10 grams/watt of loss).

PO
PL

Vk
FC
AC
0C

0I

Anticipated emergency power utilization time (hours).
Required emergency output power (watts).

Converter losses (watts).

Cell capacity reduction when discharging niore than 1C, where C in amperes
is equivalent to the ampere-hours rating of the cell,

For a half-hour discharge application, m= 0.9,

Individual cell voltage (volts, 1,00V for a Ni-Cd cell).
Winding pitch factor (assumed to be 2.0).

Inductor winding area (square maters).

Conductor density (8900 kg/m3 for copper, or, 8,9 x 106 9/m3)
Number of turns of the inductor winding (dimensionless).
Cross-sectional area of inductor core (square meters).

Core density (7800 kg/m3 for iron, or, 7.8 x 108 g/m3)

Mean core length (meters).

KCAP: Weight constant for capacitors (3 grams /microfarad).

C

Output capacitance (microfarads).

KMEC: Weight constant for mechanical structure (5.0 grams/watt

of converter output power).

Having clarified these parameters, they can be catagorized as follows:

Specified system requirements: T, PO, m.

Given cell characteristics: K, Vk.

Assuied constants: FC, DC, DI, KCAP, KMEC.
Previously calculated parameter: C (see eq. (5-44),

Unknowns : PL, AC, Y, A, Z.
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Separating (62) into known and unknown terms, one has:
.02 -
Wl = ['.(...I:_PO'“ []-.Ols*m"éPO*PL!J ‘+ KCAP * C + KMEC*PO)
T 0-92  oisme (poseL . pL
+ ““VE‘F&""'l') + KTHE] (5-63)

+ a*FCrAC*DC*N*AD+S + DIwA%z

WT = [CONST 1] + [CONST 2]*PL + 4*FC*AC*DC*N*AY"> + DI+a%z (5.64)

where CONST 1 and CONST 2 are two constants representing, respectively,
the quantities in the two square brackets on the right-hand side of (63).

It is recalled that PL of(5-63)was expressed as a function of the other
unknowns in(5-45). Combining(5-45)and(5-64)and simplifying the result-

ant equation, one has:

WT = (CONST 1 + K3 * CONST 2)
+ CONST 2 K1 * N *A0:5/ac
+ 4*FCDC*ACHN*AO"5 + (DI + K2*A®Z*CONST 2)

(5-65)

where K1, K2, and K3 were gfven in (5-46) to (5-49). Equation (5-65) is the

objective function to be optimfzed. The unknowns {n (65) are N, A, AC,and Z.

For simplicity in programming, (PO+PL)/PB in (5.63)is treated as unity.

5.9. REVIEW OF OPTIMIZATION CONSTRAINTS

It is recalled that in Section &5, 5 there were four constraints,
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For a given VI and F, one constraint concerning the input current ripple
resulted in the numerical 1dentification of inductance L in(5-42). Another
constraint regarding the output-voltage ripple made possible the design
for the capacitance C in(5-44), The two remaining constraints on core
window and output ripple are listed below for convenience:

0.5
(r:_-Ac 0.5 2%,? s A < 0 (repeat of (5-42))
N*A > _%Eéf._ (repeat of (5-43))

Here, the known parameters are:
FW : Core window fill factor (assumed 0.35).

BOC : Maximum operating flux density (0.35 Neber/meterz).

L : Inductance in Henries as calculated from the equal
sign of (5-42),

VI : Converter input voltage in volts.

PO : Converter output power in watts.

F : Converter switching frequency in Hertz.

I[P : Peak inductor current in amperes defined in eq. (5-39),

The unknowns are N, A, AC, and Z, which are the same ones in (5-65). Notice
that the permeability of the inductor core has yet to be defined. The
reason for this seeming remission is that it {s really not an independent

variable;

Permeability = Y = -ﬁ;%;—-—- (5-66)
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5.10. CLOSED-FORM OPTIMIZATION SOLUTIONS

Concisely stated, for a given set of VI and F, the purpose of this
optimization is to identify all variables N, A, AC, and Z such that eqs.
(5-41) and (5-43)can be satisfied, and concurrently the 0BJF of eq. (5-65)
can be minimized. The identification of these variables numerically
defines the particular power loss PL per(5-45)that will result in a
minimum emergency power system weight for a given set of VI and F. The
calculation can be repeated for other sets of VI and F, from which the
global minimum for one particular set of VI and F can be numerically
obtained along with the specific PL corresponding to this set. Substit-
uting these values into(5-52)and(5-53)will then yfeld the optimum bat-

tery voltage level VB and the precise minimum battery ampere-hour rating
AH.

For simplification purposes, let

KA = CONST 1 + K3 * CONST 2 (5-67)
KB = K1 % CONST 2 (5-68)
KC = 4 » FC *DC (5-69)
KD = DI + K2 * CONST 2 (5-70)
KE = | * [P/ BDC (5-71)
KF = (r» fw)~0-3 (5-72)
K = j/(2*m) (5-73)
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| KH = 0.5

)

' x = A0S y= NO.S. v (AC)O.S. -
} Then, equation(5-65)becomes:

v

: 2
| WT = KA+ K8 * 4%+ ke v yBd + kD ¥ if2
l
| Equations(s-41)and(5-43)become:

‘ KF*yv -Ke*"z+Kil*x <0

| 2.2

, xy© - KE 2 0

Using the method of Lagrange Multipliers, the optimization function h
(x, y, 2, v) becomes:

h(X.YsZ,V )-KA+KB*y2xv'2+KC'>gy2v2+KD~‘xzz-d(xzyz-KE)- B (KF*yv-KG*2+KH*x )

L
|
where a and 8 are the Lagrange Multipliers.

2.2

2,2, KC*yv

i 20 . kgvy + 2%KD*xz ~2% ol *xy? - B*KH = 0

3h
3y

= Z*KB"yxv'?' + ztkc*wvz - 2+ *xzy - BagFry =
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(5-74)

(5-75)

(5-76)

(5-77)

(5-78)

(5-79) :

(5-80)




- T W

SO s A6 = 0 (5-81)
3h 2*KB* -3 wKCw " (5-82)
>V " yxv = + 2*KC*xyv - 8*KF = 0, y§y o0 -

The six equations, (5-77) to (5-82), can be used to solve for the six variables,
Xy ¥Ys 2, ¥, a’aNd B

0.5 -
- gt (-
eipeac )0+ (5-84
e ) >

0.25

*]p* 0.5 . (5-85

2= 2T ()t (S 70 )
0.75 1.25  -0.25 0.5 o ¢ (585

ve ol e () e e e (s (58
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bt (bl 0.5 0.5 0.5
AC = [ bz %2‘ 4*a*c) ] AC‘(W) (5-87)

'3 » 2- w w
§ - —THeLKIx CONST 20 (00)° - aFee0c] 5 (5-88)

12¢FC*DC* (4*FC*DC - 911§§:EQE§1§ ) (5-89)

b = CoNsTzek1» (LLHKERLONSTZ . 24epcepc) (5-90)
¢ = 3* (KI * CONST 2)2 (5-91)

Values thus obtained for N, A, Z, and AC can be used in eq(5-45) to
numerically determine the power loss PL.
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5.11. APPROACH FOR OVERALL OPTIMIZATION

At this juncture it is perhaps worthwhile to review briefly what

has been accomplished. First, one has to realize that the optimization 1
study so far has been predicated by a given set of VI and F. Based on
such a given set, the progression includes the following: 1

o The numerical identification of inductance L
through eq. (5-42). §

e The numerical fdentification of capacitance C
through eq. (5-44),

0 The detailed design for inductance L through

eqs. (5-83) to (5-91). Details include N, A, Z,
and AC.

i

¢ The determination of loss PL through egs. (5-45)

to(5-49). Such a PL will give a minimum total
system weight.

o The battery voltage VB can be found from eq.
(5-52).

Y I

e The battery ampere-hour rating AH can be found
from eq. (5-53).

e The minimum total system weight is prescribed
by eq.(5-64).

It is iterated that the minimu. weight of (5-64) applies only to the given
set of VI and F. Different minimum weights corresponding to different sets
of VI and F can be similarly generated. By plotting this weight as a
function of F, withVIas the varying parameter, a family of curves can

be displayed to identify the global minimum for one specific set of VI and

CLARLE - L . ek e n
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F. The global minimum represents the optimum design for all battery
and converter parameters, and the corresponding battery voltage level
can be determined from the specific VI,

5.12. COMPUTER PROGRAM FOR DESIGN OPTIMIZATION CALCULATION

The foregoing design optimization equations are transcribed into a
computer program for numerical processing. The program 1is given as
Appendix K. A total of 28 parameters are given to the program in
statements 2200 to 2230. Their corresponding numerical values are
provided in statements 2000 to 2030. For a cost-effective program,no tol-
erances are assumed for these parameters as was indicated in statements
2100 to 2130. The program is designated as "VSTOL" in 2300. The

output data of the design optimization program, as specified in 2400,
include the following:

L ¢ 1inductance in henries
c ¢ capacitance in farads

RC : equivalent series resistance of C in ohms

- T/ T =

I[P : peak inductor current in amperes
N ¢ number of turns of L
cross-section area of the core for L in meter2

z : mean core length in meter

| u : core permeability in gauss/oersted
AC : winding area per turn in moter2
PL : total converter loss in watts
PLC : copper loss of inductor in watts

} PLI : 1ron loss of inductor in watts

b PM ¢ total inducter loss in watts

PT : total loss of transistor switch in watts
PD : total diode loss in watts
PC ¢ total capacitor loss in watts

-310-




P : Other converter losses in watts
NB
V8

number of cells in series

ee

minimum battery voltage near end of discharge

oo

in volts
WM : inductor weight in grams

WP : converter packaging weight in grams (excluding
power components)

WC : converter component and packaging weight in grams

WB : battery weight in grams

WCON : converter weight in grams
WT : total power system weight in grams

AH : ampere-hour capacity required of the battery

From statements 3000 to 3064, the program essentially reproduces the
various equations presented in the text, with the following corresponc-

ences:

! Statement in Program Equation in Text
3000 5e42

& 3002 5-44

| 3004 RC*CsG

) 3006 5.49

' ’ 3008 5-46

{ 3010 5-43

| 3012 5.47

L 3014, 3016, 3018 5-48
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3020
3022
3024
3026
3028
3030
3032
3034
3036
3038
3040
3042
3044
3045
3046
<047
3048
3049
3050
3052
3053
3054
3056, 3058
3060
3062
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CONST 1 of (5-94)
CONST 2 of (5-64)
5-89
5-90
5-91
5-87
5-88
5-39
5-83
5-84
5-85
5-66
6-45
5-17
5-50, 5-56
5-19
5-52
5-18,5-19 6-20, 5-21, 5-22
5-58
5-59
5-65
5-23
5-29
5-32
5-33
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3064
3066-3200

v-34

Printout specifications

The numerical inputs to the computer ar~ 7iven as follows:

vi
F
¢ vo
| PO
1
(]
| 14C
R1
Vs
VBE
vD
¢l
TSR
T8¢

- W

As previously outlined, a set of VI and F will be assigned for each
J computer run, and the corresponding printout represents the optimum-weight

AD

wl
A2
Al
Ad
AS
A
A7
A8

4
L

10
]
"”
3

1350
%000

270
3000
28400
J138E-04

- . - O o

"3 N

@

J.1414
+30E-0¢
.355‘0‘

0O OO0 OO0 OO OO OO

TR
10F
RHO
Fe
Fd
30C

VK
KCa¥
KNEC
ocC
h)
KTHE

design for that particular set of VI and F.

S
g
i
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5.13. COMPUTER PRINTOUTS

A sample printout is shown in Figure 5-5, The aforementioned twenty- Six

parameters are printed under the heading of "X-AXIS", and their numerical
values under "QUTPUT". Since tolerances have not heen given to the pro-
gram, the number "0® will appear under "+ TOL" and "- TOL", and the lower
T1imit "~ LIM" and upper limit "+ LIM" will exhibit identical numerical
values as those displayed under "OQUTPUT".

A summary of arguments and tolerances accompanies each printout. For
example, in the sample printout the output voltage VO is designated A2,
and has a specified value of 270V with zero tolerance. The particular
run is based on an input voltage VI of 150V, switching frequency F of 10
kHz, output power PO of 3000W, and power utilization time T of 0.5 hour.
(See underlined portion of Figure 5-5).The total optimum system weight,
WT, is calculated to be J03.9 kilograms.

Computer printouts for other sets of Vi, F, PO, and F.

Vvl = 25, 50, 100, 150, 200 v

F = 65,10, 20, 30, 40, 50, 100 kHz for each VI
PO = 3000W

T = 0.5 hr.

The calculated results for total system weight WT are presented in Figure 5-6.

A family of curves showing weight versus frequency, with the input voltage
as the varying index, are piotted. These results will be discussed in the
next section.
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5-14,

DISCUSSION OF CALCULATED RESULTS

The following observations can be made based on Figure 5-6:

1. The weight vs. frequency curves generally exhibit U-
shape characteristics, with the shape more pronounced
at lower input voltages. Within quite a wide fre-
quency range, from 20 to 60 kHz, the total system
weight is relatively constant for a given input voltage.

2. For each frequency, the weight reduces with an increase
of input voltage. The weight reduction is most pro-
nounced for voltage increments at lower VI's. The re-
duction becomes diminished for voltage increment at
higher VI's. For example, at 30 kHz, a 16 kg reduction
is reaiized when VI is increased from 25 to 50V. The
corresponding reduction is only 4.5 kg for a 100-to-20GV
increase.

These observations are discussed as follows:

THE U-SHAPE WEIGHT VERSUS FREQUENCY

The U-shape weight versus frequency can be understood by plotting
the corresponding loss versus frequency and weight distribution
characteristics for all power components including the inductor,
capacitor, transistor, and diode, which are part of the computer
printouts. These characteristics are shown in Figures 5-7 and 5-8.
It {s clear from Figure 5-7 the loss versus frequency curve also
exhibits the U-shape. The diminishing total loss at lower fre-
quencies fs caused by the copper loss of the inductor, which
decreases as frequency increases due to the smaller inductor

size for a given source-current ripple requirement. The increasing
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total loss at higher frequencies is caused by the higher switching
losses associated with the transistor and diode switches. The op-
posing loss trends for the inductor and the semiconductor switches
as a function of frequency leave a minimum total los. in the 10 -
30 kHz frequency range. The weight profiles shown in Figure 5-8 {s
directly influenced by the corresponding losses. A monotonically
reducing inductor weight as a function of frequency is argumented
by increasing weights from both the battery and the converter pack-
aging, thus explaining the aforementioned U-shape. Since the in-
ductor losses and the semiconductor switching losses are more pro-
nounced when the input voltage is low and the corresponding rms

and peak current in the inductor as well as the semiconductors are
high, the U-shape is also more pronounced at lower input voltages.
The opposing trends of weight versus frequency for the inductor and
the battery plus converter packaging leave a relatively constant
total system weight in the middle frequency range, from 20 to 60
kHz.

WEIGHT REDUCTION WITH INPUT VOLTAGE

The converter loss and battery internal loss are much higher at
lower input voltages. Consequently, greater weight reduction can

be realized in all system components including magnetics, capacitors,
battery, and converter packaging when a given voltage increment is
added to a lower input voltage. As the loss-related system weight
diminishes, the battery and converter packaging weights, which

are constant functions of the output power, become dominant in their
weight contributions to the system. Consequently, little weight
saving can be realized by increasing VI when the efficiency gain is
no longer an important factor. This fact is amply substantiated by
curves exhibited in Figure 5-6, where the weight reduction from VI=

100V to VI=200V is rather meager.
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IMPACT OF DIFFERENT.CORE MATERIAL ON TOTAL SYSTEM WEIGHT

In the anaiysis presented so far, the {nductor core is assumed to be
made of the molypermalloy powder material to achieve a minimum core
loss, with an operating flux-density 1imit of 0.35 weber/meterz.
However, in view of the high ration of copper loss PLC to core loss
PLI, it becomes apparent that a different core material with a higher
operating flux density level will result in saving of total system
weight even though the attendent core loss will be higher. A Cut-C
core of Deltamax (orthonol) laminations, with a conservative flux-
density 1imit of 1.2 wever/meter2 is selected to replace the power
core i1n the computer run to assess its impact on the total system
weight. This change is accomplished in the computer program through
the following program edition:

. E,2030
2030 DATA 35.42,.7, 1.3,3.5.7C0,7.8E0.1
J030 DATA 1.2.42,.9, 1,3,9,3.9€6,7.8E6,10

T E,3012

aVid (e=,185%A1 ", 00%(AZ-ARO)I A0/ Y3/ AZ/YS
T 3012 YE=4.84+4A1 7,264 (A2-R0ISA0/TYI/A2TE
{ E.3047

3047 X1=24X05.089%A1 ", 6+¢29tK08AI

2047 A1=263042,804A1 26+ 2FHRD4A)

The flux density BDC in statement 2030 is changed from 0.35 to 1.20.
The core-loss description in statements 3012 and 3049 are also changed

to reflect the core-loss profile of the new material. funs were executed.

A weight versus frequency plot is given in Figure 5-9. Comparing the
curve for a given VI in Figure 5-9 and Figure 5-6, it is clear that a 10
kg weight saving {s accomplished for VI=25V when BDC is increased from
0.35 w/m2 to 1.2 w/m2 that the U-shape of weight versus frequency is not
as pronounced at the low frequency end of Figure 5-9 as that of Figure
5-6. For a given VI, the inductor weight saving as a result of a higher
frequency is less in Figure 5-9 in relation to that in Figure 5-6.
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5-16. Justification For All Input Parameters

Justifications for numerical values of all input parameters
to the computer are given in Appendix K. These parameters
are defined in the previous sections,

5-17. CONCLUSION

From analysis presented in this report, the following design-related
conclusions can be made regarding the VSTOL emergency power system:

1)

3)

As expected, the total system weight reduces with the
converter input voltage. However, a level of diminish-
ing return is soon reached for VIZ 100V.

For a given watt-hour rating, connecting more cells in
series to effect a higher battery voltage is more costly
than connecting fewer series cells. In view of the
significant weight saving that can be realized by raising
VI from 25V to 30V, and the rather meager weight saving
that is realizable by using a higher-than-100V {nput
voltage VI, it is recommended that the battery voltage

VB be set within a 50-100V range.

Depending on the required output power PO, which deter-
mines the power-switch current for a gtven VI, a 25V

battery may be used in smaller power applications, e.g.,
PO s1000 W,
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4)

5)

6)

With the present availability of power switches and
magnetic core materials, the total system weight WT

for a given VI stays nearly constant within a wide
frequency range. The range covers from 20 to 60 kHz

in Figure 5.6 and 15 to 40 kHz in Figure 5-9. A recommend-
able operating frequency 1s in the vicinity of 30 kHz.

For a core with BDC=1.2 weber/meterz. the optimum

system weight in kilograms can be read from Fiyure
5.9 a; follows for PO=3 kw and T=0.5 Hr:

Switching Frequency (kHz) Weight (kg)

VI=25V 50V 100V 150V
5 127kg  113kg 105kg 102kg

10 121 109 103 101

20 118 108 103 100

30 119 108 103 100

40 121 109 103 100

5U 123 110 103 101

100 15, 115 106 103

The use of higher flux-density core raterial reduces the in-
ductor copper loss by an amount much greater than the atten-
dant increase in core loss, thus reducing the total system
weight.

While the impact of core material is not to be overlooked,
the major weight contributor in the system is the battery.
Except at very low frequencies (5 kHz), the battery gen-
erally is responsible for more than 80% of the total sys-
tem weight.
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6. CONCLUSIONS AND RECOMMENDATIONS

The Modeling and Analysis of Power Processing Systems (MAPPS)
Project has developed the mathematical models and computer software
program to perform the calculation for Buck, Boost, and Buck-Boost
DC-DC Converters in order to determine:

o Performance Analysis
® Design Optimization

A computer-aided discrete time domain modeling and analysis
technique for Performance Analysis has been presented which is
applicable to all types of switching regulators using any types of
duty cycle controllers and operating with continuous, as well as
discontinuous, inductor current. State space techniques are employed
to characterize coverters exactly by the nonlinear discrete time
domain equations in vector forms., Newton's iteration method is
employed to solve for the exact equilibrium state of the converter.
The system is then linearized about its equilibrium state to arrive
at a linear discrete time model. The stability nature and transient
responses are studied by examining the eigenvalues of the linear
system. Changes in eigenvalues due to system parameter changes can
be plotted in the complex z-plane yielding an axcellent design tool
very similar to conventional root-locus plots. The analysis is also
extended to determining the frequency related performance character-
istics such as the closed loop input-to-output transfer function used
to determine the audiosusceptibility of the converter. The modeling
and analysis approach makes extensive use of the digital computer as
an analytical tool, replacing highly complex and tedious analyses by
numerical method and making automation in power converter design and
analysis possible.
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6. CONCLUSIONS AND RECOMMENDATIONS (Cont'd)

In addition to its particular utility at analyzing high-frequency
control-loop related phenoinena, the analysis also serves as a useful
design tool which provides design guidelines for such important control
parameters as the dc loop jain, the ac loop gain, and the R-C compen-
sation network of a two loop converter to optimize its transient
response and to stabilize the system,

To those working with switching regulators, converters, and systems
comprised of these equipment, certain design and analysis intricacies
invariably make themselves felt throughout the equipment and system
design and development stages. Empirical and intuitive reliances often
intercede with the designer's desire to be "more scientific" and his
commitment of being "on schedule”. Handicapped by a general lack of
established modling, analysis, design, and optimization tools, it has
not been uncommon for a power processing designer to fulfill very
1ittle of the desire and/or the commitment.

The cost and schedule plights that most equipment and system
designers find themselves in have to do with at least one of the
following entities: power circuit weight/efficiency, control-
related performance requirements, and trial-and-error power and
control design iterations. While power processing as a technology
has reached the level of sophistication where the modeling, analysis,
design, and optimization of these entities should have been established,
a survey of literatures conducted at the initfation of the MAPPS program
had proved the contrary. In addition, the recent evoiving trend of
higher power and equipment standardizatior has further heightened the
need for analytically-based design and optimization.

In this regard, the program has accomplisked the following objectives:

o The methodologies of power processing modeling, analysis,
design, and optimi»ation, are all established.
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I 6. CONCLUSIONS AND RECOMMENDATIONS (Cont'd)

o Application-oriented analysis, design, and optimization sub-
, programs for power-circuit design, control circuit design,
L and control performance analysis are becoming available.

o Cost-effective system configuration study and system disturbance
propagation are now feasible.

Being government sponsored, all softwares ure available without pro-
prietary complications.

Continued MAPPS effort will aim at the following goals:

® Analyze per /ormance for commonly-used power processing equipment
and selected systems.

§

o Detailed power circuit design optimization to meet given power- 1
related performance requirements for most commonly-used power 4

3

]

circuit configuravrions.

e Standardize control-circuit design to meet control-related
performance requirements.

e Provide cost-effective tools for the identification of optimum
system configurations and system failure-mode analysis.

The following is a 1ist of basic tasks for future work:

Application Handbook for Performance Analysis.
Application Handbook for Design Optimization.
e Continued Current Injection Multiloop Control Modeling. I

(a) Single Power Stage.
‘ (b) Parallel Modular Power Stages.

, o Continued Power Subsystem Optimization Techniques.
Development of Performance and Design Optimization for
Series Resonant Inverter Power,
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