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APPLICATION OF INTEGRATION ALGORITHMS IN A PARALLEL PROCESSING
ENVIRPONMENT FOR THE SIMULATION OF JET ENGINES

Sugan M. Krosel and Edward J. Milner
National Aeronauticer and Space Adminietration
Lewis Research Center
Cleveland, Ohio

Abstract, The development of dipital dynamic simulations requires careful selec-
tion of an appropriate integration algorithm. This paper illustrates the appli-
cation of predictor-corrector integration algorithms developed for the digital
parallel processing environment., 1The algorithms are implementca and evaluated
through the use of # software simulator which provides an apfroximate represerta-
tion of the paralle]l processing hardware., Test cases which focus on the use of
the algorithms are presented and a specific application using a linear model of a
turhofan engine is considered. Results are presentec showing the effects of
integration step siz¢c and the number ol processors on simulation accuracy. Real-
time performance, inter-procesror communication, and algorithm startup are also
ciecussed,

INTRODUCTION

In recent years, there has becn a groving need to obtain simulation models
which represent physical svsteme over their entire operating range. An example
cf this is the jet engine. Ti~ demana Yor hipher performance in these systens:
has resulted in increased system complexity and a need for more in-cdepth analysis
of their dynamic behavior. There is an additional need for detailed system mod-
els to rupport the development of digital controls for these systems. In both
the design and evaluatiun of these controls, simulations are frequently used.

Digital computers are ured extensivelvy for simulation because of their ease
of programming, repeatibility of rcsults, and to a large depree, the portability
of the simulations. Digital simulations, such as GENENG, DYNGEN, and NNEP (Ref-
erences 1,2,3) provide the capability of predicting the steady-state and dynamic
performance of a wide variety of gasr turbine emgine configurations. Digital com.
puters, however, are limited in their usefulness for time-critical simulation
applications by their inherent sequential execution of program instruclions and
serial computation within there instructions. 1In applications such as the vali-

dation of digita) control hardware and roftware, the requirement for real-time
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response of the simulation hae necessitated either the use of large, dedicated
computer sgvatems with instruction cycle times in nanoseconds or the simplifica-
tion of the model.

With the advent of and current advances in dipital micro-computer technology,
it if now possible to develop amall, compact, computer systems for simulation.
More importantly, it may now be presible to implement a detailed simulstion model
and still achieve real-time operation. This will permit the simulation to be
ured in a wice variety of aspplications including uigitel control system develop-
ment, checkout, and troubleshooting as well ar performance studies. One approach
that has been proposed is to connect several microprocessors in a parallel ar-
rangement and to provide a means of communication between the processors. The
simulation is then partitioned over the several processors by dividing the system
equations among the N p 2cessors forming the parallel digital aystem. However,
partitioning necessitates a careful and thorough connideracion of the dynamic
coupli—y within the mode! to determine the optimal broakdown k( the system func-
tions. 1In some cases, inherent parallelism in the system may simplify the parti-
tioning. The issue of how manyv processors to ure thep can be acodressed. For
efficient operation, the portions of the simulation that are allocated to the
individual processors should use approximately the same amount of compute time
per processor. This will insure ccrrect updating of system variables and avoid
wasted time in the calculation cycle. The updating of varisbles within the par-
titiored simulation will require not only careful timing considerations but also
efficient data transfcr between processors to avoid inadvertent phase shift.

The developmen'! of dipital simulations, in general, depcnde on the selection
and implementation of ruitable numerical intepratijon algorithms. These algor-
ithme should provide for accurate and efficient solution of the differential
equations that describe the svstem being simulated. For the gas turbine engine,
there equations sre typically nonlinear and involve multivariable functions that
describe the performance of the engine's rotating componente (fan, compressor,
and turbines). In general, most of the computing time is used in the calculation
of the system derivative function. Therefore, in the selection of an integration
slgorithm in & time-critical application, one must consider the number of deriv-
astive calculations associated with the algorithm. Much work has been done in the
study of integration methods for a single processor system (References 4,5). The
derign and application of intepration algorithms for a parallel-process.ne sysiem
depends on additional factors, such as: the number of procesgors, the method of

partitioning the simulation, the inter-computer data transfer mechanism, the
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c mputational speed of the processors, and the need to input and output simulation
¢ ta (References 6,7). For example, it may be possible to partition a problem
jnto linear and nonlinear parts and to use different integration algorithas on
each part (Reference 8).

This paper discusses the spplication of parallel predictor-corrector
slgorithms (Reference 7) to the simulation of a typical turbofan engine. The
rimulation is intended to run on an MIMD (multiple instruction - multiple date)
parallel processing system (Reference 9). A software simulator was used to pro-
vide an approximate representation of a parallel processing system and to evalu-
ate the performance of the algorithms.

A first-order system and a second-order system were used to evaluste the
slporithms. Each of these systems was excited by a unit step. The effects of
the number of procersors used and the integration stepsize on simulation accur-
acy, resolution, and stability were determined. Results are presented and dis-

cussed in the following sections.

AN ALTT.RNATIVE TO PARTITIONING

Miranker and Liniger (Reference 7) supgest a parallel predictor-corrector
integration technique which merits consideration as an alternative to partition-
ing. No partitioning is required because the algorithms they present require
that the entire simulation reside on each processor. Normali: when uging
predictor-corrector intepration, the current corrected value of 8 parameter is
based on its current predicted valuve. The operations are sequentially regimented
with the requirement that calculation of the current predicted value be completed
before calculation of the current corrected value may begin. However the
Miranker and Liniger algorithms predict and correct current values based on val-
ues slready evaluated in a previous calculatjon cycle. Hence, prediction of some
values and correction of others can take place simultaneously.

This charcteristic of the algorithm allows concurrent calculation to take
place on parsllel processors. Taking advantsge of this assumed calculation
power, the slgorithms are able to cperate on more than one integrstion time step
during a single computer simulaticn update cycle. The update cycle time remains
fixed; but since more than one integration time step, h, is calculated during
this period, the simuletion is effectively speeded up. 1deally, unless stability
or sccuracy problems arise, using a sufficiently large number of parallel proces-
sors should allow real-time operation. The relationships among the number of
processors, system stability, and system accuracy ~+: examined in detail in the

RESULTS AND DISCUSSION section.



Coneider a dvnamic system desctibed by equations of the form

y' = f(x,y), x > 0, y(0) = Yo 1)

Suppoge *%Nat numerical solution is required at the mesh points X, - (n - 1)h,
n=1,2,. .., where h f{s the atep sfze. Miranker and Liniger propose solving
thir system by using predictor-corrector alporithms such as the following second-

order, four-processgor algorithm

y§n+2 - ygn-Z + “hfgn (2)

y;nﬂ - y‘Z:n--2 + %h (fgn + fgn-ly) (3)
Yor * Yon. . - 7 (3f2Pn - 9f2Pn_1) (@)
y(2:n-l " ygn-3 M 2hf§n-2 (5)

where Yo is an approximation to y at L yg is the preaiC’ed value &t

¥t ys is the corrected value at X f£ = f(xn.y:) and fg - f(}n.yg).
Predictor-corrector algorithms for one, two, and four processors were included in
Reference 7. An eight-processor algorithm was derived by the authors based on
the Miranker and Liniger methods. Second-order algorithms u;ed for this study
are listed ir Tlable 1.

Figure 1 shows the sllocation of the parallel predictor-corrector algorithm
equations for the four-processor cage. As shown in Figure 1, the algorithm for
four processors calculates predicted values on two of the processors (A and B)
and corrected values on the other two (C and D). This results in two outputs
(i.e., corrected values) per calculation cycle. The outputs for the four pro-
cessor alporithm are, in order, the corrected values from processor D and then
from processor C. During this same calculation cycle, the predicted values are
being calculated on processors B and A for one and two output times in the
future respectively. These values then feed back into the algorithm for the
updating’of the cortected values in the next calculstion cycle. In each new cal-
culation cycle, the current values of the inputs are brought into the calcula-
tions on each processor. For each state of the syetem being simulated, eleven
transfers of data must be accomplished for the algorithm for each step in rhe

integration cvcle. 1t should be noted that only N-1 of the derjvative function

calculations are actually used in the N-processor algorithm.



SIMULATION APPROACH

Te test the predictor-corrector algorithms before implementing them on
actusl parallel processor hardware, & software simulastor was developed. The
roftware gimulator 's written in Fortran to run on an 1BM TSS 370. The progrem
is structured in a modular fashion through the use of subroutines (Figur~ 2).
Subroutiner are used to represent the N processing elements. Psuedo-
parallelism ig achieved through the use of argument liste for variable transfer
with distinct variable names during a calculstion cycle. The code for the cal-
culation of the system derivatives is contained in one subroutine. This permits
eary modification of the software simulator for different systems being simu-
lated. The software simulator accurately represents the problem-solving phase of
the parallel processing predictor-corrector integration algorithms. Careful
attenticn has been given to the outputting o! results with respect to time.
Representation of actual simulator control was not incorporsted into the software
simulator. Coding to represent a simulator controller and an input-output pro-

cessor has been included at a very simplistic level.

The Miranker and Liniger intepration technique was examined from the real-
time simulation point of view by applving it te a linear {irst-order system, twe
ditferent linesr second-order systems, and a linear fourth-oruer engine model.

Fellcwing is a detailed examination of each.

FIRST-ORDER SYSTEM

The response of a first-order lag to a unit step input obeys the relationship

wy' 4y =] (6)

The closed-form solution to Equation (6) with the initial condition y(0) = 0 is

y = 1 - exp(-x/1) (7)
This response which is dependent on the value of the system time constant, ¢,
can be displayed #s # single curve provided that the parameter x/t {8 con-

sidered the independent veriasble. Rearranging Equation (6) yieldr

y'=da.y (8)
Thus,

y' e f(y) = Lpw (%)



Hence, the recond-order four procegsor predictor-corrector algorithm cen be

written as

ygn*Z - y%n-? + 4 2 ggn (10)
an+l " ygn-? * % 2 (fgn * 'gn-l) an
ygn - an-3 B % % (ngn - 9gn-l) 12)

an-l - an_3 +2 g l"gﬂ—Z 03

1t is clear that the predictor-corrector solution (sequence of points) is depend-
ent on the number of processors, the system time constant, 1, and the integra-
tion step size, h., For a fixed number of processors, the result is a family of
solutions each corresponding to a different value of the parsmeter, h/x.

10 determine how well the predictor-corrector solutionsicompare with the
closec-form solution (Equation (7)), a figure of merit was esrtablished in the
following manner. The absolute value of the difference between the predictor-
corrector solution ara the closed-form sclution was integrated over the time
interval 0 te 41, This cumulative error was then expressed es a percentage of
the total area boundad by the closed-form solution over that same time interval.

This can b erpresrea by

R
f |c]osed form - a]gm‘ithm'dx
0

oy e
jg ]c]osed form‘cx

Thug, each of the predictor-corrector solutions has associated with it a relative

(14)

error.

In studving the effects of varying the number of processors and/or the inte-
gration etepsize, it is helpful to define the "effective step advance per calcu-
lation cycle," H, as follows

H = h*(N/2) (15)

where N is the number of psrallel processors used. 1f only one processor is
used, two derivative calculations are required per integration time step. One
derivative calculation is required for the predictor and snother one is required
for the corrector. Consequently, the effective computation time for this cese is
twice the calculation time and the effective step advance per calculation cycle
is h/2. 1In the four-processor case, only one derivative calculstion per pro-

cessor if required and each cslculation cycle will result in two time steps being
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calevlnted, Ther the effective step advance per calculation cycle is 2h., 1In
ctueving the effect of changing the nunber of processors or using different inte-
gration step Fizos, comparisons should be made on the basis of the same effective
step advance per calculation cycle (that is, on the basis of equal values of H).

1t wars previously noted that the parameter h/+« could be used to elimi-
rate the effect of the system time constant, t, on the predictor-corrector
solutions for a fixed number of processors. Similarly, the use of H/tr allows
results from varying numbers of processors to be compared. The percent error
resulting from using the second-order predictor-corrector algorithms as a func-
tion of the paremeter H/tr is shown in Figure 3, Datas corresponding to one,
two, four, and eight processors are pregsented. We see ‘hat, for small values of
H/t, there is little, if any, advantage to using multiprocessors. A single
processor pives good accurac§ and does not require the transfer of any dats.
Hence, the mechanics of the simulation is kept simple. As the value of H/:
increascs, ve sec that using a larger number of processors gives better accu-
racv. For a value of H/tv = 0,125, accuracy is improved by almost a factor of
four by using eight processors. This accuracy improvement is due in part to the
larger numher of points obtained from using more processers (a finer grid). When
usirg eight processors, four points are calculated per calculation cycle. The
effective step advance using eight processors consjsts of three intermediste
poirts plus an end point. When using only two processors, one point is calcu-
lated per calculation cycle. In esrence, then, when using two processor ., all we
arc calculating ir our solution are the end points of the eipht processor ca‘e;
anc, hence, we are suffering a Joss in accuracy by uring a smaller number of
processors,

As H/« approaches a value of 0.25, we see that slightly improved accu-
racy is obtained using four processors rather than eight. This may be due to the
gtep size becoming too large for the more complicated eight processor algorithm.
For H/t equal to 0.40, the eight processor algorithm is unstable. The inte-
gration step size has become too large for this complicated slgorithm tc hold
together. However, the four processor slgorithm is still stable at this point.
This brings out an important point; namely, a simulation is not necessarily
improved bv uring more processors.

For the purpose of illustration, suppose that a resl-time simulation of a
firrt-order system is desired. Suppose further that the corner frequency of the

fvstem if 50 radians/sec, that four processors are available for the simulation,
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and that each processor takes Z millireconds to compute the required derivative
function,

Hence, calculation time, ¢ is 0.002 sec and the time constant,

cl
v = (corner frequency)']. is 0.02 sec. Since teal-time simulation {s desired,
o Thus

Het, or He=t, /v~ 0.002/0.02 = (,10, From Figure 3 we see that the corre-

the effective step advance must be equel to the calculation time, t

sponding simulation error will be approximately 1.5 percent if all four proces-
sors are used. Let resolution be defined as the calculated number of points per
cycle at the highest frequency of interest. Then, resolution for this case is
approximately 125 points/cycle at 50 radians/sec. Also from Figure 3 we see that
the simulation error will be spproximately 3 percent if one processor is used.
Rerolution for this care is still sufficient wi.h approximately 30 points/cycle
at 50 radians/eec. Now suppose that calculation time t, increases from 2 milli-
seconds to 3.6 milliseconds. 1If 2 percent is the maximum sllowsble error and if
four processors are available, we see from Figure 3 that a maximum value of

H/v = 0.13 is permitted. However, for t. = 0.00.6 sec and « = 0.02 sec,

H/t = 0.18 for real-time operation. Hence, the simulation cannot run resl-time
under these conditions.

What can be done to correct the situation? There are several alternatives.
1f eight processore were available, the simulation would run in teal-time with
2.1 percent error with H/t = 0.18. If more than four processors were ~ot
available, then faster processors would be needed. 1f the hardware was fixed,
some of the higher frequency dynamics of the simulation would have to be sacri-
ficed for the sake of real-time operation. A time constant of « = 0.028 sec,
which corresponds to a corner frequency of 36 radiansr/sec, would be required for
real-time simuiation with 2 percent error using four processors (for then
H/+ = 0.0036/0,28 « 0.13). 1n determining the number of processors to use to
rimulate a system with first-order characteristics, then, the choice depends on
feveral factors. As we have feen, going tn more processors gives better resolu-
tion and can give better accuracy. However, going to more processors may de-

etabilize on otherwise stable simulation,

SECOND-ORDER SYSTEM

As 8 further test of the predictor-corrector ¢ 'gorithms, s second-oraer
system consisting of a first-order lap feeding another first-order lap was simu-
lated. The transfer function for such s system is 1/((rls + l)(vzs + 1)) and

its sssociated differential equation has the form



tltpy" + (tl - tz)y' +ya=1 v 16)
For the initis) condicfons v(0) = 0 ana v'(0) « 0, Equation (16) hasg the
closed-form rolution

Rl YA ~x/v,

'2'

1)'\'2

Y

yal- (17)

For the studv, two different cases were considerec: CASE 1 has the values

7. 0.0] sec and P 0.02 sec; and CASE 11 has the va'ues =) = 0.002 sec

and 1, ® 0.0% sec: the procedure followed was siwilar to that used for the first-
order system to obtain data, The second-otrder system responses can be reduced to
a family of curves by using x/1; as the independent variable. In this case,
however, each curve represents a particular value of the ratio 15/v;. For the
two COFe¢R, (T?/!] = 7 and 1?/1] = 10) solutions for varving integration step
size, h, were obtained uring the predictor-correctnr slgorithms for one, two,
four, and eipht processors. Ars was done for the first-order system, an error
mearure was calculated for each golution. The time interval consicered for this
computation wae 0 to four times the smaller time constant, - The error data
for these cores werte presented as a function of er] to facilitatc comparisons
of rerults obtained from cdifferent numbere of procescors.

Figure 4 presentr the percent error versus H/x; for CASE I. This system
t.» the slower dynamics cf the tuvo caser considercd (w] = 100 racians/sec ano
w,y ™ 50 radians/rec). Notice that the error obtoince using either one processor
or two if virtually identical. However, using two procersors gives better resolu-
tion (at Jeasrt 15 pointe per cvele at the highest frequency compered with 8 points
per cycle using one processor). Notice also that, for a velue of H/-.1 = 0.5,
one processor is steble anc two or more are not.

1{ four procesrors can be used, improved accuracy and improveo resolution
are realizea. At least 30 points per cycle are obtained at the highest fre-
quency. Notice alsc that, at H/vy, = 0.4, accuracy is improved 100 percent.
Fipure 4 shows that there is no reason to use eight processors. There is only a
narrcy range of stability for ecight prucesrore anc both accuracy arce resolution
cver this range are excellent with four processors.

Percent error versus H/1, for CASE 11 is presentec in Figure 5. This
system has faster ynamics (wy = 500 radisns/sec and w, 50 radians/sec) than
CASE 1. CASE 1! alsc hax & much smaller range of H over which the simulation
is stable due to the higher frequencies involved. (The time constant " is
five times smaller than in CASE 1.) However, accuracy is excellent over the

stable range, no matter how many processors are used. As in CASE 1, the error
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«htained vsing either one processor or two is virtually identical; however better
resolutior ix obtaince with two procesmots due to the finar snacing of points in
the rolutjon sequence. Resolution at 500 radians/sec, uifng one processor, is
approximately & pointe/cycle- usring two processors, it ia approxinstely 12
pointr/cycle. Because of the excellent accuracy and resolution over the stable
renge for this case, there rhould be no need to use more than two processors.
Attaining real-time operation for a stiff system such as this would be
difficult. The w; high frequency is a dominant term requiring & very small
integration time step for stability of the simulution. Since for resl-time
simulation t. ~ H, we see that this requires the calculation cycle time to he
o more than a millisecond. ‘fhis calculation time may be met for elementary
fyrtems with avajilable computers. However, irc gimulations of complex systems
such as turbofan engines, to achijeve real-time operstion probably will require
gsacrificing rome of the higher frequency dvnamics. The most fevorable condition

for real-time rimulation in the cage ig with one ¢r two PreceRROrR.,

ENGINE MODEL

As a final test to determine whether the parellel predictor-corrector inte-
pration algr, ‘thme arec applical.le to the turbofan enpine simulation problenm, &
ttate-rpace model of a representative eigine was usec ar the system in the soft-
ware simulator.

1he mode] selected war a reduced-order (fourth-order) linear model at the
sea-level, static, intermediate power operating condition. 1t was obtainec from
a full state (l6th-order) linear model by normal reductjon techniques (Reference
10). This linear model was validated along with other Jinear mocels of the
engine in Reference 10. The reduced-order model stil] retains important dynamic
characteristics of the gystem but is essier to handle methematically. The

‘mathemat ical representation of the system is given by the following equations

u (18)

x|
+
ol

-A

.

yeTx+Du (19)

vhere Equation (18) if a linear, constant-coefficient-matrix cifferentis]l equa-
tion (valid only at a given operating condition) that represents the compitation
of state variable derivetives. Matrices :: the system matrix, and $. the con-
trol matrix, show the sensitivity of the time derivatives of the state variables
T o varistions in the state variables ¥ and control inputs u. EqQuation (19)

it a linear, constant-coefficient matrix algebraic equation that represents the



comoutation of observed engine patemeters. Matrices T, the outpuet matrix, ano
D. the direct-~oupie matrix, relate the changes in the observed parameters y to
the variations in tho stete variables x and the control inputs V. For the
relecteo reduced-order mooel, the states, represented by vector %, ate far
tpeed, compressor speed, comprersor discharge pressure, and interturbine pres-
sure. The observed parameters, represonted by vector Yy, are engine net thrust,
tetal engine afrfiow, hutrer-exit tempirature, fan stall margin, compressor stall
margin, measured fan-exit 4ap/p patameter, and calculated fan-exit ap/p
parameter. The control inputs, tepresented by vector u, are main burner fuel
flow, exhaust nozzle jJet ares, fan inlet guide vane position, compressor variasble
vane porition, and compressor bleed flow fraction.

The matrices A. B. C, ana T oare giver. in Table ;1. No single linesr
maael can Accurately veprescnt an engine over its entire opcrating range. There-
fore, many linear mooelr arc tvpicelly deriveu at verious flight conditjons and
power settings thioughout tihe engine operatirg envelope. These models would be
connectey together in gome manner tc form & more sccurate and reprernentative sim-
vlation of the engine procesxs. The relected engine model was derivea at the
sep-level, static, intermeciate power operating conaition cnao hence is valio only
in that region,

70 determine if the parallel predictor-cerrector alogrithms are suitable anc
appropriats integration methocs for the enpine simulatjon problem, & 3-percent
rtep in fuel flow wasr fnput to the reduced-order model for one, two, four, anc
cipht processor predictorr-corvector slporithme.  The resulting transients were
compared with an exact solution obtained through evaluation of the state
transition matrix,

In running the transient on the simulated multiprocessor systems, it was
found that, as the number of procerfors increasea, the integration step size for
the algorithm had to be decreared. This decrease reflects the logs in stability
due tn these algorithme as more processors are usec. Table 111 gives the tabula-
tion of the number of processors and the maximum llloélble timestep for staiil-
ity. These results sre summarired in Figure & which shows the effect of the num-
ber of processors on the required step size for stable operation., Dats asre pre-
sented for the first-order system, the second-order systems, and the engine
model. 1n the engine model, Tsble 1] stowr that the system possesses widely
spaced eigenvalues, requiring the ure of small tamesteps for stability at the
hiph freauency dynsmics. However, Table 111 shows that the slgorithms themselves
require the use of smaller timerteps to asrure the stability of the algorithm

1{ resl-time operation is derired, the decrease in the integration timertep weans
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thit the tire ailowable to compute that system derivetive also decreanes. Table
111 ¢1er piver the time allowed for the derivetive cal.ulastion for real-time
cpereticr,

The tranrient response of two states - fan speed and compressor divcharge
1rerrure - and two obrerved patameters - burner exit temperature and cospressor
ttall margir - are shown in Figure 7 for the one, two, four, end eight processor
creer prc the eract solutior, The transient is shovn only for the first second
anc it ig peen thet sgreement is quite pooc. After the first half second, the
cifference hetween the exact and any of tne crses becomes insignificent. The
only noticeable error is seen in the first tenth secund of :he trensient. This
fs ohevn mere cleatly in Figure 8, This error at the beginning of the transient
it caured by the startup delay jnberent in the predictor-corrector algorithm. In
generr]l pridictoracorrector intepration alporithme nre quite sccurale provided -
rttable tinestep is chosen. Thig has been shown in Figure 7. 'Houever. the ais-
tinct cisacdvortage that these algorithms posress {5 in their Bnn-lelf-:tertin;
feature. This war shown in Figure 8 by emphasizing the first 0.1 second of the
traneiert rceponse.  This §is counterbalanced by the need for fewer evalustions of
the Fvetem derivative, thereby requirirg less computstion time for the algor-
fthr cverall, 1f ner-real-time cperction is acceptable, Lhen these patrallel pre-
cicter-corrector alpesithmse may be useful.,

Firpvre Y gives & rerire of eipht processor transrients for varying timesteps
of 0,0007, 0.0202%, 0.0002, and 0.0001 second over a 0.5 se-ond Tange. 1t can be
geer that ar intepration step size f 0.0005 secona procuces oscillations in the
first 0.9 second of the transient which subsequently <i2 out. 7This is due to the
instability of the aloprithm at that rtep. The eight procerssor alporithm is
stable wher h  is reduced to (.00025 secona. This implies that for resl-time
operatior vith thisg model, the evaluation of the derivative function must Le com-
pletec in 1 m.llisecond (see Table 111). Use of a smaller timestep does reduce
thege ofcillotions but results in timesteps much too small to have practics) ap-
plication.

Fipure 10 shows a comparison of the predictor-corrector and actual response.

over the firet tenth of a grecond.

COMCLUSIONS

The Miranker and Liniger predictor-corrector alogrithms can eliminate Bany
prehlems associated with cigital multiprocessing. The mest obvicus sovantage is
that the predictor-corrector alogirhtms do not require partitioning of the simu-

Jatior mocel. In applving the slgcrithms to 8 iinesr first-order system and t~



13

twe cifferent linear recond-order systems, the errors btained uring one proces-
scr and two processors were virtually identical. 1In addition, using four proces-
core generally cut this error in half. The range of stsble timesteps was de-
creased by using more processors. In fact, in some cases, increasinp the number
of procecscrs hsd g destabilizing effect. Using more processors did give better
resolution but, in many ceares, at the expense of decreasing the stsbility of the
simulation.

Use of parellel predictor-corrector integration algorithms poses some dis-
advantage when real-time operation is desired. It has been shown that the use of
these algorithms with increasing numbers of processors does result in 8 reduction
ir the stability of the algorithr and requires the use of smaller ana smaller
intepration timesteps. This requirement of very small timesteps means that the
computing device may have to'per(orm motre calculations over a specified time in-
terval and be able to calculate the system derivative function in & shorter
amount of time.

Also it has been seen that cthe predictor-corrector algorithms in themselves
are not celf-sturting, therefore, either a ceadtime occurs at the beginning of
the transient {no response from the system) or some means of starting the algo-
rithm must be devisad. Since the calculation of the derivative is only requirec
¢n N-1 processors (ior the N-processor alporithm), this ‘'free calculation time'
is availeble for implementstion of a starting metheod. Proper switching logic
must be incorporated to insure that the predictor-corrector algorithm takes over
at the end oi the startup pericd.

The parallel predictor-corrector integration algorithms may be & possible
means to attain real-time operation for dynamic system simulation if:

(1) Microprocessor internal cycle times continue to decreare which will

allow for faster calculation of the derivative functions;

(2) The cost of microprocessor memory continues to decrease allowing for
the acquisition of enough memorv for algerithm imnlementation;

(3) The system to be simulated does not have widely spaced time constants
or very high dynamic frequencies such that the stable range of time-
steps is not critically limited;

(4) Simplification of the simulation model, when necessary, can be msde
without excessive lcss of accuracy.

In situations where parallel predictor-corrector integration algorithms can

not be used, other approaches such as problem partationing and implicit integra-

tion shoula be considered.
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TABLE 1. - PARALLEL PREDICTOR-CORRECTOR INTEGRATION
ALGORITHMS (ORDER TW0)

One processor:

P _.C,h [y
Yrel yn“?(” 'fn-l)

TwO processor:

P . P

C C h (P C
Yo "V 7 (fn + fn-l)
Four processor:

P c P
Y242 = Y2n 2 * Mon

P c .3

Yol T Y2 T T (f * f2n l)

C _C  _hfaP o

Yn " Vin3 " 7 (3‘2 - 9on- 1\)

Yone1 = Yon3 * 2o g
Eight processor:

P c P
Yors = Yanea * Biin
P ¢ Lh(p P
Va3 = Yan-u * T (f/m * f&n-l)
P . .C P
Vo2 = Yot * OPlan

P C_shfp 4P
Yarw1 = Yan-a = T (fz.n - 3‘zm-1)

¢ _ ¢ 5hfP _ P
Yan = Yans ~ T (”a 5fzm.1)

<

C c Sh [, P P
Yin-1 = Yon-6 = T (3f1m-1 - 5f4n-2)
3 (o
-3

5¢P

3fbn—¢ lm-3)

C
Yon-2 ©

C C
Yan-3 = Yon-7 (A 3 Zf2n-l.)
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TABLE 11, - ENGINE MODEL (4th ORDER, SEA-LEVEL-STATIC, INTERMEDIATE)
Mode] equationg: ¥aKE%+ET
yeT¥%+Dbu
Mode] matrices:

System matrix, A

) 2 3 4
] -3.684 -0.6320 103.0 -789.0
2 1.200 -6.137 79.95 -522.8
3 -1.65¢9 5.81¢ -154.8 725.0
4 0.2584 -0.2028 5.581 -103.7

Control matrix, B

1 2 3 4 5
1 0.7260 -257.7 -107.9 -1.972 -0.1500D 05
2 0.6320 -458.4 13.40 -73.93 -0,1327D 05
3 0.8555 6.7.3 -16.04 59.29 0.7%41D 05
4 0.1891D-01 -122¢ 10.16 -1.938 -399.6

Output matrix, C

1 ? 3 4
1 1.10¢ -0.8876 24.65 70.15
? 0.1382D-0] 0.3152D-05 -0.7751D-07 -0.9650D-02
3 0.1043 -0.1181 1.136 -26.47
4 0.7315D-04 0.516%D-05 0.5422D-06 -0.1508D-01
5 -0.3066D-04 0.1294p-03 -0.25%4D-02 0.1449D-01
& 0.4003D-04 -0.3016D-04 0.1166D-03 -0.1430D-01
7 0.1332D-04 0.4075D-05 -0.95470D-05 -0.3745D-02

Direct-couple matrix, D

1 < 3 4 5
1 0.1647 -232.1 41,22 -b.291 -3459,
2 0.63440-04 0.1782 0.7403 0.2073D-03 0.7989D-02
3 0.132¢ -23.97 1.113 -1.19Y -2464,
4 0.3239D-05 ~0.3606D-02 -0.3220D-02 0.6736D-04 0.1239D-01
5 -0.8887D-08 0.1247p-01} -0.2915n-03 0.2437D-02 -0.1710D-01
6 0.3111p-07 -0.1163D-0] 0.1737D-02 -0.3235D-03 0.5144D-02
7 0.4271D-07 -0.29%:D-07 0.7025D-03 0.5175D-04 0.2557D-02
where:

The states represented by vector X, are

x]  Fan speed

x2  Compressor speed

¥3 Campresscr discharge pressure

x4 Interturbine pressure -
The optput variables, represented by vector vy, arc

yl  Engine net thrust

y2 Total ergine airflow

y3  Burner-exit temperature

y4  Fen stall mergin

y5 Compressor stall margin

yb Bmpirical fan-exit ap/p parameter

y7  Theoretical fan-exit Ag/p peramter
The control inputs, represented by vector u, are

ul  Mein-burner fuel flow

u2 Exhaurt-nozzie-jet area

W  Fan-inlet-guide-vane position

us Compressor variable-vane porition

uS  Compressor bleed flow fraction

Model eigenvalues (sec™ 1) Corresponcing time constants (sec)
Rea) Imaginaty

-3.1516863 0.000000 0.3173

~5.5467604 0.000000 0.1803

-60.662508 0.00000 0.0165

-198.91636 0.00000 0.00%0



TABLF 111, - CORRELATION AMONC NUMBER OF PROCESSORS, MAXIMUM INITEGRATION
STEPSIZE FOR STABIL1TY, SYSTEM DERIVATIVE CALCULATIONS, OUTPUNS PER
CYCLE, AND ALLOWABLE TIME FUR DERIVATIVE CALCULATION FOR REAL-TIME

Nunher ot Max fmur Number of Nunber of Allowsble time for
processors | integration system outputs rystem detrivative
N stepsize for derivative (corrector | calculation for
stability calculations values) real-t ime operation
Mnax per processor per cycle | given by N/2 + '\mx
sec D 0 T
a
sec
} 0.005 2 1 0.0025
Z .0025 ] ] .0025
4 .00) 1 ? .002
8 00025 1 4 .001
PRNTESSOR A
Y;\Q * V%\-Z ¢+ ‘95\'
ezt Wbhez un!
-— PREDICTOR
EQUATIONS
1 PROCESSOR 8
Vet = -2+ W25 i)
9;101 -t ‘YENI- up!
‘ PROCESSOR C
Vi = vhn-3 - W2 O3, - 9.
A Vi ! vk un)
CORRECTOR
EQUATIONS
PROCESSOR D
Yin-1Yhhy * 2 0

Figure L - implementation of four processor parsilel prediclor-correcior integration sigorithm,
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MAIN ROUTINE

INITIALIZATION
INTEGRATION CYCLE
CONTROL
TRANSFER CONTROL
INDIVIDUAL PROCESSOR
OECUTION
INPUTIQUTPUT PROCESSOR

:

i i

o A}

SUBROUTINE SUBROUTINE SUBROUTINE SUBROUTINE
PROCESSOR PROCESSOR e oo PROCESSOR PROCES SOR
" "” # (N1} N
| W— > ]

SUBROUTINE
SYSTEM
DERIVATIVE
FUNCTION
Fijure 2. - Structure of software simulator,

W O 1PROCESSOR
O 2 PROCESSORS
H] o O 4 PROCESSORS
O 8 PROCESSORS
10F—  SOLID SYMBOL INDICATES STABLE
PONNT, BUT VERY NEAR
§ STABILITY LIMIT
[]
i
§ 6
&
4
2
I ! | ] ]
o . .10 .15 .20 X % .¥ .0
-"- L] m
T &

Figure 3. - Relstive error for first order sysiem Vtvs + )),
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O 1 PROCESSOR
O 2PROCESSORS
Q 4 PROCESSORS
O §PROCESSORS

SOLID SYMBOL INDICATES STABLE
POINT, BUT VERY NEAR
STABRITY LuaIT

O 1 PROCESSORS
O 2 PROCESSORS
LO— O 4 PROCESSORS
© §PROCESSORS
i SOLID SYMBOL INDICATES
8 STABLE POINT, BUT
i
.5
g
J
. . 5 0
H W
0 H
Figure 4. - Relative error for second order system Figure 5. - Relative error for second order system
VTS + IHTpS 1), 1) » Q.01 sec, vp - 002 sec. VtnS + 118 « 15 1) = Q002 sec, 5 = 0. 02 sec,
10— ?
o £ O FIRST ORDER SYSTEM,
E.-E |‘ 7002 sec
= i O SECOND ORDER SYSTEM,
25 o |\ Ty - 0.0150c, Tp - 0.2 50c
Ss \ O SECOND ORDER SYSTEM,
§§ \ 1, - 0.002 sec, T, = 0,02 sec
ey L \ O tolktHORDER SYSTEM,
Ew -6 ‘\c Tin * 0.0 sec
o
£3 \
g AP o\
\
g \
Q
gg 2+ AN
| 4 \§
= 4
L | | J
0 2 ] 3 ]

NUMBER OF PROCESSORS, N

Fiqure 6. - Maximum stabie time step with respect
0 minimum time constant of system for given
number of processors.
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