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ABSTRACT

Significant changes in the Nation's electric power systems are expected
to result from the integration of new technology, poseibly during the next
decade. Digital communications for monitor and control, exclusive of pro-
tective relaying, are expected to double or triple current traffic. Estimates
of this traffic have been made and a netionwide estimata of 13 Mb/s has been
projected. Of this total, 8 Mb/e is attributed to the bulk-power system as it
is now being operated (4 Mb/s) and a complex of the larger-sized dispersed
storesge and generation units (4 Mb/s). This traffic could be accommodated by
current communications satellites using 3- to 4.5-m-diameter ground terminale
costing $35,000 to $70,000 each. The remaining 5-Mb/s traffic is attributed
to new technology concepts integrated into the distridbution system. Such traf-
fic is not compatible with current sateliite technology because it will require
small, low-cost ground terminals. Therefore, a high effective isotropic radi-
ated power satellite, such as the one being planned by NASA for the Land Mobile
Satellite Service, will be required. A new frequency allocation for the
utility's fixed service may also be desirable. 1Inclusion of other electric-
utility operations-related functions could significantly increase this traffic;
nevertheless, a shared service with other users may be desirable to provide an
efficient satellite workload.
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BPS
BSS
CATV
CCIR
c/1
C/™
C/N
CONUS
DAC
DCS
DDC
DOE
DSG
ECC
EDC
EIRP
EMS
Ey/N,
EPRI
FCC
FDMA
FDM/FM
FSK
FSS
GOES
G/T
HPA
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ABBREVIATIONS AND ACRONYMS

area control error

automatic generation control
American National Standards Institute
Advanced Te.hnology Satellite

bit error rate

bulk-power substation
broadcast-satellite service

cable television

International Radio Consultative Committee
carrier-to-interference ratio
carrier-to~intermodulation ratio
carrier-to-noise ratio

Continental United States
distribution automation and coatrol
designated control station
distribution dispatch cester
Department of Energy

dispersed storage and generatio..
energy control center

economic dispatch control

effective isotropic radiated power
energy-management system

energy per bit-to-noise power density ratio
Electric Power Research Institute
Federal Communications Commission

frequency-division multiple access

frequency-division multiplex/frequency modulation

frequency-shift-keyed (modulation)

fixed~satellite service

Geostationary Orbiting Experimental Satellite

receive antenna gain/receive-system noise temperature

high-power amplifier
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| ABBREVIATIONS AND ACRONYMS (Cont'd)
IEEE Institute of Electrical and Electronics Engineers
| LDC load-dispatching center
\ LFC load frequency center
' NASA National Aeronautics and Space Adainistration
i NOAA National Oceanic and Atmospheric Administration
PAX private tutomatic exchange
PFD power flux density
' PLC power-line carrier
' PSK phase-shift-keyed (modulation)
i PURPA Public Utility Regulatory Policy Act
! RTU remote terminal unit
} SCADA supervisory control and data acquisition
L SCPC single channel per carrier
L TDMA time~division multiple access
TWT traveling wave tube
} UHF ultra-high frequency
| VAR volt-amperes reactive
t VHF very-high frequency
: WARC World Administrative Radio Conference
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EXECUTIVE SUMMARY

SATELLITE APPLICATIONS TO ELECTRIC-UTILITY COMMUNICATIONS NEEDS

This study sssesses the applicability of sstellites to the communications requirements
for manitor and control of electric utilities, The current nationwide bulk-power-system
maonitor snd control traffic is estimated at 4 Mb/s. It is further estimated that by the
year 2000 the larger sizes of dispersed storage and generation units will contribute
4 Mb/s of additional traffic. Both of thoss needs seein amenable to, r1d cen be satie-
fied by, current communications satellites. In contrast, future monite: snd control
reffic, estimated at about 5 Mb/s, stemming from inteyration of new tv..mnology into
the distribution system is not compatible with current satellite technology. New sat-
#llites are required which permit the use of small, low-cost ground terminals. The sat-
ollite planned by NASA for the Land Mobile Sateliite Service is 8 good example. Other
operations-related functio- .al requirements that seem to be compatible with th.a current
or planned satellite technology, If the Lad Mobile Satellite Service is included, are:

{1} voice and data communications to various operational sites, mobile units,
mainlenance/service centers, and engineering/administrative locations, and (2) remote
video monitoring and teleconferencing, for which needs are emerging or increasing.
Theee functions would significantly incresse the potential satellite traftic assigrable
ro he electric utilities,

Many electric utilitles are in the process of upgrading their control
systems to provide more comprehansive and automated control of bulk-power-
system functions. 1In addition, control will evantually be extended to the
distribution system for operational- and load-managemeunt purposes. This
development will be accompanied by, and perhaps hastened by, the need for
control of dispersed storage and generation (DSG) units located in the
distribution system. All of these control processes will involve the
development of relialile communication systems of suitablas capacity. The
purpose of this report is to explore ways in which these communications might
be provided by savellite transmission.

A satelifte system serving bulk-power-system needs could be established

through the lease of capacity on one of the current C-band commercial satellites.

It {s estimated that the total bulk-power control-system traffic of a large
utility (i.e., one supplying 1X of the nation's electrical energy) is about

40 kb/s. With current tariffs, the annual cost of leasing backed-up
transponder capacity to accommodate this traffic is about $10,000. Because of
the small point-to-point traffic on most Mulk-power-system links, each
satellire channel -rould most probably be operated in a time-division-multiple~

Lhbulk-power-system traffic of a single utility.

The price of a fully redundant, 4.5-meter, TDMA earth station designed
for this application Is estimated to be $74,000. Incorporation of redundancy
into the earth-station design *.rtually eliminates the possibility of an
autage due to component failure in the ground segment. 1In the event of a
transponder failure, the presence of an alternate communications mode mal:s
possible an almost instantaneous switchover to the backup transponder. A
significant communications outage, lasting several hours, would occur only as
the result of a total satellite failure. In this event, the alternate
communications mode would be used until the earth-station antennas could be
repointed in the direction of the backup sarellite.




C-band satellite communications could also be used in the control of
DSGs. These renewable sources of energy are expected to contribute between 4X
and 10 of the nation's electrical energy supply by the year 2000, C-band
transmission 18 an ideal form of communications for those types of DSGs (e.g.,
hydroelectric and wind-generation) located {n remote areas, where location
and/or terrain make other communications alternatives unattractive.

On the other hand, satellite transmission at C-band may be inappropriate
for DSGs located in mure populous areas, because of the need for coordination
with terrestrial services operating in the same frequency band. Sateliite
transmisston at K,-band wuuld solve this problem; however, current K, -band
satellite systems are designed for wideband operatton, rather than the narrow-
band TDMA mode necessitated by tne low DSG data rates. The latter are about
150 b/s per :SG (for a 2-s scan rate) in both the poll and response direc-
tions. A la ge utility might {uclude 100 DSGs in the 1-MW-plus categnry and
have a combined DSG poll/response data rate of about 40 kb/s (including data
generated by smaller DSG units).

A maximum antenna size of 3 m has been postulated for general DSG use,
as well as for other specific distribution-system applications. C-band
transmission with this size dish has not yet received Federal Communications
Commission (FCC) approval. However, it appears frow applying a proposed Inter-
national Radio Consultative Committee (CCIR) Recommendation, that interfererce
into adjacent satellite svstems would not be excessive with 3-m antennas. The
maximum data rate supported by such a system, based on an earth-station
high-power amplifier (HPA) rating of 5 W, varies from 12 to 19 kb/s depend-
ing on the sensitivity of the satellite receiver.

The price of a nonredundant, 3-m eartn station suitable for DSG
operation 18 estimated at $32,000. Redundincy is not required, because an
earth-station failure would produce only a local effect. A transponder
faflure could be overcome by programing the DSG coatroller to attempt to
communicate over the backup transponder whenaver communication has been
interrupted for a specified period of time. A total satellite fallure would
require repointing of earth-station antennas before communication could be
resumed.

Most distribution automation and control (DAC) functions could be per-
formed effectively via satellite only through the introduction of earth-terminal
equipment which i{s cost-competitive with equipment needed for other communica-
tions alternatives (i.e., hundreds of dollars rather than thousands). Because
of the increasing cost of earth-terminal equipment with frequency, the lowest
posuible frequency should be sought. For this reason, and also because of the
need to avold interfering with other satellite systems, S-band transmission
of fers the most promise among existing fixed-satellite-service (FSS) frequency
allocations. However, the compatibiiity of such a system with terrestrial
services operating at S-band requires further investigation.

The alternative to S-band transmission would be the allocation of a new
frequency band, jerhaps 1 MHz in width, for the utility application. A lower
limit on the range of candidate frequencies would be set by the man-made noise
background in urban areas, but would presumably be about 1 GHz.

It 18 concluded that bulk-power-system communications requirements can
be satisfied by using current C-band satellites and relatively inexpensive
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earth stations. The DSG communications can be provided by current satellites,
with even less expensive earth stations, although the need for this type of
communications is not expected to fully mater{falize until the 1990s. DAC
communications by satellite, on the other hand, requires the availability of
satellite systems which can utilize very small and inexpensive ground
terninals, and possibly a new frequency all .cation as well. Such sate!lite
systems do not now exist commercially although planning is underway within
NASA's Land Mobile Satellite Service program. The cost effectiveness of such
a satellite network vhen applied to, or shared by, the electric utilicy
industry remains to be established. Other potential users having similar
requirements might include oil and gas distribution, exploration and

production companies, medical data exchange networks, emergency warning
networks, etc.

In light of the above, the following near-term actions are recommended.

(1) Follow-on traffic study to include mobile communications
requirements of utilities and requirements of major transmission

utilities such as TVA, Bonneville or Western Area Power
Administration.

(2) Follow-on frequency management study to investigate interference,
coordfnation, and assignment issues in greater d--th, particularly
at S-band and lower.

(3) Formulate a program for experimentally exploring, in partnership
with a utility, the feasibility of key concepts developed in this
and the follow-on studies, but using existing C-band satellites.
Such a program might include, for example, the establishment of an

experiment link for monitor and control of various bulk-power-
system units.

(4) Identify and survey other potential users of a "narrow band”
fixed-satellite service system. Identify user requirements and
develop an estimate of potential communications traffic.
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PART TWO

SATELLITE APPLICATIONS TO ELECTRIC-UTILITY
COMMUNICATIONS NEEDS
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SECTION 1

INTROOUCTION

The communications systems of mary electric utilities are undergoing
major new developments. In the areas of power generation and transmission
({.e., the bulk-power system), upgrading of existing communications parallels
the modernization of ut'lity control systems. This modernization process is
aimed toward greater automation, higher reliability, and general streamlining
of data gathering and anulysis. Reliabflity considerations demand that each
pair of sites exchanging data be connected by a pair of independent communi-
cation paths. A satellite link can cerve as one such path. Moreover, satel-
lite transmission can readily be established with current communication
satellites, since the required earth stations are compatible in size and cost
with bulk-power-system installations.

By contrast, communications within the distribution system is in its
infancy. Control over customer loads to reduce peak-power requirements has
been exercised in the United States only in che last several years. Moreover,
automation of operational-management functions, such as feeder-network recon~
figuration, 1s largely in the discussion stage. However, interest in distri-
bution automation and rontrol (DAC) is expected to increase as sources of
renewable energy become more prevalent in the distribution system. As these
dispersed storage and generation (DSG) units begin to represent a significant
portion of the nation's generation capability, it will become increasingly
important to integrate them into the utility control system.

At present, various competing technologies are being examined to deter-
mine which are best suited to perform the different DAC functions. It is
logical to include satellite transmission among the candidatec communication
modes.

The feasibility of conducting utility-company communications by satel-
lite depends on the number and nature of sites at which earth stations must be
deployed. A control-system model presented in Section II provides a framework
for discussing the communications topology. Actual control systems vary in
structure; consequently, this model shoirld be regarded as merely typical.
Moreover, because DAC is virtually nouexistent today, the portion of the model
pertaining to distribution-system operation is somewhat hypothetical. None-
theless, introduction of the model makes possible a categorization of communi-
cations links by earth-terminal types, as well as an aesociation of control
(and thus communication) functions with the various links.

An assessment of satellite communications must begin with a determination
ot the traffic requirements. Two different traffic estimates are developed
for the bulk-power system in Section III, following a description of the prin-
cipal monitor and control functions to be performed. The first estimate is
based on the control-system requirements of a local utility. This estimate is
formed by considering the totality of points that must be monitored and/or
controlled, together with the associated scan rates. The second estimate is
based on a detalled model utility of comparable size, and was compiled at JPL
(Reference 1) based on one of the Electric Power Research Institute (EPRIL)
synthetic utilities (Reference 2). Systematic examination was made of the
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monitor and control requirements of each bulk-power-system installation. The
twu estimates differ by a factor of about 4. A reconciliation of the two
estimites is possible, so that, between them, a reasonably good idea of the
bulk-puwer-system traffic can be obtained.

An estimate of DSG traffic requirements is presented in Section IV, again
following a description of associated monitor and control functions. Alternate
topologies for ths DSG links are described in terms of the control-systea modal.
The basic data requirements are extracted from a recent General Electric Com-
pany report (Reference 3); however, the assumed message format is based on
recommendations contained in an Institute of Electrical and Electronics
Engineers (IEEE) workfng paper (Reference 4). The DSG traffic, projected to
the year 2000, {s comparable in magnitude to the buv'k-power-system traffic.

Three different distribution-system traffic estimates are presented in
Section V. Two are based on studies performed at MITRE Corpuration (Reference
5) and Boeing Aerospace Corporation (Reference 6); the third was developed at
JPL (see Reference 1). The three estimates are not directly comparable in
either functional requirements or message format. Moreover, there is a wide
divergence in the magnitudes of the estimates. This is not too surprising,
considering that there is little hard evidence on which to base a projection
of DAC traffic. Because {t i8s consistent in method of derivation with the
bulk-power-system and DSG-traffic estimates, the JPL estimate has been ta':.n
as a measure of future distribution-systen traffic.

With a description of the functions to be performed and estimates of the
data rates required for their performance, it {: possible to assezs the suit-
ability of satellite communications. This is done in Section V%, which consti~-
tutes the heart of this report. As a preview to this rather detiiled dis-
cussion, some of the major considerations are highlighted in the following
paragraphs.

The traffic estimates given in Sections III through V represent the
total projected traffic for each segment of the utility system. 1In the
bulk-power system, much of this traffic exists today and is carried by
transmission modes other than satellite. The extent to which satellite
transmission might be adopted in the future depends on utility-company plans
to augment the existing communications capability, eifther in breadth of
activity or in reliability. The former aspect is related primarily to the
needs of control-system modernization.

Within the distribution system, the major question concerns the rate at
which the projected traffic will materialize. Satellite transmissifon {s at a
slight disadvantage as a candidate to support this traffic, since experi-
mental evidence is already being gathered on the suitability of alternate
communications modes (Reference 7). More importantly, appropriate satellites
for transanission to ma.ly distribution sites do not exist today.

E)cept for transmission to mobile units, utility-company communications
via satellite should be conducted at frequencies allocated to the fixed-
satellite service (FSS). Many of these bands are shared with the fixed
(terrestrial) service, a circumstance that could make frequency coordination
of any proposed satellite service difficult in populous areas. Additionally,
Federal Communications Commission (FCC) approval of small earth statious

1-2
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(1i.0., <4.5-m antenna diameter) for C-band transmiacion may not occu.. For
these reasons, transmission via present-day sateliites is largely limited to
bulk-power system and, depending on the minimum permissible antenna size, DSG
applications.

The problem of finding a suitable rransmission vehicle is compounded by
the low data rates generated throughout the utility system. The total control-
system traffic for a large utility can be measured in tens of kilobits. There-
fore, satellite transmission is most appropriate to satellites that permit
access by narrowband carriers in a shared-transponder mode.

On th: other hand, the comtination of narrowband transmission and the
need for very low-cost ear'h terminals makes distribution-system traffic a
natural candidate for juciusion in NASA's Narrowband Communication Program
(Reference 8). The primary application of this progran to date has been the
Land Mobile Satellite Service. Technology developuents required for
implementation of an operational LMSS system are discussed in a recent paper
by Weber, et al., (Reference 9). Much of the same technology would be
applicable to utility-company communications. However, the latter application
would require a frequency different from the (806-890)-MHz band newly
allocated to the Land Mobile Satellite Service.

With the total traffic generated by a typical large ut{lity being fairly
small, point-to-point data rates are extremely low. F: ¢ example, the average
data rate on links joining bulk-power-system sites to ihe energy control
center (ECC) of a large utility typically ranges from 1 to 20 kb/s. On the
other hand, generation plants, and the transmission system as well, have a
number of points that must be monitored as frequently as every 2 s. This
creates the need for a large number of communications links to time-share a
common, narrowband satellite channel.

The subject of transponder multiple-access is discussed in Section VII.
From the standpoint of network control, {t is desirable to assign separate
satellite channels to different utilities. This assignment implies a variable
channel bandwidth, with each utility assigned a band commensurate with its
traffic requirements. The ability of modest sized earth stations (i.e., those
with 3-m antennas), operating in conjunction with current C-band satellites,
to support the required data rates is demonstrated in Section VIII.

Timing considerations for a time-division multiple-access (TDMA) system
are also discussed in Section VII. Because a relatively long TDMA frame period
of 2 s sufficee in the bulk-power system, timing of transmissions from
different stations can be relatively crude without adversely affecting trans-
mission efficiency. The absence of a need for precise timing has important
implications regarding the complexity of earth-station design.

Because of the possibility of satisfying bulk-power-system and certain
distribution-system communications requirements with current C-band
satellites, a detailed 1ink analysis of such a system is provided in Section
VIII. Both 4.5-m and 3-m earth-station antennas are considered. In the
process, link equations that must be satisfied for satellite transmission at
any frequency are developed.
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Trade-off curves are presented, in the 3-m case, for the required earth-
station transmitter power as a function of the channel data rate, with satel-
lite receiver sensitivity as a parameter. Limitations on uplink transaitter
power (or, equivalently, the channel data rate) imposed by the need to avoid
injecting excessive interference into other satellite systeams are also con-
sidered. In this regard, it is shown that the use of 3~a antennas is consis-
tent with the projected distribution-system data rate of a large utility in
the year 2000.

This report is directed at two distinct audiences: those concerned with
utility-company communications, for whom satellite transmission is simply one
possible communications mode; and communications-satellite engineers, to whom
utility-company communications requirements represent another possible area of
application. The amount of tutorial material presented in the utility area,
and the relative lack of same in the satellite area, largely reflects the
association of the writer with the latter group.

Thus, readers with a knowledge of electric-utility operations may find
the descriptive materfal in Sections II through V superfluous. However, this
material should be helpful to cosmunications-satellite engineers in under-
standing the nature of utility-company communications requirements. The latter
group, hopefully, will have no problem with the discussion of satellite 1ink
design in Section VIII. However, those not versed in satellite communications
may wish to consult other sources before attempting this material.

-




SECTION 11l

ELECTRIC-UTILITY CONTROL-SYSTEM MODEL

The major elaments of a typical pressnt-day electric utility are described and a
representative control structure is modeled. As s future projection the control system
mode! is extended to the distribution system, even though virtually no regular
communication is carried below the distribution substation today. The traffic estimates
used in this report are derived /ater using the control structure depicted by this model.

The major elements of an electric-utility system include the bulk or
central generation plants, transmission system, distribution system, and
customer-load system (Figure 2-1). Power produced at bulk sources is stepped-
up in voltage for transmission to bulk-power substations (BPSs), at which
point the voltage is reduced before further transmission, over subtransmission
links, to distribution substations. Tha cowbination of central generating
plants and transmission lines terminating in BPSs is referred to as the bulk-
power system. The transmission system is typically quite complex, with a
number of alternate paths (for reliability purposes) connecting each generating
plant with the various BPSs. In addition to these connections, transmission
links referred to as interties provide connections with the bulk-power systems
of other utilities.

A number of different voltage levels can be found within the bulk-power
system. Although there are certain voltage levels that commonly appear, there
is little uniformity, even within a given utility, in the voltage appearing at
the primary or the secondary side of a 8PS transformer. In fact, the tendency
toward ever-increasing transmission-system voltages has resulted in voltage
levels, associated at one time with the bulk-power system, having been pushed
downward into the distribution system.

The distribution system begins at the secondary side of the BPS trans-
former. The role of each principal element of the distribution system is
defined in Table 2-1. The distribution system is characterized by a radial
network structure, so that at any given time each primary feeder circuit,
together with the associated laterals and secondaries, is associated with a
particular distribution substation. An elaborate system of switches permits
sections of customer load to receive power via alternate paths to the sub-
station, or from a different substation, should a fault occur along the
initial path.

Responsibility for ensuring that a reliable supply of electrical power
is delivered to the customer at minimum system operating cost rests with the
ECC. This term is often used interchangeably with the term energy-management
system (EMS). For present purposes, an EMS is defined as a collection of con-
trol strategies and operational practices, together with associated hardware
and software, needed to accomplish the objectives of energy management (Refer-
ence 10). Activities of the EMS include: management of all generation and
transmission equipment within its area of control (for frequency and voltage
control); control of power exchange to/from external areas; diagnosis and
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Figure 2-1. Major Components of an Electric Power System
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\ Tatle 2-1. Punctional Classification of Distribution-8ystem Components

' Component Punction
'\ i
' Bulk-power-substation Receives pover from the transmission systea
| secondary i
) Subtransmission systenm Circuits that emanate from the bulk-power
substation end supply the distribution
substations
Distribution substation Receives power from the subtransmission
circuits uand transforms it to the primary-

feeder voltage

Primary feeder, lsteral Circuits that emanate from the distribution
substations and provide path of power fluw to
the distribution transformers

Distribution transforwmer Transforms power from primary feeder voltage
to consumer-utilization voltage

T W T TR TS T THE— | TR TSm—m—— | ——

Secondaries and services Circuits that provide pach of power flow at
secondary or utilization voltage from the
distribution transformer to the consumer
property

] correction of system electrical problems; and recording uf data pertinent to
system operation, diagnostics, and billing. Thus, EMS is ap all-inclusive
term that embraces control-system equipment Jdistributed throughout the utility ;
network. By contrast, the ECC is the physical site from which the real-time E
aspects of EMS operation are directed.

The general form of present utility control systems is shown in Figure
, 2-2. Direct control is exercised by the ECC over generating plants, trans-
l mission lines, and BPSs, i.e., over all bulk-power-system elements. The
output requiced of each generating plant, determined at the ECC, is communi-
cated over a data link to a local controller, which determines how the total ;
| power required is to be apportioned among the various generation units. Voice i
| communication is also maintained between the ECC and personnel permanently as-
| signed to the generating plants.

Bulk-power stations may be either manned or unmanned. Unmanned sub-
stations are controllad and monitored via supervisory control such as the
modern supervisory cuntrol and data acquisition (SCADA) systems. Manned sub- i
stations may also include SCADA remote units. :

e O T i
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Figure 2-2, Typical Utility Control-System Structure
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Distribution-system control is effected through s network of
distribution diepatch centers (DDCs). Each DDC has a direct communications
link to the ECC, as well as to the dis:ribution substations under its control
(vhich may number as many as 50). Distribution substations have gensrally
been operated unmanned, with separate subsystems for control, protection, and
monitoring. SCADA remote unite are becoming more prevalent at distribution
subetations for control and for communication of necessary information dback to
the DDC.

Virtually no regular communication exists to utility-systea sites below
the distribution-substation level (except for load management, which is never-
theless in its infancy). Thus, fault detection is left to other means, such
as a telephone call to report the loss of service. Reconfiguration of the
distribution feeder network, including isolation of faulted feeder sections,
is accomplished manually by teams dispatched by the DDC.

The control-system model used in this report, which is intended to be
representative of future, modernized control systems, is depicted in FPigure 2-3,
The major formal distinction between this modal and that of Figure 2-2 is the
ineertion of control pointe at the distribution-substation level, referred to
as DACs. These control points, in one-to-one correspondence with the
substations, mcaitor operation of the feeder networks and issue appropriate
commands for feeder-network reconfiguration. The DACs are also responsible for
performing load management and remote meter reading, as well as for controlling
DSGs assigned to the associated distribution substation.

Apart from the formal distinctions between Figures 2-2 and 2-3, the

future control system will incorporate a greater degree of automation and
perform functions not done by present-day control systems.
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SECTION 1711

BULK-~-POWER-SYSTEM TRAPFIC REQUIREMENTS

Traffic requirements for monior and control of the bulk power system are developed.
The estinates for a lerge, locsl, inetrapolitan utility have been compered to those
generated for s modeled wtility and a composite wes ge” s*ed. The resuiting compossite
has been employed in leter sections of this report and ne-, be summerized as 40 kb/s for
8 representative lerge utility and 4 MbA for the U.S electric utiity industry.

In the control-system model of Figure 2-3, the ECC rxerts direct control
over the bulk-power system and indirectly monitors distribution-system cpara-
tion through the DDCs. The major bulk-power-system elements are the central
generating plants, BPSs, transmission lines connecting generating plants with
the BPSs, and interties with other utilities. The latter provide the necessary
connections so that energy can be delivered from one utility to another.

The bulk-power system will often include a number of switching stations,
vhich provide alternate connecctions between generation units and BPSs, th~reby
improving the reliability of the transmission system. Switching stations gen-
erally collect and redistribute power at a common voltage, i.e., they normally
do not perform a voltage-transformation function. Occasionally, switching
stations will be found in the subtransmission system. Control over the sub-
transmission system, to the extent required, is also perfcrued by the ECC,

Different utilities are in various transitional stages from a control
system that has evolved in a piecemeal fashion to one that is highly automated,
with frequent and comprehensive monitoring of individual generation units and
numerous critical points in the transmissfion system. Control may be central-
ized or decentralized within the bulk-power system; the model in Figure 2-3
assumes a single control point in the form of the ECC. Redesign and/or up-
grading of the telecommunications system is an integral (and major) part of
control-system moderrization.

Following a bri=f discussion of the monitor and control functions
required in the gener .ion and transmission areas, and a description of the
control system proposed for one local utility, a pair of independent bulk-
power-system traffic estimates are presented. The first, which {s relatively
crude, is based on the number of status, alarm, and analog pofnts that must be
reported for the entire local utility bulk-power system. The second estimate
{s derived from a utility model developed by JPL (see Reference 1) from one
of the EPRI synthetic utilities (see Reference 2) and represents a top-down
approach to specifying the data requirements. The latter method has also been
used to estimate the distribution-system traffic (see Section V-E).

A. MONITOR AND CONTROL FUNCTIONS

The primary activity of the ECC is to ensure that a reliable supply of
electrical power is delivered to the customer at the minimum system operating
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rost. Attainment of minimum operating cost implies that the operating fre-
quency and voltages must be maintained at the proper values. In addition,
power flow between areas must be controlled to meet contractual agreements with
other systems. To impiement these functions, & SCADA system is generally em-
ployed. The required analysis of collected data is performed by computer,
while subsequent contzol actions may be esither automated c- manual.

Tte ECC is responsible for the control of all bulk-generation sources.
The ECC might occasionally exercise direct control over large D8Gs, but for the
most part these would be under the control of a DDC or DAC. The term automatic
generation control (AGC) is used to describe automated regulation of the power
output of generators within a prescribed area, to maintain the scheduled system
frequency and the established interchange with other areas. The distribution
¢f generation requirements among alternative sources to achieve maximum system
economy is referred to as econoamic dispatch. In selecting a set of generator
outputs, consideration is given to incremental costs of power generationm,
together with the associated transmission losses. Additionally, a balance
must be struck between real-time load requirements and the need for periodic
maintenance of generation units.

In current utility operatione, whenever the power system deviates from
scheduled interchange or frequency (usually 60-Hz) values, an area control
error (ACE) is generated &~ che central control point. This error is dis-
tributed among the generation plants under control, with each plant directed
to raise or lowver generation so as to bring the ACE to zero. A controller
within each plant further distributes the error among individual generation
units to achieve maximum economy.

Generally, when the ACE exceeds a specified amount, economics are over-
ridden and all plants share equally in the ACE to improve generation response.
Within each plant, however, the error continues to be distributed eccording to
ecriomics. If the system response to a large ACE is sluggish, the control-
center dispatcher telephones plant operators to manually adjust generation and
assist in system regulation.

Inability of a utility to control individual generation units from a cen-
tral control point results in a loss of regulating capability and an associated
economic penalty. This problem will be solved, in general, for single-utility-
owned generation units once a comprehensive and automated energy-control system
has been implemented. The problem will remain, however, of ccordinating the
output of generation units shared with other utilities.

The local utility studied, for example, has numerous ties with other
utilities at the BPS or switching-station level. Moreover, most future major
generation sources will be located outside its control area and will assume
the form of jointly-owned nucleg: or coul-fired units. Current operating
agreements do not provide for jcint regulation of jointly-owned plants.

The ECC is also responsible for the configuration of the power trans-
mission system, and must ensure its security and safety of operation. The




tranemission system is reconrigured through the action of circuit breakers
located at various BPSs and switching stations. Automatic voltage/
volt-amperes-reactive (VAR) control is the process of maintaining line voltage
and VAR flow throughout the transmission system within predetermined limits.
Line voltages are most frequently maintained at desired values through the
3 adjustment of load-tap-changing :transformers. VAR flow control, which is
needed to limit transmission losses, is accomplished through the introduction
3 of reactive compensation at appropriate points.

} B. UTILITY EXAMPLE

The traffic occasioned hy the control-system activities studied provides
one example of the requiremants of a large utility. Before an estimate of
this traffic is derived, however, some of the characteristics of the present
and planned bulk-power control systems will be described.

1. Shortcomings of Presert Control System

Transmission-system control, which is conducted by the load- dispatching
center (LDC), suffers from several deficiencies. Both VAR flow control and
| transformer load-tap adjustment are accomplished by telephone communications
? with substation operators, rather than in an automated manner. Post-
; disturbance analysis is often difficult because of an insufficient number of
| monitoring points. Frequently, there is also a loss of telemetry data due to
lack of alternate metering points, alternate communication routes, or a
reliable communications system in some areas.

i

| As prescently exercised by the LDC, transmission control extends only as

| far as the 15 manned BPSs. The balance of the transmission and subtransmis-
sion system, which includes 6 unmanned BPSs, 3 switching stations, 94 distri-
bution stations, and 15 industrial stations, is controlled from the 15 manned

y BPSs. In this network, which is an example of a supervisory control system,

each manned BPS controls the circuit breakers and load-tap-changing trans-

formers of, and receives telemetry data from, the substations within its area

' of control, much as the ECC does for the entire transmission system in the

f control-system model.

Every master (manned) BPS contains a separate supervisory unit for each

1 remote receiving or switching station, most distribution stations, and some

) industrial stations under its control. For example, one master station has 14
master sets and 5 station control boards, which keep track of 1,220 control
and inuication points. This multiplicity of supervisory units leads to very
unwieldy operation of the supervisory control system. It is especially diffi-
cult to analyze the trouble during emergency and stress conditions, should a
number of alarms or line outages occur within a short time interval. Operators
do not have sufficient time to log all the sequences of alarms and outages,
and therefore must rely on their memory to reconstruct a series of events.

In addition to the present supervisory control system, the utility has a
loop supervisory system, with a master station located at the LDC and remote
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sites located in manned ond unmanned receiving and switching stations. The
loop supervisory system has no control capability; it merely transmits circuit-
breaker, hot-bus, and hot-line indications from the remote stations to the LDC
for display on a system map board.

2. Future SCADA System

The utility provides a good example of a utility that is making the
transition to a modernized control system. The SCADA system will have
automated primary and alternate digital control systems, a digital backup
system for AGC, and & manual control ‘ystem for those occasions when all else
fails. Control will be centralized at the newly designated ECC, as the role
of the existing LDC is gradually phased out. The final form of the telecom-
munications (TELECOMM) network topology is shown in Figure 3-~1. Although the
distribution substations are physically linked directly to the BPSs, as
before, the latter function only as relay stations as far as data relating to
the substations are concerned.

The data circuits will bz a combination of cable, cable carrier, power-
line carrier, and microwave facilities. The network will use utility-owned
facilities if they are either available or cost-effective to install. Remote
terminal units (RTUs) located at the receiving, switching, and distribution
stations will be connected to the ECC either point-to-point on dedicated
channels or multipoint on the same channel, depending on the data load from
each RTU. On multipoint channels, each RTU will have a unique address and
will be polled on a time-shared basis by sequential addressing.

In addition to the data channels, a voice communications system will be
provided to meet load-dispatching requirements. This system will include
private-automatic-exchange (PAX) equipment at thc ECC and the receiving sta-
tions. Tie trunks will be provided from the ECC to the receiving, switching,
an* generating stations, as well as between other pairs of bulk-power-system
stations. Lines will also be provided to distribution stations. This
configuration will support an internal dial system between the ECC and the
remote stations, thereby eliminating many existing dedicated lines.

3. Traffic Estimate Based on Bulk-Power-System Requirements

Data regarding the performance of the bulk-power system must be gathered
at regular intervals that depend on the importance of the function being
monitored. From Table 3-1, which states the sampling rates, all AGC-
related data require updating every 2 seconds. The same is true of bulk-
power-system breaker and device status, as we. ' as high-priority alarms and
indications. Transmission-system analog values, in addition to subtransmission
related quantities, may be sampled at lower rates.

A rough estimate of the volume of data that must be communicated to the
ECC to adequately monitor bulk-power-system performance was made. The equiva-
lent 2-s sampling load for the year 2000 will include 1,850 device-status
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ABBREVIATIONS

ECC ENERGY CONTROL CENTER
GS-n nTH GENERATING STATION
SS-n nTH SWITCHING STATION
BPS-n nTH BULK-POWER SUBSTATION
DS-n rTH DISTRIBUTING STATION

MW MICROWAVE

P PRIMARY CHANNEL

A ALTERNATE CilANNEL
NOTES:

1.
2.

ALL PRIMARY CHANNELS FROM BPSs TO ECC WilL BE PREDOMINATELY MICROWAVE (WHERE AVAILABLE),
ALL ALTERNATE CHANNELS WILL USE ANY FACILITIES AVAILABLE, ALTERNATE PATHS WILL BE SELECTED
FROM TELECOMMUNICATION FACILITIES OTHER THAN THOSE USED FOR THE PRIMARY CHANNEL, IF
AVAILABLE.
PRIMARY CHANNELS REQUIRED FOR RTUs:

RTUs (AT GS/SS/BPS) - | MW CHANNEL PER RTU

RTUs (AT DS) - | MW CHANNEL PER DS (BPS TO ECC)

SPARES - 2 MW CHANNEL PER 8PS
ALTERNATE CHANNELS REQUIRED FOR RTUs AT GS, SS, BPS:

i CHANNEL OR 1-4 WIRE OR 2 PAIRS PER GS, SS, BPS

Figure 3-1. Telecommunications Channel Network
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Table 3-1. Polling Rates for Data Acquisition

Function Polling Interval, s

Bulk-power-system analogs for AGC (tie flows,

generation, and frequency) 2
Bulk-power-system breaker and device status 2
High-priority alarms and indications 2
Bulk-power-system internal flows and voltages 10
Subtransmission-system breaker and device status 10
Subtransmission-system flows and voltages 30

Noncritical system data (weather, transformer
temperatures, etc,) 30

Low-priority alarms 30

Bulk-power substation power transformer and
tie-line energy accumulations 3600

points, 1,729 alarm points, and 770 analog points. This compilation was made
to assess the required computer processing time, rather than to determine a
communication requirement. For the latter purpose, it is necessary to specify
a communication protocol, together with a distribution of the number of sampie
points per RTU during each scan.

The protocol for "automatic supervisory and data acquisition systems for
electric generation, power utilization, and power conversion stations" de-
scribed in an IEEE working paper (see Reference 4) will be used to estimate the
bulk-power-system communications requirements. This paper is based, in turn,
on the American National Standards Institute (ANSI)/IEEE standard approved in
1979 (Reference 11). The poll and response message formats are shown in
Figure 3-2. Because the information field of the response message can vary
from 3 to 27 8-bit bytes, the total response message, exclusive of the
preamble, can be as short as 74 bits or as long as 266 bits,

The length of a specific RTU response message depends on the number of
data points of each type to be reported. It is recommended that 12 bits
(including 1 sign bit) be reserved for each analog value (see Reference 4).
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é, MESSAGE MESSAGE
16 bits 24 bits 34 bits i
» ;
~ RESPONSE MESSAGE
MESSAGE MESSAGE i
ESTABLISHMENT INFORMATION TERMINATION
PREAMBLE 24-216 bits 34 bits
+16 bits ;i
: Figure 3--2. Poll/Response Message Formats
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It will initially be assumed that the data for each RTU response is a multiple
of 192 bits (24 bytes), or the equivalent of 16 analog values. This is not
unreasonable because there are typically more than 100 analog points per BPS
(although not necessarily all sampled at 2-s intervals). With an information
ficld of 24 bytes, the message length is 242 bits. The assumption of a near-
maximum-length information field for each block of the response message leads
to a data-transfer efficiency of 192/242 = 0.79.

The bit rate corresponding to 770 analog points reported at 2-s inter-
vals is 770 x 12/2 = 4,62 kb/s. The 1,850 device-status and 1,729 alarm points
require only a single bit per point (although it is suggested that some points
may require a second, "memory" bit). If these binary variables are also sam-
pled every 2 s, the total bit rate is 6.4 kb/s. 1/ the data to be reported by
each RTU were actually an integer multiple of 192 bits, the composite RTU
data-response transmission rate would be given by 6.4/0.79 = 8.1 kb/s. To
account for the fact that the last message block transmitted by an RTU will
generally contain fewer than 192 bits, the transmission rate should be rounded
up, ~ay to 10 kb/s.

The effect of the preamble on message efficiency has been ignored to
this point. The preamble is used for carrier acquisition and bit synchron-
ization. In the response direction, it is assumed that the carrier frequency
and bit timing are derived from the corresponding quantities in the poll sig-
nal. As a result, carrier-frequenc and bit-timing uncertainty in the signal
received at the polling station will be quite small. For this reason, the pre-
amble can be mcde quite short and should have only a slight effect on message
efficiency.

It should be mentioned that, rather than transmit each analog and binary
value at the required update interval, data could be reported "by exception."
For a binary variable, this means reporting change-of-status only. For an
analog variable, only a departure from the previously reported value by more
than a specified amount would be communicated. Of course, all data points
reported in this manner would require (say 12-bit) identification. (In the
previous case, the position of data within the information field identified
the point being sampled.) This 12-bit identification would double the number
of information bits for each analog value reported; for each binary value, the
increase would be from 1 to 13 bits,

It is impossible to assess the transmission efficiency of the reporting-
by-exception alternative without knowing the frequency with which different
variables require updating. The potential improvement is limited by the lower
efficiency of a given protocol with reduced message lengths. Also, any improve-
ment in transmission efficiency would be partially offset by the increased
complexity of RTU hardware and master-station software, especially us they
relate to analog data values.

The poll-message traffic will be smaller than the response-message traf-
fic, because the information field on each scan need only identify the set of
points to be sampled (in addition to specifying any necessary control actions).
The number of bits required for this purpose depends on the number of different
groupings that must be distinguished.
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Because of the large satellite propagation delays, separate channels
will be assumed for the poll and response directions (see Section VII-D).
This separation of channels allows the ECC, which is the only polling station,
exclusive use of one of the channels. The ECC can therefore transmit, in a
continuous manner, with no need for preambles at the start of messages. In-
frequent transmission segments can be reserved for acquisition purposes, to
accommodate new stations in the network or stations that, for one reason or
another, have temporarily lost the ECC signal.

For simplicity, equal channel bandwidths will be allocated in the poll
and response directions. The total capacity required for this utility,
therefore, is 20 kb/s. The bulk-power-system traffic requirement will be
extrapolated to a nationwide requirement by considering the fractional number
of customers served. If the number of electric meters is taken as a weasure
of the number of customers, there is a total of 110 million customers served
by the nation's 3,100 utilities (see Reference 6). This utility, on the other
hand, has a total of about onc million customers. It may be concluded that,
nationwide, bulk-power systems generate traffic at the combined rate of 2 Mb/s.

C. TRAFFIC ESTIMATE BASED ON JPL ELECTRIC-UTILITY MODEL

R. M. Barnett at JPL has computed the traffic requirements for a
synthetic utility representing approximately 1% (i.e., 11,000 MW) of the
capacity of all U.S. electric utilities (see Reference 1). This computation
was done by making assumptions regarding the number of RTUs at each site,
together with the number of devices to be sampled and the corresponding scan
rates.

The salient features of the utility analyzed are presented in Table 3-2.
This model deviates from the one presented in Figure 2-3 in that distributior
substations report directly to the ECC, rather than through a DDC. Some of the
data on these links refer to distribution-system activities (in compressed
form), and other data relate either to the role of the substation as a terminus
of the subtransmission system or to the status of the substation elements. Thus,
the substation-to-ECC links carry data relating to both bulk-power-system and
distribution-system activities,

To obtain the data requirements for the model utility, it was assumed
that a single RTU is adequate for each distinct site, with the exception of
generation plants. In this case, a separate RTU was assumed for each class of
generation unit (i.e., nuclear, oil, combustion turbine, etc¢.), with an addi-
tional RTU for the associated switchyard.

The assumed sampling rates for different types of monitor points are
essentially the same as those shown in Table 3-1. The assumed format for poll
and response messages is also the same as that used to derive the previous
traffic estimate. The resulting traffic in the poll and response directions
is shown for each type of link in Figure 3-3. A data summary according to
generation, transmission and subtransmission, and distribution-substation
functions is given in Table 3-3. It will be assumed, for simplicity, that all
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Table 3-2. 8alient PFeatures of Synthetic Utility

Item

Number

Generating plants
Bulk-supply substations
Industrial substaticns
Switching stations
Intertie lines
Distribution substations
Meters

Large
DSG Sites Intermediate

Small

6
33
40
6
15
200
1.0 x 108
10
39

2500

Table 3-3. Synthetic-Utility Bulk-Power-System Data Requirements, kb/e

Functional Area Poll Reaponse
Generation 7.4 21,3
Transmission and Subtransmission 4.3 19.0
ECC to DAC 0.5 4.7
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ECC-to-DAC traffic is related to bulk-power-system activities. The total bulk-
power-system response traffic is then 43 kb/s. With equal channel bandwidthe

in the poll and response directions, the bulk-power-system channel~-capacity
requirement is 90 kb/s.

The corresponding traffic for the entire United States is roughly 100
times as great as that for the synthetic utility, or 9 Mb/e. This is 4.5
times the traffic estimate previously obtained. The disparity is accounted
for, in part, by the larger number of bulk-power-system installations (e.g.,
35 versus 19 BPSs) included in the model utility. In addition, it will be
recalled that a data-transfer efficiency of 0.79 resulted from message-length
assumptions in the former computation of traffic requirements. This efficiency
is near the upper end of the 0.5 to 0.8 efficiency range believed to be
typical. For all of these reasons, the composite bulk-power-system data rate
for the U.S. electric-utility industry will be taken as 4 Mb/s and that of a
single large utility as 40 kb/s.
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SECTION IV

DISPERSED STORAGE AND GENERATION SYSTEMS TRAFFIC REQUIREMENTS

A projection /s made of future, yesr 2000, DSG papulstion. New mon#tor and
control functions and commuications network topologies are discuseed. A representative
communications format and protocols are sssumed and communications traffic for this
new utility efement is estimated. A large utility might have 100 DSGs of the 1 to § MW
class and require 30 kb/s. The national requirement woukl be about 4 Mb/s, and If small,
J-m ground-station antennas were employed, this would use up 1 trangponder on &
present-day C-band setellite.

Dispersad storage and generation (DSG) systems will become more
prevalent with the passage of time. These devices may be wholly owned by
utilit.as, co-owned by private parties, or completely under private
ownership. A privately owned system will normally be designed to s~rve one or
more neighboring energy users. When the energy generated by a DSG unit
exceeds the requirements of its intended users, the axcess energy may be sold
to a utility company. The Public Utility Regulatory Policy Act of 1978
(PURPA) mandates the purchase by utilities nf excass energy produced by small
facilities (i.e., those under 30 MW), at rates equal to what it would cost the
purchasing utility to generate the energy itself. Conversely, when the output
of a DSC unit fails to meet user requirements, additional energy may be
obtained from standard utility-company sources.

Utility-owned DSGs, on the other hand, represent a source or a sink of
energy that must be controlled through the utility's ECC. Depending on the
size of the DSG and the structure of the control network, the DSG may be con-
sidered either (1) part of the total energy resource available to the system,
or (2) an integral part of the load presented to one of the distribution sub-
stations. In either case, the activities of the DSG must be remotely con-
trolled and monitored, to an extent determined by the magnitude of its role in
the generation and distribution processes.

It has been estimated that, by the year 2000, between 4% and 10X of
electric-power generation in the United States will be supplied by DSGs. With
an average unit size in the range of 1 to 5 MW, there will be 10,000 or more
units that require remote control (see Reference 3). These DSGs may assume
various physical forna: solar thermal electric, photovoltaic, wind, fuel
cell, storage battery, hydro, or cogeneration (i.e., combined heat and
electrical output). A concise description of several renewable forms of
energy sources given in Appendix A. Despite the physical dissimilarities, the
monitor and control requirements tend to exhibit a commonality that, for the

most part, permits the physical distinctions to be ignored in arriving at the
communications requirements.

Although bulk sources of electrical power are generally controlled and
coordinated directly by the ECC, DSGs will generally be tied into the power
system at the distribution level because of their relatively small size. The
DSGs may be physically located at the substation, feeder, or customer saite.
Except for the largest DSGs, the highest level in the control hierarchy that
will recognize the existence of an individual DSG is the DDC.
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In the remainder of this saction, D8G communicatinnr and control will be
described as envisioned fo. the D8G population in the y«ar 2000.

A, COMMAND AND CONTROL FUNCTIONS

One of the prir:ipal command and control functions is scheduling and
) wode control of the D8Ga. This function involves daily, weekly, and monthly
i scheduling of DSG service times, as well as appropriate maintenance activities.
Mode control refers to the choice of on, olf, or standby operation at appro-
priate times. While DSG scheduling is generally "he responsibility of the
} DDC, the schedules are established in respo.use to the overall power-system-
generation schaduling performed by the ECC.

A fevw of the larger D8Cs may be provided with AGC to maiatain load
frequency control (LPC), generally via the area DDC. This involves adjiLetment
of the DSG output voltage at intervals ranging from 2 to 10 s. In most cases,
however, DSG output voltages are simply reported to either the DDC or the
local DAC for inclusion in the general AGC process conducted by the ECC.

Economic dispatch control (EDC) incorporates the DSG into a comprehen-
sive plan for ordering the use of available energy sources (including energy
purchased from other utilities) to minimize the cost of meeting specific load
requirements. Economic dispatch control, with respect tn DSGs, involves a ;
periodic determination (e.g., at 5-min intervals) of the power available from L
those units (e.g., solar, wind) vhich depend on environmental conditions for '
their input power,

S W T TR T T TR R

| Distribution volt/VAR control represents another control function
| assigned to the DDC (or to the DAC). By this meaus, the voltage and the VAR
( flow throughout the distribution network are controlled to maintain voltages
within an acceptable range and reduce power losses through the system. :
Normally, desired voltage ratios are maintained through load-tap-changing
] transformers, while VAR control is exercised by switching capacitors in and
out of the system. However, inclusion of certain types of DSG units provides 4
another means of controlling voltage or VAR, For example, if the DSG is a :
> synchronous machine, its reactive capability can be used to affect distri-
bution-system voltages and to supply or absorb VARs.

‘ Load control is normally interpreted as referring to the disconnection
; of certain customer devices to reduce the collective load on the system to a
) level consistent with the capability of the bulk-power sources. 1f the DSGCs
4 are regarded as an integral part of the distribution system, an increase in

( DSG output can be used as an alternative means of reducing the net load on :
feeder sections or the distribution substation. E

A related aspect of load control is the restoration of power following
the occurrence of a fault within the distribution system. Once the fault has
been isolated, service can be restored, even to feeder sections that have be-
come isolated from the distribution substations, provided one or more DSCs,
capable of sutfficiently stable stand-alone operation, are connected to the
isolated section.
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B. DSG COMMUNICATIONS TOPOLOGY

To coordinate activities of DSGs with those of larger power sourcees, the
ECC regards all DSGs directly controlled or coordinated by a specific DDC as a
single composite power source. The DDC is responsible for translating ®CC
commands pertaining to its composite DSC into a consistent set of commands to
be communicated to individual DSGe under its control. Converscly. the DDC must
combine data collected from the various DSGs to produce a single set of deta,
for transmission to the ECC, which represents the activity of the composite
DSG.

A system in which all DSGs are directly controlled by and report data
directly to the DDC has been referred to ad a centralized monitor and control
system (see Reference 3). 1In this case, D3G activities sre handled separately
from other distriburion functions. Decentralized monftor and control of DSGs
can be effected by combining DSG-related functions with other DAC functions at
the substation level. In this type of system, the various DAC centers act as
concentration points between the DDC and the DS8Gs u~der {te control. The role
of the DAC with rospect to the DSGs has not been sufficiently defined at this
point to determine the exten: to which decisions affecting DSG operation are
made at the DAC level, rather than at the DDC.

One would normally expect a system which includes a large number of DSCs
of various sizes to exhibit a hybrid control structure, with some DSGs report-
fng directly to the regional DDC and others remaining under the control of the
subordirate DACs. In general, the smaller the size of the DSGs, the greater
the tendency toward decentralized control and the smaller is the need for re-
ported data. In fact, for very small DSGs (i.e., 1.0 MJ), there may be only
(automatic) local control, based entirely on local conditions. For a DSC of
given size, the tendency toward decentralized control world logically increase
as the total number of DSGs increases, since it {s undesirable to place an

undue burden on the DDC from either a communication or a computational stand-
point.

Apart from the general tendencies cited above, there are several advan-
tages in ueing decentral{zed control. (1) It permits more rapid response to
fault conditions; {.e., 1f the distribution function for the area served fis
otherwise under the control of a DAC, decentralization eliminates the need for
comminication with the DDC when dealing with a fault. (2) As addition-
al DSGs are brought on stream, the capacity of the DDC to process and/or
communicate the vequired data could be exceeded. It is generally simpler and
less expensive to provide the needed capability in the DAC than it s to
upgrade the DDC. (3) the trend toward distributed processing in networks
seems to be an all-pervasive one, resulting from the rapid decline in the cost
of computation relative to that of communications.

It should be recognized that the degree of centralization is also a func-
tion of time. Presently, when there are few DSGs and the control network has
only limited cepability at the lower levels, greater control is exercised at
higher levels than would otherwise be the ~ase. PFor example, certain DSGs,
presently under direct control by the EuC, will later fall under the super-
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vision of one of the DDCs. The emphasis in this report is on this later
period. Specifically, it assumes the existence of a fully developed control
network in which the DSG requirements are integrated with the other DAC
functions.

From the foregoing discussion, it is clear that the cormunications links
required to service the DSGs will be primarily of the. DAC-to-DSG type, with a
smaller number connecting DSGs to DDCs. Additionally, there will be a certain
amount of DSG-related traffic on DAC-to-DDC links. However, this truffic will
be condensed relative to that on a direct DSG link, to a degree determined by
the exient of DSG control exercised at the DAC level. For ease of discussion,
it will be assumed that all DSG links are of the DAC-to-DSG typc.

C. TRANSMISSION PROTOCOLS

Communication over DAC-to-DSG links will be conducted in a poll/response
format, in the same manner as other monitor and control communications. 1In
addition to a request for information relating to status changes, alarr condi-
tions, and different variable values, messages directed at DSGs will contain
iny necessary control information. There are certain basic control functions
common to most DSGs, which were described in Section IV-A. The amount of data
required to perform these functions depends on the degree of control to be
exercised, and thus on the size of the DSG.

The communications capacity that must be reserved for monitor and
control of an individual DSG unit depends on the means of communication as
well as on the amount of data to be communicated. For satellite transmission,
monitor and control of a number of DSGs can be accomplished quite simply, from
a conceptual viewpoint, by the use of TDMA techniques. A general discussion
of TDMA transmission as it might apply to utility-company communications can
'. found in Section VII. The present discussion is intendcd only to assess
DSG traffic requirements. Specifically, other distribution-system messages
that might be interleaved with the DSG traffic are ignored.

In the DAC-to-DSG direction, each DAC sharing a given channel (i.z.,
frequency) is assigned a time slot within the TDMA frame (Figure 4-1). Within
each slot, messages are addressed, in sequence, to the various DSGs under
cortrol of the DAC. These messages are part of a single transmitted burst by
the DAC; consequently, carrier and bit synchronization need be perfarmed only
once per TDMA frame for each DAC,

The DSGs polled by DACs transmitting on a given channel respond, over a
reverse channel, in the same sequence in which they are polled. Guard bands
must be provided between DSG transmissions to ensure that different DSG bursts
arrive at tlie satellite in a uonoverlapping manner. The same is true of DAC
bursts in the polling direction. In addition, carrier and bit synchronization
must be performed separately on each DSG burst.

As will be discussed in this report, poll and response messages can be
of various lengths. If a poll is longer than the response to the preceding
poll, it may be transmitted without delay. However, if a poll is shorter than
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Figure 4-1. Time-Division Multiple-Access Frame Format




the precading response, the pcll must be dolayed so that its own response does
not overlap the preceding response. This situation accounts for the
cross-hatched gaps batween polls by the same DAC in the illustrative message
sequence of Figure 4-1. The DAC transmits a predetermined pattern during
these gaps, so that burst continuity is maintained.

Although there are many monitor and control functions that need to be
performed for DSG operation, the traffic requirements occasioned by these func-
tions are dominated by LFC and SCADA messages. For DSGs in the (1-5)-MW range,
an LFC cycle as small »s 2 seconds may be required. The SCADA functiom, in
which data are assumed to be reported by exception,l is respoasible for
detecting any abnormal conditions. Depending on the aize of the DSG, au
update interval of 2 to 10 s may be required. (Note that the round-trip
satellite propagation time of approximately a half-second is bareiy compatible
with a 2-, update interval for either function.)

Th: data requirements associated with an individual DSG depend on the
amount ¢f overhead incorporated in each message. As a guide, the message for-
mat recormended in the previously cited IEEE working paper (see Reference 4)
will be :dopted. Although the format is intended for use with any suitable
transmission medium, the recommended half-duplex operation is inconvenient, if
not inappropriate, for satellite transmission (see Section VII-D). As stated
earlier, separate channels (i.e., full-duplex operation) will be employed for
the poll and response messages.

The specific message combinations assumed for the LFC and SCADA "trans-
actions" (see Reference 3) are shown in Figure 4-2, The same general message
format is used for other monitor and control functions, except that the infor-
mation field in response messages may vary from 3 to 27 bytes. The two mes-
sages transmitted by the DAC as part of the LFC transaction constitute a single
poll message in the language of Figure 4-1. The first is of a control nature
and either raises or lowers the DSG voltage. The second is a request for data,
which are processed in time to determine the contents of the next control
message.

The messsge-establishment field of the IEEE-recommended message format
is further divided in Figure 4-3, The preamble is used for carrier and bit
synchronization. (The 8-bit sync subfield provides message, as distinct from
bit, synchronization.) It ’'s required, therefore, only once per DAC burst,
rather than for each DAC-to USG message. Similarly, only one aync subfield isa
required per DAC burst. iach DSG response, on the other hand, must include
both a preamble and a sync word.

IThis assumption is inconsistent with the manner in which the bulk-power-
system traffic was assumed to be reported in Section III. Using an alter-
native set of assumptions, Barnett (see Reference 1) found the combined poll/
response traffic per DSG to be 70X greater than that computed in Section IV-D,
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LFC TRANSACTION

CONTROL
MESSAGE MESSAGE
M-=R ESTABLISHMENT INFORMATION TERMINATIO
PREAMBLE 24 bin 34 bin
+16 bits
DATA REQUEST
MESSAGE MESSAGE
M-=R ESTABLISHMENT INFORMATION TERMINATION
DATA
MESSAGE MESSAGE
R-=M ESTABLISHMENT INFORMATION TERMINATION
SCADA TRANSACTION
DATA REQUEST
MESSAGE MESSAGE
MR ES TABLISHMENT INFORMATION TERMINATION
DATA
MESSAGE MESSAGE
R-M ESTABLISHMENT INFORMATION TERMINATION
M = MASTER STATION
R = REMOTE STATION
Figure 4-2, Message Formats for LFC and SCADA Transactions i
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PREAMBLE SYNC ADDRESS
8 bits 8 bits

NOTES:
PREAMBLE PROVIDES FOR CARRIER RECOVERY AND BIT SYNCHRONIZATION

SYNC IS AN 8-8BIT PATTERN THAT IS USED TO IDENTIFY THE POSITIONS
OF ALL SUBSEQUENT MESSAGE ELEMENTS

IDENTIFIES THE CONTROLLED STATION FOR TRANSMISSION IN
EITHER DIRECTION

Figure 4-3. Message Establishment Field

The address subfield is intended to identify the remote station (in this
instance, the DSG) for either direction of transmission. No provision was made
for DAC identification, because the communications process was presumed to be
of the point-to-multipoint type. However, since a number of DACs generally
share the same channel, each DAC must identify itself once per transmitted
burst, immediately following the sync word. This requirement could, in prin-
ciple, be avoided by providing each DSG polled on a given channel with a unique
address. However, this would require a degree of coordination among DACs, pos-
sibly including those belonging to different utilities, which is undesirable,
Because of the small number of bits involved, this addressing requirement will
he ignored.

The preamble in the polling direction is assumed to consist of 130 bits.?
Because the sync subfield is 8 bits long, the first poll in each burat exceeds
the remaining poll messages in length by 138 bits. The carrier frequency and
bit timing of each responsec message are derived from the corresponding poll
message. Because there will be very little uncertainty in either of these
quantities, the responsc preamble can be made quite short. This preamble will
arbitrarily be taken as 16 bits. The resulting poll and response message
lengths, for both LFC and SCADA transactions, are shown in Table 4-1. The
first number indicated in the poll column refers to a message that does not re-
quire a preamble or a sync word; the number in parentheses gives the message
length with the preamble and sync subfields included.

ZThe number of bits required for carrier recovery and bit synchronization
depends on the method chosen to implement these functions. Carrier recovery
is normally meaaured in units of time, and then converted to an equivalent
number of bit periods as a matter of convenience.
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Table 4-1. Required Message Lengths (bits) for Single Transaction

Transaction Type Poll Response
\ Load frequency 132 (270) 90
3 control
| Supervisory control and 66 (204) 90
} data acquisition

D. SINGLE-DSG DATA RATE

With a 2-s update interval for both the LFC and SCADA functions, each
function is performed once per frame for each DSG. The pair of polls for the
first DSG addressed by each DAC requires a total of 474 bits, while subsequent
poll pairs consist of only 198 bits. All response pairs comprise 180 bits. If
the poll and response channels are designed for equal transmission rates, the
bandwidth requirement is set by the magnitude of the poll traffic.

Lokl

|
i
i
.‘
|
L The average poll traffic per DSG depends on the average number of DSGs
per DAC. There are about 3,300 electric meters per distribution substation,
} on the average (according to Table 5-1). Because there are approximately 100
million m.ters nationwide, the total number of distribution substations is 3
i about 35,000. On the other hand, it was previously estimated that there are
| 10,000 DSGs requiring rapid-update remote control. Thus, there is an average :
; of one-third DSG per distribution substation, or per DAC.
|
I1f each DSG were controlled by a separate DAC, there would be only one
’ pair of poll messages per DAC transmission burst. It will be assumed that only
one-ninth of the DACs are involved in DSG control, so that, within this group,
there is an average of 3 DSGs per DAC. The average poll traffic per DSG in
each TDMA frame, therefore, is 290 bits. For a 2-s frame, the average ~
data rate per DSG is 145 b/s. ;

E. SINGLE-UTILITY DATA RATE

- T

The total bandwidth requirement for a large utility will now be
estimated. There are 3,100 utilities nationwide (see Reference 6). It ,
arbitrarily will be assumed that a large utility controls 1X of the DSGs in 3
use, or about 30 times the average number per utility. Of the 10,000 DSGs in :
the (1 to 5)-MW range projected for the yesar 2000, about 100, producing a com-
bined polling data rate of 14.5 kb/s, will be controlled by a large utility.
It is presumed that the DSGs in the "large" category (i.e., 5 MW) will not
add significantly to this total, because of their relatively small number.
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There will likely be a considerably larger number of DSGs below 1 MW
under the control of typical large utility. The composite bit rate generated
by these DSGs depends on the relationship between the required scan rate and
the number of DSGs of given size. It will be assumed that the product of scan
rate and number of DSGs decreases rapidly enough with decreasing DSG size to
prevent the small DSGs from becoming a dominant factor in the overall band-
width requirement. More specifically, it will be assumed that the combined
scan rate of DSGs under 1 MW is 0.4 times that of DSGs exceeding 1 MW, This
leads to a total polling data rate of 20 kb/s for the DSCs under the control
of a large utility,

Although there may be some question about the combined data rate of
small DSGs, incorporation of a DSG into a satellite-based TDMA system can be
considered only if it makes good economic sense. With an estimated cost of
$1000/kW, a DSG with a capacity of 1 MW or more requires a capital investment
in excess of $1 million. The cost of an earth station designed to service a
DSG is estimated at $32,000 (see Section VIII-E), or a maximum of 3.2% of that
of the DSG. Thus, the cost of satellite communications is not unreasonable
for sufficiently large DSGs.

For DSGs of capacity much less than 1 MW, on the other hand, the econ-
omics of satellite communications for an individual DSG is at least question-
able, However, several smaller DSGs in close proximity could share a satellite
terminal, thereby considerably reducing the cost of communications. In addi-
tion, the communication overhead could be reduced to the point where the band-
width requirement of such a group of DSGs would be only slightly greater than
that of a single DSG in the medium or large category. It is not unreasonable,
therefore, that the total bandwidth requirement for DSGs communicating via

satellite not be much larger than that required for those DSGs with a capa-
city exceeding 1| MW.

There is a basic relationship among the channel data rate, the frame
period, and the number of DSGs addressed on a given channel. This relation-
ship is exhibited in Figure 4~4 under the condition that all DSGs are polled
at the same rate, Thus, a 100-DSG utility would require a 15-kb/s polling
channel for a frame period of 2 s. A channel of equal bandwidth would be
required in the response direction.

The number of DACs accessing each channel would typically be given by
the number of DSGs per channel divided by the average number of DSGs per DAC.
With the previous assumption of three DSGs per DAC, the number of DACs per
channel is one-third the number of DSGs.

F. SYSTEM TRAFFIC ESTIMATE

The combined transmission rate for the 10,000 DSGs in the (1 to 5)-MW
range is 1.45 Mb/s, since each one contributes an average of 145 b/s. With
the under-1-MW DSGs assumed teo _untribute in the same proportion as before,
the total transmission rate for all DSGs becomes 2.0 Mb/s. This is the
required capacity in both polling and response directions, so the total system
capacity requirement is 4.0 Mb/s.
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Figure 4-4., Channel Capacity Requirements
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The system capacity requirement, when stated as a data rate, is tanta-
mount to 8 bandwidth requirement. However, DSG transmissions would be severely
pover-limited with current satellites. The maximum permissible antenna size
for an earth station co-located with a DS8GC is assumed to be 3 m. Link
calculations based on thie antenna size (see Section VIII) lead to the conclu-
sion that, for present-day C-band satellites, the trasponder cepacity is about
S Mb/s. The computed DSGC traffic, therefore, would require the resources of
nearly a full transponder.

To devote the resources of an entire transponder to DSG transmission is
not unreascnable, The annual cost of leasing a backed-up C-band transponder
is about $2 million. If the traneponder is shared by 10,000 DSGs, the annual
cost per DSG is $200. This is less than 1% of the estimated capital require-
ment for earth-station equipment. It also represents just 0.02% of the cost
of a DSG in the 1-MW range.

In one sense, the system capacity requirement of 4.0 Mb/s is conserva-
tive, because a SCADA and/or LFC scanning interval several times the assumed
value of 2 ¢ may suffice for most DS8Gs. On the other hand, the amount of
electric power that will be supplied in the future by DSGs may have bueen
underestimated in the past. In a "significent change in direction for public
utilities and U.8. energy production," Southern California Edison Company
recently announced that 30X of its additional generation needs by 1990 will be
met by renewable and alternate sources, including wind, geothermal and solar ﬁ
pover, fuel cells, hydro-electricity, and cogeneration (References 12 and i
13). Just last year, the company stated that only 15% of its new supplies |
through the year 2000 would come from unconventional sources. :

This radical change of plans is largely the result of a reduced rate of
increase in the demand for electric power in the United States, coupled with
the high cost of financing and long lead times associated with the production
of electric power from nuclear sources or cosl. These factors have combined
to make the construction of a nuclear power plant, typically requiring 10 years,
an extremely risky proposition, not to mention the currently hostile regulatory
climate. By contrast, renewable energy sources require a much shorter period
for development and can be brought on stream in much smaller increments,
thereby greatly reducing the financial risk.

Although many of the renewable energy sources constructed in the future
will be integrated into the bulk-power system, the increased emphasis on this
form of generation should lead to a proliferation of renewable sources tied
into the distribution system (i.e., DSGs). The technological advances result-
ing from this increased emphasis should enhance the economic feasibility of
relatively small and dispersed energy sources.
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SECTION V

DISTRIBUTION~-SYSTEM TRAFFIC REQUIREMENTS

The functions assoclated with load and distribution-system operational management
are discuseed. Three independent estimates of communicatiorns traffic are examined, at
this time there is litt/a real communication carried below the distribution substation
level. A Boeing Corporation study, which considered only commanding and remote meter
reading, profected 40 kb/s for the nation. A Mitre Corporation study seemed to project a
400 kb/s requirement where some monitaring is included. and a JPL study profected
4 Mb/s based on a more detailed monitor and control analysis and rather frequent (30-s)
scanning, This latter estimate has been used as a measure of the possible future
distribution system traffic.

The functions that fall under DAC can basically be considered as part of
either load management or ope.ational management. Load management deals with
the cantrol of loads at customer sites, either to decrease the generating
capacivy required of a utility or to rapidly reduce the total load under an
approaching overload condition. Operational management is a broad term refer-
ring to internal utility-company functions designed to maintain an optimal
configuration, with respect to efficiency and performance, of power-system
elements. Although the term could encompass the generation and transmission
functions as well, attention here is restricted to the distribution system.

A. LOAD-MANAGEMENT FUNCTIONS

One means employed to reduce peak loads, and thereby required generating
capacity, is discretionary load switching, i.e., provision of an economic in-
centive to a utility's customers to permit the utility to switch certain loads
off during periods of peak loading. The devices affected by this policy may
be residential appliances such as air conditioners and electric water heaters,
or they may be industrial loads supplied under interrnptible service contracts.
Such devices generally fall into either of two categories: wunits which provide

substantial thermal storage capacity or units whose immediate use is deemed
nonessential.

Reduction of peak load may also be effected indirectly by peak-load
metering, i.e., the remote switching of meter registers to increase rates
during periods of peak electrical usage. In this approach, control remains
with the consumer, rather than with the utility, as in the case of discre-
tionary load switching. This feature may make the procedure more palatable to
the customer; however, it is also likely to make it less effective, since many
customers will choose not to act in the desired manner (e.g., during periods
of extremely high temperatures, they may decide to pay viitually any price for
continued use of air conditioners).

A closely related technique is time-of-day metering, in which meter rates
are varied in a preprogramed manner based on predictions of load conditions.
Meter rates, in this case, would be controlled by a local clock. Although
there is less flexibility in this procedure, it does eliminate the need to
communicate meter-rate information to the cuatomer site. Since the customer
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is aware of the rate schedule in advance, he can make his plans accordingly.
With peak-load metering, a change in rates must somehow be brought to the
customer's attention for maximum effectiveness.

It should be noted that remote meter resding, as contrasted with control
of meter registers (either locaily or remotsly), is not considered to be a part
of load management. Rather, it may be treated as a third category under the
general DAC heading.

The rapid reduction of load to avert an overload condition is referred
to as load "shedding." Of the two means employed to accomplish this shedding,
voltage control is the more frequently used. However, voltage control is also
of limited effectiveness, as it is necessary to maintain all customer ser-
vice entrances at acceptable voltage levels. Application of voltage control
for this purpose results in a "brownout" condition.

The action more generally associated with the term "load shedding" is the
dropping of large blocks of load by the utility. Rather than being selective
as to the appliances affected, the utility will generally cut off all power to
a selected set of customers. When different sets of customers are sequentially
affected, typically for several hours, a "~olling blackout" results.

B. OPERATIONAL-MANAGEMENT FUNCTIONS

There are many functions of operational management. Although there is
no universally accepted set of terms, several of the principal functions are
described in the following paragraphs.

Voltage Control. Although also mentioned in connection with load
management, voltage control refers here to the broad function of maintaining
voltages throughout the distribution system at required levels. The principal
means of accomplishing this is through the use of tap-change-under-load
transformers. As the load on various feeders changes, the tao positions on
distribution-station and secondary-distribution transformers are modified to
maintain the voltage at prescribed points on the feeder lines within specified
tolerances.

Volt-Amperes-Reactive Control. To minimize transmission losses, it is
necessary to eliminate reactive power flow throughout the distribution net-
work. This is done, on a dynamic basis, by switching capacitors in or out of
the system at judiciously selected points. VAR control is also important in
maintaining the frequency at its nominal 60-Hz value throughout the system.

Load Reconfiguration. This function involves remote control of switches
and hreakers to permit reconfiguration of circuits for load diversity, main-
tenance, or new construction.

Feeder-Load Management. This function involves the monitoriug of feeder
loads and the capability to equalize loads over several feeders from one sub-
station.

Transformer-Load Management. This function requires monitoring
distyvibution-transformer loading and core temperature to prevent overloads and
burnouts.

5-2
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Pault Detection and lsolation. B8ensors located throughout the
distribution network can be used to detect abnormal conditions. This
information is used to automatically locate faults, isolate the faulted
segment, and initiate circuit reconfiguration.

C. MITRE TRAFFIC ESTIMATE

Three different sources have been used to estimate tlie data requirements
to accomplish the DAC functions descrited previously. The first two are a
MITRE report written in 1976 (see Reference 5) and a recent Boeing study per-
formed under JPL management (see Reference 6). The third es:imate, compiled
at JPL, is based on an enumeration of monitor and control points in the dis-
tribution system.

The MITRE results are based on the requirements of a typical metropolitan
utility with 200 primary distribution feeders, each serving 5,000 meters, so
that there are 1 million meters in all. Bit rates are developed for each dis-
tribution-system function by combining the number of units to be controlled or
monitored, an assumed scan rate, and a message length whicl. is equal to the
number of address bits plus the nusber of data bits. Thus, the stated bit
rates do not account for any overhcad other than addressing.

The MITRE results (see Reference 5, Appendix C) will not be quoted here
in any detail, because the functions examined represent a “wish" list, rather
than a set of requirements. In addition, several control-type message fre-
quencies seem to be unreasonably low, while the monitor-type message volume is
unrealistically high. As an example of the latter, "on-line" monitoring of
line parameters is suggested at intervals of 17 ms (i.e., once per power-line
cycle) to permit real-time control of circuit elements from a central control
point.

After detailing the various monitor and control functions that might be
performed and their associated transmission rates, the MITRE report simply
states that a "200 bit-per-second bidirectional capability will afford sub-
stantial inherent message redundancy along with growth capability" for the
utility under consideration. With a typical message length (i.e., data plus
address bits) of 10 bits, there are 20 messages/s in each direction with
respect to a central control point.

Further discussion of required transmission rates will be restricted to
the case of satellite transmission. A TDMA system similar to that described
for DSG communications will be assumed for the other DAC functions. As with
the DSG response to & poll message, it is assumed that carrier frequency and
bit timing for each RTU response are derived from the corresponding poll trans-
mission. This leads to a response message length, including preamble, of about
100 bits. The effective transmission rate in the response direction, there-
fore, is 2 kb/s,

A longer preamble is required for the first poll message in each DAC
burst. However, because each DAC addresses a number of distribution-system
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points, the average mumber of preamble bits per message in the poll direction
should be no larger than that in the response direction. It is reasonable,
therefore, to treat the total distribution-system treffic requirement as being
twice the response data rate, or 4 kb/s.

By assumption, the utility giving rise to the 4-kb/s transmiseion rate

X serves | million meters. There are spproximately 100 million meters nation-
; wide, so that, with 1002 participation, the capacity requirement would be

i 400 kb/s.

} Although the 200-b/s transmission requirement for a large metropolitan

utility, as stated in the MITRE report, is not broken down by Zunction, several
comments made with this estimate are worth repeating. PFirst, it is claimed
that, were the meter-reading function universally accomplished by electronic
means, the average meter-realing dat. rate would be commensurate with the peak
rate generated by the combination of operational-management and load-management
functions. Under these conditions, the transmission requirements could be
thought of as deriving either from the meter-reading function alone or from

the combination of all non-meter-reading functions.

This claim contradicts the findings in the Boeing report. According to
Boeing, the peak hourly message traffic from operational- and load-management
functions is about four times the average message traffic from all sources, and
about seven times that from meter reading alone. It follows that, because meter 1
reuding is non-time-critical and can be deferred to relatively inactive periods :
from the standpoint of operational or load management, it may “e ignored in
computing the peak traffic requirements. Since the MITRE report is not in
| disagreement with a computation made in this manner, it will be taken as fact
| that the peak traffic derives from the combination of operational and load-
| management functions.
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The MITRE report furthar states that the load-management traffic "is al-
' most negligible by comparison with" that generated by operational management.
The Boeing ren- ¢ is in substantial agreement, with peak message rites in the
ratio of 3.5 to 1.

D. BOEING TRAFFIC ESTIMATE

L Before stating the Boeing traffic results, the method used in the study ;
; will be described. PFirst, a profile of the utility industry was projected to
‘ the year 1995. The number of utilities nationwide was estimatzd at 3100, with
| a total of 110 million electric meters. A state-by-state breakdown of these
two quantities was also derived. Growth curves were developed for the percentage
of residences participating in load management and remote meter reading. Under
‘ the assumption of "maximum motivation," these figures are 60% and 30X, respec-
tively, in 1995. Similarly, maximum motivation pertaining to utility-company
participation in distribution automation was estimated at 40 in 1995,

Load management, for computing traftic rates, was interpreted to mean
discretionary load switching. The peak-message computation was based on the
predicted number of devices of each type, the number of devices grouped together
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for addressing purposes (chosen to be 512), and the rate at which commands are
issued (e.g., the number of times per hour an air-conditioner group is ewitched
on or off).

To derive the operational-management traffic, standardizing assumptions
were made regarding the number of circuit elements of each type (e.g., substation
transformers, sectionalizing switches) on a pos-diotribution-cubatntlon basis.
Then, by the additional assumption of 3.3 x 107 electric meters per distri-
bution substation, the standardizaetion was converted to a per-meter basis. The
resulting set of distribution-system elements is shown in Table 5-1, while the
assumed message frequencies for control purposes are given in Table 5-2. Be-
cause operational-management traffic dominatee the peak-hour load, the entries
in these two tables represent the key ingredients in the traffic-requiremencs
calculation.

Both the monthly traffic and the peak hourly traffic for the major DAC
functions are shown in Table 5-3 for the Western region of the United States.
It is seen that operational-management messages represent 74X of the peak-hour
traffic and, within that category, roughly 60% of the messages are accounted
for by feeder management. If the peak transmiesion rate (in b/s) corrasponds
to the peak hourly message rate and the average message length is 100 bits,
the required capacity for tha Western region is 2.5 kb/s. This is interpreted
as a combined capability for the poll and response directions, although
Boeing's assumed transaction formats are not directly comparable with the
previously assumed formats for DSG communications.

Based on the Western-region capacity of 2.5 kb/s, the required capacity
for all of Continental United States (CONUS) is approximately 15 kb/s. The
previous estimate of 400 kb/s, based on the MITRE report, assumed 1007 maximum
motivation. Conversion of the traffic estimate based on Boeing data to a 100X~
maximum-motivation equivalent results in a data rate of approximately 40 kb/s.
This ovder-of-magnitude disparity between the two estimates may be attributed
to the fact that the Boeing estimate seems to be based primarily on control-
message traffic rather than the associated monitoring requirements. This sup-
position is supported by the 'ow message frequencies in Table 5-2.

To obtain a better eatimate of the DAC traffic requirements, a compar-
able analysis is required of the monitoring data needed to perform the opera-
tional functions listed in Table 5-3. 8Such an estimate is presented in the
next section,

E. JPL TRAFFIC ESTIMATE

This tvaffic estimate was compiled by R.M. Barnett of JPL's Telecommuni-
cations Systems Section (see Reference 1), as was the bulk-power-system traffic
estimate -vesented in Section I1I-D. Because of the radial network structure
of the di ribution system, the traffic estimate is logically organized accord-
ing to the requirem»nts associated with an individual distribution substation.
The number of elements that require monitoring in the assumed model is given
in Table 5-4,
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Table 5-1. Distribution-System Element Population

Element Per Distribution Per Electric
Substation Meter

Distribution substations 1 3 x 1074
Distributicn-substation 4 12 x 10~4
transformers

Voltage regulators 6 1.7 x 1073
Sectionalizing switches 10 3 x 1073
Capacitors 10 3 x 1073

Table 5-2. Operational-Management

Event Frequency

Function

Frequency of Occurrence

Load reconfiguration

Voltage regulation

Transformer management

Feeder management

Capacitor control

Fault detection, location,
and 1isolation

Load studies

6% of feeders/day during
worst~case month

Twice daily during worst-
case month

Every 15 min during peak
load, otherwise once per
day

10 samples per hour
during peak load, other-
wise once per day

Twice daily during worst-
case month

1% of feeders/month

10% of substations/year
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Table 5-3. Communications Traffic, Western Region: 1995
Monthly Traffic Peak Traffic
(messages/month) (messages/hour)
Load management 4.2 x 106 19.2 x 103
Air conditioners 2.3 x 106 9.4 x 103
Water heaters 1.5 x 106 8.2 x 103
Miscellaneous 0.4 x 109 1.6 x 103
Real-time operational management 2.8 x 106 66.0 x 103
Load reconfiguration 0.2 x 106 3.4 x 103
Transformer management 1.1 x 10¢ 14.0 x 103
Feeder management 0.6 x 106 40.0 x 103
Voltage regulation 0.8 x 106 8.0 x 103
Capacitor comtrol 0.3 x 106 4.5 x 103
Fault detection, isolationm 0.1 x 10% 0.6 x 103
Remote meter reading 9.8 x 106 Not applicable
Total consumption 3.7 x 106
Maximum demand 0.4 x 106
Time-of-day 5.7 x 106
Total 16.8 x 106 85.2 x 103
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Table 5-4. Distribution-System Monitoring Points

Element Number

Feeder 6 per distribution
substation

Remote capacitor bank 1 per feeder

Remote voltage regulator 1 per feeder

KRemote operated switch 4 per feeder

Remote MW/MVAR power-flow 1 per feeder

sensor

The data requirements are dominated by monitor, as opposed to control,
functions. The assumed poll/response message format is the same a2 that for
the SCADA transaction associated with DSG communications (described in Figures
4-2 and 4-3). It is assumed that the carrier frequency and bit timing of the
response message are derived from the corresponding poll signal; therefore,
the preamble in the response direction can be made relatively short. In the
polling direction, there are 42 remote points to be monitored for each distri-
bution substation. If all 42 remote points are sampled at the same rate, they
can be addressed in a common poll burst. Thus, the number of preamble bits per
message will be quite small in the poll direction as well. For these reasons,
the preamble bits have been ignored.

The data rate associated with distribution-system monitoring functions
depends on the required scan rate. There is little guidance in this matter,
since regular communications below tne substation level for the most part does
not exist today. To arrive at an overall data rate, a common 30-s scan rate
was assumed for all distribution-system functions. With this assumption, the
monitoring functions, on a per-substation basis, require a data rate of 115
b/s in both poll and response directions.

A utility providing 1% of the nation's electrical energy typically in-
cludes about 200 distribution substations. The corresponding combined poll/re-
sponse traffic requirement is 46 kb/s. Countrywide, the total distribution-
system traffic would be 4.6 Mb/s.

In the above traffic compilation, the polling site was not explicitly iden-
tified. In keeping with the control-system model (see Figure 2-3), however,
all remote sites located on feeder lines are monitored from DACe. Composite
data relating to distribution-system activities must be communicated from each
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DAC to its associated DDC. The estimated data rate for linke of this type, on
a per-substation basis, is 2.9 b/s in the polling direction and 7.5 b/s for
response messages. If equal dandwidths are assumed for the poll and response
directions, the combined channel-capacity requirement is 15 b/e. A typical
large utility then requires a channel capacity of 3 kb/s, while nationwide the
requirencnt is 300 kb/s.

Estimates have not been made of the data rates associated with either
load management or remote meter reading. It was pointed out earlier, however,
that operatioanal-management functions dominate the traffic requirements associ-
ated with the distribution system.

The nationwide date-rate estimate of 4.6 Mb/e¢ for links controlled by
DACs is an order of magnitude greater than the distribution-system traffic
estimatc by MITRE and two orders of magnitude greater than the Boeing estimate.
The JPL estimate has been selected as a measure nf distribution-system traffic
for two reasons. PFirstly, no underlying assumptions for the MITRE estimate
are provided, while the Boeing estimate considers only control messages; and
secondly, the JPL estimate was compiled in a manner consistent with the bulk-
pover-system and DSG-:raffic estimates presented in Sections III and 1V.

As a final point, it should be emphasized that the above data rates are
based on the rather arbitrary assumption of a 30-s scan interval. Should a
less-rapid scan rate prove adequate, the data rate would be reduced in propor-
tion.,
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SECTION VI

THE ROLE OF S.TELLITES IN UTILITY CONTROL-SYSTEM COMMUNICATIONS

Geners! issues of the satellite role are examined such as frequency aliocations,
intsrference, earth-station requirements and costs, and reliability considerations.
These are then related to previously established functions and projected future needs
to assess viable options for satellite applications. Redundant earth-station costs
{about $76K each) and transponder /ease (about $10K fvear/utility) make present-
day C-band links an attractive alternative for bulk-power systems. Small, non-redun-
dant earth station costs (about $35K each) could make C-band links viable for new
r DSG Installations and many distribution substations. The extension of monitor and

control automation into the distribution system via presant-day satellites seems
impractical because of earth-station problems of size, cost, and frequency coordins-
tion. These applications must probably await the availability of high G/T satellites
such as those being considered in NASA's Land Mobile Satellite Service program.

In sddition, a new frequency ailocation near 1 GHz seems desirable.

Evaluation of the role that satellites might ultimately play in
satisfying utility-company communications needs is a multifaceted problem.
Among the many questions that must be answered are the following:

(1) wWhat frequency bands have been allocated, or might be allocated in
‘ the future, to the type of communications represented by utility
company needs?

(2) What satellites are currently operational or in the planning stage :
that use approprir.e frequency bands and permit a method of access
suitable to utility-company use?

interference either into or from other satellite and/or terres-

|
| (3) What operational restrictions must be observed to avoid excessive
l
! trial microwave systems? ;

i gz

(4) What are the earth-station characteristics required for operation
) with current or planned satellites?

| (5) Which control-system functions are compatible with these
characteristics and the implied earth-station costs?

(6) To what extent are future communication needs now satisfied by
terrestrial facilities which represent sunk costs to the utilities?

(7) In which applications (if any) is satellite transmission an
y
) obviously preferred means of communications?

. gt g b
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(8) How cost-effective is satellite communications compared with other
' candidate means of communications?

R e

9) In situations where satellite transmission might be chosen as the
primary means of communications, are there realistic backup
measures available in case of transponder or satellite
failure?

(10) Are there control-system applications in which satellite traus-
mission is best suited as a backup to another, primary form of ;
comuunications?




Questions relating to satellite system design, such as frequency allo-
cation, available satellites, and required earth-gtation characteristics can
be answered in a relatively definitive manner. Identification of contrcl-system
functions for which satellite transmission is a viable means of communications
can be done in rather general terms by reference to different levels or commu-
nication links in the control-system hierarchy.

Comparison of satellite transmission with other means of rommunications
is more difficult, especially since no attempt has been made (here or else-
where) to specify and cost-out an earth-station design which is specificzlly
tailored to the utility control-system application. The best that can be done
at this point is to add to representative costs for the radio frequency (RF)
components an estimated cost for the baseband equipment. Howevar, this proce-
dure will tend to overstate the ultimate cost of an earth station designed in
an integrated fashion and produced in quantities commensurate with the poten-
tial utility-company market.

The extent to which various utilities' future needs are satisfied by
frcilities now in place or to be installed in the near future is presently
unknown and can best be determined by a survey of major utilities. 1In the
aveence of such information, specifically as it relates to bulk-power-system
requirements, the discussion here will be confined to the suitability of
satellite communications.

Of special concern is the question of reliability. The adequacy of
satellite transmission as a primary means of communications hinges on a
detailed knowledge of operational procedures and an estimate of the tive
required to restore satellite service following a catastrophic failurn. Even
then, acceptance of satellite transmission for primary communications is a
very subjective matter. Consequently, the aim in this area will be to
elaborate on questions already posed, rather than to provide definitive
answers to these questions.

A, ALLOCATED FREQUENCY BANDS AND AVAILABLE SATELLITES

Satellite communications to support the control-system functions
described in Sections III-V should be performed at frequencies allocated to
the fixed-satellite service (FSS). The FSS allocations resulting from the
1979 World Administrative Radio Conference (WARC) are shown in Table 6-1
(Reference 14). Allcocations restricted to a specific geographic region are so
designated by the symbol R. Of present interest is Region 2, which consists
of North and South America and Greenland.

As a result of the 1979 WARC, considerably more bandwidth has been allo-
cated to the FSS in several bands. Of special interest is S-band, where the
downlink (space-to-earth) allocation has been expanded, in Region 2, to span
the band from 2.5 to 2.69 GHz. Previously, it had comprised the band from
2.5 to 2.535 GHz. A portion of the new band, 2.655 to 2.69 GHz, remains
allocated to uplink transmission.
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Table 6-1. PFixed-Satellite Service Allocations Below 35 GHz: 1979 WARC

Band - Band-
Earth-to-Space® width Space-to-Earth width
Band (GHz) (MHZ) Band (GHe) (MHz)
b .b 2.5-2.690 R2° 190
s 2.655-2.690 R2,3 35 S 2.500-2.535 R3° 3
6 5.725-7.075 Rl 1350 4 3.4-4,2 800
5-85-7 0075 R2,3 1225 “-5-408 300
8 7.9-8.4 500 v} 7.25-7.75 500
12.5-13.25 Rl 750 11.7-12.3 32:’: 600
12 12.7-13.25 R2 550 12 12.2-12.5 R3’ 300
12.75-13.25 R3 500 12.5-12.75 R1.3 250
14 14.0-14.5 500 11 10.7-11.7 1000
27.0-27.5 Rr2,3° 500 -
30 27.5-31 oy 3500 20 17.7-21.2 3500

8pces not include bands that are limited to BSS feeder links.
bLimited to national and sub-regional systems.

CUpper band-limit (12.3 GHz) may be replaced by a new value in the range
12.1-12.3 GHz at the 1983 WARC for Region 2.

dpootnote allocation.

©Intended for use by, but not restricted to, BSS feeder links.

In addition, the S-band power-flux-density3 (PFD) limit on the FSS has
been increased to agree with that for the broadcast-satellite service (BSS)
which shares the 2.5 to 2.69 GHz downlink. The PFD limit is now -137 dBW/mi
in any 4-kHz band, for elevation angles greater than 25 deg.“ The previous
limit had been -144 dBW/m2 per 4 kHz in the more restricted FSS band. The
expressed purpose of increasing the PFD limit is to facilitate the use of
small earth stations in FSS applications.

3rhe downlink PFD is the radiation level at the surface of the earth.

4The PFD limit is lower for elevation angles less than 25 deg. However,
there is about a 15-deg segment of the geostationary arc that is visible, at
elevation angles greater than 25 deg, from all points in CONUS.
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The uplink and downlink allocations at both 6/4 GHz (C-band) and 14/12
GHz (K,-band) have also been expanded. Commercial applications to date have
been primerily at C-band. However, because the geostationary arc i{s severely
overcrowded at these frequencies, many future commercial systems will operate
at K,-band. Even at the K,~band frequencies it is expected that crowding
will occur also.

The remaining two bands listed in Table 6-1 are of little interest for
the present application. The 8/7-GHz allocation is restricted tc government
use. The 30/20-GHz band, for which satellite designs are being advanced under
NASA sponsorship, will ultimately afford an alternative to the overcrowded
6/4-CHz and 14/11-GHz bands for commercial applications. However, the cost of
30/20-GHz components are expected to be somewhat higher initially than the
costs at the lower frequencies. Moreover, signal attenuation due to rain at
30/20 GHz calls for more margin to maintain reliable communications. Because
of these factors, the 30/20-GHz band is expected to be used primarily for
large-bandwidth, heavy-trunking applications.

It should be noted that there are a number of frequency bands below
S-band that have been allocated to satellite applications other than the FSS.
Primary among these sre the meteorological application and various mobile-
satellite services.

Of the frequency bands both allocated to the FSS and suitable for the
utility application, only C-band and X, ,-band will be represented by commer-
cial satellites in the foreseeable future. It has been seen in Sections III-V
that utility control-system data rates are quite low; for example, the traffic
generated in the bulk-power system of a large utility can be measured in tens
of kilobits. On the other hand, the K,-band satellite systems presently
planned for U.S. domestic use are designed to operate at very high data rates,
and with quite complex earth stations. For example, the SBS satellite has 10
transponders, each of 49 MHz bandwidth. The system is designed to operate in
a TDMA mode, at data rates from 43 to 48 Mb/s. Advanced Westar has four
225-MHz, K,-band transponders. Again, the full transponder bandwidth will
be allocated to transmission from one earth station at a time. Other com-
mon carriers, such as General Telephone and Southern Pacific Communications,
pPlan to operate K,-band satellites. It remains to be seen whether the design
of these satellites and the planned mode of operation is compatible with the
utility control-system application.

R
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This discussion is not {ntended to rule out the possible use of K,~band
satellites, or even a K ,~band payload on a basically C-band satellite.
(Advanced Westar and the proposed Southern Pacific Communications ratellite
combine C-band and K,-band transmission.) One motivation for providing such
a capability 1s the absence of a fixed-service (i.e., terrestrial) frequency
allocation ir the (14.0 to 14.4)-GHz portion of the band allocated to
satellite uplink transmission. (The uplink allocation comprises two 500-MHz
bands, 12.75 to 13.25 GHz and 14.0 to 14.5 GHz). It is possible, therefore,
to locate earth stations without concern for possible uplink interfereace
(through earth-station antenna sidelo':es) into terrestrial microwave systems.
The possibility of downlink interference into other systems is controlled by
PFD limits in the band from 10.7 to 11.7 GHz. No PFD limits appears to exist
in the (11.7 to 12.2)-GHz allocation, but non-interference remains an
application requirement.
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It would still be necessary, in operating at K,-band, to take precau-
tions to avoid interference from terrestrial microwave systems, since the
fixed and mobile services share the (10.7 to 12.2)-GHz band with .he F88.
However, this reduces the problem to a technical one and avoids the inherent
opposition of terrestrial common carriers to satellite applicutions that are
potential sources of interference.

Operation at K,-band has its disadvantages, however. Component costs
are generally higher than they are at lower frequencies. In addition, rain
attenuation adds to the margin requirements and generally leads to larger
pover requirements.

The primary obstacle to utility-company communications at C-band is the
shared allocation with terrestrial services throughout the (newly expanded)
uplink allocation from 5.85 to 7.075 GHe. (PFD limits goverr. downlink crans-
mission.) Because of the widespread use of the 6-GHz band by terrestrial
common carriers, coordination of satellite transmission at these frequencies
can be difficult, especially in metropolitan areas. (C-band earth stations
are often located outside densely populated areas, with microwave "tails"
extending into the cities.) On the other hand, if there is considerable
flexibilicy in the precise location of an earth station, or if the earth
station is to be located in a remote area (as might be the case with geveral
types of DSG), C-band transmission would be a logical choice.

The obvious advantage to C-band communications is that there are a
number of satellites currently in use that operate on a frequency-division,
shared-transponder basis. It is possible, therefore, to lease a narrowband
element of matellite capacity which is commensurate with the low data rates
typical of utility control-system functions.

Even in areas where C-band satellite communications might have only

limited application because of the terrestrisl-interference problem, the avail-
ability of C-band satellites, together with an appropriate access method, makes

C-band especially actractive for a dewonstration or pilot program. Because of

the critical role of control-system communications and the predictably conserva-
tive approach of utility-company management to radical innovation in this area,

it is necessary to demonstrate the technical feasiblity of satellite communi-
cations well in advance of any attempt at widespread adoption of this trans-
mission mode.

Accordingly, C-band satellite link designs are developed in Section VIII
which show that communications suitable for utility control-system use is
possible with earth stations of modest size and cost. For example, a data
rate of 12 kb/s can be supported, using current satellites, with a 3-m antenna
combined with a 5 W high-power amplifier (HPA). Newer satellite designs,
exhibiting greater receiver sensitivity, require less uplink transmitter power
to support a given data rate. Although uplink transmission at 6 GHz with
antennas smaller than 4.5 m has not yet received FCC approval, the level of
interference injected into adjacent satellite systems with the above _arameter
values is not eccessive.
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The remaining fixed-satellite frequency allocation which is suitable for
utility company needs is at S-band. Thie band has not been actractive for ,
commercial purposes because the total allocation is quite small in comparison 4
vith that at either C-band or K,-band. Prior to the 1979 WARC, only 35 MHe ‘
was available in each of the uplink and downlink directions. Although a total
of 190 MHz is now allocated to the downlink, the uplink allocation is
unchanged.

One of the attractions of S-band for the utility application is the high
performance and low cost of components as compared with those at either C-band
or K,~band. A significant disadvantage, however, is the heavy use of S-band
for terrestrial transmission by the common carriers. It could be difficult,
therefore, to frequency-coordinate a large number of earth stations within a
metropolitan area. The coordination problem does beccme less severs as the ;
required bandwidth becomes smaller. However, .t is highly desirable that ;
control-system of a given utility be operated at the same frequency (see
Section VII-A). Therefore, it is necessary that a common frequency band be
cleared at all earth-station sites. This makes it less likely that S-band
could be used for uplink trausmission by a large number of stations within a
metropolitan area,

An S-band downlink, on the other hand, is a distinct possibility
(although interference from cerrestrial carriers would have to be taken into
account). Should a satellite be designed to produce a large effective
isotropic radiated power (EIRP) per unit bandwidth, to minimize earth-station
costs, there would be little probiem of potential interference with other
satellite systems., (By contrast, at either C-band or K,-band, the crowded
geostationary arc demands relative uniformity of satellite characteristics to
avoid interference between adjacent satellite systems.) The problem thet
arises 18 the need to couple the S-band downlink with an appropriate uplink
frequency. For applications such as load management, where one-way
communications may s:ffice, uplink frequency coordination w.uld be required
only at a limited nunber of controlling earth stations. Therefore, an S-band
uplink might be used for this purpose.

The basic problem with this approach is that most utility control-system
applications require two-way communications. It might be possible to coordin-
ate the placement of earth stations for bulk-power-system communications with
.~xisting terrestrial links at S-band, beceuse of the relatively small number
of earth stations involved. However, for widespread distribution-system
application, it could prove necessary to choose an uplink frequency not shared
with the terrestrial services. Of the frequencies allocated to the FSS, only |
K,~band meets this requiremeut. |

The other possibility is an uplink allocation for utility-compsry use
outside the present FSS bands. Based on the data rates previously developed,
the potentisl traffic for distribution systems nationwide is about 5 Mb/s.
Because only a relatively small percentage of this traffic is likely to
materialize and be carried over satellite links, a 1~-MHz allocation should
suffice. Should a new uplink allocation be proposed, it would also be
reasonable to consider a new downlink allocation, of similar bandwidth. By
this means, questions of interference with and by other services could be
eliminated.
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The foregoing discussion has been concerned, in rather general terwms,
with available frequency bands and satellites. Little attempt has been made
to relate these factors to the requirements of specific control-system links,
except to note certain trends based on the number or size of earth stations to
be deployed. In the next section, the possible role of satellite communica-
tions in control-system operations is considered at different levels of the
control-system hierarchy. The availatility of suitable frequencies and/or
satellites constitutes one aspect of thie broader subject.

B. SUITABILITY OF SATELLITE COMMUNICATIONS

It is clear from the discuseion in th. last section that the feasibility
of satellite transmission for electric-utility communication needs depends on
such factors as:

(1) The number of earth stations to be coordinated with terrestrial
links, if the uplink frequency is in a band shared with terres-
trial services.

(2) The repeater characteristice of available or planned satellites.

(3) EBarth-station costs corresponding to the satellite-repeater
charactrcistics, for the selected frequency band.

The first factor will vary depending on the portion of the control system in-
volved. In general, there will he relatively few bulk-power-system earth
stations in comparison with the number of earth stations for distribution-
system applications. The second and third factors are fixed once the frequency
band is specified (except for the possibility of a specially designed satellite
payload). However, the implications of these factors can be very different at
different levels of the control-system hierarchy. PFurthermore, the reliability
requirements vary within the control system, generally being higher in the
bulk-power system and lower in the distribution system. It is necessary,
therefore, to consider the different segments of the control system separately
in assessing the suitability of satellite communications.

1. Bulk-Power System

Because of the major role played by each generating plant, BPS, and
switching station, the bulk-power control system must be extremely reliable
and constantly available. As a integral part of the control system, the com-
munications links that carry the monitored data to the ECC and the resultant
comnands in the reverse direction must be equally available and no less reliable,
To ensure the desired reliability, there should be a pair of parallel communi-
cations systems that are as nearly independent of one another as oossible.
From the standpoint of independence, a set of satellite links from the ECC to
the various bulk-power-system sites would constitute an ideal backup network
to an already existing primary communications system.
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A backup satellite system would include an appropriately sized frequency
band of reserved satellite capacity, which would remain unused (other than for
test purpnses) except in the event of a failure in the primary communication
system. Based on the estimated 40-kb/s required capacity for a large utility
(i.e., one providing 1% of the nation's electrical energy), annual transponder
lease costs would be about $10,000 with current C-band satellite tariffs.

One problem with C-band tranemission, already mentioned, is the need to
frequency coordinate cach earth station with existing terrestrial common-
carrier links. If there is considerable flexibility in locating the earth
stazions on the properties occupied by the various generating plante and BPSs,
this may not be too severe a problem. The alternative is to choose an off-site
location for the earth station. This choice would necessitate a secondary link
to connect the bulk-power-system site with the earth station. It would alen
involve the expense of purchasing or leasing an appropriate piece of land for
this purpose, if the utility transmission corridor could not be used.

It is estimated (see Section VIII-E) that the price of a 4.5-m, C-band
earth station with redundant components, for use at one of the remote (i.e.,
non-ECC) locations, is $74,000. These figures are based on current component
prices, with the exception of the TDMA baseband equipment, where a development
effort is required and for which only the recurring equipment cost has been
considered.

Satellite transmission can also be used a2s a primary means of communica-
tion within the bulk-power system. The opportunity for using satellite trans-
mission depends on the extent to which various utilities intend to reconfigure
their communication systems in the future. Such a reconfiguration may be
expected with the development of an ECC to coiitrol bulk-power-system opera-
tions. From a tabulation by Dy Liacco (Reference 15), it can be seea that 59
U.8. utilities will have placed control centers of this type in service by
year-end 1980. An additional 17 utilities plan to have control centers in
operation by the end of 1982. These 76 utilities represent about 2.5% cf the
total number of utilities in the United States. However, they clearly repre-
sent a much larger (though undetermined) percentage of the total power
generated.

The fact that an ECC is in operation does not necessarily imply that re-
configuration of the communication system has been completed. As has been seen
for the LADWP, at the end of Stage 1 of the control-system implementation, only
the microwave link connecting the ECC with the existing communication network
will have been completed. Inscallation or upgradiag of microwave links to the
various generation plants and receiving stations will be done subsequently.

It is reasonable to assume, therefore, that some of the 17 utilities scheduled
to piace coutrol centers in service during 1981 or 1982 could use satellite
transmission within their bulk-power systems. The same is true of utilities
that will introduce control centers in later years. Thure is less likelihood
of widespread (primary) use of satellite transmission among utilities that
aiready have control centers in operation.

If satellite links are to be used in bulk-power-system operations,
whether for primary or backup transmission, they must be compatible with the
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alternate means of communication between the same pairs of points. For
example, the protocol employed by the ECC in polling RTUs includes the choice
of a "time-out" interval, following which some action is taken (perhaps a
repeat poll) if no response has been received. Other things being equal, the
time-out interval would have to be 0.54 s longer for satellite transmission
than for terrestrial transmiseion to allow for the two-way propagation delay.
Because it will be necessary to switch between terrestrial and satellite
tranemission in the event of a communication failure, the protocol selected
should be compatible with either transmission mode.

The final question to be considered for bulk-power-system communications
is that of reliability. Because there will be two independent means of com-
munications, if satellite transmission is chosen for either the primary or
backup mode, infrequent failures can be permitted provided restoration of the
failed mode can be accomplished fairly quickly. In the case of satellite
transmission, earth-station redundancy with automatic switchover capability
will virtually eliminate the possibility of earth-segment failure (barring
sabotage or an act of nature). Therefore, only the satellite remains as a
significant failure poseibility.

Because of the low utility data-rate requirements in compariscn with
typical transponder capacities, all U.S. bulk-power-system communications
could conceivably be served by a single satellite transponder. At the very
least, many utilities would likely share a common transponder. Failure of a
single transponder, therefore, could eliminate either the primary or the backup
means of communications for a large portion of the utility industry, if satel-
lite use were to become widespread.

Fortunately, switchover to a backup transponder in the same satellite
can be accomplished in a straightforward manner. Because an alternate means
of communication has been assumed for all bulk-power-system links, commands to
effect this switchover can readily be sent to all bulk-power-system sites. ;
The transponder to be accessed is determined by choice of a crystal of appro- :
priate resonant frequency in the earth-station up- and down-converters. If
"double~-converasion" devices are employed to shift from the 70-MHz IF to the RF
frequency, and vice versa, a transponder change requires no more than the 3
replacement of a crystal. This process can be automated because, with the
backup transponder generally known in advance, the appropriate crystal can be
included with the earth-station equipment. The switchover can be accomplished
within seconds of the time the transponder failure becomes known at the ECC.

It is worth mentioning that, in the history of C-band satellites such as
Anik, Westar, and Intelsat IV, transponder failures have not occurred suddenly.
Rather, they have taken place over a period of time as the result of & reduc-
cion in gain of the transponder TWT. Consequently, an orderly transition to a
backup transponder has always been possible for essential services.

There has not yet been a total failure of an operational commercial
satellite. It is necessary, nevertheless, to be prepared for one if satellite
transmission is to be used for utility control-system communications. Satellite
transmission would not be used as either the primary or the alternate means of
comnunications unless a backup satellite was on-station and operational.
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To switch from the primary satellite to the backup satellite, it is
necessary to repoint each earth-station antenna in the new direction. This
repointing would take some fraction of an hour for a trained technician to
dccomplish, once he is on-site. The total elapred time required to repoint
all antennas of a utility company's bulk-powser system depends on the number of
technicians availuble, as well as on the number and geographic di: ribution of
earth staticns,

At least one major utility has been actively considering the possible
role of satellites in bulk-power-~system communications. Niagara Mohawk Power
Corporation recently completed an experiment using NASA's experimental
Applications Technology Satellite (ATS-3) and the Geostationary Orbiting
Experimental Satellite (GOES) (Referance 16). These satellites are ynder the
control of NASA and the National Oceanic and Atmospheric Administration
(NOAA), respectively. Links were established to a BPS and to the Power
Control Center through both satellites. The GOES was used solely to relay
environmental data, while ATS8-3 was also involved in the simulation of a
typical SCADA system. Niagara Mohawk is alsn investigating possible operation
through current commercial satellites.

2. Dispersed Storage and Generation

While DSGs are properly considered part of the distribution systenm,
their characteristics and communication requirements are sufficiently distinct
from those of other distribution-system elements that they will be considered
separately in assessing the merits of satellite transmission. For the most
part, the 10,000 DSGs of substantial size (i.e., >1 MW) that are

anticipated by the end of the century do not exist today. Th:refure, in
conceptualizing a communication system for use in their contrci, all available
media may be considered without prejudice based on already existing means of
communication,

There is a great deal of flexibility in choosing the location of certain
types of DSGs. For example, photovoltaic cells of significant capsacity can be
located anywhere there is extensive land area that can be devoted to this
purpose. While this requirement may restrict their development in densely
populated areas, these devices should eventually be quite prevalent in rural,
i1f not suburban, areas. Becausec of the relative accessibility of these loca-
tions, several means of communication, including telephone (private-line only)
and redio, are available for control of the DSGs.

On the other hand, hydroelectric units must be located at the site of
naturally flowing water, hydroelectrically pumped storag> systems depend on
the existence of a pair of reservoirs at different levels, and wind-generation
systems also require the presence of appropriate natural conditions. More-
over, all of these required local conditions are likely to be found in remote
areas, where distance and line-of-sight requirements preclude the use of
communication media such as telephone and radio. In these cases, satellite
transmission may be regarded as a naturally preferred alternative.
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Por DSGs that are remotely located, any of the fixed-satellite frequency
allocations is likely to be a suitable choice. From the standpoint of avail-
able satellites with suitable access methods, C-band is the only currently
viable candidate. However, if a single choice of frequency is to be compat-
ible with all prospective DS8G locations, there would seem to be no alternative
to a K,-band uplink, among existing frequency allocations.

The price of a 3-m, C-band earth station with nonredundant components
is estimsted at 932,000 (see Section VIII-E), and is therefore compatible with
a DSG in the 1-MW-plus category. A K,-band earth station would be somewhat
more costly. A 3-m antenna should be physically compatible with most DSG
sites. Purthermore, as is shown in Seciion VIII-D, an antenna of this size
will nct cause excessive interference with other satellite systems. Earth-
station redundancy is not required because a communication failure involving a
asingle DSG would have at most a local effect. It is only necessary to program
the local controller so that, during a communications failure, the DSG reverts
to an autcnomous and inherently safe mode of operation (which might be a shut-
down of operations).

A sctellite failure could have much greater consequences. It has been
estimated .hat, by the year 2000, DSGs will provide between 42 and 102 of the
electrical energy production in the country. Thus, a satellite failure could
result in the tewporarv loss of the coordinated use of this energy output.

A single transponder failure can be overcome by instructing the DSG ‘
controller to attempt to communicate over the backup transponder (by switching ¢
to the appropriate crystal in the up/down converter) whenever communications _
has been interrupted for a prescribed period of time. Although the reliability j
of such & switchover procedure remains to be determined, temporary loss of '
control over a portion of the DSG population should not prove tco serious
(assuming the DSGs revert to a fail/safe mode), If the communications failure ' i
should result from a component failure in the DSG terminal, this would be
evident at the controlling station, at which point appropriate maintenance 4
procedures would be initiated. 3

In case of a total satellite failure, it would be necessary to repoint
each DSG earth-station antenna in the direction of the backup satellite. While
it could take a number of days to accomplish this task for the entire DSG popu-
lation, those unite with the capability to significantly impact system perfor-
mance could probably be visited in a ringle day. Because of the low proba-
bility of a total satellite failure and the relatively small impact it would
have in terms of DSC operation, this possibility should not be regarded ay a
serious deterrent to the adoption of satellite transmission for DSG control.

3. Distribution Syctem
The many functions that might be performed under the heading of DAC have
besn divided into two groups (in Section V), under the subheadings of opera-

rional management and load management. In addition, there is the meter-reading
function, which is regarded as a third category. However, this three-way clas-
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sification is inadequate to perform an assessment of satellite transmission for
control-system purpuses because, within the first two categories, there is
considerable diversity in the nature of the physical site at which data are to
be monitored or control exercised.

For example, voltage levels are most often controlled by changing the tap
setting of a transformer located at the distribution substation (although a
secondary transformer, located on a feeder line at some distance from the sub-
station, can also be involved). VAR control is normally done at the substation
as well,

Fault detection, on the other hand, can take place at various points in
the distribution network. Occurrence of a fault is signaled by the unacheduled
opening of a feeder switch or the blowing of a fuse. Switch and fuse operation
is normally arranged so that only the device nearest the fault, in the direc~-
tion of the substation, is affected by the fault. Unless the feeder breaker,
located at the subastation, is tripped by the fault, the latter cannot be phys-
ically detected at that point. Communications with RTUs located at the
various switch and fuse sites permite faults to be detected, and faulted
sec ‘ons to be identified, from a substation control point.

Once a fault is located, service must be restored to unfaulted sections
by control of mainline feeder switches, feeder tie switches, and the feeder
breaker. For example, a fault on a mainline feeder is isolated by opening the
switch closest to the fault on either side. The load above the faulted
section is restored by closing the feeder breaker; the load htelow, by closing
tie switches to transfer the load to adjacent feeders. A portion of the load
could be switched tn a feeder emanating from another distribution substation,
in which case a control point above the substation level (i.e., the DDC) would
become involved,

Switching within the distribution feeder network is also conducted on a
scheduled basis, to isolate sections of feeder for routine maintenance and to
tranafer load between feeders and substations for load-leveling purposes.
Feeder loads, as seen from various points, must be monitored to ensure that
the planned reconfiguration does not lead to an overload of distribution-system
equipment.

Physical site distinctions also arise in load management and meter
reading. It is necessary to differentiate the performance of these functions
for single-family houses, multiple-unit residential structures, and inductrial
and commercial establishments.

A 3-m earth station has been taken as representative of distribution-
system sites, to assess operation with current comnunicetion satellites. This
type of installation is compatible, in both size and co: with deployment at
distribution substations, medium-to-large industrial sit.., and large residen-
tial complexes. With respect to the choice of frequency bands, the preceding
discussion regarding DG earth-atation deployment is equally applicable to
distribution-system instailations. In other words, where two-way communica-
tions is required, such as between a DDC and a DAC, a K,~band uplink may be

mandatory because of the large number of earth astations located in populous
areas.
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The same is true for load management at industrial or large residential
sites, if control is exercised at the DAC level. It might be possible, should
control emanate from the less numer . DDCs, tc use a C-band uplink. Meter
reading, however, which involves du, .:. transmission, is likely to require a
K,,-band uplink from the remote sites.

The presumed need for a K,-band uplink on DAC-to-DDC communications
precludes near-term adoption of satellite transmission for this purpose, in
the absence of a suitable K,-band satellite. It has been claimed that
“economic analysis and power system simulation studies have not demonstrated a
significant benefit-to-cost ratio for 4distribution automation functions" (see
Reference 5). Thus, the need for such a satellite is not immediate. However,
automation of operational-management functions is expected to be widely adopted
in future years, especially as it is required for DSG control.

By contrast, load management is currently being practiced at many indus-
trial sites. For satellite transmission to be a viable communicetion mode for
this application, two conditions must be satisfied. Firstly, communication
must take place only in the command direction; and secondly, control must be
exercised from a small number of points, which can be frequency-coordinated at
C-band. The second condition suggests that, initially, load management should
be the responsibility of the DDC. At a later time, should a K,-band payload
becume available, this responsibility could be shifted to the DAC or substation
level. This progression, from relatively centralized to decentralized control,
is consistent with the manner in which control-system development may be ex-
pected to evolve.

Not covered by transmission with 3-m earth stations are communications
needs associated with fault detection and isolation, feeder-load management,
and transformer-load management, except where these functions can be performed
through monitor and control operations at the distribution substation. Addi-
tionally, a 3-m earth station would be inappropriate for load management and
meter reading at smaller industrial sites and at most residential structures,
A special-purpose satellite is needed for these types of applications, which
prosumably is shared with other narrowband services and which permits the use
of extremely small antennas and generally low-cost components on the ground.
These requirements would be satisfied by a satellite operated to produce a high
EIRP per unit bandwidth to compensate for the low receive antenna
gain/receiver noise temperature (G/T) on the ground. In addition, a large
satellite G/T ia needed to permit a reaconable-size HPA to be used with the
small ground antenna. These requirements can be jointly satisfied by the
deployment of a multiple-beam (and, therefore, high-gain) spacecraft antenna
subsystem.

There are several frequency bands at which such a satellite might
operate. Generally, the cost of ground equipment will be less, the lower the
frequency. This factor, together with the presence of significant rain atten-
uation at K,-band, probably rules out this band for general distribution-

system application.

C~band downlink frequencies in the bands 3.4 to 3.7 GHz or 4.5 to 4.8
GHz (i.e., those frequencies not presently used by C-band satellites) could be
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considered, becruse there wuld be no possibility of interfersnce into other
satellite systems resuiting from the large satellite EIRP. Correspondingly,
an uplink carrier outside the band 5,925 to 6.425 GHz used by present
satellites does not run the risk of interference from other satellite systems
as a result of the large satellite G/T. However, components are still
relatively costly at C-band, so it would be preferable to operate at a lowe.
frequency.

A satellite system operating at S-band, the remaining FSS allocation,
largely avoids the possibility of interference with other satellite systems.
Moreover, component costs are more reasonable, and their performance is con-
siderably improved, with respect to those at C-band. To illustrate possible
S-band operation, consider a system operating at the PFD iimit of -137 dBW/m?
per 4 kHz, as described by the link budget of Table 6-2. For an assumed down-
link carrier-to-noise ratio (C/N) requirement of 13 dB, & ground antenna gain
of 16.4 dB is required. This gain can be provided by a 0.3-m (1-ft) antenna.
Thus, S-band transmission with small ground antennas necessitates a spacecraft
designed to operate at or close to the PFD limit.

Operation with small antennas at S-band introduces another concern. A
0.3-m antenna has a4 half-power beamwidth of 30 deg. At a location from which

Table 6-2. S-Band Downlink for Operation at the PFD Limit

Satellite EIRP per 4 kHz (dBW)@ 26.0
Space loss (dB) -192.0
Receive antenna gain (dB) 16.4
Received carrier power (dBW) -149.6
Receive system noise temperature (dB-K)P 30.0
Boltzmann's constant (dB(WK™lhz™!)) -228.6
Noise bandwidth (dB-Hz) 36.0
Received noise power (dBW) -162.6
Downlink (C/N)€ 13.0

8gpreading loss (1/4mR2) is -163 dB-m™2. Power flux density
is therefore 26 to 163 = -137 dBW/m2,

bAssumes a8 mixer front-end.

The use of coding for error correction has been omitted for reasons
of cost,
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the satellite is seen at an elevation angle of 25 deg, for example, the lower
half-power elevation angle is only 10 deg. Thus, a potential is created for
excessive interference both into and from terrestrial systems.

The severity of these two problems (i.e., the high PFD and the vadiation
at low—-elevation angles) can be alleviated through the use of a larger ground
anteana. A l-m, rather than a 0.3-m, antenna would reduce the satellite EIRP
requirements (and thus the PFD) by 10 dB and would lessen the chanues of
bothersome interference with terrestrial systems. However, the l-m antenna
would also reduce the range of distribution-system applications amenable to
satellite communications.

All of the interference problems described, whether with respect to other
satellite systems or terrestrial links, could be eliminated by the
introductionof & frequency allocation not shared with other satellite or
terrestrial services. Based on traffic estimates in Section V, an allocation
on the order of 1| MHz in both the uplink and downlink directions should
suffice. Once again, low frequencies are favored from the standpoint of
minimizing component costs. However, if too low a frequency is chosen, urban
man-made noise may limit the downlink performance. At a given frequency, the
magnitude of this effect depends on the directivity of the ground antenna and
the elevation angle of the satellite. For a reasonably directional ground
antenna, a frequency in the (1 to 2)-GHz runge may offer the best compromise
between these two factors.

The Boeing study of a satellite system designed for distribuction-system
monitor and control operations (see Reference 6) provides cost estimates of
ground equipment intended for use with a multibsam (high-gain) satellite
antenna. Uplink and downlink frequencies in thu vicinity of | GHz are assumed.
While the ground antenna size is not explicitly indicated, link budgets are
provided elsewhere in the report for both 0.15-m (0.5-ft) and 0.3-m (1-ft)
antenna diameters.

The equipment costs given pertain to load management and meter rqading
performed at residential s*es. An earth station located at the distribution
transformer i+ - -'med to be shared by the residences receiving power from
the secondary sti. the transformer. Communications between the earth
station and the ruvsidences takes place via the power line itself,

The estimated cost of a residential terminal which provides two-way
communications (via the power line) with the earth station (for meter reading)
is $§175. The corresponding earth-station equipment cost is about $300 for a
production volume of 1 million units. If 10 residences share an earth station,
the average total cost per residence is typically $200.

When only one-way communication is required, as presumed for load manage-
ment, the residential and earth-station costs fall to $40 and $150, respective-
ly. With 10 residences sharing an earth station, the total cost per residence
is $55.

The estimated earth-station cost of $300 for equipment providing two-way
satellite communications should also be representative of the cost of an earth
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station suitable for operational-management functions performed below the
distribution-substation level. Typical of these functions is the nee. to
monitor the status of a sectionalizing switch which, following detection of a
fault, may have to be reset tu an open or closed position.

No detailed breakdown of the earth-station costs cited previousliy is
provided in the Boeing report. If, in fact, these costs can be substantiated,
the advent of a special-purpose satellite could render satellite transmission
a viable candidate to provide the communications needed for most distribution-
system functions. The characteristice of such a satellite would resemble those
advanced for the LMSS (see Reference 9) in the sense that a multibeam satellite
antenna is needed to minimize the earth-station antenna and HPA requirements.
Much of the technology development associated with the design of such a satel-
lite (specifically, the large deployable antenna subsystem) woild be equally
applicable to a satellite payload developed for the utility application.

The proposed LMSS system uses the newly allocated (806 to 890)-MHz band
for two-way vehicular communications, while conducting all base-station
communications at S-band. In the distribution-system application, the remote
stations would transmit and receive at frequencies newly allocated for this
purpose. Commuuic.Xions between the satellite and the master stations could
take place either at the new allocations or at S-band. The feasibility of the
latter approach depends on factors already discussed.

A satellite designed for general distribution-aystem use could also
serve the communication needs of the Dbls, although a larger frequency alloca-
tion would be required. The discussion of DSG communications in the preceding
section presumed that no such satellite would be available, and therefore was
focused on existing satellite designs. Because both the development of DSG as
a significant energy source and widespread adoption of DAC are not expected
before the 1990s, a satellite developed for the latter application would be
available in the proper time frame to serve DSG needs as well.

Reliability considerations for operational- and load-management communi-
cations are similar to those governing DSG operations. In other words, com-
munication failure to a single distribution-system site is not especially
significant from a system viewpoint, provided the element involved continues
to function in a fail/safe manner. Load management presents no problem in
this reepect, because the continued operation of a small number of units that
should be turned off will not seriously affect the load on the system. Further-
more, manua' backup to feeder-structure communication links is adequate,
because che outages that result will be no worse than those currently exper-
ienced.

The only reliability problem of consequence is that resulting from a
satellite failure. It would be necessary to have a spare sateilite in orbit
to avoid a prolonged period (measured in months) during which DAC functions
are lost. Both the primary and spare satellites should be given orbital
locations that place them simultaneously within the beamwidth of the largest
ground antenna with which they are to be used. In switching from the primary
to the backup satellite, the formes would have to be completely disabled (with
respect to distribution-system communications) to avoid interfering with
operation of the latter.
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c. DISTRIBUTION-SYSTEM COMMUNICATION ALTERNATIVES

As discussed in Bection VI-B-], satellite transmiseion can, in principle,
be used as the communication vehicle to perform all DAC functions. For some
applications, satellites similar to those presently in operation are appro-
priate. In other instances, the feasibility of satellite transmission depends
on the availability of a special-purpose satellite payload to permit low-cost
ground installations at numerous residential, industrial, and feeder-network
sites. In either case, the attractiveness of a satellite solution depends on
the communication alternatives for performing the various DAC functions.

The primary candidates, other than satellite, to satisfy the distribution-
system communication requirements are:

{1) VHF or UHF radio.

(2) Power-line carrier (PLC).

(3) Switched telephone network.

(4) Private-line telaphone.

(5) Cable television (CATV).
No single communications mode is hrst suited to perform all DAC functions.
Rather, the characteristics of a given mode must be compared with the communi-
cation requirements of each DAC function to determine which combinations are

feasible. The economics of the resulting candidate modes can then be compared
and a preferred means of communication for each DAC function selected.

The costs associated with the different communication modes identified
previously are developed in a report by Systems Control, Incorporated (SCI)
(Reference 17), which was prepared for the FCC. Therefore, the present dis-
cuasion is confined to establishing the feasible communication mode/DAC
function combinations. Some of the factors taken into consideration in estab-
lishing these associations are:

(1) Coverage area.

(2) Penetration of coverage area.

(3) Configuration flexibility.

(4) Broadcast-mode capability.

(5) Simplex versus duplex transmission.

(6) Data rate.

(7) Response time.

(8) Reliability and availability.

Control over distribution-system RTUs can be exercised at either the DAC

or DDC level, Accordingly, communication between an RTU and its control point
may follow several distinct types of paths:
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(1) Direct connection to a DAC control point.

(2) Dircct connection to a DDC control point.

(3) Connection via the DAC to a DDC control point.

(4) Connection via a concentration point to a DAC control point.

(5) Connection via a concentration point to & DDC control point.

The first three possibilities are self-explanatory. The concentration point
referred to i: Paths 4 and 5 can assume several forms. For example, if the
immediate connection to the RTU is via CATV, the concentration point would be
the CATV headend. The distribution substation would itself serve as the con-
centration point for a PLC connection to the RTU,

The connection from the concentration point to the control point in
Paths 4 and 5, or from the DAC to the DDC in Path 3, may use a different
communication medium from the one used to provide the RTU connection. (This
is necessarily true if the RTU connection is via PLC.) In assessing communi-
cation alternatives for compound paths of this type, attention will be res-
tricted to the path segment providing the RTU connection.

Evaluation of communication alternatives is based largely on material in
the SCI report, although the conclusions reached here do not agree in all
respects with those of that source. It should also be pointed out that the SCI
report considers satellite transmission a viable candidate only for low-data-
rate applications. With the availability of a special-purpose satellite, how-
ever, required data rates for all DAC functions can be supported. Moreover,
even without such a satellite, data rates in excess of 10 kb/s can be supported
at distribution-system sites equipped with 3-m earth stations.

1. VHF or UHF Radio

Presently, VHF-FM radio is used for lcad management at frequencies
of 153 Mz and 174 MHz, which have been especialiy allocated for this purpose.
The coverage area of a base station varies with the transmitting antenna
height, remote antenna height, transmitter power, frequency, and the degree of
natural and structural blockage. For example, in an urban area, for antenna
heights of 200 m and 3 m, respectively, the mean attenuation at the above
frequencies is less than 28 dB for distances up to 20 km. If the trans-
mitter power is such that this is the maximum acceptable attenuation level, the
coverage area has a 20-km radius.

Adequate communi.ations is generally not possible to all points within
the coverage area, however. The received gsignal at certain locations will
undergo deep fades as the regult of multipath propagation. Other points may
have no single path of adequate strength to the base station. This problem can
be alleviated to some extent through the use ot space diversity or the place-
ment of reflectors at judiciously selected locations.

The capability of radio communications for performance of DAC functions
depends on the allocated spectral bandwidth in relation to the required data
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rate. The highest dats rate is associated with monitor, rather than control,
functions. In fault detection, for example, the control station periodically
scans the status of all distribution-system devices that zan autom.tically
change state because of a fault. The required data rate duepends on the number
of devices to be polled and the period of the polling cycle.

The number of RTUs connected to s single concentration or control point
can be reduced through greater decentralization of control. However, this
decentralization marely fragments the frequency assignment to a greater de;ree,
unless frequency reuse in different portions of the service area is possible.
In this case, the required frequency assignment is also reduced. Increasing
the number of control points also increases the number of transmitting towers,
although the height of each tower can be reduced accordingly.

The period of the polling cycle is fairly arbitrary. Since most faults
occurring at a distance from the distribution substation are reported by
telephone today, s polling cycle as long as | minute seems quite reasonsble.
A shorter polling cycle would reduce (by up to ! min) the time taken to
restore service to unfaulted feeder sections; however, it would not lessen
significantly the time needed for repair of the fault, which would still have
to be done manually,

For example, assume that a large utility, serving 1 millior customers,
has 1,000 distribution substations and 4,000 feeders. There are two switches
per feeder to be monitored and a total of 17 control points (at the DDC level).
For a typical set of message parameters (see Reference 17) and a polling cycle
of 1 min, the combined poll’-~«3ponse bit rate for each control point is about
1 kb/s.

Because the distribution-system monitor functions are not time-critical,
often it will be reasonable to choose a polling cycle that is compatible with
the available bandwidth. To the extent that this is pyssible, radio trans-
mission may be considered a candidate for the performance of any of the DAC
functions.

Because radio transmission operates in a broadcast mode, it is suitable
for such functions as time-of-day meter rates, direct load control, and voltage
control for load reduction. These applications are easily implemented with
present frequency allocations inasmuch as the associated data-rate requirements
are quite low. Because no response to these commands is required, transmission
can take place in a simple) mode.

2. Power-Line Carrier

This communication mode consists of superimposing a carrier for data
transmission on the 60-Hz power-transmission carrier. Power-line carrier
communications has been used for many years on high-voltage circuits (i.e., in
the bulk-power system) to transmit both data and voice. At the distribution
level, however, complex attenuation and noise characteristics make it difficult
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to select a universally applicable set of system parametera. Nevertheless, in
recent years, several companies have developed PLC product lines in an attempt
to capitalize on the vast potential market for distribution-system communica-

tions equipment.

The most vexing problem in the development of a PLC system is the choice
of carrier frequency. At low frequencies, noise levels are high, necessitating
large signal-injection power and low data rates. At high frequencies, attenua-
tion is great, leading to the need for repeaters to communicate over a signifi-
cant distance. It has been found (Reference 18) that the frequency range 3 to
12 kHz offers the best compromise between these opposing factors. A relatively
low data rate of about 60 b/s can be supported at these frequencies.

The choice of a specific frequency in this range, and system design
generally, is made difficult by the highly time-dependent and, in many cases,
unpredictable nature of the propagation characteristics and disturbances.
Specifically, reconfiguration of the distribution network due to switching of
feeder sections (scheduled or unscheduled) can drastically alter the properties
of the communication channeles. As a result, there is no guarantee that repeat-
ers introduced to compensate for line attenuation will be properly positioned
following a reconfiguration,

The carrier signal is injected into the power line via a coupling trans-
former. It is desirable to inject the signal as close as possi»le to the RTUs,
to minimize attenuation. However, injection below the subhstation level intro=
duces the possibility of a variable propagation distance due to feeder-network
reconfiguration. Additionally, as mentioned earlier, it is necessary to pro-
vide a second communication link to connect the signal-injection point to the
control station. This second set of links is made more complicated by a mul-
titude of signal-injection points. It may be concluded, therefore, that the
distribution substation is the most logical point for signal injection.

A single injection point ha. a coverage area that is limited to RTUs on
a single feeder or, at most, a group of feeders originating at the same distri-
bution substation. To cover an entire service area, a utility would have to
operate many PLC systems in parallel. This requirement is also necessitated
by the limited data-rate capability of PLC systems.

Power-line carrier is inherently a broadcast-type of communications.
Therefore, it can perform in an efficient manner such functions as time-of-day
meter rates, direct load ~untrol, and voltage control for load reduction.
Power-line carrier can also perform voltage and load monitoring, as well as
remote meter reading. There is some question, however, regarding PLC-appli-
cability to fault detectiun and scheduled switching, because of possible
disruption of communications during these events (see Reference 17).

3. Telephone

The switched telephone network has the virtue of providing esseuatially
complete coverage and penetration of the service area of any given utility.
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The network is also highly flexible, from a configuration standpoint,

in providing point-to-point connectivity. However, performance of DAC func-
tions (with the exception of meter reading) via switched circuits is virtually
precluded by the long interrogation delay corresponding to the time needed to
establish a connection. Although this delay may not be incompatible with the
required response time for a specific function, it nevertheless results in an
extremely inefficient polling procedure.

One eslternative to the switched telephone network is the estoh!ishment
of private lines to all distribution-system points of interest. (Electric
utilities make extensive use of private telephone lines; for data communications
within the bulk-power system.) However, economic considerations clearly limit
the number of points to which private connections are feasible.

Neither private lines nor switched telephone circuits can be employed in
a broadcast mode. Therefoie, they are not suitable, in their normal configura-
tion, to alter meter rates or perform load-control functions.

The technical objections to telephone-network use cen be largely overcome
by paralleling the central-cffice switch with a scanning matrix interfaced
directly to customer loops on the customer side of the main distributing frame.
This eliminates dialing delays while providing access to all telephone-connected
sitee. The rapid scan of subscriber loops, which is equivalent to a very slow-
speed broadcast-communication mode, can be used as a vehicle for load manage-
ment. Two-way communication is also possible with this technique, so that
meter reading can be accomplished (although not on busy lines).

Jt has been suggested that telephone companies might purchase, install,
and operate the eyuipment necessary for line scanning, and thereby provide
load-management and mcter-reading services to the utilities (see Reference
20). The enthusiasm of electric utilities for this approach may be dampened
by their reluctance to be dependent, for control-system communications, on the
services of another type of utility. Nevertheless, a system of this type for
access to customer sites, combined with the use of private telephone circuits
for operational management, would be sufficient to perform all aspects of DAC.

4, Cable Television

CATV networks are capable of high-data-rate transmission. In addition,
federal regulations require that all CATV networks installed in the
100 largest U.S, markets have full duplex capability (Reference 19). There-
fore, CATV has the potential to provide the communications for all DAC func-
tions.

The principal obstacle to reliance on CATV for distribution-system
communications is the low penetration of customer sites. It would probably
not be cost-effective to extend the coaxial-cable system to include all
residences and commercial establishments solely to perform DAC functions.

5. Summary

The capability of each commurications mode to perform th various DAC
functions is shown in Table 6-3 (see Reference 17). 1In addition to the modes
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Table 6-3. Feasible Communications Media for Performing DAC Functions
; Fault Voltage Scheduled Switching, Meter Time-of -day
% Function Detection #nd Load Fault Detection R &d: Rates & Load Voltage
Communica- (Polling) Monitoring (Quiescent) esding Control Control
: tions Medium
‘ Telephone
é (Private) X X X X
H
i VHF, UHF Radio X X X X X X
=)
o CATV X X X X X X
N
PLC
(2 to 100 kM2z) X X X X
PLC
(Audio Frequency) X X
Telephone
; (Switched) X
¢ Telephone
(Scanning) X X
Broadcast AM
Radio X X

et




already discussed, the table reflects the capabdbility to conduct load
management and meter reading with audio-frequency (60 to 2,000 Hz) or ripple
PLC, or with broadcast AM radio. The former is widely used in Burope, but far
less extensively in the United States, for direct load control. The latter
approach superimposes an inaudible control signal on the program material of s
commercial AM radio station. Both techniques are limited in data rate to
about ! b/s.

Only one mode listed in Table 6-3, VHF or UHF radio, has the capabdbility
to perform all DAC functions while providing a high degree of penetration of
the coverage area. This capability also resides in the combination of private-
line telephone and scanning telephone. On the other hand, current utility-
company interest is greatest in the ares of load management, because there is
an immediate monetary payoff in being able to reduce peak loads. Therefore,
PLC techniques, which allow the utilities to retain control of the communi-
cation medium, have received more attention than other communication modes.

Of considerable interest is a wajor field demonstration of DAC functions
under the joint sponsorship of EPRI and the U.S. Department of Energy (DOE).
"The demonstration consists of 750 metered points on each of five host utility
systems. Crumunication equipment being evaluated includes three power-line-
carrier systems, «one radio system, and one telephone system. Emphasis is on
whether such a two-way communication system is feasible, and if it is, whether
it would be cost e ..tive. This four-year, $10 million program has been
completed and is in the report-writing stage. Results should be avajlable
early in 1981" (see Reference 7).

EPRI is an organization funded by the utilities themselves. This fact,
together with the joint sponsorship by DOE, suggests that the demonstration
results will be very influential in determining the future direction of DAC
efforts.

D. SUMMARY

Satellite transmission can be used to satiofy bulk-power-system communi-
cation requirements in either a primary or backup capacity (see Table 6-4).
Present C-band satellites, which permit multiple transponder access by narrow-
bard carriers, are suitable for this purpose. The estimated price of fully
redundant earth stations employing 4.5-m antennas (with the exception of
the ECC earth station) is about $74,000. The presence of an alternate communi-
cation mode, which can be used to command a transponder switchover, guarantees
that a transponder failure will produce only a momentary satellite outage.
Switchover to a backup satellite, in the event of total satellite failure, can
be accomplished in a matter of hours.

Integration of DSGs into utility-company control systems will not be
required until the 1990s, when dispersed sources of generation are expected to
represent a non-negligible fraction of the nation's total electric-utility
energy output. While other means of communications can be used for DSGs
located in populous areas, satellite transmission is a naturally preferred
alternative for remotely located DSGs. Furthermore, the required
communications can be provided with current C~-band satellites using 3-m earth
stations. It is possible, therefore, to demonstrate DSG control by satellite
at the present time.
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Table 6-4. PFactors Affecting Applicadbility of Satellite Communications

Role of Present New Frequency
Utility Time Satellite Satellites Allocations
Segment Period Communications Applicabdle Required
Bulk-pover system Present Primary® Yes No
or backup
} Dispersed storage 1990s Primary D~pends on N
and generation DSG location
| Distribution 19808 Primary No Pot
, system
| |
} .
» 8Presumes existence of alternate communications mode. ?

Widespread adoption of satellite transmission Zor DSG control would
probably require the use of non-C-band frequencies, because of the difficulty
; in clearing a large number of gites for C-band operation in populous areas.

While K,-band should present fewer coordination difficulties, the p:esent
tendency is for K,-band systems to be operated in a wideband TDMA mode,
which is not suited to the utility application generally. It is conceivable,
however, for a utility (or group of utilities) to lease a narrow baud at one 4
end of a K,~band transponder otherwise operated in a wideband TDMA mude.

AP o )

Present satellite technology is also applicable to certain distribution-
system communications, such as the DDC-to-DAC links. However, frequency co-
] ordination of C-band earth stations at the num:rous DAC sites would be difficult.
| On the other hand, load management, which only requires one-way communications, ;
could be exevcised by the DDCs, thereby greatly reducing the frequency- j
coordination problem.

Performance of DAC functions at sites below the substation level in most
cases must be accomplished with inexpensive installations. This is generally :
true of operational management functions. Satellite transmissfon to perform :
these functions would have to be conducted via a spacecraft employing a high- Q

3
s

gain, multiple~beam antenna subsystem. The requirements are similar to those

] for the Land Mobile Sattelite Service, for which NASA {8 currently developing

a satellite cystem. Presumably this new technology could also be applied to,

or shared by, the electric utiflities. Of the various FSS frequency allocations,
S-band is the most desirable from the standpoint of minimizing both component
costs and the likelihood of interference with other satellite systems.

Satisfactory communications at S-band with small (0.3-m) ground antennas i
requires operation close to the PFD limit. The possibility of uplink
interference into terrestrial microwave systems further complicatee the
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picture. However, the low ground-transmission levels mude possible by the
large satellite antenna gain could render these transmissions harmless to
terrestrial systems.

: As an alternative to 8-band transmission, a new frequency allocation
could be sought. Because disiribution-system installations will generally be »

. located in densely populated areas, man-made noise places a lower limit on the g
frequencies that wight be considered. While a detailed statistical analysis ;
would be required to determine this lower limit, it would seem to be about ! GHz.

L Adoption of satellite transmission for distribution-system communications

depends on the viability of alternate communication modes such as radio, PLC,

or telephone. 0. these, PLC seems to be the preferred mode of utilities, al~-
though it wmust be supplemented by another mode for fault detection and scheduled
switching. Experiments conducted under EPRI sponsorship will help to assess the
reliability and cost of each of thece modes. Prospects for a satellite sol«:-
tion to distribution-system communication requirements should become clearer
once a reasonably definitive assessment of these alternatives is available.
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SECTION VII

TRANSPONDER MULTIPLE ACCESS

The general concepts of TOMA snd FDMA are discussed and their potentis!
application to the udility industry Is reviewed. It is suggested that FDMA principles
be used to separate the various utilities from one another and that TOMA principlos
be used to differentiate between stations within a given utility. An example of TOMA
/s presented together with a discussion of time-sict sssignment and gusrd-space
requirements. The half-duplex operational mode i/s examined and its technical
disadvantages as compared to full-duplex are prassnted,

The amount of data flowing between any pair of sites in a utility system
is quite small. The largest point-to-point traffic is generally found in the
bulk-power system. Average data rates on links connecting generating :‘ants,
BPSs, and switching stations of a large utility with the ECC are tyr . .y
20 kb/s, 3 kb/s, and 1 kb/s, respectively (see Reference 1). Far lc. . d-ta
rates are found in the distribution system. It was shown in Sectioa IV-D, for
:xample, that the average data rate per DSG, based on a 2-s scan rate, it 145
b/s.

Because of these small point-to-point data rates, practical satellite
link design precludes exclusive assignment of a transponder channel to an in-
dividual pair of earth stations, except possibly for generation plant-to-ECC
links. On the other han., because of the regularity with which performance
must be monitored throughout a utility ~ystem, it is reasonable to assign a
time element of transponde- capacity, at regular intervals, to transmissionrs
between each pair of e.rth stations. These considerations lead quite naturally
to the choice of a coubined time-division-multiple-access/frequency-division-
multiple-acceae (TDMA/FDMA) transmission format.

A. TRANSPONDER CHANNELIZA.ION AND NODE ASSIGNMENT

To implement this format, the satellite transponder bandwidth (or a
portion thereof devoted to the utility application) is divided into a number
of separate channels, not necessarily of equal bandwidth. (This is the FDMA
aspect). Each node of tne control-system network is assigned to a specific
rhannel for transmission. Hulf-duplex operation could be implemented by
aésigning each master station and the associated remote stations to the same

SCurreat commercial satellites provide either 12 or 24 transponders, with
center frequencies (for a given polarization) spaced at .0-MHz intervals.
Each transponder may be accessed by anywhere from one to roughly 1,000
sepsrately transmitted cariiers, depending on the point-to-poinc traffic mix,
with each carrier occupying a separate frequency band or channel.

7-1

T N S T

.




ey
;

T W T TS T T em——— TS emm———

channel, i.e., poll and response messages would be transmitted on the same
frequency. Full-duplex operation, on the other hand, implies the use of
separate channels, presumably of equal bandwidth, in the poll and response
directions. Half-duplex transmission is not especially well suited to satel-
lite communications, for reasons given in Section VII-D. Therefore, the
trinsponder-access problem will be described in terms of full-duplex operation.

For ease of network control, nodes belonging to a common utility, at a
similar level in the control system hierarchy, should be assigned to the same
channel. The DACs of a particular utility provide such an example. Trans-
mission over & channel to which a group of DACs has been assigned could
include poll messages transmitted by bulk-power—system nodes as well. This
arrangement is feasible only if the link parameters (e.g., channel bandwidth
and carrier power) are similar at all levels of the control network. It is
desirable only if the generation, transmission, and distribution functions are
provided by the same utility. Where different utilities are involved,
separate channels should be used for the poll messages.

Conversely, to allow different utilities to operate as independently as
possible, a given pair of channels should be dedicated to the transmissions of
a single utility, wherever possible. Accordingly, the channel baadwidth
assigned to a utility should be commensurate with the peak data rate antici-
pated by that utility., Thie requirement presents no problem provided the earth
station equipment (presumably manufactured ro a common set of specificaticuns)
is designed to operate over a range of data rates.

There are practical upper and lower limits to the data rate. (Existence
of the former will become evident in Section VIII-C.) It might be necessary,
therefore, for a supervisory authority to coordinate the transmissions of dif-
ferent utilities over a common charnel, in the case of utilities with low data
rates. On the other hand, the transmissions of a utility with a relatively
high data rate might have to be subdivided among two or more channels. Co-
ordination of transmission tamking place on different channels in the same
transponder, from the standpoint of frequency and bandwidth assignment, is the
responsibility of the common carrier operating the satellite.

A node such as a DDC, which is intermediate in the control system hier-
archy, would be assigned to one chaunel in its capacity as a controlling sta-
tion, and to another in its capacity as a controlled station. The two channels
could be either paired to form a single (fulli-duplex) circuit or assigned to
separate circuits, depending on the similarity of the link parameters in the
two cases and the manner in which the utility chooses to configure its control
network,

B. TIME-DIVISION MULTIPLE-ACCESS FORMAT
The discussion thus far has centered on the way in which network nodes
are assigned to transponder channels; it has not touched on the ordering of

transmissions within a given channel. The need to monitor data points at
regular intervals .s satisfied by the choice of TDMA as a means of sharing the
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channel bandwidth. In the polling direction, each master station is assigned
a time slot within the TDMA frame (Figure 7-1). 1In the response direction, a
similar interval is assigned to the associated remote stations.

As an example, the frame period for bulk-power-system control is taken
as 2 s, which is the shortest update interval required for any of the
monitored roints. Within its assigned time slot, a bulk-power-system master
station rn0lls eack RTU under its control, indicating which points it wants
read out. (In a centralized control system, there is a single master station,
namely, the ECC.) This set of pointe includes all analog values and control
indicators requiring 2-s sampling, as well as a certain fraction of the points
sampled at longer intervals. For example, those points requiring 10-s
sampling are divided into five groups ¢f cqual size, which are polled
sequentially. Thus, a given group is polled every fifth frame, or at 10-s
intervals. The sets of points to be sampled in different frames are numeri-
cally coded ao that they can be represented by a reasonable number of bits in
the poll message.

In the illustrative poll/response measage seguence in Figure 7-1, the
RTU responses are generally longer than the poll messages, which are identical
in length. Because it is assumed that each response is triggered by the as-
sociated poll message, the poll messages must be delaved by varying amounts to
avoid having ithe responses overlap. These delays are indicated by the cross-
hatched areas, During these intervals the master station transmits a pre-
arranged sequence tc maintain burst continuity,

The time siot assigned to each master station and its associated remote
stations must be long enough to accommodate either the normal complement of
sampled points or the monitor and control actions that might be required
during ronstandard or emergency conditions. For a given frame period, there
is clearly an intimate relationship among the maximum number of master/remote
station groups that can be accommodated on a single channel, the number of
bits required in the poll and response directions per station group, and the
channel bandwidth. Barring practical considerations that dictate otherwise
(see Section VIII-C), the channel bandwidth should be chosen large enough to
accommodate, for a significant future period, ail master/remote station groups
that are on a similar level in the control system hierarchy. 1In this way, the
nead for frequent channel reassignment can be avoided.

c. SLOT ASSIGNMENT AND TIMING CONSIDERATIONS

Coordination of slot timing for the master/remote station groups shariug
a particular channel pair is the responsibility of a designated countrol
station (DCS). This station might be identical to one of the master stations
using the channel, or it could be a station at a higher level in the
control-system hierarchy. If all of a utility's satellite communications are
being conducted over the channel pair, the ECC would be a logical choice for
the DCS. 1f the DCS is not one of the master statione assigned to the polling
channel, a special time slot would be reserved for its use.
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Initial assignment of time slots by the DCS is based on current needs of
the various master/remote station groups. The unused portion nf the frame can
either be held in reserve as a single undivided time slot, or it can be subd-
divided into extensions of the time slots assigned to different station groups.
In either case, as the data-rate requirements of the station groups increase
over time, reassigmment of the time slots will become necessary, until even-
tually the capacity of the channel pair is exhausted.

When additional channel capacity (i.e., a longer time slot) is required
by a station group, the master station makes an appropriate request of the
PCS. This request is made during a portion of the polling time slot reserved
for administrative purposes. In granting such a request, the DCS has to shift
the time slots assigned to other master/remote station groups so that they
remain nonoverlapping. After the new slot assignments have been transmitted
by the DCS and acknowledged by the master stations, an execute command by the
DCS designates the frame in which the new assignments are to become effective.

The timing information transmitted by the DC® indicates to each master
station the position of its rime slot relative to the start of the TDMA frame.
Absolute frame timing must be scquired directly from the signal transmitted by
tk: DCF®, rather than from tFe binary-encoded information it represents. By
assigning the DCS the firsz time slot of each frame, the DCS transmission can
serve as a timing reference for all subsequent master-station transmissions.

There are various ways ‘o initially position a master-station "burst" in
the TDMA frame, in accordance with an assigned time slot. Once this position-
ing is accomplished, the burst position must be maintsined to a specified
level of precision. These two processes, termed acquisition and synchroniza-
tion (Reference 20), can !~ performed in a closed-loop manner if each master
8! .tien is in a position to receive its own transmissions. It is only neces-
sary, in this situation, for a station to compare the time of reception of its
own burst with that of the reference burst, and then make any necessary cor-
rection.

The requirement that a master statior be capable of receiving its own
transmissions will automatically be satisfied if a single satellite beam
covers the region of interest. The requirement will also be satisfied, for a
multibeam satellite, under the condition that master—station transmissions
over a particular transponder channel are received on the same satellite beam
used to repeat the transmissions to the associated remote stations.

Closed-loop burst positioning implies a fairly complex control process.
However, the relatively long frame period of 2 s permits open-loop frame
acquisition and synchronization to be performed with little loss of frame
efficiency. In this procedure, a master station uses knowledge of the distance
to the satellite tc appropriately position its transmissiors relative to thc
received reference bursts from the DCS. In so doing, it is normally necessary
to account for the variaton in propagation time due to satellite motion. How-
ever, because of the long frame period, timing of master-station transmissions
can be based on the mean satellite distance without necessitating excessively
long guard times between bursts.
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To understand the justification for this procedure, consider the
variation in round-trip propagation time anticipated for Intelsat V, which is
1.1 ms (see Reference 20). If half this much extra guard time is allowed
between the reference burst and both the immediately following burst and the
immediately preceding burst (i.e., the last burst of the preceding frame), no
overlap with the reference burst will occur as a result of satellite motion.
The extra guard time needed between all other pairs of bursts is much smaller,
because only the difference in departure from the mean satellite distance
between stations is significant. For example, if thers: are 20 master stations
per channel and the ertra guuard time per station pair is taken as 0.1 ms, the
total extra guard time required per frame is about 3 ms, or 0.15% of the
bulk-power~system frame period.

There will generally be many more remote stations sharing the response
channel than master stations sharing the poll channel. Each remote-station
burst must also be guaranteed not to overlap either of the adjacent trans-
missions. The absence of overlaps is readily achieved if each response from a
remote station is triggered by the associated poll message. The required guard
time between adjacent bursts triggered by the same master station is then
related to the instantaneous difference in distance from the corresponding
remote stations to the satellite. This differential distance will be quite
small, especially if the stations involved are in relatively close proximity.
This will normally be the case for remote stations controlled by the same
master station.

D. HALF-DUPLEX OPERATION

It will be assumed that the remote-station responses in a half-duplex
transmission system are triggered by the corresponding poil messages, as in
the full-duplex mode. An associated poll/response message pair will therefore
arrive at the satellite separated by about 270 ms. As a result, efficient use
of a satellite channel requires that the poll and rzsponse transmissions
assume the general time pattern depicted in Figure 7-2. For a transmission
rate of 10 kb/s, for example, each cortiguous set of poll or response messages
comprises about 2700 bits.

The need to alternate poll and response segments in this manner results
in a fragmentation of the basic frame structure. In general, it is necessary
either to leave unused a portion of each poll segment (and, consequently, the
corresponding response segment) or to divide the transmission of a master
station (and those of the associated remote stations) between the end of one
segment and the beginning of the following segment. The latter alternative is
depicted in Figure 7-2. Although half-duplex operation does simplify the
earth-station design somewhat, on balance, it does not seem worthwhile to
incur the associated operational complexity. An opposite conclusion could be
reached, however, should it be necessary to make the satellite transmission
compatible with an alternate means of communication. (see Section VI-B-1).
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SECTION VIII

USE OF CURRENT C-BAND SATELLITES

General considarations relative to the use of current C-band satellites are discussec
and link budgets for up and down directions are presented. A 3-+n earth-station antenna,
not presently approved by the FCC, and the Westar | satellite were used to devslop the
budgets. While the uplink performance with a 1-W HPA is nore than sdequate, a 3.7-08
short fall accurs on the downlink. An spprosch suggested to overcome this deficit
requires an Increase in transmitter power to about 5§ W. Interference with other satel!ites,
using the above noted systern assumptions, seems to be manageable with proper
coordination, even If satellite orbits/ spscing /s reduced in the future to 3 deg.
Bulk-power-system communications using the currently approved 4.5-m antennas pressnt
8 lesser interference problem, Representative earth-station cost estimates are then
developed. The estimate for a fully redundant, 4.5-m station for bulk-power system
applications /s $74K. The estimate for a non-redundant, 3-m station for the distribution
system Is $32K,

It is possible t» satisfy all bulk-power-system and some distribution-
system communication requirements using existing C-bLand satellites, together
with modestly sized earth stacions. Earth stations are often characterized by
their "figure of merit" or G/T. In recent years, C-band solid-state receiver
technology has improved to th2 point where the "T'" in the figure of merit is
within 2 dB of the performance attainable with uncooled parametric amplifiers.
Costs of solid-state receivers have also fallen dramatically. It is more
appropriate, therefore, to focus attention on the earth-station antenna size
since, apart from its effect on system performance, space limitations may
dictate the maximum antenna size that can be employed in many utility-company
applications.

An antenna diameter of 4.5 m will be assumed for all bulk-power-
system applications. This diameter is a standard size frequently used with
current C-band satellites. Moreover, in size as well zs cost, a 4.5-m antenna
is vompatible with inatallation at a generation plant, BP3, or switching
station. Because of the relatively modest EIRP (34 dBW/transponder at
saturation) currently available from C-band satellites providing CONUS
coverage, some form of coding for error correction must be employed to »rovide
digital communications of adequate quality. Simply stated, coding provides a
means of exhanging an increase in bandwidth for a reduction in required signal
power .

The antenna size is likely to be far more restricted in distribution-
system applications than it is in the bulk-~power system. A 3-m antenna has
been selected for distribution-uystem use, largely because it is felt that
this size will be compatible with most DSGC and distribution-substation instal-
lations. A 3-m antenna requirement would undoubtedly preclude the use of
satellites at many othcr distribution-system sites. It should be recognized,
however, that FCC approval has not yet been granted for C-band transmission
with antennas smaller in diameter than 4.5 m. Moreover, the tendency to
reduce satellite orbital spacing ts maximize the communication capacity of the
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geostarionary arc will make approval of 3-m communications more difficult in
the futute. PFor these reasons, it is felt that a 3-m antenna represents

a good compromise batweea physical size and the requirement for regulatory
approval.

The satellite downlink with a 3-m antenna suffers from a severe power
shortage. This shortage can be partialiy overcome through the use of
error-correcting codes. The remaining power shortfall can be made up by
reducing the occupied bandwidth of the transponder and, in the process,
assigning each carrier an increased share of the transponder EIRP. However, a
second problem may be created, namely, the need for a relatively large power
amplifier to produce the required uplink EIRP. These related problems can be
understood through an examination of uplink and downlink power budgets for a
typical communication link.

A. DOWNLINK CONSIDERATIONS

The link budget of Table 8-1 is based on the parameters of a CONUS~-
coverage satellite, in the form of Westar 1. The transponder is asysumed to be
filled with equal-power, uniformly spaced carriers, each with a noise band-
width of 10 kHz. This bandwidth 1s merely representative; the data rate, and
consequently the carriar bandwidth, will subsequent!:' be treated as a para-
meter of the system design. Should there be a mix ot carriers sharing the
transponder, relating to different applications, the assumption is that each
utility carrier would be assigned the same fractional transponder power as in
the uniform-carrier case of Table 8-1; and furthermore, that the frequencies
of the other carriers and the power assigned to them would leava the intermod-
ulation power falling on the utility carriexrs unchanged.

The system carrier-to-noise ratio (C/N) requirements are based on the
use of binary phase-shift-keyed (PSK) modulation. The energy per bit/noise
power density (E,/N,) requiremeut, together with conversion to an equiva-
lent C/N value, is explained in Note 6 to Table 8-1.

To overcome the downlink power shortage, rate 1/2 convolutional coding,
coupled with threshold decoding, has been introduced. This results in a 3-dB
reduction in the Ep/N, requirement at a bit error rate (BEK) of 106,

There remains, however, a 3.7-dB deficit in the thermal component of C/N for a
3-m station, as can be seen from the bottom line of Table 8-1. There is
essentially zero thermal margin (i.e., just adequace signal power) in the case
of a 4.5-meter earth station.

In both cases, the portion of the transponder EIRP allocated to each

carrier is equal to the fractional transponder bandwidth occupied (10 kHz/30 MHz).

The (C/N)thermal deficit of 3.7 dB in the case of a 3-m antenna may be
regarded as a power shortfall on either the nplink or the dvwnlink, becaus: .n

6An additional 2-dB red :tiom in required Ep/N, could be realized through
adoption of soft-decision Viterbi decoding; however, the simpler implementa-
tion has been selected because of the desire to minimize earth-station costs,
especially in the 3-m case.
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Tabie 8-1. Representative (4 GHz) Downlink for Westar Satellite

Antenns Dismeter

» Notes -
\ kK 4.5m
s
’) (1) Satellite EIRP (dBW) 36.0
(2) Transponder backoff (dB) 4.0
r (3) Multicarrier power division (dB) =34.8
' EIRP/carrier (dBV) -4.8 -4.8
E Spare loss (dB) -196.0 -196.0
| Receive antenna gain (dB) 39.2 _43.2
i Received carrier power (dBW) -16i.1 -157.6
l (4) Receive-system noise temperature (dB-K) 21.8 21.8
’ Boltzmann's constant (dB(WK~1Hz"!)) -228.6 -228.6
| Noise bandwidth (dB-Hz) 40.0 _40.0
F Received noise power (dBW) -166.8 -166.8 é
Downlink C/N (dB) 5.7 9.2 i
r (5) Uplink C/N (dB) 22.4 22.4
' (C/N)¢thermal achieved (dB) 5.6 9.0
| (6) System C/N required 8.0 8.0
L (1) ¢/ () 14.0 14.0
(8)  (C/N)¢nermal required (dB) 9.3 9.3 ]
(C/N)¢therma] @chieved (dB) 5.6 9.0 .
(C/N) therpal deficit (dB) 3.7 0.3
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Notes for Table 8-l

1)

(2)

(3)

(4)

(5)
(6)

(7

(8)

Minimum EIRP over CONUS for single-carrier, saturated-transponder
operation.

Decreuse in total carrier pover with multicarrier operation,
resulting from the need to "back off' the tzansponder to limit the
magnitude of intermcdulation products.

Based on a single-carrier noise bandwidth of 10 kHz, a useful
transponder bandwidth (for multicarrier operation) of 30 MHz, and
a uniform power division per unit bandwidth.

Assumes the use of a solid-state low-noise amplifier with a noise
temperature of 120 K.

Taken from Table 8-2.

A post-decoding BER of 1076 has been selected for the control-
system communication links. With a message length typically in
the range of ]100-300 bits, a fraction of the messages somewhat in
excess of 107 will contain residual errors. (These errors sre
detected by a BCH code incorporated in the standard message
format.)

The theoretical E/N, requirement to achieve a BER of 10-6,

in the absence of coding, is 10.5 dB. An implementation margin of
2.5 dB will be assumed, thereby making the required Ep/N,

equal to 13.0 dB. A coding gain (i.e., reduction in required
Ey,/N,) of 3 dB results from the use of a rate 1/2 convolutional
code in combination with threshold decoding (Reference 23). This
reduces the E, /N, requirement to 10.0 dB.

The predetection bandwidth is taken as 1.25 times the transmitted
symbol rate. In addition, the transmitted symbol rate is twice
the data rate for rate 1/2 coding. Consequently, the C/N require-
ment correspon.ing to an Ep/N, of 10 dB is 6 dB. To this is

added a system margin of 2 dB, which also serves as protection
against outside interference, either from other satellite systems
or from terrestrial microwave tranemissions. The design value for
the system C/N is therefore 8 dR.

This is the carrier-to-intermodulation power ratio at the center
of a transponder lcaded with equal-power, unifcraly spaced
carriers, operating at an output backoff of 4 dB.

Obtained from the relation

[System C/N]-l - [c/m]'l + [(c/u)themal] -

g R




increase in the allocated EIRP per carrier will lead to an improvement in up-
link and downlink C/N values by the same factor.

While certain entries in Table 8-1 (space loss and antenna gain) depend
on frequency, the received signal power is completely determined once the
satellite EIRP and the earth-station antenna diametar are specified. In other
words, the frequency factors in the space-loss and receive-antenna-gain terms
are exactly offsetting. It is possible, therefore, to derive a conditionm,
based on the entries in Table 8-1, that must be satinfied if the down)ink
signal quality is to be adequate and which is valid for any downlink frequency.

Attention is focused on the signal power and noise power in the frequency
band occupied by an individual carrier. However, only the factors regarded as
variables are included. This approach leads to the following relationship:

EIRP + d2 - T - B + CC + BWX > -47.4 + L (1)

where
EIRP = satellite EIRP per carrier (dBW)
a2 = square of earth-station antenna diameter (dB-nz)
T = earth-station receive-system noise temperature (dEk-F)
B = carrier noise bandwidth (dB-Hz)
CG = coding gain (dB)
BWX = bandwidth expansion factor due to coding (dB)

L = other propagation factors (i.e., rain attenuation plus excess
receive-system noise temperature, polarization loss, multipath
fading, etc.) (dB)

The right-hand side of the above equation was obtained by substituting the
Table 8-1 values for the left-hand-side quantities, adding the indicate
(C/N)therma) deficit, and making provision for any non-free-space propagation
effects.

"t is apparent from Equation (1) that, if the earth-station parameters
(d and T) and the coding parameters are fixed, the only possibility for
improving the link performance is to increase the EIRP per unit bandwidth.
For a givenr satellite, this increase can be accomplished by loading the
transponder with fewer carriers and assigning each carrier a correspondingly
«arger share of the transponder EIRP. For example, to make up the 3.7-dB
downlink deficit with a 3-m antenna, it is necessary to allocate 3.7 dB
additional EIRP to each carrier, relative to the value that would be assigned
based on a uniform distribution of EIRP with baadwidth. Increasing the EIRP
per carrier in this manner results in a larger earth-station transmitter
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requirement. Thie aspect of the system design will ba considered once the
transmitter requirements correspond .g to the carrier sising in Tadble 8-1 have
been established.

B. UPLINK CONSIDERATIONS

An uplink power budget which is consistent with the downlink power budget
of Table 8-1 is shown in Table 8-2, Iu this case, the received carrier power is
a given quantity (see Note 1), with the required transmitter power a derived
quantity. As pointed out in Note 3, the HPA rating should be about 3 dB higher
than the indicated transmitter power in Table 8-2. With 2 3-m antenna,
therefore, a 1-W amplifier is more than adaquate to provide the indicated
carvier power at the transronder input. As has beer seen from Table 8-1, how-
ever, the corresponding output power is insufficient (by 3.7 dB) to provide the
requirsd downlink signal quality.

It is desirable to develop a general relationship that must be satisfied
by the uplink power variables, as was done previously for the downlink
variables. 1In this case, attention will be focused on carrier power directly,
rather than on received signal quality (C/N). The reason for this focus is that
a certain level of carrier powver must be realized at the satellite antenna
terminals, relative to the power required to saturate the transponder, to
produce the desired downlink EIRP. It may be assumed that the satellite
designer will have chosen the input saturation level, in conjunction with the
receiver noise figure, to provide adequate uplink signal quality for any
reasonable epplication.

As bcfore, only the quantities regarded as variables are considered.

Accordingly, the following condition can be placed on the earth-terminal aad
satellite-repeater parameters:

Pp +d2 + g - Pg - B287.7 + 1L (2)

where
Ppr ™ earth-station transmitter power (dBW)
a2 - squa-e of earth-station antenna diameter (dB-m?)
Gg ™ minimum satellite receive antenna gsin (dB)
Pg = transponder input saturation power (dBW)
B = carrier noise bandwidth (dB-Hz)

L = non-free-space propagation losses (dB)

The right-hand side of Equation (2) was obtained through substitution of
values from Table 8-2, addition of the indicated (C/N)yporma; deficit, and
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Tablc 8-2. Representative (6 GHz, Uplink for Westsr Satellite

Antenna Diameter

Notes
.
3 3 ' 4.5 “
X —
-
L (1) Earth-station transmitter power (dBW) -4.5 -8.0
( Transmit antenna gain (dB) 43.2 46.7
EIRP (dBW) 38.7 38.7
r Space loss (dB) 199.5
(2) Receive antenna gain (dB) 27.0
Received carrier power (dBW - .
E (3) ived i (dBW) 133.8
(4) Receive-system noise temperature (dB-K) 2.4
Boltzmann's constant (dB(WK~lHz"l)) -228.6 k
) .
Noise bandwidth (dB-Hz) 40.0
) )
Received noise power (dBW) -156.2 E
Uplink (C/N) 22.4 '

Notes for Table 8-2

(1) The HPA rating should be about 3 dB greater to allow for backed-off
operation. ("he HPA ies assumed to be mounted at the antenna termi-
nals, so that no transmission-line losses need be incurred.)

(2) Minimum value for CONUS coverage.

(3) Corresponds to a t.insponder input backoff of 7 dB (which is
required to produce an output backoff of 4 dB, for multicarrier
operation of a typical TWT amplifier) and division of the
corresponding receiver input power (-~99 dBW) into uniform 10-kHz
increments.,

(4) This noise temperature is c''aracteristic of early, but still
operational, Westar satellites. The receiver on Westar IV, cur-
rently in production, has a noise-figure specification which is
4 dB lower. Consequently, the same uplink C/N value (22.4 dB) can i
be achieved with 4-dB lower carrier power. However, because the !
*ransponder input saturation level has been reduced by only 2 dB, ;
the decrease in uplirk carrier power must be limited tc a similar i
amount, if no degrsuation in downlink C/N is to result.
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inclusion of a term for additional propagation losses. For Pg, the Westar I
value of -92 dBW has been used. Although a CONUS-coverage beam will always
have a minimum gain of about 27 dB, inclusion of the Gy term allows for
higher gains achieved through the use of spot beams. For Equation (2) t- be
valid at any frequency, the earth-station antenns m.st be represented by a
term proportional to its ares, iather than by its ygain.

Current satellites use traveling-wave-tube (TWT) final amplifiers, all
of which have similar transfer characteristics (i.s., output versus input
backoff), regardless of the saturation output power level. Therefore,
Equations (1) and (2), which are based on corresponding values of input and
output backoff (7 dB and 4 dB, respectively) for multicarrier operation,
constitute a consistent rair of conditions for any TWT final amplifier. The
numerical values in these equations will vary somewhat if system consider-
ations dictate a different operating point. In addition, the transfer charac-
terivtics of the transponder will be scamewhot different, should solid-state
anpl ifiers replace the TWT amplifiers presently in use. Despit: these
qualifications, Equations (1) and (Z2) provide a reliable rough guide to the
satellite and eurth-station parameter values required to establish

communications of satisfactory quality.

C. CHANNEL DATA RATE

It is appropriate at this point to consider the question of assigning
each carrier 8 disproportionate share of transponder EIRP relative to the
fractional bandwidth it occupies. With the satellite parameters previously
assumed, this assignment is the only means of overcoming the (C/M) parmal
deficit exhibited in Table 8-1 for a 3-m earth station. Although the choice
of a 10-kHz carrier noise bandwidth was arbitrary, the (C/N)yp..may deficit
would be the same for any other bandwidth.

The required uplink transmitter power, on the other hand, is directly
proportional to the carrier noise bandwidth, as well as to the downlink EIRP
per unit bandwidth. There will generally be an upper limit placed on the
transmitter power by either technology or cost considerations. It may be
necessary, therefore, to reduce the carrier noise bandwidth, through a reduc-
tion in data rate, as the downlink EIRP per unit bandwidth is increased.

The power rating of an HPA just capable of making up the (C/N) paimal
deficit of 3.7 dB is shown in Figure 8-1 as a functior of the channel data
rate. For this purpose, the deta rate hes been taken as 0.4 timee the carrier
noise bandwidth (see Note 6 to Table 8-1). 1In addition to the nominal trans-
ponder input saturation power of -92 dBW used in Table 8-2, two lower values
are considered in Figure 8-1. Because uf recently improved satellite receiv:r
noise figures, the input sacture*‘on level on soon-to-be-launched satellites
can be reduced without sacrifi..ng uplink signal qua.ity (see Note 4 to Table
8-2). It should also be recognized that the aatellite receive antenna gain
listed in Table 8-2 is a minimum value over CONUS. Where the gain is actually
higher, a corresponding reduction in transmitter power is possible.
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In computing the power requirements illustrated in Figure 8-1, no
fmprovement in the C/IM ratio was assumed as a result of tae increased pover
per carrier. Because the power in each carrier must be increased by 3.7 dB to
make up the (C/N)th.r-‘l,dcflclt of like amount, there {s only enough power
per transponder to support 43X of the number of curriers permitted by the
transponder bandwidth. If these carriers are uniformly spaced in frequency,
the C/IM ratio will in fact be unchanged. On the other hand, if the fre-
quencies to be occupied are selected in a random manner, the C/IM ratios for
the occupied frequency slots will typically be reduced by 3.7 dB. This C/IM
reduction muy be treated as an additional margin to guard against a situation
in which dissimilar carriers, occupying the same transponder and representing
other services, generate larger-than-anticipated intermodulation products.

Presently, manufacturers of solid-state amplifiers at 6 GHz are producing
units rated from a couple of watts up to (in one or two cases) 10 W. A 5-W
rating will be taken as representative of amplifiers that wiil be readily
available in the next few years, at prices that will not significantly {mpact
the cost of a 3-m earth station. From Figure 8-1 it is seen that, with
current operational satellites (Pg = -92 dBW), a 5-W amplifier is consistent
with a channel data rate of 12 kb/s. With Westar IV, on the other hand, which
will have an input saturation level of -94 dBW, a data rate of 19 kb/s could
be supported. The latter figure is essent{ally equal to the 20-kb/s
composite DSG polling rate projected for a large utility in the year 2000.

D. INTERFERENCE WITH OTHER SATELLITE SYSTEMS

Interference may be injected into other satellite systems on either the
uplink or the downlink. There is the potential for excessive uplink inter-
ference because of the small (3-m) antennas suggested for distribution-system
use. Antenna sidelobe zain tends to be invariant to the antenna diameter.

For example, the CCIR recommended sidelobe pattern, 32 - 25 log @, is
independent of antenna size for antenna d:ameters greater than D/A = 100. To
satisfy a fixed on-axis EIRP requirement, the transmitter power must be
increased as the diameter, and her..e the on-=:ia gain, is decreased. The EIRP
in a particular off-axis direction, therefore, mus? increase as the antenna
size is reduced.

Use of a 3-m antenna with a Westar satellite would require that a
coordination procedure be infitiated with the operators of satellite systens
that could be adversely affected. This procedure is necessary because the
original Western Union filing with the FCC did not provide for transmission
with antennas of this size. Failure to reach agreement on a set of operating
conditions satisfactory to all parties would, in all likelihood, preciude FCC
approval for the proposed satellite links.

In evaluating a new application, the FCC 1s likely to consider a
proposed CCIR Recommendation setting limits on the permissible values of
uplink EIRP (Reference 22). According to the proposed Recommendation, earth
stations transmitting at 6 GHz shall be limited in their emissions as follows:

TPrivate communicatinn with R.G. Gould, Telecommunications Systems, Inc.
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Angle Off-Axis Maximum EIRP
2.5deg 2 6 48 deg (35 - 25 log@) dBW/4 kHz
48 deg > @ 180 deg -7 dBW/4 kHe

Attention will be focused on the closest pair of satellites, for a minifmum
satellite spacing of 3 deg along the geostationary arc. The maximum permis-
sible EIRP in any 4-kHz band, in the direction of such an adjacent sstellite,
is 23 dBw.

The on-axis gain of a 3-m antenna at 6 GHz i{s 43 dB. Let G.(x) represent
the antenna gain in dB, relative to the on-axis gain, in a direction o deg
off-axis. In addition, let Pr be the transmitter power in dBW. The
condition to be satisfied is then

43 + Gp(3) + Pp < 23 (3)

Note that Py is the total transmitter power, rather than the power per 4 kHz.
The reason is that, regardless of the data rate, and thus the occupied band-
width, the carrier-acquisition portion of the preamble is assumed to be trans-
mitted as an unmodulated carrier. During this interval, therefore, the full
transmitter power is concentrated in an extremely narrow band.

In Figure 8-1, the HPA rating corresponding to the maximum permiseible
transmitter power is indicated for relative sidelobe gaine of -23 JdB and
=25 dB. The latter value permits use of an HPA rated at 6.3 W, corresponding
to a data rate of 15.2 kb/s, with Pg = -92 dBW. 1In a study of a large
number of existiung small antennas (Reference 23), Janky et al., found that the
o.f-axis gain was upper-bounded in nearly all cases by the expression,
6 + 30 10g(H/8,) dB, where is the off-axis angle and @, is the half-power
beamwidth. The half-power beamwidth of a 3-m antenna at 6 GHz is 1.2 deg. At
an angle of 3 deg off-axis, therefore, virtually any commercially available
3-m antenna will have a gain of at most 18 dB. This gain is equivalent to a
relative gain of -25 dB, because the on-axis gain at 6 GHz is 43 dB.

On the other hand, some of the antennas examined had sidelobe gains as
much as 10 dB below that given by the upper-bound expression. It is not
pcasible, from the data presented, to associate specific aiutennas with quoted
performance levels. However, "no correlation was found between sidelobe
performance and antenna cost on the one hand or between sidelobe performance
and artenna size (in wavelengths) on the other” (see Reference 23).

In general, no attempt was made at sidelobe suppression in the design of
the antennas examined. A reduction in sidelobe level can be achieved by
increasing the taper of the feed pattern across the aperture of the reflector.
Specific sidelobe-reduction results using the tapered-illumination technique
are cited by Yokoi, et al (Reference 24). The measured radiation pattern of
an offset-Gregorian antenna was found to have a sidelobe envelope bounded by
the expression, 32 - 40 log @ dB. In particular, the peak of the secondé side-

8-11

DT P Rt VPRI TV SENGY CFv TRGPrEn oy e




- Ty T T R TR TS e e T e W e TR R TR

lobe, which corresponds to a direction 3 deg off-axis for a 3-m antenna at
6 GHz, was 34 dB below the on-axis gain, Similar performance iv reported for
an offset-Cassegrain antenna.

It is evident from the preceding discussion that -25 dB, and perhaps
several dB lower, sidelobe performance (for the second sidelobe) is routinely
attainable. Relative gains below -30 dB, although attainable, generally
require some form of sidelobe suppression. These lower gains should not be
necessary for the present application, because¢ a relative gain of -25 dB
permits the use of an HPA rated at 6.3 W, s.cording to the proposed CCIR
Recommendation.

The adequacy of the interference criterion set forth by this proposed
Recommendation can be assessed as follows. The earth-station EIRP needed to
saturate a current C-band transponder is alout 84 dBW. If the maximum level
of interference, stated for a 4-kHz band, were maintained across the full
transponder bandwidth of 30 MHz, the carrzer-to-tnterference ratio (C/1) at
saturation would be 84 - 23 - 10 log (30 x 106/4 x 103) = 22.2 dB. (1den-
tical satellite antenna gain in the directions of desired and interfering
earth stations has been assumed.) An equal amount of interference could, in
principle, be received from the other adjacent satellite, thereby reducing C/I

to 19.2 dB. If, in addition, the interfered-with transponder is operated in a
rulticarrier, backed-off fashion, C/1 would be lower by an amount corresponding

to the input backoff. Clearly, the proposed Recommendation does not provide
adequate protection from adjacent~satellite-syatem interference under an
arbitrar .1y chosen set of opeurating conditiouns.

The permissible level of iuterference (per 4 kHz) in a specific situation
depends on the total power and spectral characteristics of the signals involved.
Certainly, one or several narrowband ca:riers will not interfere significantly
with a wideband TV or FDM/FM telephony carricr, provided the rewmaining carriers

in the interfering transponder present a considerably lower interference pro-
file. On the other hand, single-channel-per-carrier (SCPC) transmissions in
an adjacent satellite would be especially vulnerable to interference of the
type described, because of their narrow bandwidth.

The variable effect of interference from a set of narrowband utility
carriers demonstrates the need for coordination with the administration of
adjacent satellite systems. Although the proposed CCIR Recommendation has
been used as a guide in determining permissible levels of interference, as

much margin as possible should be built into this aspect of the system design.

As an illustration of the significance of carrier bandwidth on potential
interference into an adjacent satellite system, American Satellite Corporation

(ASC) is planning to petition the FCC in early 1981 to permit duplex trans-
mission with Westar satellites using 3-m earth-station antennas. With the
present 4 deg-spacing of C-band satellites, ASC will request permission to
transmit at data cates up to 56 kb/s. If the minimum satellite spacing is
reduced (by the FCC) to 3 deg, a lower maximum data rate will be requested.
The plans of ASC reinforce the idea thr: 3-m earth stations can be combined

8private communication with ASC.
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with current C-band satellites for distribution-system communications, espec-
ially if the channel data rate is restricted to 20 kb/s.

Bulk-power-system communications with 4.5-m antennas presents a lesser
interference problem, because the additionsl 3.5 dB of on-axis gain reduces by
a similar amount the transmitter power needed to produce a specified ou-axis
EIRP. The reduced transmitter power results in a smaller off-axis EIRP.

E. EARTH-STATION PRICES

Two differen. earth-station anrcvnna sizes have been suggested for
operstion with C-band satellites: 4.5 m for bu!k-power-system operations and
3 m for distribution-system applications (Incluaing NSGs). Because of the
extreme reliability required in the bulk-power system, complete redundancy
(with the exception of the antenna) is assumed for the 4.5-meter stations. The
3-m statione, on the other hand, can be made nonredundant.

Component prices for an operational station of each type are given in

Table 8-3. These should be regarded as elements of the price that would be
piaid to an earth--station integrator, rather than prices of component manu-

Table 8-3. Earth-Station Price Estimates (8K)

Antenna Diameter

Component 4.5 m Im
Single Per
Unit Station
Antenna subsystem 7.0 7.0 3.0
Low-noise receiver 1.5 3.0 1.5
HPA and power supply 3.5 7.0 3.8
Up/down converter 9.0 18.0 9.0
Baseband equipment 12.0 24.0 12.0
Automatic redundancy 10.0
Test and integration _3.0 3.0
Total 74.0 32.0
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facturers. The $9,000 up/down converter is a recent microstrip design that is
' representative of devices presently used in C~-band communications. Stability
of oscillators incorporated in these units results in frequencies at the out-
puts of the up/down converter that are typically within 1 ks of nominal
values. (Prequency shifte due to instability of the satellite frequency-
translation oscillator are eliminated through use of a pilot tone transmitted
by the ma=ter station.)

The up/down converter is of the double-conversion type, so that operation
: through an alternate transponder requires only a change of crystal. This oper-
} ational flexibility is essential in a bulk-power-system earth station, where

the duration of any outage must be minimized. It is also highly desiradble for
the DSG population. Substitution of s single-conversion up/down converter
would reduce the unit price from $9,000 to perhaps $5,000; h.wever, the re-
quired retuning process for transmission through a second transponder makes
this an undesirable alternative.

The cost of baseband equipment for a TDMA earth station of the type under
consideration is difficult to establish with any precision. Most TDMA ¢arth
stations are designed for combined voice and data traffic, at high data rates,
and consequently are quite costly. In Raference 21, Husted ind Dinwiddy des-
cribe a TDMA earth-station design, for data only, that has an estimated recur-
ring cost of 810,100 for the baseband equipment. The TDMA burst rate is 4 Mb/s,
while the data rate of an individual channel is 128 kb/s. The estimated non-

; recurring cost to develop an engineering model and production prototype is

$260,000. 3

Baseband equipment developed for the present applicat.ou would differ in
several respects from that described in Reference 23. The TDMA burst rate and
the data channel (RTU data) rate in the present case would be limited to per-
haps 100 kb/s and 5 kb/s, respectively, for a bulk-power-system network. On

| the other hand, the frame period of 2 s is 10 times larger than the value
assumed in the paper. In addition, a coding/moduldation combination best

’ suited to the present application would have to be selected. Despite these

differences, both the recurring and nonrecurring costs should be similar to

those of the baseband equipment described in the paper. However, to account

for the effects of inflation, the recurring baseband-equipment cost will be

teken as $12,000.

The $10,000 allocated to equipment that automatically switches over to a :
redundant unit in the event of a component failure is little more than an
educated guess at this point. A form of "chain" redundancy is assumed whereby
no attempt is made to identify the failed component by electronic means; in-
1 stead, a redundant chain of components, from baseband to RF, is subastituted
for the chain originally in use whenever a failure is detected. ;

The need for automatic-switchover capability is a subjective matter. At ;
a manned generation plant, with the earth station assumed to be close by, a ;
failure can be rectified in minutes by manually switching to the redundant
component. During this brief period, the alternate communication mode would
be employed. 1In the case of an unmanned BPS or switching station, reliance on
the alternate communication mode would be required for a longer period of time.

8-14
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The price of a fully redundant 4.5-m earth station with automatic-
svitchover capability is estimated at $74,000; that of a nonredundant 3.5m
station, at $32,000. These prices are based on recurring costs only. However,
if satellite transmissiocn should be widely adopted for bulk-power-systam and
DSG control, a sufficient number of earth stations would be ordered so that
nonrecurring costs would not significantly impact ths earth-etation price.

1f it were desired to demonstrate the use of satellite transmission for
control-system communications, it would be necessary to use basedand equipment
that is more general-purpose in nature than would be the case for equipment
developed especially for the utility application. For example, Digital
Communications Coiporation markets a 4.5-m earth station called a DYNAC
terminal with demand-assigned TDMA capability. The terminal has 42 ports
(i.e., it can accommodate 42 data channels) &nd has considerably more diag-
nostic capability than would be required for the utility application. In
small quantities and without redundancy, these earth stations sell for about
$50,000.

i
i
f
I}
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SECTION IX

CONCLUSIONS AND RECOMMENDATIONS

It hay been demonstrated that bulk-power-system communications can be
provided via satellite, at reasonable cost, using present technology. Whether
used in a primary or backep capacity, satellite transmission can significantly
improve the overall communication-system reliability. It is anticipated that
the attractiveness of satellite links for a particular utility will depend in
part on the extent to hwich the coumunications capability needs to be upgraded
as the result of control-system modernization.

Because bulk-power-system satellite links would presumably provide one
of two alternate communication modus between ecch pair of installations, the
two modes would have to be made mutually compatible. For example, if the
other (terrestrial) mode is already established and operates with half-duplex
transmission, two possibilities exist. Either the satellite links would have
{. operate in the same mauner, with an attendant increase in operational
vomplexity, or a separate set of protocols would have to be established for
satellite transmission. The latter choice implies a replication of certain
functions and equipment that would not be necessary if a common set of
protocols could be adopted.

DSG rommunications via satellite is also feasible using present C-band
satellites, for those units large enough to warrant the estimated $32,000
expenditure for a 3-m earth station. Pending FCC approval of C-band trans-
mission by 3-m stations, a 4.5-m antenna could be employed, at an additional
cost cf about $5,000, at sites where physical eize is not a problenm.

C-band communications would seem to provide an ideal means of control
for remotely located DSGs, where the terrain renders the terrestrial alter-
natives infeasible, or at ieast unattractive. In more populous areas, the
number of sites that can be coordinated with terrestrial services for C-band
operation may be limited. Although K, ~band transmission would largely avoid
this problem, operation in this band depends on the deployment of a satellite
intended to accommodate narrowband transmission. On the other hand, the advent
of a satellite payload lesigned for general distribution-system use could serve
DSG needs as well,

The feasibility of communicating via satellite to distribution-system
sites for operational- and load-management purposes hinges on two factors:
the need for a new frequency allocation and the cost of earth-terminal equip-
ment. These two factors are interrelated, as equipment prices generally
increase with frequency. Because of these potential hurdles, the feasibility
of using S-band frequencies deserves further examination. Specifically, the
compatibilicy of satellite transmission with terrestrial services at S-band
should be investigated.

Regardless of the frequency selected, a high-gain satellite antenna would

be required to permit the use of low-cost ground equipment. There are
plans to demonstrate low interference, multiple spot-beam, high-gain antenna
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technology for the Land Mobile Satellite Service, but the frequency band
allocated to this service is not available to the utility application.
Nonetheless, there are many attractive features of this technology which seem
appropriate and attractive to the projected future needs of the electric-
utility industry. These include ease of wide atca coverage, potentially low-
cost ground terminals, network flexibility, relztive independence from the
power system, and high {nformation transfer rate capability. These character-
> istics argue for further investigation of utiliration of satellites with large
| antennas as an option for many electric-utility functicas. If necessary, the
» currently available frequency allocation should be reexamined.

The cost effectiveness of a satellite network when applied to, or shared
by, the electric utility industry remains to be estublished, but shared use
seens most proaising. Besides the Land Mobile Satellite Service, other poten-
ticl users having similar requirements mighc¢ include oil and gas distributio,
production, and exploration companies, medical data exchange networks,
emergency warning networks, etc.

In light of the above, the following near-term actions are recommended:

(1) Conduct a follow-on traffic study to include mobi{le communications
requirements of electric utilities and the special requirements of
ma jor transmission utilities such as TVA, Bonneville, or the
Western Area Power Aaministration.

(2) Conduct a follow-on frequency managment study to {nvestigate inter-
ference, coordination, and assignment issues in greater depth,
particularly at S-band and lower.

(3) VForumulate a program of experimentally exploring, in partnership
with a utility, the feasibility of key concepts developed in this
and the follow-on studies, but using existing C-band satellites.
Such a program might include, for example, the establishment of au
experimental link for monitor and control of varioue bulk-power-
system units.

(4) Identify and survey other potential users of a "narrow band,” ;
fixed-satellite service svstem. Identify user requirements and ;
develop estimates of potential communications traffic.

- o Wy T T T e o T T T
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’ APPENDIX A

DISPERSED STORAGE AND GENERATION DEFINITIONS! ?

X Hydroelactric Pumped Storage A bidirectional hydro p.ant pumps water
P from a lower reservoir to a highur one
) during periods when the utility is under ]

| light load. During heavier load periods 1

’ the hydro plant generates power from the '
flow of water down to the lower reservoir.
These flows may be combined with a net
average flow for irrigation or municipel
wvater suppiy. Economies of scale have
favored large installations, but smaller
ones (of only a few megawatts) are under
active consideration, especially on the
West Coast.

}

)

|

» Solar Thermal Electric These syatems collect solar radiation to
heat a working fluid tn high temperatures
to operate a mechanical-electrical
generating system. Thermal energy storage

; may be included in the approach, and excess

t

]

|

5

)

i

heat frow the system can be used for other

purposes, such as space heating. A wide :
range of power levels and cquipment types ’
can use this approach: however, the method

is not presently fully commercialized.

Photovoltaics Photovoltaic cells convert light energy
directly into electrical energy by the 'i
1

stimulation of the junctions of dissimilar |
materials by solar photons. Low solar in- t
tensity at the earth's surface (about 1 kW/m?)

and relatively low cell efficiency (5 to .
20%) combine to require extensive land |
areas to produce significant amounts of

power. Insolation cycles and variable

weather conditions further limit the

amount and availability of photovoltaic

power; conversion equipment is required to

couple the dc output of the solar array to

an ac power system. Consequently, a ;
significant problem faced by users of |
photovoltaic systems is the high initial ¥
capital cost. Because considerable ;
resources are presently being devoted to b
the reduction of these costs, competitive |
photovoltaic equipment should become k
available by the mid 1980s.

lriien from a preliminary version of Reference 10.
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Wind

Storage Battery

Hydroelectric

Wind generation systems employ a propeller
or a wind turbine to drive an alternator
either directly or through a gearbox. For
utilities, these systems may consist of
one or more moderate-sized units (200 kW
to 3 MW). Control s items for wind
generators must decouple the generator in
very light winds to avoid having the
propeller driven by motor action. In very
heavy winds the system must again be shut
down to avoid damage. Because of this,
and becsuse wind {s not generally a steady
resource, wind systems presently are
uneconomical. However, like photovoltaics,
this is a dynamic situation.

Storage batteries are not truly sources of
electrical power. In fact, their normal
inefficiency involves a net power loss.
However, the availability of power that
can be rapidly controlled in combina- tion
with a non-controllable power source (such
as wind or solar) can provide a steadiar
output to the power system. Batteri:
employ electro-chemically dissimilar
electrodes ‘r. conjunction with an E
electrolyte to provide a means of con- :
verting electrical energy to chemical form.

This stored chemical energy may be sub-

sequently released as electrical energy

through a suitable external circuit. For

utility systems, an inverter {s required E
to change the stored dc energy into ac :
power although transformation and rectifi-
cation are required to charge the battery
from ac lines.

Storage, in general, improves the utility

load factor and thus reduces the rei{ cost

of energy by improving the use of existing
equipment.

Hydroelectric plants convert the energy of
naturally flowing water to electrical
energy by using water turbines to drive
electrical generators. Small units located
on minor rivers or streams may use this
source of energy to supply local needs
through connection to distri{bution feeders.

The economies of scale are such that
relatively small hydro-generators are

ecoromical. The technology is already
developed.
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Co-generation

Co-generation {s the combined production
of process heat and electricity. Indus-
tries end utilities needing both of these
forms of energy can generally achieve a

net vevard in cost benefit by ueing a
facility that fully uses the heat of
combustion. Por example, some exhaust
steam from a steam turbine may be esent to
nearby commercial or {ndustrial facilities,
wvhile the remaining heat and steam is used
for local space heating or manufacturing
processes. Because many co-generation
facilities use oil-fired gas turbines,

they do not contribute toward a national
goal of reduced oil imports. However,
co-generation does employ a fully developed
tochnology and is of immediate econowic
benefit. Co-generation must be considered
in any diecussion of DSG.
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