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ABSTRACT

Human error is a significant contributing factor in a very high pro-
portion of civil transport, general aviation, and rotorcraft accidents.
Finding ways to reduce the number and severity of human errors would thus
appear to offer promise for a significant improvement in aviation safety.
Human errors in aviation tend to be treated in terms of clinical and
anecdotal descriptions, however, from which remedial measures are difficult
to derive. Correction of the sources of human error requires that one
attempt to reconstruct underlying and contributing causes of error from
the circumstantial causes cited in official investigative reports. A
comprehensive analytical theory of the cause-effect relationships governing
propagation of human error is indispensable to a reconstruction of the
underlying and contributing causes. This report presents a validated
analytical theory of the input-output behavior of human operators involving
manual control, communication, supervisory, and monitoring tasks which are
relevant to aviation operations. This theory of behavior, both appropriate
and inappropriate, provides an insightful basis for investigating, classi-
fying, and quantifying the needed cause-effect relationships governing
propagation of human error.
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SECTION I
INTRODUCTION

A. BACKGROUND AND FURFPOSE

Findings by the Flight Safety Foundation, the National Transportation
Safety Board, and others indicate that human error is at least a major
contributing factor in a very high proportion (80 percent or more) of civil
transport, general aviation, and rotorcraft accidents. Finding ways to
reduce the number and severity of human errors would thus appear to offer
great promise for a significant reduction in accidents and improvements in
aviation safety.

The proportional involvement of human errors in aviation accidents has
been relatively stable in spite of many changes in the Air Traffic Control
System and typical cockpits. This does not mean, however, that an irri-
ducible minimum has been reached. Instead, we appear to be on a plateau
in understanding the quantitative details of just how the human elements
contribute. To make a significant dent in error reduction requires a
better appreciation for the sources and causes of human errors as they
affect the total aeronautical transportation system structure. Based on
such improved understanding, changes in the technological, procedural,

ATC system, training, etc., aspects of the system structure can be evolved
to remedy or improve weak points.

At present there is no national capability to support the flight simu-
lation studies which are necessary for identifying and correcting the
sources of human error associated with current and futwre air carrier
operations. As one means to this end the National Aeronautics and Space
Administration is planning a new Man Vehicle Systems Research Facility for
Ames Research Center. The Man Vehicle Systems Research Facility is intended
to address at least three issues requiring high operational fidelity in

aviation safety research:

1) Full mission/full crew/multiaircraft/air traffic control
(ATC) interactions in general,

TR-1156-1 1



2) Crew/avionics, crew/crew, and crew/ATC interactions
which are design specific, and

3) Advanced technology cockpits and man-machine relation
ships therein. ’

Mejor investigations of these issues will have as basic purposes the en-
hancement of flight safety and improved performance — in essence the
reduction of human error.

Humen errors in aviation tend to be treated in terms of clinical and
anecdotal descriptions. For a more concrete identification of the sources
of human error, cne must strive to separate original wnderlying and con-
tributing causes from the circumstantial causes cited in official investi~
gative reports. Furthermore, if one is to attempt correction of the
sources of human error, their cause-effect relationships must be better
quantified and categorized in concise statistical summaries. In short,

a more specific quantitative classification of the sources of humen error
is needed, and that is precisely the subject of this report.

Meaningful quantification requires a sound underlying and unifying
foundation in terms of mathematical models which subsume existing evidence,
permit the planning of experimental measurements, guide the interpretation
of results, and serve as the basis for extrapolation (e.g., by analysis
and estimation) of results to other circumstances. Specifically needed in
this connection are validated models of human behavior which permit the
analyst to focus on the abnormelities which lead to human error. It is
the purpose of this report to fulfill this need.

3., ORCANIZATION OF THE REPORT

The presentation begins with models of rational human behavior which
represent specific and particular time sequences of operations. Section II
provides a catalog and models of human perceptual and control behavior
encompassing the entire range of man-machine system applications. The
result views the human operator as having a triad of functional pathways,
each one describing fundamentally different patterns of behavior and
response performance.

TR=1156=1 2



Section III generalizes the foregoing presentation for other circum~
stances of particular importance to crew members and ground controllers
in air carrier operations, viz., inputs other than visual, interactions
among several presumed cooperators, and outputs other than manipulations.
The most common example of these other circumstances in aircraft and the
air traffic control system is, of course, voice communication.

Section IIT continues with a brief summary of the Successive QOrganization
of Perception (SOP) theory for skill development. The SOP theory leads to
an understanding of both progressive and regressive control, commnication,
supervisory, and monitoring behavior during training, transfer, rehearsal,
and stressful operations. It is fundamental to an understanding of human
error sources, and it can also be associated with at least one concept of
perceptual motor loading.

Section IIT concludes with a practical example showing how to construct
a temporal sequence of mission phase behavioral patterns from a knowledge
of the normal constituent task behavior required of crew members during
approach and landing operations. Of particular significance in this example
is the fact that, depending on the nature of the man-machine interface,
open-loop behavior in performing many so-called supervisory and discrete
tasks is normally of limited duration and is properly interspersed or
concluded with closed-loop behavior characterized in terms of an off-line
supervisory monitor in the SOP theory. Omission of this closed=loop
monitoring behavior may, in fact, lead to human error.

Section IV progresses from a description of the normal to the abnormal,
i.e., from satisfactory to wsatisfactory error performence. This exposi-
tion begins with overall definitions and classifications of human error
and system error. It then proceeds to consider a more detailed partition
of circumstantial causes of human behavioral errors within the framework
of the perceptua].‘l.y-centei'ed input-output pathways embedded within the SOP
paradigm. This section concludes with a breakdown of original underlying
and contributing causes of human behavioral errors arranged to lead readily
to categorical recommendations for correction of the causes of error.
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Section V progresses from a description of the single specific task
behavior to a description of ensembles of behavior, i.e., from models of
specific instances to probabilistic generalizations. This exposition
proceeds with the aid of monitoring and decision-making paradigms as
devices for examining assembled data encompassing system performance and
effectiveness as well as human error performance and behavior. Section V
concludes again with practical examples applied to the approach and landing
problem.

Section VI provides a concluding summary of the key points made about
the several natures of human behavior and error offered in this report.
The descriptions and characterizations presented here provide a number of
bases for full mission simulation planning. These include the development
of mission phase/task/human behavior breakdowns and task event and outcome
descriptions. Also to be considered are the selection of appropriate
state and control variables needed for the definition of system outcome
probabilities and for the behavioral and error assessments for the human
elements. The actual types of measurement procedures suitable for treating
full mission simulations using the perspectives presented here are the
subject of a forthcoming companion report.
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SECTION I1

A CATALOG ANMD MODELS OF HUMAN CONTROL BEHAVIOR

A. A PERCEPTUALLY CENTERED MODEL OF CONTROL BEHAVIOR

Because of enormous versatility as an information processing device
the human controller is complicated to describe quantitatively. Three
features are dominant in this versatility. First, the constituent seunsing,
data processing, computing, and actuating elements are connected as inter-
nal signal processing pathways which can be reconfigured as the situation
changes. Second, functional operations on the intermal signals within
a given pathway may also be modified. Third, the output mechanism is
selected to suit the circumstances. Thus, in general, we have selection
of the pathways to be involved and of the output node, and adaptation of
the functions performed within the selected pathways. Althongh these
features are conmon to most rational overt human behavior, their quanti-
tative description and associations with the external environment have
been studied primarily in a manual control context. Therefore, we shall
approach a general model hy first presenting one for manual outputs.

This focuses on the pathways and adaptation within them. The resulting
restricted model can then be modified as needed to fit other output
nodes. This procedure permits concepts to be concretely presented while

remaining closely tied to an extensive empirical base.

Figure 1* shows the general pathways needed to describe human

behavior in an interactive man/machine system wherein the human operates

*The description of human control operations given here has an
extended history, and constitutes a synthesis of a vast experimental
literature and the work of many people. It was started with Ref. 1 and
has been elaborated and extended at intervals since, e.g., with Refs. 2
and 3. These references include a comprehensive coverage of sources.
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on visually sensed inputs and comrunicates with the machine via a mani-
pulative output. Each block represents a transfer of signals from its
input to its output. The complete block diagram shows the minimun
number of the major internal functional signal pathways required to
characterize the different varieties of human controller behavior. That
the specific internal signal organizational possihilities showm are
actually present was originally demonstrated by manipulating experimen-
tal situations (e.g., by changzing system inputs and machine dynamics).
By this means one can isolate different combinations of the specific
hlocks shown in this diagram.

To describe the components of the figure start at the far right with
the controlled element; this is the machine being controlled by the
human. To its left is the actual interface between the human and the
machine — the neurormuscular actuation system, which is the human’s out-
put mechanism considered here. This in itself is a complicated feedback
control system capable of operating as an open~loop or conbined open-
loop/closed~loop system (although these levels of conplication are not
explicit in the simple feedback control actuation system block diagran
shown here). The neuromuscular system comprises limb, muscle, and mani-
pulator dynamics in the forward loop and muscle spindle and tendon organ
ensembles as feedback elements. All these elements operate within the

human at the level from the spinal cord to the periphery.

There are other sensory sources, such as joint receptors and peri-
pheral vision, which indicate limb output position. These operate
through higher centers and are subsumed in the proprioceptive feedback
loop incorporating a block at the perceptual level further to the left
in the diagram. If motion inputs are present, these too can be asso-

ciated in a proprioceptive-like block.

The three other pathways shown within the perceptu%l level are
responsible for major differences in purposeful behavior. Each pathway
accounts for a different level of excellence in skilled performance and,
accordingly, will also account for undesirable human errors which may
appear. Stated another way, the three pathways correspond to three dif-

ferent types of control operations on the visually presented system

TR=1156-1 7



inputs. Depending on which pathway is effectively present, the control

structure of the man/machine system can appear to he open—loop {precog-

nitive), or combination open-loop/closed=loop (pursuit), or totally

closed-loop (compensatory) with respect to visual stinuli.

B. COMPENSATORY OPERATIONS

The conpeasatory block is appropriate at the perceptual level when

the human controller acts in response to system errors or controlled
element output quantities. When only this pathway is operating.the
human exerts closed-loop control on the machine so as to minimize systen
errors in the presence of command and disturbance inputs. Conmpensatory
behavior will be present when the commands and disturbances are random—
appearing and when the only information displayed to the human con-

troller consists of system errors or machine outputs.

The term "system errors,"

‘ as used here, refers to mismatches between
system inputs and outputs. These "errors" are the essential stimuli to
the human controller for closed-loop operation. Because they are the
sine qua non of feedback control, they are not intrinsically undesir-
able. In fact, when a compensatory system is operating properly the
human controller is effective in system error reduction or correction by
dint of good use of error as a stimulus. On the other hand, we shall
later see that compensatory system operations can give rise to errors
which, while just as human-~based as those described here, are undesir-

able because of their size or character.

The compensatory pathway is shown in isolation in Fig. 2a. Because
the human can operate only on the error, the system output, m, can be
made to follow the system input, i, over the control bandwidth only to
the extent that lYpeYcl is made much greater than 1 by the controller
(Ype), i.e.,

TR-1156-1 8
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YpeYc

I+ Yp Yc

[ =4

U
—

for w such that foeYc(j“)| >1 (1)

Similarly, the error, e, is reduced only in the frequency regime where

IYp Y.l is large when compared with unity.
e

The details of what the human controller does in adjusting his Ype
to achieve error reduction have been the subject of thousands of experi-
ments. Consequently, most of the adaptive features (i.e., adaptive
within the compensatory pathway) associated with these kinds of opera-

tions are well understood (Ref. 3).

If a large variety of controlled element forms are used in an

' experimental series, the measured human transfer characteristics will be
different for each controlled element. BRut, for a very wide range of
controlled element dynamics it turns out that the forn of the total
open—loop transfer characteristic about the crossover frequency will

remain substantially invariant. This form is

mce-jwre

The effective system latency or time delay, To» Which is only a low-
frequency approximation to all manner of high-frequency leads and lags
deriving from both the man and the machine, is not a constant. The

operator-based portion, 1., of T, depends primarily on the amount of

o
lead equalization required of the operator, as shown in Fig. 3 (Ref.

3). This indicates that the human controller’s equalization adopted to
offset controlled element dynamic deficiencies has an associated compu-

tational time penalty. With this proviso on 1, the Eq. 2 relationship

TR-1156~1 10
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Figure 3. Crossover Model Dynamic-Stimulus-Response Latency
as a Function of Operator Lead Equalization

becones the well-known simplified crossover model of compensatory manual

*
control theory.

The human operator’s adaptation to controlled element dynamics is
inplicit in the Eq. 2 relationship, i.e., for a particular set of con-
trolled element dynamics defined by Y, the human will adopt a crossover
region transfer characteristic lYpel 2 Jwe/s¥el. The general form of
the human’s response would thus be determined by the specifics of Y_,
and changes in this task variable evoke changes in Ype such that the

crossover model open-loop transfer characteristic form is preserved.

Because we shall ultimately be interested primarily in error it 1is
pertinent to recognize that the crossover frequency, Wes which corre-
sponds to the frequency where IYpeYcl = 1, divides the frequency domain
into two fundamental regions. For inputs which have a frequency content

nuch less than wg, 1Yp Ycl will be much greater than 1, so the output
e

* A simplified derivation of the crossover model from empirical data
for several different controlled elements, together with its many useful
mathematical properties, is given in Chapter II of Ref. 3.

TR-1156-1 11



m(t) will follow the input i(t) almost exactly and error, e(t), will he
reduced relative to i(t). That is,

R

1

T+ Y, Y,

EIE

" , when Y, Yl > 1 (3

On the other hand, for input frequencies greater than w, the error will

not be reduced and, instead, will be approximately equal to the input.
The crossover frequency is a close approximation to the ystem band-
width, which for low pass systems is the frequency where |M(jw)/I(jw)]
= =3 dB. Bandwidth is the usual metric used to describe the frequency
reglons over which the output is a good duplicate of the input. Band-
width is also connected with the response time of a system, large band-
width implying rapid response. These connections are illustrated for
the special case of the crossover model with T = 0 in Fig. 4. In these
circumstances the bandwidth of the closed-loop system and the crossover
frequency, w.y of the open loop are identical, while the time constant
of the closed-loop system is simply I/wc. For more complex systems
(e.2., T # 0 for the crossover model of Eq. 2), there is a difference
between the bandwidth, wy, and the crossover frequency, w., yet they
are ordinarily relatively close to each other. In any event, they are

parameters which co-vary as system properties are changed.

Because bandwidth, or crossover frequency, is the primary measure of
error reduction in compensatory systems, the dependence of w, on the con-
trolled element characteristics is of major importance. The general
nature of the variation can be appreciated using Fig. 3. To use this
figure we first recall that the phase margin of a closed-loop systenm is
defined as the difference between 180 deg and the phase angle of the open-

loop characteristic at the crossover frequency. For the crossover model,

by = T = (T/2 + w,Ty)

= T/2 = weTy (4)

TR-1156~-1 12
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Then for simplicity, and to connect with Fig. 3, assune that the opera-
tor adopts a common phase margin of w/2 - 1 radians for all controlled
elements to be considered. For this condition the crossover frequency
will be 1/'re rad/sec, which is shown as the ordinate on Fiz. 3 (assum-
ing (t¢ = t5). Using the crossover model, Eq. 2, the leads generated by
the operator, given by the abscissa in Fig. 3, at the 0, 20, and 40 dB/
dec points are seen to correspond to machine dynamics of Yc = K/s, K/sz,
and K/s3, respectively. Then, reading from the figure, the w.’s (or
approximate bandwidths) for the closed~loop systems involving these
plants (when $y = /2 = 1 rad) will be about 3, 2.15, and 0.35 rad/sec,
respectively. For a pure gain controlled element an w. of 3=5 rad/sec

is readily achieved.

The crossover model also applies when the machine dynamics are
snoothly time varying. The crossover frequency itself tends to be con-
stant for a given set of task variables whenever the large amplitude
high-frequency components in the system input are rwuch less than Wy It
increases slightly as forcing function bandwidth is increased and is
reduced for very small input amplitudes. This is a consequence of the
operator’s indifference threshold, which is the most important nonline=-
arity to be considered in connection with crossover model transfer char-
acteristics. It is used to account for inattentionm, amdng other things.
We shall return later to some of these properties of compensatory sys-—

tems when considering sources of human errors in Section IV.
C. PURSUIT OPERATIONS

When the command inputs can be distinguished from the system outputs
by virtue of the "disﬁlay" (e.g., 1 and m are shown or detectable as
separate entities relative to a reference) or preview (e.g., as in
following a‘curved pathway), the pursuit pathway joins the compensa-
tory. This new pathway, Ypi in Figs. 1 and 2, provides an open-loop
control in conjunction with the compensatory closed-loop error correct-

ing action.

TR-1156-1 14



Perhaps the most mundane example is driving a car (see, e.g.,
Ref. 4). When there 1is sufficient roadway preview and contrast and tex-
ture in the surround to permit perception of the roadway and the vehicle
output motions as independent entities, the practiced driver can take
advantage of this preview to structure the control feedforward, Ypi.
This open-loop feedforward element permits the driver to anticipate the
desired path. After the driver has also learned to compensate for the
vehicle dynamics, the driver feedforward portion can cause the vehicle
to very nearly duplicate the desired path input. This kind of systen is
sometimes called open cycle, closed cycle, in which the major commands
come from the feedforward (open—loop) element, while the closed-loop
portion of the system acts as a vernier contronl to reduce any residual

errorse.

As shown by comparison with compensatory operation -in Fig. 2b, there
are substantial advantages Intrinsic to pursuit control. The sane
source of error reduction available in compensatory operations, Ype, is
still present, with similar effects to those described above. But the
feedforward Yp offers an additional pathway for error reduction. 1In
fact, if YpiYc = 1 over the system bandwidth, the error will be approxi-
mately zero regardless of the value of YpeYc" When this latter quantity
is also large (as in the compensatory case), the quality of closed-loop

control can be very good indeed.

We can again use closed-loop system bandwidth as a convenient metric
of system response and error-reduction quality. A surrogate bandwidth
measure which is compatible with the compensatory system’s crossover
frequency is desirable. This can be done by using the crossover
frequency found from an equivalent open-loop transfer characteristic,

M/E. Using the relationships in Fig. 2b this is seen to be

Yc(Ypi + Ype)
= (3)
T = Ye¥p,

X

Systen bandwidths as high as 1 Mz or so are possible for pure gain

(Y. = Kc) or rate control (Yc = Kc/s) controlled elements.

c
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D. PRECOGNITIVE OPERATIONS

An even higher level of control is possible. “hen conplete famili-~
arity with the controlled element dynamics and the entire perceptual
field is achieved, the operator can generate neuromuscular comnands
which are deft, discrete, properly timed, scaled, and sequenced so as to
result in machine outputs which are exactly as desired. These neuromus—
cular commands are selected from a repertoire of previously learned con-~
trol movements. They are conditioned responses which may be triggered
by the situation and the command and control quantities, but they are
not continuously dependent on these quantities. This pure open—loop

programmed-control-like behavior is called precognitive. Like the pur-

sult pathway, it often appears in company with the compensatory opera-
tions as a dual-mode control — a form where the control exerted is ini-
tiated and largely accomplished by the precognitive action and then nay

be completed with compensatory error-reduction operations,

An example of precognitive behavior is provided by experiments with
step~like system inputs into a man/machine system with no disturbances.
Even with a compensatory display which shows only the system error the
operator’s inaction during his initial reaction time interval permits the
step input to be completely perceived once it is applied. Thus, the
input is completely known. Similarly, by dint of extensive practice,
the dynamics of the machine can also be thoroughly imprinted, and an
appropriate control repertoire established. Responses for such systems,
with controlled element dynamics of Yc = Kc/s2 and Kc/s3, are shown 1in
Fig. 5 (taken from Ref. 5). The operator’s output control movements are
somewhat rounded off, but nevertheless have the essential bang-bang
character of time-optimal control. Af:er.the operator’s initial dead
time the control movements are quite similar to the responses of an
ideal limited~output programmed controller operating to obey a mininmun
time criterion. The limited control deflection is an internal con~
straint imposed by the operator for the ziven situation and is not
necessarily a physical limit. Feedback is present only to the extent

required for the human to estimate the appropriate switching points when
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the phase trajectory intersects the time-optimal switching surfaces.
Because the task is thoroughly learned and practiced, the delays inter-
nal to the operator (after the initial reaction time to the randonly
applied step) are internally accounted for and a time-optimal control
paradigm is suitable for the main transient control action. After the
error is reduced to very small values, the feedback afforded by the com-
pensatory pathways is utilized to maintain the ervor within reasonable
bounds. (This dual-mode action of the human is entirely consonant with
the dual-mode programmed controllers normally required to achieve prac-

tical time-optimal control).

For modeling purposes, precognitive operation can be conceived as a
series of decision algorithms and stored programs. An elaboration of
the Fig. 1 precognitive channel is shown in Fig. 6. The components are
a stored repertoire of learned responses and a decision rule which
examines the perceptual patterns of system input cues to determine which
item in the repertoire to release and when to trigger it. Possibilities
shown include synchronous operation, refinement of the pursuit feedfor-
ward, and various "programmed" responses. The precognitive block can
also be thought of as a special feedforward in which the input serves

only to provide a cue for the activation of a programmed controller.

Finally, when "error" reduction is considered, the very existence of
precognitive control is highly input-sensitive. In most cases the input
is discrete and step-like — a classical discrete stimulus to action.
However, the tracking of periodic functions can also progress to a pre-
cognitive phase where the internal "synchronous generator" of Fig. 6 is
the actual source of the human’s output response. Using data from
experiments with these kinds of system inputs indicates a 'bandwidth" of

2-3 Hz for precognitive operations with a pure gain controlled element.

The approximate numerical values for "bandwidth'" cited above for

pure gain controlled elements are summarized in Table 1.
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TABLE 1

APPROXIMATE SYSTEM "BANDWIDTH" FOR Y. = K,

Conpensatory 4 rad/sec
Pursuit 6 rad/sec
Precognitive 12 rad/sec

E. ATTENTION AND ASSOCIATION

In general, measurements of human behavior in man/machine systems
can be affected by a very larze number of variables. Some of these are
depicted in Fig. 7, categorized under the headings of Task, Environnen-
tal, Procedural, and Operator-Centered Variables. The human’s outputs
are also expanded in this diagram to include physiological and psycho~
physiological aspects as well as control actions. In limiting circum-
stances all of the variables can exert important effects on human opera-
tions, but most simply define an insensitive, uniform background insofar
as control operations conducted in a relatively benign environment are

concerned.

Two Operator-Centered Variables are, however, of key importance to
the three limiting forms of manual control behavior described above.

These are attention and association plus response set.

Attention implies the ability to sense and perceive stinuli as well
as readiness to respond to selected stimuli. By analogy with visual

perception studies we can conceive of an attentional field, with a prin-

cipal focus and bordering margins. The attentional field has both spa-
tial geometric and intensity aspects. Thus, inattention or impaired
attention can result in a narrowing of the margins, an increase in the
minimum stimulus needed to cause an operator output, or both. The
Intensity aspect of attention is treated in manual control theory by an
indifference threshold. A reduction in attentional field intensity then
results primarily in a change in operator gain and need not cause any

increased latencies.
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Clearly, the breadth and scope of attention must he more expansive
for pursuit than for compensatory pathwavs, if for no other reason than
that more inputs are being taken into account. A reduction in atten-—
tional margins on a pursuit display, which provides input, i, and
output, m, as well as the error e, can narrow to observation of e
alone. The reponse would become compensatory, since Ypi cannot then be

generated.

By association we nean generally the connection of sensations and
perceptions with characterizing and stable features of previously
observed stimuli so that the previously learned repertory involved in
precognitive control can be released. Response set, itself, is that set
established by particular past experimental experience. Both associa-
tion and connected response sets are essential for the development and

continued existence of precognitive behavioral patterns.
P. OPERATOR-INDUCED NOISE

The human controller is not noise~free. 1In addition to those output
conponents which are causally related to the system inputs and distur=-
bances there is anothef component in the operator’s response which is
operator-induced noise, often referred to as 'remnant." In systems with
linear manipulators the remnant is a continuous, relatively broadband,
power spectral density which scales approximately with the mean-squared
error. ‘This kind of noise can, in principle, result from several
sources, but in single-loop systems with linear manipulators the basic
cause appears to be random time-varying behavior within the operator
primarily associated with fluctuations in the effective time delay.

This can be interpreted as a randon change 1in phase, akin to a randon
frequency modulation, or to variations of internal sampling rate in a
sampled data interpretation of the operator (Refs. 1-3, 6-10). Addi-
tional noise sources are present in systems which are nultiloop in that
their control requires the use of information zained fronm several
"display" sources. PRecause both parafoveal and foveal visnal pathwayvs
can operate in parallel, essentially continuous signals from a particu-

lar display element can be available to the operator even when the eye
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is scanning. The essence of past work in nan/machine systems involving
many displays (Refs. 3, 11-15) shows that:

1. A fairly stationary scanning strategy evolves for
a given task and display array.

2. The operator’s output control motions are essen-
tially continuous even though the foveal eye
fixations are discrete.

3. The first—order effects of scanning are to reduce
controller gains and increase remnant in the
scanned channels.
The effects listed third are of most interest here, as they lead to both
decreased system bandwidth and increased controller-induced noise. The
degree of gain reduction depends on parafoveal viewing angle and rela-

tive parafoveal to foveal dwell times.
C. SOME EXEMPLARY DATA FOR COMPLEX SYSTEMS

The three-phase perceptually centered model of control behavior
described above has been developed to account for an enormous variety of
enpirical results. The theory pernmits, even invites, the detailed quan-—-
titative measurement of human input/output characteristics and operator=
induced noise properties as fundamental measures of human dynamic behavior.
Thus, complete descriptions of man/machine systems would incorporate
describing functions and remnant power spectral densities. From these
fundamental measures all of the more conventional measures of system per-
formance, such as mean-squared errors, rnean~-squared controller outputs,
mean-squared system outputs, power spectral density, and average axis
crossings, etc., of various system signals, can be computed. When our
focus is on nominal error and its occasional escalation to intolerable
values, some far simpler metrics can be used. For exanple, in scenarios
which can be considered stationary in some sense, the effective systenm
bandwidth is a suitable descriptor for the dynamics of informatiom trans-=
fer between input and output and the frequency range over which systen
error is reduced relative to the system input. Similarly, the gross
effects of remnant, for a given system bandwidth, can be assessed by

mean-squared values of system outputs or errors. (Bandwidth nust be
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fixed for mean—squared outputs or errors to be unequivocal indicators of
remnant changes since mean-squared values are integrals of system trans-
fer properties operating on remnant power spectral densities.) To gain
some appreciation for typical numbers we shall cite here some results

fron several experimental scenarios for complex man/machine systenms.

1. Coupensatory and Pursuit Bandwidth
Differences in a Complex System

The first set of data (Ref. 4) considers comparisons between pursuit
and compensatory operations in automobile driving. (There are, unfortu-
nately, no extensive data for this type of comparison for flight path
control tasks. MNonetheless, the vehicle‘dynamics are similar enough to
aircraft for the bandwidth differences to be considered indicative of
what would happen in flight.) The experiment was conducted in a fixed-
base simulator which had a line-drawn roadway display and two-degree-of-
freedom steering dynamics for the car. Both wind disturbances and road
curvature commands were Injected into the system in order to measure the
driver’s behavior and response. The wind disturbance was used with the
straight road to identify the driver’s compensatory dynamics. With this
disturbance the driver is not aware of the Iinput until the car responds.
In the winding road case the road curvature and other features are of
course directly perceivable by the driver thrdugh preview of the road.
The data for six subjects, when converted to effective system crossover

frequency, appear as Table 2. .

TABLE 2

SYSTEM BANDWIDTH COMPARISONS FOR PATH CONTROL

Bandwidth [Effective

Systenm Controller Pathways Crossover Frequency]
Organization Involved (rad/sec)
Conpensatory Ype 1.3
Pursuit Ype’ Ypi : 2.2
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These fixed-base data do not include the effects of the hunan’s motion
sensing apparatus, so all of the lead required to offset the automobile’s
lags must be accomplished using the visual channels. Yhen motion com—
patible with visual cues is present, as in the real autonmobile, direct
experimental measurements demonstrate that the necessity for visually
generated lead is reduced. The primary effect of the compatible motion
feedbacks can be converted into a visual-only equivalent by reducing the
effective time delay in the crossover model. This permits the system
bandwidth to be greatly increased. For example, in an extensive full-
scale experimental series (Ref. 17), crossover frequencies near 4 rad/sec

were achieved for compensatory driving..

Precognitive control can also be demonstrated in many driver/
automobile maneuvers, such as single and double lane changes, obstacle
avoidance, slaloms, etc. All of these involve highly practiced, learned
maneuver response patterns. Several of these are illustrated in Ref. 4,
including some slalom runs wherein the driver/vehicle system exhibits a
2.5 rad/sec periodic maneuver through a series of cones with no phase

lag relative to the cones.
2. Attentional Focus Shifts (Scanning Effects)

The effects of scanning of the attentional focus can be illustrated
with results from an experimental series where pilots flew Category II
ILS approaches in a fixed-base DC-8 simulator (Ref. 18). A conventional
instrument panel and controls were used with simulated vertical gust and
glide slope beanm bend forcing functions. A number of conditions were
investigated, but the two most appropriate for our present interest com=
pared approaches using a flight director with approaches using the full
instrunent panel. The pilot had to control both the lateral and longi-
tudinal motions of the aircraft, and the situation with both display
treatments was compensatory. The data shown in Table 3 are for only one
pilot and are averaged for the available runs. In the flight director
situation the attentional focus was on the flight director for about '
75 percent of the time with 10 percent on the HSI/GSD and the remaining

time spent monitoring altitude and airspeed. For the full panel display
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TABLE 3

EFFECTS OF ATTENTIONAL FOCUS SHIFTS ON ALL-AXIS
INSTRUMENT APPROACH TASK

Bandwidth
[Effective Attitude Control System Performance
Display Crossover Frequency, wgc] [RMS Beam Deviation]
(rad/sec) (ftr)
Flight Director 1.2 24
Full Panel 1.14 37

the HSI/GSD was the focus of attention 55 percenﬁ of the time, with
attitude requiring 35 percent. The rest of the available time was again
spent monitoring the indicated airspeed and altitude. It is interesting
to note that the major instruments surveyed in both cases were close
enough together to permit excellent parafoveal viewing while the pilot
fixated foveally on the other primary instruments. This accounts for
the essentially equal bandwidths achieved with each display arrangement.
On the other hand, there was substantially more scanning required for
the full panel version of the task than for the flight director, and
this additional scanning gave rise to larger pilot remmants. The dif-
ferences 1in system performance, measured here by rms beam deviation,
stem primarily from this characteristic. With beam bends and turbulence,

the pilot was fully occupied with both display configurations.

3. Reduction of the Attentional
Field Boundaries

Another facet of attentional field effects can be 1llustrated with
data from studies relating driver/vehicle system dynamics with field of
view and roadway delineation. 1In the same simulator as that used for
the data of Table 2 the spatial characteristics of the driver’s visual
field were modified by display adjustments. For the compensatory task
(straight road with random wind disturbances) the extent of the visual

segment was set to range from essentially unlimited visibility (300 ft)
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to highly restricted visibility (50 ft). The key driver/vehicle char-
acteristics were then measured in crossover model form. The results for
w, and T are given in Table 4, As an aside, it should be indicated that
the vehicle dynamics and the driver’s lead equalization were essentially
invariant with changes in visibility. The results shown in Table 4
indicate that an external modification in the extent of the visual field
results in both a reduction of the system bandwidth as measured by the
crossover frequency and a concomitant reduction in the system stabilicy
as indicated by the increased latency. Driver workload and anxiety
levels are high for the externally imposed reduced-attention field, as
would be expected. This is exactly the opposite of the type of atten-
tion diminuation associated with an increased indifference threshold yet

the result is the same when viewed as a system bandwidth.

TABLE 4

EFFECTS OF ATTENTIONAL FIELD COMPRESSION

Bandwidth System Latency
Visibility [Crossover Frequency] [Effective T]
(ft) (rad/sec) (sec)
300 1.5 0.53
50 1.3 0.62
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SECTION III1

A PERCEPTUALLY CENTERED MODEL OF HUMAN BEHAVIOR

A. GENERALIZATION OF THE PERCEPTUALLY
CENTERED MODEL OF CONTROL BEHAVIOR

The overall and subordinate (for each pathway) models déscribed in
the previous section have emphasized the visual modality as the input
and manual manipulation as the human’s output. The very extensive data
base on which the model synthesis is founded involves single operators
in close interaction with machines. In this section we shall propose a
generalized view of this model in which the three phases — compensa=
tory, pursuit, and precognitive — of operation on system inputs are
retained, but wherein the inputs themselves are not restricted to the
visual nodality and the outputs are not restricted to manual manipula=-
tion. In other words, we will propose here a model of human behavior
for general inputs and outputs which incorporates operational modes
which are more or less continuously closed loop, partially closed loop
and partially open loop, and primarily open loop in character. For
tasks which fit these general paradigms the appropriate measures and
understanding can be carried through more or less directly by analogy
with the control model descriptions. Thus, for example, the bandwidth
as a characterization of system dynamics and error reduction potential

can be carried over into other systems involving men and machines.

The first generalization needed is at the input end. The descrip-
tion of pathways available for human control activities described in
Section II has emphasized the visual modality. Similar behavior pat-
terns are present in the aural modality and at least to some extent with
appropriate tactile stinulation. In fact, compensatory and precognitive
control behavior has been demonstrated with aural, tactile, and motion
inputs, and presumably some form of pursuit is also possible. 1In con-
trast to vision, the data bases are unfortunately rather limited for

these sensory channels.
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The second generalization is from man to men in the human control
portions. The use of measurement techniques associated with manual con-
trol to such systems is a natural extension, and indeed was applied at
an early date (Refs. 19~21). The simplest nulti-operator systems are
ganged in series, as shown in Fig. 8a. In systems where the operators
are in sequence, i.e., the output of one operator is the input to the
next, the overall system bandwidth deteriorates markedly as the number
of operators increases. Because of the adaptive properties of the opera-
tors, each changes his own behavior so as to adapt it to the behaviors
of the others and, as would be expected, this takes a far longer time
than in a system with one operator. There also appears to be_an upper
limit, in that even with unity controlled element dynamics, stahiliza-
tion of the system could not be attained with four operators in spite of
many trials (Ref. 20). As one would expect, the mutual adaptation phen-
omenon can be eliminated by providing an inner-loqp feedback around some
of the intermediate operators, as shown by the dashed feedback loop in
Fig. 8a. The operator with a minor loop is insensible of the main feed-
back path and adapts his behavior to the minor closed loop with which he
is confronted. A limiting case of this type of control is shown by the
closed-loop systems in series of Fig. 8b. Here one subsystem transmits
its output directly as an input to the subsequent subsystem. For this
kind of operation there is no inherent stability prpblem although the
bandwidth of the overall system will decrease as the number of operator
units increases. This can be appreciated from the data (Ref. 20) for

one, two, and three operators in series shown in Fig. 8c.

The third important generalization relates to the operators’ output.
This need not he a physical manipulation but can incorporate other means
of transmitting signals. The most cormon in aircraft and the air traffic
control system is voice communication. An example which is applicable
to some ATC operations is given in Ref. 19. Here, one person observed
an error from a display and communicated voice commands to a second
operator. In the Ref. 19 experiments the director commanded the anount
of correction by saying, for example, "left, ... left, ... right, right,
right,...left, ...," etc., with the tracker moving his control handle a

prescribed amount at each cormand. In this situation, the director was
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making the intelligent decisions involved in correcting the error and
translating these to discrete, quantized commands to be followed by the
tracker. The system bandwidth for this kind of operation was roughly
one-third that of a single operator system with the same controlled

element.

These generalizations as to operator inputs and outputs, as well as
extensions to multiple operator systems, permit us to generalize the
hunan part of Fig. 1 as shown in Fig. 9. Here the system inputs and
errors may appear in several sensory modalities, and the motor subsysten
output may be manipulative or verbal. As we have already described for
the manual control case, the pathway used in a particular circumstance
is the result of the nature of the perceptual field and of training.

Table 5 summarizes these and other facets of the perceptually centered

model.
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In the context established by all of the discussions thus far we can
now gzive a definition of what we mean by "perception”" as the summation
of sensory input (exogenous and endogenous signals) which arrives at the
individual or collective attentional level and the subsequent selection

and integration of signals from this field into pertinent constructs.

B. THE SUCCESSIVE ORGANIZATION OF PERCEPTION
THEORY FOR SKILL DEVELOPMENT

In what has gone befofe, we have emphasized that much of hunan
behavior can be characterized as input/output operations using one or
more of the three basic pathways. At this point we wish to use the same
behavioral descriptors as components of a theory of learning. This also
derives from manual control, but has a generality which transcends those
peculiar circumstances (Refs. 2, 3, 5, 22, 23). The Successive Organi-
zation of Perception theory describes the human operator’s synthesis, by
means of internal organizational nodifications derived from training/
experience, of progressive arrangements (selections) within the total
potential perceptual field which:

1) 1Is equivalent to more elaborate displays (or

sources in general) than those from which the
stimuli were obtained.

2) Induces references or backgrounds which are not
physically present among the sources of the
stimuli.

3) Makes highly efficient use of any coherence or
pattern in the presented stimuli.

As a paradigm for skill development, the SOP theory explains the devel-
opment of skill as a progression from compensatory through pursuit to
precognitive stages — or, in other words, a progression from behavior
patterns which exhibit closed~loop, to combined open- and closed-loop,
to purely open=~loop properties. There are, of course, conditions (e.g.,
conmpensatory displays with random inputs and disturbances) where the
skill cannot develop past the compensatory stage. On the other hand,
in many conditions, especially with discrete inputs, it is possible

to go all the way from an effective compensatory situation with its
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rélatively low system bandwidth to an effective precognitive condition
with maximum bandwidth. In the simplest of terms, the Successive Organi-
zation of Perception theory is intended to explain the commonly observed
characteristic of complex psychomotor skill development in which there
is a progression from an instant by instant conscious perceptual motor

‘action to a rapidly executed subroutine triggered by a single cormand.

The SOP theory leads to an understanding of both progressive and
regressive control and nonitoring behavior during training, transfer,
rehearsal, and stressful operations. It can also be assoclated with at

least one concept of perceptual motor loading.

There is, as yet, no unique and agreed-upon definition of pilot or
controller workload, because of the incommensurate dimensions of various
loading factors in a complex task and the lack of any cohesive theory or
models. For example, there is now no index suitable to represent the
perceptual-motor load due to perception of sensory inputs from different
modalities (vestibular and/or visual), and of cognitive mental loads
versus pure sensory-motor loads (failure management versus multiaxis

control) even for well-practiced stable conditions.

In our concept of the perceptual-motor loading components of pilot
workload, perceptual-motor activity is carefully defined to involve only
conscious perceptions and actions. For example, we would not class
sleepwalking as a perceptual-motor load. It is handling the unpre-
dictable (emergency) or unfamiliar (lack of practice) which taxes the
operator’s workload capacity. In this context the three stages of SOP
can be compared on a perceptual-motor load (PML) basis.

1. Initial stage (compensatory control). The early
phases of learning predominantly involve continu-

ous, conscious activity. We would, therefore,
expect a high PML during compensatory control.

2. Intermediate stage (pursuit control). A consid-
erable portion of the controller’s output results
from execution of prelearned responses to dis-
crete cues in the input (e.g., axis crossings
for sine wave tracking). Compensatory control
activity, although present, experimentally shows
a regression. This implies a lower sensory-motor
activity level. Therefore we would expect the
pursuit level of operation to have a lower PML
than the compensatory stage.
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3. Final stage (precognitive control). At this
level of skill most of the operator’s output con-
sists of execution of stored commands, and his
conscious perceptual activity is mainly concerned
with decision-making activity. This should result
in 2 lower PML for a given control task.

Pilots indicate (Ref. 24) that one effect of noncurrency is a
general roughness of control application and lack of precision. This
causes them to spend more time on controlling the aircraft (higher work-
load), which leaves less time for other procedural matters involved in
complex tasks. This degradation of control skill corresponds to regres-
sion on the SOP control skill scale given above. Thus, lack of practice
on a skill increases the perceptual motor loading of that skill, result-

ing in less workload reserve capacity for other elements of a complex

task. It is apparent that lack of practice could reduce this capacity
to less than that required for carrying out the remaining elements of a
complex task, or a simple emergency could arise that would consune addi-
tional capacity, thus overloading the pilot and resulting in degraded
systen performance, if not failure.

One further pertinent pilot comment relevant to pilot workload is
that experience reduces the effect of lack of practice. In other words,
the more experienced pilot can tolerate a greater lack of practice.

This observation has implications for training protocols in that the
intensity and length of training should depend on the individual experi-

ence level.

Table 5 includes perceptual motor load and rehearsal as correlates

of transitions among the levels of SOP.

The compensatory-pursuit~ precognitive pathways structure is suit-
able to represent not only a pilot or controller’s progression to, or
regression from, higher levels of internal cognitive system organization
in a given situation, but also grossly to represent the possible loop
structures when different levels of display information are provided.

In addition, the process can even describe the procedural organization
and operating discipline among individuals on the flight deck or within

the air traffic control system.
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SITUATION IDENTIFICATION FORMULATION OF THE INTENTION
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Figure 10. Flow Diagram for SOP Operations and
the Ref. 32 Theory of Action
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C. INTEGRATION OF THE PATHWAYS —
- THE METACONTROLLER

Each level of organization contains a number of subsets of behavior
appropriate to the task. Assume that identifiable prerequisite condi-
tions and limits can be found (e.g., experimentally) for each subset
node of qbserved behavior. Then one model for the perceptual organiza-
tion process would be an active off-line supervisory monitor which iden-
tifies the conditions that currently exist, selects and activates some
most likely mode (pathway), monitors the result, reselects a new mode
when necessary or when further information is identified as a result of
the first operations, and so forth. Appropriately, this has heen termed
the metacontrol* system in Ref. 25. A simplified diagranm of such a
metacontroller is given in Fig. 10a. Other preliminary work on an algo-
rithnic-type model for the SOP process is given in Ref. 5. The possi-
bilities for error due to inapprobriate actions within such a system are
manifold. Such a model provides a logical basis for understanding sore
of the causes underlying selection of an inappropriate behavioral mode

which may ultimately lead to an identifiable error.

As indicated in Fig. 10a, an appropriate form for this model is a
flow or decision process algorithm. Related nodels have been described
in Refs. 26 and 27, and applied to a specified task inveolving a given
sequence of subtasks in Refs. 28 throusgh 31. Thus, the algorithmic
approach 1s by no means novel. Most of these attempts have had limited
application because of the inordinate complexity and repetitive cycling
required to represent continuous tasks. Yet by breaking out the compen-
satory and pursuit pathways as separate entities which handle nost of

the continuous operations, the metacontroller of Fig. 10a gets around

*Metacontrol = the human’s activity-supervising control, transcend-
ing the various directly involved systems such as the perceptual, cen-
tral, and neuromuscular systems (from Greek '"meta" meaning "involved
with changes").
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some of these problems. Continuingresearch in the disciplines of obhser- .
vation, pattern recognition, estimation, and timeshared processing should
yield additional material useful to the interpretation of SOP. For exam—
ple, Table 6 presents the summary of a sequential pattern perception and
recognition theory from Ref. 36 together with some remarks and connections
with SOP and other models which have been found useful in characterizing

hunan behavior.

A particularly interesting parallel to the SOP metacontroller which
is especially valuable for the understanding of error is given in Ref. 32.
The "Theory of Action" proposed there has a number of cognitive stages
and components. The base stores for action are organized memory units
or sensori-motor knowledge structures — "schemas" which control skilled
action sequences. A basic control sequence starts with intention, and
proceeds through selection, activation and triggering of schema to result
in an output action. The results at various levels in this sequence are
monitored, and may be modified by feedbacks to the previous stages. A
sinplified block diagram for this theory is shown in Fig. 10h. 1t clearly
has many similar features to the metacontroller of Fig. 1l0a, particularly
with the precognitive features. !uch of the Fig. 10b nodel is based on

" which can be ervors by another name, so the

the study of verbal "slips,
connections between human manual control and verbal activities are very

useful in our search for generalization.

The suggestion here is that algorithmic models may be appropriately
and successfully applied to describe the SOP sequence itself. Most of
the observed manual control behavior falls into relatively few cate~-
gories from which logical criteria can select the most suitable, e.g.,
the three phases of perceptual organization in Figs. 1 or 9. Within
these phases, various submodes are required, but many of these already
have well-nodeled characteristics and extensive data bases. The rather
heterogeneous forms and degree of approximation described here and else-
where are ideally called up by mode selection algorithms. Thus, algo-
rithmic models are used where they are best suited (logical functions),
while isomorphic models of human hehavior are used where they are most

efficient (well-defined tracking or stimulus-response situations).
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TABLE 6

SUMMARY OF A SEQUENTTAL PATTERN PERCEPTION THEORY

SUMMARY OF A SEQUENTIAL PATTERN
FERCEFTION CENTERED AND RECOGNITION THEORY

(Ret. 36)

1)

2)

3)

%)

5)

6)

7

8)

Memorizing a pattern is the process of con-
structing an internal representation of the
pattern in memory, in the form of a sequential
feature network, a closed network of memory
traces recording the fzatures of the pattern
and the attention shifts required to pass from
feature to feature across the visual field.

Recognizing a pattern is the process of finding
in memory a feature network which matches the
pattern, the matching being carried out se-
quentially feature by feature.

The attention shifts from feature to feature
may take the form of saccadic eye movements or
of internal attention shifts, according to the
angular displacement involved.

During recogﬁition the matching process is
guided by the feature network, which directs
atteation from feature to feature of the pattern.

The directed nature of the matching process
(noted in L) is the key to the recognition of
patterns in the presence of noise and clutter.
The feature network directs attention to the
features of the pattern, while avoiding the
noise and clutter.

Memorizing and recognizing a pattern are seen to
be closely analogous to memorizing and repeating
a conventional segquence of behavior, each being
an alternating sequence of sensory and motor
activities.

Thus habit produces the scan-path, a habitually
preferred path followed from feature to feature
through the feature network and, correspondingly,
across the visual field. This path differs from
person to person and from pattern to pattern, but
is fixed and characteristic for a given person
viewing a given pattern.

Under conditicns in which attention shifts must take

the form of eye movements, the development of the

scan-path during memorization of a pattern has been
Its use in subsequent

experimentally demonstrated.
recognition awaits confirmation.
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REMARKS AND CONNECTIONS WITH PERCEPTUAL
CENTERED AND OTHER MODELS

1)

2)

3)

¥)

5)

6)

7

8)

Closed cyclic nature of feature network.

Closed=loop process of recognition; "matching”

proceeds at the compensatory level in the most
unfamiliar situations.

Consistent with Sanders' findings, (Ref. 37);
internal attention shifts proceed at neural
speeds.

"Matching" is aided by short-term memory which
is consistent with Sperling's findings

(Ref. 38); peripheral vision may also guide
the matching process at the pursuit-level in
more faemiliar situations.

Consistent with Mackworth's findings that
visual noise causes tuanel vision (Ref. 39).

Consistent with SOP.

Characterized by great determinism.

Contrast these findings with the apparent lack
of determinism in instrument scanning under
IFR reported in Ref. 14 and Ref. 40 and their
antecedents.



D. AIDS TO PROGRESSION WITHIN THE SUCCESSIVE
ORGANIZATION OF PERCEPTION PROCESS

Various levels of possible skill reinforcement and required aids are
given in Table 7. The required level and aid depends on the nature of a
ziven task and its criticality as to what level of skill proficiency is
required. Rehearsal would seem to be adequate for procedural tasks, and
various visual aids should be provided for review of procedures. There
are indications that rehearsal 1is appropriate to other tasks as well.

In an informal STI survey (Ref. 33) the pilots questioned indicated that
they may mentally review the procedural sequeﬁce of a complex task such
as approach and landing when they feel noncurrent. On a different task
Espenshade (Ref. 34) found that performance improvement on a ball-
throwing task by blindfolded subjects resulted from a clean concept of
the task (rehearsal) rather than an awareness of movement (perceptual-

notor practice)! Finally, in our experience at STI in training naive

TABLE 7

LEVELS OF REINFORCEMENT

LEVEL AIDS

Rehearsal Procedural 1list
Other visual aids;
graphs, charts, etc.
Synthetic practice Psychonotor skill tester
Panel, display mockup
with moving controls
Part task practice Part task simulator

Actual controls and dis-
plays with capabhility of
presenting practice task

Actual task practice Actual controls and dis-

plays with capability of
presenting practice task
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'subjects on complex vehicle control dynamics we have found that a brief
description of control strategy (rehearsal) causes a significant initial
increment in performance Iimprovement over naive, unrehearsed subjects.
Thus, it appears that rehearsal is applicable even to complex

psychomotor tasks.

The last three categories in Table 7 pertain to actual practice.
The differences among them lie in the degree of fidelity with which they
represent the actual task. Synthetic practice refers to the reinforce—
nent of basic behavioral or skill factors. We believe that for certain
classes of tasks this type of practice may be adequate. For example, a
roll-rate~limited sidestep maneuver for collision avoidance requires
time-optimal control of vehicle dynamics which can be approximated by
three integrators in series [in Laplace transform notation, Yc(s) =
.K/s3I. The control of these dynamics is extremely difficult and perfor-
mance is quite sensitive to lack of practice. The hehavioral skill fac-
tor critical to this task is the ability to compensate for two of the
integrations (double lead equalization in manual control terminology)
and practice on a synthetic task would probably suffice to maintain the
required skill level on this task.

Part task practice may be required for skills particular to the spe-~
cific details of a complex task such as vectoring or approach and land-

ing.

Finally, actual task practice may be required for complex terminal
area control tasks where required skills and skill levels are intimately

involved with details of the real task.

A further question that must be considered in regard to skill rein-
forcement is the degree of practice or rehearsal required. One impor-
tant factor here is the temporal relationship between the reinforcement
and actual task performance. In our laboratory we have found that with
some simple control tasks, previously trained subjects require only a
warnup period directly prior to task performance. For more difficult
tasks a previous practice or retraining session is required, and for

very conplex tasks a series of retraining sessions is required. For
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conplex tasks we have found that only a given level of training or
retraining can be accomplished in a given session and that the retrain-

ing program must extend over several separate sessions.

E. BUILDUP OF MISSION PHASE BEHAVIOR SEQUENCE(S)
FROM CONSTITUENT TASK BEHAVIOR

For a particular task the human component(s) as input-output ele-
nents consist of one (or more) of the pathways illustrated by Fig. 9.
The hunan’s operations are thus defined as an open-loop, closéd-loop, or
open— and closed-loop behavior pattern with identified sensory input and
notor output modalities. For some inputs, of course, thefe is no imme-
diate output; instead, thé information réceived may simply be stored in
nemory. In other cases the lack of a measurable output should nonethe—
less be interpreted as the 0 portion of a 0,1 binary pair of possibili-
ties.

To apply these elementary behavioral models to complex operations of
men and machines, they nmust be associated with sequences of operations
which, together, serve to accomplish a desirable end, i.e., a mission.
To accomplish this the mission is first defined and partitioned into a

hierarchy of constituents. The primary constituents are mission phases.

These are of a size and duration which allow the broadest factors (e.g.,
environmental variables) that influence human behavior to be identified.
At the next level are tasks, which are associated with a particular opera-
tion in a sequence and are sized to permit the identification of "eriti-~
cal" skills. Aberrations in the execution of these skills ultimately

determine the sources of contributions to human error.

A mission phase may be broken down into various subdivisions depending
on its complexity. For our purposes here we are ultimately interested in
the elemental unit of all phases involving the human operator, the task.

As a working definition here we will define a task as an activity at the

functional interface of the human operator and the objects and environ-

ments with which he interacts (adapted from Ref. 35). We will further

specify a task for our purposes here as a goal or criterion-oriented work
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increment involving application of a skill or set of skills by the human
operator. Thus, by partitioning the mission phases into tasks, we can
then identify those fundamental humen operator behavioral factors, skills,
which influence flight safety. For tasks which are critical to flight
safety (i.e. , exert a predominant influence in some sense), it is the
proficiency with which a skill or set of skills is applied that we wish
to consider in order to identify the underlying sources of human error.

To illustrate these remarks, Table 8 and its companion Fig. 11 pre-
sent an exemplary task breakdown for the pre-approach, approach, and
landing mission phases of a Category 1 or 2 instrument approach. The
tasks include checklists, tuning radios, requesting and receiving clear-
ances, navigating as required by ATC procedures, etc., as well as flying
the airplane. Each task is listed as an item in an ordered, nominal
sequence. Conceivably this order might be changed or omitted in off-
nominal circumstances, and this by itself may be a cause of error. Other-
wlse, no consequence of an erroneous execution of a task is explicitly
indicated on the list.

Associated with each task are input and output modalities for the
pilot (or other active crewmember). And, finally, with each task is an
indication of the human behavior characteristics nominally involved in
carrying out the task at hand. In many cases the nominal behavioral
characteristics may not be exhibited by actual crews, and this abnormal
behavior may result in an out of tolerance system error.

In most of the tasks where precognitive operations are cited in Table 8
as nominal or customary additional qualification is necessary. Such open-
loop operations are normally of limited duration and are pi‘operly inter-
spersed or concluded with closed-loop operations either directly, as in
dual mode continuocus control, or indirectly in the context of the off-line
supervisory monitor shown in Fig. 10a. Omission of the closed=-loop
monitoring activity may in fact lead to human error as shown in Ref. 37.
Examples are: tuning communications, navigation and identification (CNI)
equipment, selecting partial fldps , lowering gear, setting throttles,
dumping fuel, and accepting ATC clearances which are either physically
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OPERATIONS BREAKDOWN FOR APPROACH AND IANDING

TABLE 8

MISSION PHASE, TASK, AND HUMAN ELEMENT

LCATIoN .
PHASE OF FLICMT oF TASKS MODALITIES g-“ﬁf,
FICGRE QPERATIC
Prelininary preparaticas A Raquast/receive approach clearance Verbal/Verbal Precognitive
for approach Complate prolininary before=landing checklist Visual/itanual/Stcre Drecognitive; compencatory
Check that all :ystams are cperating (ao flazs) Visual = Stcre .
Tune and identify navigation raceivers to IL3 Visual/Manual Pursult
Tuns and identify ADF's to LOM (LitM) Visual/ianual Pursult
Preselect and enter subsequent communications
frequencies : Visual/lanual Precognitive (if switchboari)
Set marker bescon switchass and tast Visual/Manual Precognitive; ccmpansatery
Set decision height on radio altimeter Visual/fanual Pursuit
Set inbound IIS localizer heading oa respective
course ladicators Visual/Maoual Pursuit
Vanauver to proceed to fimal approach fix Visual/lManual Precogaitive; compensatory
Iaitiation of lateral 3 Maintain altitude Visual/Manual Compansatory
guidance acquisition If procedurs tura required selact appropriate
beading Visual-Store
Accomplish procedurs tura Visual/Magual Precognitive; ccmpensatory
Report procedure tura inbound Versal
Preparaticas for [ Acquire {nitial approach airspeed Visual/Mamual Pursult
scquiring vertical Sat partial fleps Visual/Manual Precognitive; pursuit
guidance -
D8 Descend to (and aaintain) ifaitial approach altituds Visual/Magual Fursuit
1 Set speed comzmand system to desirsd spesd Visual/Manusl Precognitive; pursult
Increase flaps and reducs speed Visual/ifanual Precognitive; compensatory
Chack nissed approach procedure, decision height,
and RVR Visual - Store
Acquisitica of ? Initiate capture of localizer beam Visual/iaoual Srecognitive
lateral guidancs
G Stabilize on lataral flIizht path Visual/Manual Compensatory
G Maintain lataral guidance Visual/Manual Coxpensatery
Acquisition of R Lower landing gear Visual/Manual frecognitive; compensatory
vertical guidancs and
completion of prepara= I Lower nose flaps and start bleeding mors airspeed Visual/amual Precognitiva; compensatory
tiocas for landing
J Check time at outer marker Vizusl = Stors
Capture glide slope beam = extead full flaps,
acquirs final approsch airspeed, and establish
sink rate Visual/Maoual Pursuit
With safe landing gear indication, complete "final
checklist" Visual/isacual/Store Precognitive; compeasatary
Change to tower frequency Visual/ianual Precogaitive; pursuit
Report O inbound Verbal
J= Stabilize on vertical £light path Visual/ianual Compensatory (DE); Pursuit (Vi)
JM aintain vertical guidance Visual/Manual Compensatory (DEL); Pursult (VT
Tiasl approach XM Maintain stabilized flight path (ia all axes) Yisusl/ianual Compensatory (IMC); Pursuit (V0)
LM Use extonded glids slops or Catagory II beam for
vertical guidance K Vizual/i{anual Cexpensatory
Decizion Hdaight k3 Execute missed approach if required Visual/tanual Precognitive; compansatery
Flsre P Reduce zink rate Visual/tanual Precogaitive; pursult
u-p Decrab to align airplans with runway Visual/ianual Purcult
Touchdown and P Contact with ground Motion, Visual - Stors
rollout
B Staer throughout rollout 7isual/idanual Pursult
Jacalerats to a stop vizual/ianual ursuit
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Figure 11. Sequence of Tasks Performed During Approach and Landing
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impossible or unsafe. To emphasize this point, some of the precognitive
operations in Table 8 are accompanied by compensatory operations. The
nature of the control and display interface with CNI equipment in particular
will also determine whether channel frequency selection can be purely
precognitive or must include compensatory verification.

For the study of human error, the nominal task breakdown illustrated
here must be further subdivided to account for all possible outcomes.
This will be illustrated in Section V for the terminal end of the approach
and landing mission phases. Other off-nominal aspects which should be
considered are the accumulation of stress and degradation of skill. Each
mission phase presents a combination of environmental and task stresses
on the crew, and these stresses influence crew performance. After lapses
in operational practice or in long duration flights, crew members have
to cope with the problem of maintaining proficiency of skills which may
be critical to flight safety. Skills performed ipfrequently prior to or
during each flight, for whatever reason, are most likely to fall into
this category. Of these skills, those having high workload factors by
virtue of being time constrained or because they involve complex opera-
tions are most likely to cause serious performance decrements. Several
conditions may contribute to the degradation of these skills:

1) Lack of practice.

2) Inability to practicé in the appropriate
environment.

3) Interference or negative transfer arising
from the practice of competing skills.

L) Physiological deconditioning due to fatigue
induced by the environment or due to alcohol
or drug stresses.

The tasks whicﬁ are most likely to be affected by these human conditions
should be especially flagged.

Most of the points made above have an intuitive appeal as well as a
logical structure. This overall structure has been outlined here to pro-
vide an example showing the tying~together of elements into a whole which
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accomplishes the sequences necessary for mission success. It also pro-
vides a framework exemplifying the spatial-temporal facets of the mission -
phase event- or time-lines which are major features in the description

and quantification of human (or automatic controller) operational action.

Using this overall structure as a point of departure, we progress in
Section IV from a description of the normal to the ebnormal, -i.e., from
satisfactory to unsatisfactory error performance. Again using this frame-
work as a point of departure, we progress in Section V from a description
of the single specific task behavior to a description of ensembles of
behavior, i.e., from models of specific instances to probabilistic

generalizations.
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SECTION IV

CLASBIFICATION OF THE SOURCZS AND DISTINGUISHING
CHARACTERISTICS OF ERROR

A thorough evaluation of piloting and traffic controlling tasks among
mission phases within the national airspace environment is a prerequisite
for planning research on or conducting an investigation of human error
which employs full mission simulation. The importance of this prerequisite
has been emphasized by the example of the approach and landing tasks at
the end of Section III. Having thus identified at least some of the
potential for human error among normal operations, we turn our attention in
this section to the abnormal — classification of the sources and dis-
tinguishing characteristics of error itself.

Another prerequisite for planning and conducting research in any
discipline is a set of accepted definitions. For example, such terms as
defect, failure, reliability, unscheduled maintenance, and performance
measurement have acquired disciplined meaning where applied to purely
machinelike systems. An analogous glossary of terms is not yet widely
accepted for analysis of human reliability and performance. In the next
topic, thereforé, we shall adopt several definitions of error already
proposed and qualify the meaning of others.

A. DEFINITIONS OF ERROR

As we have already remarked, errors or mismatches between desired and
actual system or subsystem outputs are the sine qua non of situations where
feedback is involved as an operating principle. Most of the time human
operators use these errors to advantage in performing as error-correcting
rather than error-avoiding system elements. For this reason in operations
involving pilots, air crew, and ATC, the errors per se are of major concern
only when they are undesirable because of their size, timing, or character.
These errors, which are intolerable in one way or another, we shall call

grieyous errors.
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In general, a grievous error will involve an exceedence of safe
operating tolerances. "System error" and "system deviation," terms used
by the FAA Air Traffic Control Service to describe procedural errors,
missed acquisitions, and extreme deviations that lead to interactions
between two aircraft, are grievous errors. These may derive from mal-
functions or failures of system components which result in degraded system
operation. Alternatively they mey stem from the impact on a normaliy
operating system of an unexpectedly severe forcing function or disturbance.
This is an instance of what Singleton (Ref. 41) refers to as a substantive
gxror, non-intended performance because the problem was inadequately
defined at the outset, before the system requirements and specifications
were established, or the system design itself was inadequate.

Singleton also introduces the term formal error to apply to cases where
some rule has been broken. Grievous errors in general can be verified
quantitatively because exceedences of tolerances can usually be measured.

On the other hand, transgressions of a rule may not necessarily be observable
or measurable, unless the rule specifies a commensurate tolerance. Out-
of-sequence performance (within tolerances otherwise) is an example of
transgression of a rule which might very likely be observable.

The substantive and formal error classifications are useful in setting
up a taxonomy of human error definitionms. In general human error = incon-
sistency with a predetermined behavioral pattern used in establishing system
requirements, specifications, and the resulting design (Ref. 42) and in
defining the procedures to be used as well. Then,

1) Formal (human) error = transgression of a rule,
regulation, algorithm (Refs. 41 and 43), or
out~of-sequence performance (Ref. 4k).

2) Incoherent (human) error = non-required performance,
i.e., output not stimulated by an input (Ref. Lk).

3) Substantive (humen) error = non-intended performance,
e.g., because the procedure was inadequately defined.

\

Human errors that do not always result in grievous errors may be nearly

impossible to measure in practice unless behavioral identification technigues
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are employed. Behavioral identification mey be performed by qualified
observers (Refs. 24, 45, and 46) or by signal correlation analysis which
can partition human error into coherent and incoherent components. Such
identification of human errors which may be inconspicuous in one situation
is very important, for they may lead to grievous errors in other
circumstances.

3. SOURCES AND CAUSES OF HUMAN ERROR

The functional pathway triad and metacontroller model for human behavior
developed in Section III contains within its structure meny features which
can, in abnormal versions, lead to grievous system errors. These features
we shall refer to as sources or aptecedents of error. Sources are endogenous
or internal to the human. Their consequences are all measurable in terms
of changes from ideal or nominal human behavior for a particular task.

These changes may be induced by external (exogenous) factors which will be
referred to as causes of error. The first two columns of Table 9 illustrate
these distinctions for compensatory operations.

The remaining two collmﬁs of Table O present a verbal synthesis of
a great deal of empirical data from many experimenters. All of the current-
ly demonstrated forms of abnormal compensatory input-output behavior are
represented here. In total they represent an error source which can be
described generally as

inappropriate perception, decision, a.nd/or execution
within a selected level (in this case, compensatory)
of organization of behavior.

The sources of error in this framework are summarized in Table 10.

In principle tables similar to Table 9 can be constructed for the other
source possibilities in Table 10, e.g., Table 11 for pursuit operations.
However the experimental data base for most of these is nowhere near as
comprehensive as it is for the compansatory pathway. Many of the elements
in the precognitive pathway can be developed, by analogy, from Table 1
of Ref. 32, which lists the presumed sources of '"slips" (or errors) in the
structure of Fig. 10b.
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TABIE 9

BEHAVIORAL SOURCES OF ERROR IN COMPENSATORY SYSTEMS

SINGLE CHANNEL OPERATIONS

BASIC SOURCE
( ENDOGENOUS )

CAUSES
(EXOGENOUS )

OPERATOR BEHAVIOR

EFFECTS ON SYSTEM

Extreme command or
disturbance amplitudes

Extreme command or
disturbance bandwidth

Controlled-element
change

Reduced attention
field

Reversals

Unexpectedly large command
or extreme environment

Broadband input signal noisej
Unexpectedly broadband
disturbance

Mulfunction/failure in
controlled element

Poor signal/noise ratio
(e.g., poor contrast, high
intensity distraction
stimuli, low level signals,
ete.)

Mispers:eption of error sign;
Nalivete

Operator response normal

Regression of crossover
frequency

Affecting output for
transient interval;

Adaptation to new controlled
element

Operator threshold, net gain
reduction

Remnant increase;
Intermittently reversed
output

System overloaded, forced out
of tolerance although
operating properly

Reduced system bandwidth

Transient errors during tran-
sition;
Reduced system bandwidth

Bystem bandwidth reduction;
{missed signals as one
extreme)

Increased system nolse;
Intermittently reversed system
output

MULTI-INPUT OPERATIONS

BASIC SOURCE
( ENDOGENOUS )

CAUSES
(EXOGENOUS )

OPERATOR BEHAVIOR

EFFECTS ON SYSTEM

Divided attention,
perceptual scanning

Reduced attentional
field

I1lusions, kinetosis

Increased informational
requirements for monitoring
or control

Information overload:
Too many separate input
channels;
Too many signifieant signals;
Backlog of unattended
operations

Operator impairment (fatigue,
alcohol, hypoxia, etc.)

Conflict between or among
visual, vestibular, aural,
kinesthetic and/or pro-

prioceptive inputs

Remnant increase (scanning);

Increase in loop gains;

Simultaneous multi-channel
operations

As above, plus failure to
detect some signals,
increased latencies, and
missed output responses

Remnant incrcase over scanning;
Further decrcase in loop gain;
Sequentially-switched single
channel operations;
Deletion/miassed responses

Remnunt increase;

Decrgase in operator's gain;
Mal a propos responses;
Mlssed responses

Increased system nolse;
Reduced bandwidth

Saturation;

Missed responses;
Instability in the mean square
sense

Increased system noise
Reduced bandwidths
Increased latencles

Missed responses

Increased system noise
Reduged bandwidth

Mal a propos responses
Missed responses




TABLE 10

SOURCES OF HUMAN ERROR

(Sources are endogenous or internal to the human operator by definition)

Inappropriate perception, decision, and/or execution within
8 selected level of behavioral organization

Compensatory (expanded in Table 9)
Pursuit (expanded in Table 11)
Precognitive (expanded in Table 1 of Ref. 32)
Selection of response unit
Execution of response
Transitions from a higher to lower level of behavioral
organization .
Precognitive to pursuit
Precognitive to compensatory
Pursuit to compensatory
Inappropriate organization of perception and behavior for the
task at the executive level of the metacontroller
(Expanded in Table 12 for the cockpit environment)
(Expanded in Table 13 for the traffic control environment)

Inadequate off-line monitor/supervisor in the metacontroller
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TABLE 11

BEHAVIORAL SOURCES OF ERROR IN PURSUIT OPERATIONS

(Multi-Input Ope

rations, by Definition)

BASIC SOURCE
( ENDOGENOUS )

CAUSES
(EXOGENOUS )

OPERATOR BEHAVIOR

EFFECTS ON SYSTEM

Controlled element
change

Divided attention,
perceptual scanning

Reduced attentional
field in spatial
dimensions

Reduced attentional
field in temporal
dimension, i.e.,
reduced preview

Reversals

INusions, kinetosis

(see corresponding causes in
Table 9)

(see corresponding causes
in Table 9)

Poor input and/or error
signal/noise ratio (e.g.,
inability to identify input.)
Task involves disturbance
regulation rather than com-
mand-following and distur-
bance cannot be identified;

Mismatched sceling between
input and error;

Distortion of input;

Lack of input conformability
with visual field;

See also corresponding causes
in Table 9

Inability to identify future
input or disturbance;

Prodigious extrapolation
required to estimate future
input or disturbance

Perceptual inversion of input;

Faulty input-background dis-
crimination;

Lack of input conformability
with visual field

(see corresponding causes in
Table 9)

Transient regression to com~
pensatory level (see
corresponding behavior in
Table 9)

Remnant increase;

Decrease in operator's gain;

(see also corresponding
behavior in Table 9)

Remnant increase;

Operator's threshold on input
may cause missed responses
and regression to compensa-
tory level;

Operator's threshold on error
may reduce gain in or open
compensatory loop

(see also corresponding
behavior in Table 9)

As above, plus increased
latencies

Remnant increase;
Intermittently reversed
output

Remnant increase;

Decrease in operator's gain;
Mal a propos responses;
Missed responses

Transient errors during
transition;
Reduced system bandwidth

Increased system noise;

Reduced bendwidth;

(see also corresponding
effects in Table 9)

Increased system noise;

Reduced system bandwidth
(missed responses as one
extreme)

As above, plus increased
response latencies

Increased system noise;
Intermittently reversed
output

Increased system noise;
Reduged bandwidth;

Mal a propos responses;
Missed responses




TABLE 12
CAUSES OF ERROR LEADING TO INAPPROPRIATE ORGANIZATION
OF PERCEPTION AND BEHAVIOR AT THE EXECUTIVE LEVEL OF THE
METACONTROLLER IN THE COCKPIT ENVIRONMENT

Items 1-5 are associated with the "situation identification" block

in Fig. 10a
Item 6 is associated with the "selection of appropriate pathway(s)"
in Fig. 10a

Errors in:

(1) Formulation of intent, assignment of function (to crew member
by captain) and its priority

Tactical Decisions (assignment retained by captain
with rare exceptions)

CNI

Systems Operation

Flight Control

(2) 1Identification of specific task/situation/action: continuous
or discrete

Information retrieval (e.g., checklists, clearance, instruc-
tions, manuals, maps, SIDs, STARs, approach plates)

Conferring to arrive at a decision

Monitoring

Controlling/commanding

Commend=-Interpretation and transcription (e.g., clearance, etc.)

Command-following (e.g., flying)

Disturbance regulation

Deferring action (changing priority)

Reassignment of action (to a different crew member by captain)

(3a) Selection of likely sources of information and their temporal
order (i.e., stale, current, or preview)

Checklists, clearances, instructions, manuals, maps, SIDs,
STARs, approach plates

Voice advisory or command

Visual field

Relevant instruments/displays/annunicators

Motion cues

Proprioceptive cues

(continued on next page)
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TABIE 12 (Concluded)

Errors in:

(3b) Assignment of priority in sources of information among inputs s

(k)

(5)

(6)

TR=1156=1

feedbacks

Specific IFR sources
Specific VFR sources
Type of display: compensatory, pursuit, preview

Identifying predictability or coherence in and among sources
of information

Patterns in random commends, disturbances = nil

Patterns in wind shears = may be highly correlated

Patterns in programmed commands, maneuvers

Patterns in periodic commands, disturbances

Patterns in discrete commands, disturbances, failures

Patterns in slowly divergent or ramp=-like disturbances,
failures

Identifying familiarity with task

Nil

Slight

Moderate

Great, i.e., very well rehearsed

Organizing operation on inputs, feedbacks:

Continuous or discrete operations

SOP level: compensatory, pursuit, precognitive, ccmbinations
Loop structure

Behavioral adaptation within loop structure

Specific cued (behavioral) programs
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TABIE 13

CAUSES OF ERROR LEADING TO INAPPROPRIATE ORGANIZATION
OF PERCEPTION AND BEHAVIOR AT THE EXECUTIVE LEVEL OF THE
METACONTROLLER IN THE TRAFFIC CONTROL ENVIRONMENT

Items 1-5 are associated with the "situation identification" block
in Fig. 10a

Item 6 is associated with the "selection of appropriate pathway(s)"
in Fig. 10a

Errors in:

(1) Formulation of intent, assignment of function (to specialist
by supervisor) and its priority

ATC: Enroute, terminal (departure, approach),
final, surface

Commercial: Aircraft dispatcher, ramp control super-
visor, area operations supervisor,
operations controller

(2) Identification of specific task/situation/action: continuous
or discrete

Information retrieval

Cormmmication input

Conferring to arrive at a decision

Surveillance, searching, pattern recognition

Monitoring

Tracking

Controlling/commanding/advising/interrogating
(commumnication output)

Deferring action

Reassignment of action (to a different specialist)

(32) Selection of likely sources of information and their temporal
order (i.e., stale, current, or preview)

Visual: Flight progress posting strips/ETABS
FPI/ATCRBS /DABS
Aural communications

(3b) Assignment of priority in sources of information among inputs,
feedbacks

Specific visual sources
Specific aural sources
Type of display: compensatory, pursult, preview

(continued on next page)
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Errors in:

TABLE 13 (Concluded)

(%) Identifying predictability or coherence in and among sources

of information

Patterns in programmed tracks on PPI

Patterns in predicted courses on PPI

Patterns in programmed altitude responses

Patterns in predicted altitude responses

Patterns in overall flight progress

Pgtterns in discrete commands, disturbances, failures

Patterns in slowly divergent or ramp~like disturbances,
failures

Coherence in aural communications

Interference in aural communications

(5) Identifying familiarity with task

Nil

Slight

Modersate

Great, i.e., very well rehearsed

(6) Organizing operation on inputs, feedbacks

TR~1156=1

Continuous or discrete operations

SOP level: compensatory, pursuit, precognitive,
combinations

Loop structure

Behavioral adaptation within loop structure

Specific cued (behavioral) programs (e.g., conflict
alert and collision avoidance command)
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Transitions from higher to lower lewvels occur when the attentional
field becomes too narrow. They can also occur when the human is sufficiently
impaired perceptually (i.e., by alcohol, fatigue, hypoxia, etc.) so that
action as a multi-channel operator is significantly degraded. In these
instances divided attention is possible only by switching to and fro as an
essentially single channel information processing device.

Although probably one of the most fundamental sources of human error,
the inappropriaté organization of perception and behavior for the task at
the executive level of the metacontroller has received much less attention
in the literature than have inappropriate perception, decision, and/or
execution within a selected level of behavioral organization. The SOP
theory described in Section III offers a unifying approach to inappropriate
organization as a source of human error. To illustrate this source more
specifically, we have partitioned possible causes of error leading to
inappropriate organization of perception and behavior in two contexts,
the cockpit environment and the traffic control enviromment. (There are
actually two traffic control environments, one operated by the Federal
Aviation Administration, the other, peculiar to each commercial operator.
For the purpose of classifying these causes of error among traffic control-~
lers, however, one list will suffice; the other list will serve the cockpit.)
Table 12 presents the partition for the cockpit, and Table 13, for the
traffic control environment. Within each subdivision, specific examples
are listed to help in understanding the meaning of the subdivision.

This concludes our subdivision of the causes of error. Next we shall
consider the assignment of causes and some remedial actions.

C. ATTRIBUTION OF ERROR (ASSIGNMENT CF
CAUSE OR RESFONSIBILITY FOR ERROR)

Singleton, in Ref. 41, identifies significant problems in addressing

scientifically the issue of assigning responsibility for error.

"Most societies have not resolved the distinction between
two main approaches (to attribution). One assumes that
human beings are responsible for their own actions and are
therefore responsible for the errors they make. The opposite
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view is that errors are an inherent component in all human
performance, that they should be planned for and designed
for and when they do occur the fault should be traced to
the system designer rather than the operator. At the
individual level, few people are sufficiently self-confident
to deliberately acknowledge their own mistakes, particularly
if there are financial consequences in doing so. This is

an especilally difficult problem in the insurance world,
where accidents are investigated with a view to deciding
who is going to pay for the damage caused either to people
or to property. In such a situation it is not surprising
to find that it is impossible to regard the evidence as
scientific in any sense.”

One of the prime justifications for the study of full mission operafions

in the Man Vehicle Systems Research Facility is to avoid these problems
gracefully. Another way is to sidestep the issue of attribution in order
to acquire incipient and consummate error data with a semblance of
scientific credibility. The NASA Aviation Safety Reporting System (Ref. 47)
is a prime example of a confidential, non-punitive program designed to
sidestep the issue of attribution in the process of acquiring a scientifi-
cally useful error data base.

Notwithstanding the aforementioned problems, we believe that there
may be useful ways to classify the assignment of causes of error in an
impersonal way which has scientifié value. Such a classification is
presented in Table 14. The subdivisions of attribution shown there were
selected so that they could be identified with constructive remedial
action. Examples of such remedies are listed on the right hand side of
the table. Some of these, e.g., skill development and continuing rehearsal
for proficiency maintenance, have been discussed thoroughly in Sections II
and III.
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TABLE 14

PARTITIONS OF ATTRIBUTION AND REMEDY

ATTRIBUTION

Assignment of Causes of Error*
Inadequate definition of the problem at the outset before
the system requirements and specifications were established.
(Produces substantive or existential error, because the
system specification itself 1is inadequate) otherwise called
"unforeseen circumstances.”
Inadequate system design (presumes the specifications are
adequate, but their interpretation in terms of the design
13 not adequate; therefore also produces substantive
error.) .
Inadequate definitlon of the procedures (really part of
system design, but emphasizes modus operandi and therefore
also produces substantive error)
Naiveté
— Mismatched or misapplied skills.
— Ignorance of regulations or rules
= Inadequate instruction of the procedures
Inadequate interpretation and/or execution of the procedure(s)
— Lapse 1n practice
— Psychophysiological stressors

(1) Workload

(2) Environmental disorders
(3) Emotional disorders
(L) Alcohol, drugs

— Psycloneurosis

~— Blunders —
when it isn't.

REMEDY

Correction of Cause

® Design modification

® Deslign modification

® Procedural modification

o (Naivetd)

= delection and training for skill development

~— Explanation and training

== Retraining and rehearsal

o (Inadequate interpretation and/or execution of the procedure(s))

—— Continuing rehearsal for proficiency malntenance

— (Psychophysiological stressors)

(1)

(2)
(3)
(%)

Redistribution of some functions or tasks among crew
members or reassignment of some functions to autumatic
control

Correction or reassignment

Reassignment, rehabilitation

Reassignment, rehabilitation

— Reassignment, rchabilitation

everyone involved thinks that everything is okay — Requlres an independent observer or agency to monltor, recognize,

and correct.

— External disturbances (1.e., external to the human operator), e.g., == Design modification to sense the disturbance, if possible, so that
the operutor can adopt pursult or precognitive levels of behavior
to cope with the disturbance where the compensatory level is
inappropriate; design modification to improve reliability of the
machine, possibly even by reassignment of some functions to a human
operator not otherwise overloaded.

wind shear
potential traffic conflicts
failures of the machine or system

The ubsence of assignable cause means that the error will be called “chance® or “random."






SECTION V
MONITORING AND DECISION MAKING

With increased use of automatic controls and computers in modern day
aircraft and traffic control systems, the role of the human operator is
becoming more supervisory, involving increased amounts of monitoring and
decision making. In these roles, human outputs are typically discrete
(as opposed to continuous control actions) and include non-manual actions
such as verbal communication. Monitoring and decision making errors can
arise due to misperception of monitored information and misinterpretation
of perceived information. Errors can also occur in the more cognitive
aspects of decision making where the opesrator must account for various
possible consequences of the alternative actions available to him.

Monitoring and decision making constructs and viewpoints are useful in
full mission simulations with a complete crew in several ways. First,
human errors sometimes appear to be inexplicable when, for example, only
two courses of action are possible, and an operator appears to make the
obviously wrong choice. By considering the elements of these task situa-
tions in a decision making context one can gain additional insight into the
underlying factors involwved. Second, if specific analytic decision-making
models are reasonably appropriate descriptors of the mission phases being
simulated, then the model can serve as a means for the analysis and inter-
pretation of the experimental results. Third, a ccmbination of monitoring,
decision making, and control viewpoints is essential in treating repeated
similation runs by one crew, or an ensemble of simulations involving many
crews. In a single run behavior and performance for all the tasks involved
are specific concrete actions (or inactions), flowing in a sequence. Error
is identified as an extreme deviation from a desired state. With many runs
these concrete actions often exhibit differences, either in kind or in
degrees. A probabilistic structure for particular events then becomes
appropriate as a means of describing the experimental data. Further,‘the
potential tradeoffs (based on experience and training) involved in selecting
various emergency actions can be exposed in the light of a utility concept.
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Monitoring and decision making theories are the appropriate vehicles for
such considerations.

For simulations where a monitoring and decision making construct is
likely to be useful the experimenter must recognize this potential at the
outset by appropriately structuring the experimental tasks, scenarios, and
performance measures. Then, when particular models for decision making
are to be considered in date analysis, there may be further impact on the
experimental design.

In the following discussion, monitoring and decision making are first
presented from a conceptual point of view in order to identify the basic
components of monitoring and decision meking tasks that must be taken into
account in simulation setup, selection of measurements, and experimental
design. A.na.ly-bica.i procedures for data analysis and modeling are then
briefly covered. In the most general approach to studying monitoring and
decision making behavior as discussed below, the detailed structure of the
operator's task may not be clear so that only very general data analysis
procedures can be applied with any certainty. As more is understood about
the operator'!s behavior, certain assumptions may be invoked to allow more
detailed analysis and perhaps modeling of the operator's task. This section
is then concluded with an example to illustrate how a specific situation
can be analyzed from a decision perspective to discover factors important
in developing the appropriate experimental measurements to be made in a
similation.

A. GENERAL DECISION MAXKING CONSTRUCT

Let us first consider the conceptual decision making construct of
Fig.12 , which includes the important aspects of a decision making
scenario (general decision making constructs are discussed in Refs. 48-50),
The conceptual construct involves (a) human operator(s)/decision maker(s)
coupled to the controlled or supervised system and environment through
input and output interfaces. Information is provided to the operator
through visual, auditory, motion, and perhaps tactile displays. The
decision maker's actions based on the displayed information are then trans-
mitted to the system to change its state. This system might include
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multiple operators and voice or telemetry links, and operate on single,
independent decisions or multiple sequential decisions where one decision
and action influences succeeding decisions (i.e., so called sequential or
dynamic decision situations).

The input to decision making is provided by the operator's perception
and interpretation of information on the displays he is monitoring. Dis-
played information might include real world visual, motion, and auditory
feedbacks, plus raw and processed sensor data and higher level computer
aiding informstion. At this input stage there is somes possibility for
misperception or misinterpietation of displayed data which is a source
for human error in the decision making scenario. Perceptual noise has
been studied in connection with driver decisions at signal lights (Ref. 51)

and in gap acceptance (Ref. 52) and can be an important component in human
decision meking errors.

The perceived state of the system then provides an input to the decision
making process as shown in Fig. 12, and is dombined with various other
inputs related to the operational scenario in which decisions are made.
These other inputs are more difficult to measure in situ and may include
1) the possible alternative actions available to the operator(s)* which
affect system response, 2) the potential consequences and associated
utilities of the various alternative actionst, 3) the goals and strategies
associated with a given operational scenario or mission, and 4) the biases

-of the individual decision maker(s) to take or avoid risk. Figure 12 em-
phasizes these other inputs even though each specific action from input

* Alternative actions which are subjectively believed by an operator to be
available may differ from those alternative actions which are intrinsi-
cally available.

t Utility assessment is the process of eliciting and estimating subjective
human values for the outcomes of decisions. Reference 55 introduces the
general problem of utility assessment and provides a technical review
of the available techniques, models, and guidelines for using the pro-
cedures. Utility assessments of approach to landing are described in
Ref. sk.
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("displayed information") to output ("controller action") is accomplished

using one or more of the triad of pathways described earlier.

Consideration of the above components in the decision making task is
essential in the simulation and analysis of these situations. Many of‘these
items are ingrained into the skilled (i.e., highly trained) human operator/
decision maker. However, the relative values used in making a decision are
usually influenced by his state of mind, which, in turn, are affected by
the fidelity of the simulation (i.e., realism).

The proper simulation of value (i.e., the worth or penalty) associated
with the various system outcomes such as crashes, fuel or time loss, ete.,
is very important but difficult to achieve. For example the consequence
of a crash to flight crew members in real life is serious injury or death,
so extreme aversion to any action that might lead to this consequence
is present. In a simulation then, some taboo or similar drastic structural
penalty must be engendered into the crew by adjusting the experimental
variables, instructions, and payoffs.

Again referring to Fig. 12, one sees that the decision maker's actions
are transmitted to the physical System through some sort of interface which
finally results in a direct control input to the system. The interface
might include voice or telemetry links, which could provide a potential
source of both noise and time delay affecting overall system operation.

The controller's actions change the system state along with potential
process noise sources and other environmental influences. The state of
the system is then displayed to the operator(s) in various ways. Some
possibilities illustrated in Fig. 12 include directly observable outcomes
Vvia visual, motion, and auditory cues; sensor outputs which may include
significant sensor ﬁoise; and highef levels of processed information which

might include relatively sophisticated computer aiding.

The display interface with the operator provides the final transforma-
tion of information on the state of the system and enviromment. In the
real world the display interface represents a dgsign problem to provide
complex arrays of information as simply and efficiently as possible in
order to minimize operator reaction time and worklcad and to maximize the
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quantity and quality of information transfer. In simulation a fidelity
problem exists, particularly in recreating the motions, sounds, and visual
detail in the real world. Lack of fidelity at this stage can reduce the
face validity of the simulation and create another source of time delay

and noise injection into the system.

3., ANALYSIS OF MONITORING AND DECISION MAKING BEHAVIOR

Given the conceptual construct in Fig. 12 we can now consider various
qualitative and quantitative methods for analyzing monitoring and decision
making behavior. In general we are concerned with decisions mede under
risk involving the possibility of loss or injury. This implies some
uncertainty in the consequences of a given decision/action, and this

uncertainty is represented by the various noise sources in Fig. 12.

Qualitatively, the decision msker weights the various alternatives
avallable to him, and picks the most desirable or least undesirable. The
nature of this weighting process has been the subject of a large body of
research, and has resulted in various decision meking analysis approaches.
Several of these are described below.

1. Risk Avoldance

This approach attempts to describe the avoidance or minimization of
risk in situations consisting of many decision alternatives. The basic
assumptions of the model, in addition to presuming that an alternative's
risk increases with the mean of its probability of loss, is that risk is
related to: 1) the variance of the outcomes; 2) the maximum loss or regret;
and 3) the range of outcomes (Ref. 55). These various factors can be
accounted for by weighting schemes as discussed below.

£, Linear and Functional Mcdels

These models meke a minimum of assumptions and can be considered as
data analysis paradigms. The "linear model" generally defines the attrac-

tiveness, «, of a decision alternative, A., as a sum of weighted probabilities,

i’
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Pij’ Plus weighted rewards (values), Vij’ plus a constant, i.e.,

“{b) = 3(VygPyy * Teg) * O (e)

where the Wij and wij are the weightings. Regression analysis is generally
used to determine the weights.

The "functional model" weights stimuli or pieces of information (sij)
about the situation which have "scale values" as opposed to the axiomatic
assumptions of probabilities or values in the models discussed below. The

attractiveness, a, of an alternative, Ai, is

a@ﬂ: 3 Wy 485, (7)
|

Analysis of variance procedures are generally applied to the data. The

results of application of these models is scmewhat mixed (Ref. 55). Their

main appeal is in the assoclated data analysis procedures (i.e., regression

and analysis of variance) which are relatively straight-forward and readily
available. ’

3. Expectation Maximization

The net value of gg;tidimensioga; decision alternatives can be modeled

as a sum of the probabilities of the various decision outcomes, each
welghted according to the value of the outcome to the decision meker. The
basic tenet of the theory is that a decision maker will select the alter-
native which maximizes the expected value. The model takes the following
form, the notation depending on whether the probabilities and values are

objective or subjective (i.e., perceived by the operator): .

mw(a;) = $ fig'yy (=5) (8)
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where

X, is a possible gutcome or consequence of
decision A; (the x3's are generally assumed
to be a mutually exclusive and exhaustive
set)

13 ©F (Uij) is the objective wvalue (or subjective utility

of outcome xj given decision Ai)

P, . or (SPi j) is a conditional probability (subjective con-
J ditional probability) of outcome xj given

decision Aj given the state of the environment
(for X3 as above, it is generally assumed that

._1)

A

For various combinations of objective and subjective probabilities and
values different expectation functions can be defined:

EV (Ai) Objective Expected Value for objectvive
probabilities and values

SEV'(Ai) Subjective Expected Value for subjective
probabilities and objective values

EU(Ai) Expected Utilities for objective proba-

bilities and subjective utilities

SEU(Ai) Subjective Expected Utility for subjective
probabilities and utilities

This model has been used to study the affects of alcohol on driver
decisions at stop lights (Ref. 51). One key conclusion from this research
was that driver perceptual variability increased under alcohol, which was
the cause of increased risk taking. Fatigue, high workload, etc., might

also lead to increased perceptual variability in an aircrai‘t/ATC scenario,

so this is a potential error source to consider.
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4. Signal Detection Theory

Signal detection theory is a special application of the expected value
theory above which has found considerable application in modeling the
psychophysics of monitoring behavior and decision response. This theory
has been applied to the lane change maneuver in driving (Ref. 52) and
expanded for application to man-vehicle problems in general in Ref. 56.
This theory postulates a decision maker's task as determining which of two
hypotheses is true from one available observation. To make decisions in
an optimal menner, Ref. 57 considers maximizing one among the following
objectives:

(a) "Correct response" fraction
(b) Expected value

(¢) Weighted differential probability ("correct
response” minus "false alarm")

(d) A posteriori probability

(e) "Correct response" probability at fixed "false
alarm" probability (commonly known as the
Neyman-Pearson objective).

At any given signal-to-noise ratio, all of the objectives listed above
yield the same strategy based on a likelihood ratio criterion (Ref. 58).
Reference 56 shows, furthermore, that, for the objectives listed, the
likelihood ratio criterion level remains constant as the signal-to-noise
ratio is varied unless the Neyman-Pearson objective (e) is employed by the

decision maker.

Consequently Ref. 56 proposes an interpretive model for.decision
behavior in which the observer is presumed to perform the optimal processing
using subjective rather than objective probability distributions. (Bayes'
rule is applied to subjectively perceived distributions.) One possible
interpretation for the experimental results involves the use of a subjective
Neyman-Pearson decision strategy; another possible interpretation implies
breakdown of the subjective expected utility principle. One unequivocal
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finding is that for experimental situations in which signal-to-noise ratio
is allowed to vary from trial to trial, decisions are not made on the basis
of a constant (objective) likelihood ratio criterion.

C. DECISION MAXING ANALYSIS EXAMPLE

The very terminal phase = from decision height on = of the aircraft
landing example already described can be used to illustrate the various
decision-making concepts discussed above, and their application to labora-
tory/simulation research. The example used here was adapted from earlier
work (Ref. 59). First, the decision alternatives and related outcomes or
consequences must be identified as summarized in Table 15. The outcomes
also suggest associated verformance measures that can be made in lieu of
experiencing any of the rare event outcomes. This is important because of
the extremely low accident probabilities in aircraft operation which would
require an extremely large number of runs to obtain reliable occurrence
rates. The sample distribution of the subsidiary performance measures so
ocbtained can then be fitted with an appropriate distribution curve, and
used to predict the probability of an accident (e.g., hard landing, run
off runway, ete.).

Given the decision alternatives and outcomes, we next consider the
conditional probabilities of success or accident given a "land" or "go
around" decision. In Fig. 13 we have illustrated a probability tree
model adapted from Ref. 59 that can be used to establish the conditional
probabilities. The probability elements in Fig. 13 are assumed to be
independent so that the product of the component probabilities along a
path from the decision alternative to the outcome gives the conditional
probability for the various'outcome/alternative pairs. In Ref. 59 it is
discussed how the various probability components depend on aircraft and
wind gust characteristics.

The last step in analyzing or simulating the decision msking aspects
of the landing example is to establish values or utilities for the various
outcomes. The pilot's subjective impression of the value structure is
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TABIE 15

DECISION COMPONENTS SUMMARY FOR LANDING EXAMPLE

DECISION
ALTER- BASIC OUTCOME ASSOCIATED PERFORMANCE
NATIVE
Successful landing Dispersions at decision
height and/or reference
position and at touchdown
Short landing Longitudinal touchdown
location
Hard landing Sink rate at touchdown
Overrun runway Airspeed and altitude
during rollout errors at reference
position
Land off side of Lateral touchdown loca-
) runvay tion
Land Accident Drag a wing tip or | Bank angle at touchdown
engine pod during
landing
Land with excessive | Side velocity at touch-
misalignment angle | down
(putting side loads
on Tanding gear)
Run off side of Lateral displacement
runway during
rollout
Successful abort and go Dispersions at decision
around height and range to other
aircraft and obstacles
Unsuccessful abort | Altitude, range to
Go . obstacles
Around |Accident _
Unsuccessful go Range to other aircraft
around or obstacles, fuel level
Unsuccessful Range to other aircraft,
approach fuel level
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most pertinent, and application of utility theory (e.g., Ref. 60) might be
helpful here in establishing the ranking and relative magnitude of the
outcome value structure.

It should be noted that the landing example might also be considered
as a sequential decision making situation where with each go around, fuel
quantity diminishes, and the weather and aircraft condition may be de-
grading. Thus various conditional probabilities can change on sﬁccessive
g0 arocunds.
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SECTION VI
CONCIUSIONS

Human errors in aviation tend to be treated in terms of clinical and
anecdotal descriptions, from which remedial measures are difficult to
derive. Correction of the sources of human error requires that one
attempt to reconstruct underlying and contributing causes of error from
the circumstantial causes cited in official investigative reports. A
comprehensive analytical theory of the cause-effect relationships governing
propagation of human error is indispensable to a reconstruction of the
underlying and contributing causes. This report presents a validated
analytical theory of the input-output behavior of human operators involving
manual control, commnication, supervisory, and monitoring tasks which are
relevant to aviation operations. This theory of behavior, both appropriate
and inappropriate, provides an insightful basis for investigating, classi-
fying and quantifying the needed cause-effect relationships governing
propagation of human error. Highlights of the insight provided by this
theory follow.

A. The input-output behavior of human operators in manual
control systems is characterized by an internal organization
involving three major pathways. These correspond to closed-
loop, combined open~ and closed-loop, and open-~loop behavior
patterns. In manual control systems which exemplify these
patterns, the system bandwidths, attentional fields, and
rehearsal requirements are ordered correspondingly, i.e.,
compensatory < pursuit < precognitive. Similar but inverted
orderings of perceptual motor loading and system latencies
are associated with the three pathways.

B. The three-pathway model for manual control can be
generalized to a perceptually-centered model appropriate
for input-output human behavior involving sensory modalities
other than vision and output modalities other than manipula-
tion.

cC. The perceptually-centered model for human behavior is
further generalized to include an executive and superviscry-
monitoring metacontroller which identifies the situation,
selects the appropriate pathway, directs the information flow
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through the pathway selected, and monitors, on an off-line
basis, the resulting outputs. The off-line monitoring
feature constitutes yet another feedback, albeit on an
intermittent and longer term basis.

D. The characterization of human behavior presented here
provides a rational basis for planning specific investigations
of the sources of human error using full mission simulation,
either for the purpose of research in advance or diagnosis
after the fact. When the purpose and scope of a simulation
study has been set forth, the behavioral models summarized
here can be used to predict (sometimes), subsume, describe,
and rationalize the experimental results. For these tools
to be most useful the experimental planning considerations
should include the following activities.

1. Develop mission phase, task breakdown for nominal
conditions. For each task, each crew member, and
each traffic controller, list:

a. An ordinal time line of activities.

b. Input/ output modalities for each task and nominal
(unimpaired, highly trained) human operational mode
(precognitive = open loop, compensatory = error
correcting, pursult = combined open, closed loop,
store = to memory, for association).

c. '"Displayed" (perceivable from scme source), controlled
(attended to in control tasks), monitored variables.

d. Command profiles, monitoring goals.

e. Determine event markers and human operator input-
ouput behavioral status (e.g., short term bandwidth)
indicators; comneet with the ordinal time line.

2. Define decision points within the mission phase/task
structure.

. a. Break decision complex into sequences of binary choices.

b. Develop a comprehensive list of outcomes (with which
probabilities will be associated).

¢. Determine surrogate or connected measures for each
outcome (from which sample measurements will be
taken as the basis for a distribution fitting
function).
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E.

5. Off-nominal and abnormal scenario elements

a. Determine the off-nominal/abnormal mission phase
shifts which are to be exercised to increase work-
load, divide attention, interrupt routine, impair
human operations, etc. These should be selected
to exercise the simulation subjects in roles likely
to be crucial to the topies being focused on in the
simulation.

b. Expand the mission phase/task breakdown (and the
outcomes in the decision complex, if needed) to
account for the off-nominsl scenario elements.

When the source and presence of grievous errors are to be
recognized and quantified, the event identifiers/markers and
human input-output behavior indicators of a given run with
grievous errors present can

1. Be compared with pre-determined error tolerances, and/or
2. Be compared with a similar error free run.

The results of these comparisons for the human input~output
behavior indicators can be used to deduce the human error
source and its correlates in any malfunctions of other sub-
system or extreme inputs or disturbances. Similarly, the
event markers and pertinent state variables will be the tip-
off, and basis for quantification, of machine-centered error
sources. \
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