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A:eS'W.AC'l! 

Human error is a significant contributing factor in a very high pro­
portion of civi~ transport, genera~ aviation, and rotorcraft accidents. 
Finding ways to reduce the number and severity of human. errors woud thus 
appear to offer promise for a significant improvement in aviation safety. 
Human errors in aviation tend to be treated in terms of clinica~ and 
anecdotal. deSCriptions, however, from. which remedial. measures are difficut 
to derive. Correction of the sources of human error requires that one 
attempt to reconstruct underlying and contributing causes of error from 
the cirCUIllStantial. causes cited in official. investigative reports. A 
comprehensive ana.l.ytical. theory of the cause-effect relationships governing 
propagation of human error is indispensab~e to a reconstruction of the 
under~ying and contributing causes. This report presents a ~idated 
analytical. theory of the input-output behavior of human operators invo~ving 
manual contro~, communication, supervisory, and monitoring tasks which are 
re~evant to aviation operations. 'l!his theory of behavior, both appropriate 
and inappropriate, provides an insightfUl basis for investigating, classi­
fying, and quantifying the needed cause-effect relationships governing 
propagation of human error. . 
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A. BACltGROUID AND PUBPOSE 

SEC~ION I 

mRODUC~ION 

'. Findings by the Flight Safety Foundation, the NationaJ. Transportation 

'. 

Safety Board, and others indicate that human error is at least a major 

contributing factor in a very high proportion (80 percent or more) of civil 

transport, generaJ. aviation, and rotor craft accidents. Finding ways to 

reduce the number and severity of human errors wouJ.d thus appear to offer 

great promise for a significant reduction in accidents and improvements in 

aviation safety. 

The proportionaJ. involvement of human errors in aviation accidents has 

been relatively stable in spite of many changes in the Air Traffic Control 

System and typicaJ. cockpits. This does not mean, however, that an irri­

ducible minimum has been reached. Instead, we appear to be on a plateau 

in understanding the quantitative detail.s of just how the human elements 

contribute. To make a significant dent in error reduction requires a 

better appreciation for the sources and causes of human errors as they 

affect the totaJ. aeronauticaJ. transportation system structure. Based on 

such improved understanding, changes in the technological, proceduraJ., 

ATe system, training, etc., aspects of the system structure can be evolved 

to remedy or improve weak points. 

A t present there is no nationaJ. capability to support the flight simu­

lation studies which are necessary for identifying and correcting the 

sources of human error associated with current and future air carrier 

operations. As one means to this end the National Aeronautics and Space 

Administration is planning a new Man Vehicle Systems Research Facility for 

Ames Research Center. The Man Vehicle Systems Research Facility is intended 

to address at least three issues requiring high operationaJ. fidelity in 

aviation safety research: 

1) Full mission/fuJ.l crew/multiaircraft/air traffic control 
(ATe) interactions in generaJ., 

TR-1156-1 



2) Crew/avionics, crew/crew, and crew/A!!C interactions 
which are design specific, and 

3) Advanced techno~ogy cockpits and man-machine re~tion­
ships therein. 

Major investigations of these issues wi~ have as basic purposes the en­

hancement of flight safety and improved performance- in essence the 

reduction of human error. 

Human errors in aviation tend to be treated in terms of clinica~ and 

anecdot~ descriptions. For a more concrete identification of the sources 

of human error, one must strive to separate original under~ying and con­

tributing causes from the circumstanti~ causes cited in offici~ investi­

gative reports. Furthermore, if one is to attempt correction of the 

sources of human error, their cause-effect re~tionships must be better 

quantified and categorized in concise statisticu summaries. In short, 

a more specific quantitative classification of the sources of human error 

is needed, and that is precise~ the subject of this report. 

Meaning~ quantification requires a sound underlying and unifying 

founda.tion in terms of mathematical mode~ which subsume existing evidence, 

permit the planning of experiment~ measurements, guide the interpretation 

of res~ts, and serve as the basis for ex:trapo~tion (e.g., byana1.ysis 

and estimation) of resuts to other circumstances. Specifica.1J.y needed in 

this connection are validated mode~ of human behavior which permit the 

a.na.J.yst to focus on the abnormall ties which ~ead to human error. It is 

the purpose of this report to fUlfi~ this need. 

B. O~ION OF m P.EPO~ 

The presentation begins with mode~ of rationu human behavior which 

represent specific and particruar time sequences of operations. Section II 

provides a cat~og and mode~s of human percept~ and contro~ behavior 

encompassing the entire range of man-machine system applications. The 

resut views the human operator as having a triad of functiona~ pathways, 

each one describing fundamentally different patterns of behavior and 

response performance. 

TR-1156-1 2 
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Section III generalizes the foregoing presentation for other circum­

stances of particular importance to crew'members and ground controllers 

in air carrier operations, viz., inputs other than visual, interactions 

among several presumed cooperators, and outputs other than manipulations. 

The most common example of these other circumstances in aircraft and the 

air traffic control system is, of course, voice communication. 

Section III continues with a brief summary of the ~uccessive Qrganization 

of ~erception (SOp) theory for skill development. The SOP theory leads to 

an understanding of both progressive and regressive control, cOmmunication, 

supervisory, and monitoring behavior during training, transfer, rehearsal, 

and stressful operations. It is :f'unda.mental to an understanding of human 

error sources, and it can also be associated with at least one concept of 

perceptual motor loading. 

Section III concludes with a practical example showing how to construct 

a temporal sequence of mission phase behavioral patterns from a knowledge 

of the normal constituent task behavior required of crew members during 

approach and landing operations. Of particular significance in this example 

is the fact that, depending on the nature of the man-machine interface, 

open-loop behavior in performing many so-called supervisory and discrete 

tasks is normally of limited duration and is properly interspersed or 

concluded with closed-loop behavior characterized in terms of an off-line 

supervisory monitor in the SOP theory. Omission of this closed-loop 

monitoring bebavior may, in fact, lead to human error. 

Section IV progresses from a description of the normal to the abnormal, 

i.e., from satisfactory to unsatisfactory error performance. This exposi­

tion begins with overall definitions and clasSifications of human error 

and system error. It then proceeds to consider a more detailed partition 

of circumstantial causes of human behavioral errors within the framework 

of the ~erceptually-centered input-output pathways embedded within the SOP 

paradigm. This section concludes with a breakdown of original underl;ying 

and contributing causes of human behavioral errors arranged to lead readily 

to categorical recommendations for correction of the causes of error. 

TR-1156-1 3 



Section V progresses from a description of the single specific task 

behavior to a description of ensembles of behavior, i.e., from models of 

specific instances to probabilistic generalizations. This exposition 

proceeds with the aid of monitoring and decision-making paradigms as 

devices for examining assembled data encompassing system performance and 

effectiveness as well as human error performance and behavior. Section V 

concludes again with practical examples applied to the approach and landing 

problem. 

Section VI provides a concluding summar.1 of the key points made about 

the several natures of human behavior and error offered in this report. 

The descriptions and characterizations presented here provide a number of 

bases for full mission simulation planning. These include the development 

of mission phase/task/human behavior breakdowns and task event and outcome 

descriptions. Also to be considered are the selection of appropriate 

state and control variables needed for the definition of system outcome 

probabilities and for the behavioral and error assessments for the human 

elements. The actual types of measurement procedures suitable for treating 

full mission simulations using the perspectives presented here are the 

subject of a forthcoming companion report. 
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SECTION II 

A CATALOG AIID 110DELS OF HmIAN CONTROL BEHAVIOR 

A. A PERCEPTUALLY CENTERED HODEL OF CONTROL BEHAVIOR 

Because of enoroous versatility as an information processing device 

the hUllan controller is complicated to describe quantitatively, Three 

features are dominant in this versatility. First, the constituent sensinp" 

data processing, cOllputing, and actuating elements are connecterl as inter­

nal signal processing pathways which can be reconfip,urerl as the situation 

changes. Second, functional operations on the internal signals within 

a given pathway may also be nodified. Third, the output mechanism is 

selected to suit the circullstances. Thus, in general, we have selection 

of the pathways to be involved and of the output node, and adaptation of 

the functions performed within the selected pathways. Although these 

features are concon to nost rational overt human behavior, their quanti­

tative description and associations with the external environnent have 

been studied primarily in a manual control context. TIlerefore, we shall 

approach a general model hy first presenting one for "!!anual outputs. 

This focuses on the pathways and adaptation within them. The resulting 

restricted model can then be modified as needed to fit other output 

nodes. This procedure permits concepts to be concretely presented while 

reaaining closely tied to an extensive empirical base. 

* Figure 1 shows the general pathways neederl to describe human 

behavior in an interactive man/machine systel~ wherein the hunan operates 

* . The description of human control operations given here has an 
extended history, and constitutes a synthesis of a vast experimental 
literature and the work of many people. It was started with Ref. 1 and 
has been elaborated and extenderl at intervals since, e.g., with Refs. 2 
and 3. These references include a comprehensive coverage of sources. 

TR-1156-1 5 
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on visually sensed inputs and con~unic~tes with the machine via a mani­

pulative output. Each block represents a transfer of signals from its 

input to its output. The complete block diagram shows the r.tinimuTl 

number of the major internal functional signal pathways required to 

characterize the different varieties of human controller behavior. That 

the specific internal signal organizational possibilities shown are 

~ctually present was originally der.tonstrated by manipulatin8 experimen­

tal situations (e.g., by ch~nging system inputs and machine dynamics). 

By this menns one can isolate different cor.tbinations of the specific 

blocks shown in this diagram. 

To describe the components of the figure start at the far right with 

the controlled element; this is the machine being controlled by the 

h~an. To its left is the actual interface between the human and the 

machine - the neuro~uscular actuation system, which is the hUr.1an's out­

put mechanism considered here. This in itself is a complicated feedback 

control system capable of operating as an open-loop or conbined open­

loop/closed-loop system (although these levels of complication are not 

explicit in the simple feedback control actuation system block diagram 

shown here). The neuromuscular system conprises liMb, muscle, and mani­

pulator dynamics in the fonvard loop and muscle spindle and 'tendon organ 

ensembles as feedback elements. All these elements operate within the 

human at the level from the spinal cord to the periphery. 

There are other sensory sources, such as joint receptors and peri­

pheral vision, which indicate limb output position. These operate 

through higher centers and are subSUMed in the proprioceptive feedback 

loop incorporating a block at the perceptual level further to the left 

in the diagram. If motion inputs are present, these too can be asso­

ciated in a proprioceptive-like block. 

The three other pathways shown within the perceptual level are 
I 

responsible for major differences in purposeful behavior. Each pathway 

accounts for a different level of excellence in skilled performance and, 

accordingly, will also ~ccount for undesirable human errors which may 

appear. Stated another way, the three pathways correspond to three dif­

ferent types of control operations on the visually presented system 

TR-llS6-1 7 



inputs. Depending on which pathway is effectively present, the control 

structure of the man/machine system can appear to be open-loop (precoR­

nitive), or coobination open-loop/closed-loop (pursuit), or totally 

closed-loop (compensatory) with respect to visual stimuli. 

B. COMPENSATORY OPERATIONS 

The conpensatory block is appropriate at the perceptual level when 

the human controller acts in response to system errors or controlled 

element output quantities. ~en only this pathway is operating the 

human exerts closed-loop control on the machine so as to minilnize system 

errors In the presence of command and disturbance inputs. Compensatory 

behavior will be present when the conmands and disturbances are rando~ 

appearing and when the only information displayed to the hunan con­

troller consists of system errors or machine output~. 

The term "system errors," as used here, refers to mismatches between 

system inputs and outputs. These "errors" are the essential stimuli to 

the human controller for closed-loop operation. Because they are the 

sine qua non of feedback control, they are not int.rinsically undesir­

able. In fact, when a compensatory system is operating properly the 

human controller is effective in system error reduction or correction by 

dint of good use of error as a stimulus. On the other hand, ~e shall 

later see that conpensatory system operations can give rise to errors 

which, while just as hur.tan-based as those described here, are undesir­

able because of their size or character. 

The compensatory pathway is shown in isolation in Fig. 2a. Because 

the human can operate only on the error, the systen output, m, can be 

made to follow the systeD input, i, over the control handwidth only to 

the extent that IYpeYcl is made much greater than 1 by the controller 

(Yp ), i.e., 
e 
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H = r 
YpeYc 

1 + YpeYc 

~ 1 for W such that IYpeYc(jW)I > 1 (1) 

Similarly, the error, e, is reduced only in the frequency regime ~.here 

IYpeYcl is large when compared with unity. 

The details of what the human controller does in adjusting his Yp 
e 

to achieve error reduction have been the subject of thousands of experi-

ments. Consequently, most of the adaptive fe~tures (i.e., adaptive 

within the cOt:1pensatory pathway) associated tolith these kinds of opera­

tions are well understood (Ref. 3). 

If a large variety of controlled element forms are used in an 

experimental series, the measured human transfer characteristics will be 

different for each controlled element. But, for a very wide range of 

controlled element dynamics it turns out that the forn of the total 

open-loop transfer characteristic about the crossover frequency will 

remain substantially invariant. This form is 

YpeYc 
. 
:0 

wce-jWTe 

jw W .... Wc (2) 

The effective system latency or time delay, Te , which is only a low­

frequency approximation to all manner of high-frequency leads and lags 

deriving fron both the man and the machine, is not a constant. The 

operator-based portion, To' of Te depends primarily on the amount of 

lend equalization required of the operator, as shown in Fig. 3 (Ref. 

3). This indicates that the human controller's equalization adopted to 

offset controlled element dynamic deficiencies has an associated compu­

tational time penalty. With this proviso on 1', the F.q. 2 relationship 
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becoees the well-known simplified crossover model of compensatory manual 

* control theory. , 

The human operator's adaptation to controlled element dynamics is 

implicit in the Eq. 2 relationship, i.e., for a particular set of con­

trolled ele~ent dynamics defined by Yc the hu~an will adopt a crossover 

region transfer characteristic IYpel ,;. IWc/sYcl. The general fore of 

the hucan's response would thus be determined by the specifics of Yc ' 

and changes in this task variable evoke changes in Y
Pe 

such that the 

crossover model open-loop transfer characteristic form is preserved. 

Because we shall ultimately be interested primarily in error it is 

pertinent to recognize that the crossover frequency, wc ' which corre­

sponds to the frequency where IYp Yc l = 1, divides the frequency domain 
e 

into two fundamental regions. For inputs which have a frequency content 

ouch less than we' IYpeYcl will be ouch greater than 1, so the output 

*A simplified derivation of the crossover model froe empirical data 
for several different controlled elements, together with its ~ny useful 
mathematical properties, is given in Chapter II of Ref. 3. 
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met) will follow the input l(t) almost exactly and error, e(t), will be 

reduced relative to i(t). That is, 

I~I .. 
f 1 + Y;e Ye I 

. w 
when IYpeYcl > 1 (3 ) .. -Wc 

On the other hand, for input frequencies greater than Wc the error will 

not be reduced and, instead, will be approximately equal to the input. 

The crossover frequency is a close approximation to the ystem band­

width, which for low pass systems is the frequency where l~t(jw)/I(jW)1 

• -3 dB. Bandwidth is the usual metric used to describe the frequency 

regions over which the output is a good duplicate of the input. Band­

width is also connected with the response time of a system, large band­

width implying rapid response. These connections are illustrated for 

the special case of the crossover model with 't' = 0 in Fig. 4. In these 

circumstances the bandwidth of the closed-loop system and the crossover 

frequency, wc ' of the open loop are identical, while the time constant 

of the closed-loop system is simply I/wc. For more complex systems 

(e.g., 't' ~ 0 for the crossover model of Eq. 2), there is a difference 

between the bandwidth, wb' and the crossover frequency, wc ' yet they 

are ordinarily relatively close to each other. In any event, they are 

parameters which co-vary as system properties are changed. 

Because bandwidth, or crossover frequency, is the primary measure of 

error reduction in compensatory systems, the dependence of Wc on the con­

trolled element characteristics is of major importance. The general 

nature of the variation can be appreciated using Fig. 3. To use this 

figure we first recall that the phase margin of a closed-loop system is 

defined as the difference between 180 deg and the phase angle of the open­

loop characteristic at the crossover frequency. For the crossover model, 

tM - ~ - (~/2 + wc't'e) 

... ~/2 - wc't'e (4 ) 
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Then for si~plicity, and to connect with Fig. 3, assune that the opera­

tor adopts a connon phase mar3in of ~/2 - 1 radians for all controlled 

elements to be considered. For this condition the crossover frequency 

will be l/Te rad/sec, which is shown as the ordinate on Fig. 3 (assum­

ing (Te ~ TO)' Using the crossover model, Eq. 2, the leads generated by 

the operator, given by the abscissa in Fig. 3, at the 0, 20, and 40 dB/ 

dec points are seen to correspond to machine dynamics of Yc = K/s, K/s2, 

and K/s3, respectively. Then, reading from the figure, the wc's (or 

approximate bandwidths) for the closed-loop systeMS involving these 

plants (when ~t • ~/2 - 1 rad) will be about 3, 2.15, and 0.35 rad/sec, 

respectively. For a pure gain controlled ele~ent an Wc of 3-5 rad/sec 

is readily achieved. 

The crossover model also applies when the machine dynamics are 

snoothly time varying. The crossover frequency itself tends to be con­

stant for a given set of task variables whenever the large amplitude 

high-frequency co~ponents in the syste~ input ~re ouch less than wc' It 

increases slightly as forcing function bandwidth is increased and is 

reduced for very small input amplitudes. This is a consequence of the 

operator's indifference threshold, which is the most important nonline­

arity to be considered in connection with crossover ~odel transfer char­

acteristics. It is Ilsed to account for inattention, among other things. 

~le shall return later to some of these properties of co~pensatory sys­

tems when considering sources of hunan errors in Section IV. 

c. PURSUIT OPERATIONS 

When the corm:tand inputs can be distinguished fran the system outputs 

by virtue of the "display" (e.g., i and m are shown or detectable as 

separate entities relative to a reference) or preview (e.g., as in 

fol1o~1ing a curved pathway), the pursuit pathway joins the compensa­

tory. This nel" pathway, Y'Pi in Figs. 1 and 2, provides an open-loop 

control in conjunction with the compensatory closed-loop error correct­

ing action. 
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Perhaps the ~ost mundane exa~ple is driving a car (sec, e.g., 

Ref. 4). tlhen there is sufficient road'Jay preview and contrast and tex­

ture in the surround to permit perception of the roadway and the vehicle 

output notions as independent entities, the practiced driver can take 

advantage of this preview to structure the control feedforward, Y
pi

' 

This open-loop feedforward element permits the driver to anticipate the 

desired path. After the driver has also learned to co~pensate for the 

vehicle dynamics, the driver feedfor'Jard portion can cause the vehicle 

to very nearly duplicate the desired path input. This kind of syste~ is 

sometimes called open cycle, closed cycle, in which the major conmands 

come from the feedforward (open-loop) element, while the closed-loop 

portion of the system acts as a vernier control to reduce any residual 

errors. 

As shown by comparison with compensatory operation in Fig. 2b, there 

are substantial advantages intrinsic to pursuit control. The same 

source of error reduction available in compensatory operations, Yp , is 
e 

still present, with similar effects to those described above. Rut the 

feedforward Yp offers an additional pathway for error reduction. In 
i. 

fact, if YpiYC = lover the systeo handwidth, the error will he approxi-

mately zero regardless of the value of YpeYc• When this latter quantity 

is also large (as in the compensatory case), the quality of closed-loop 

control can be very good indeed. 

We can again use closed-loop system bandwidth as a convenient metric 

of system response and error-reduction quality. A surrop,ate bandwidth 

measure which is compatible with the compensatory system's crossover 

frequency is desirable. This can be done by using the crossover 

frequency found from an equivalent open-loop transfer characteristic, 

HIE. Using the relationships in Fig. 2b this is seen to be 

M 
E 

,. 
YC(Ypi + Ype ) 

1 - YCY pi 

Systeo bandwidths as high as 1 Hz or so are possible for pure gain 

(Yc = Kc) or rate control (Yc ,. Kc/s) controlled elements. 

TR-1l56-1 15 

(5) 



D. PRECOGNITIVE OPERATIONS 

An even higher level of control is possible. ~'1hen complete famili­

arity with the controlled element dynamics and the entire perceptual 

field is achieved, the operator can generate neuromuscular comoands 

which are deft, discrete, property timed, scaled, and sequenced so as to 

result in nachine outputs which are exactly as desired. These neuromus­

cular cor.unands are selected from a repertoire of previously learned con­

trol movements. They are conditioned responses which may be trip,gered 

by the situation and the cor.unand and control quantities, but they are 

not continuously dependent on these quantities. This pure open-loop 

programmed-control-1ike behavior is called precop,nitive. Like the pur­

suit pathway, it often appears in company with the compensatory opera­

tions as a dual-code control --a form where the control exerted is ini­

tiated and largely accomplished by the precognitive action and then may 

be completed with compensatory error-reduction operations. 

An example of precognitive behavior is provided by experiments with 

step-like system inputs into a man/machine system with no disturbances. 

Even with a compensatory display which ShOl-lS only the system error the 

operators inaction during his initial reaction time interval permits the 

step input to be completely perceived once it is applied. Thus, the 

input is completely known. Similarly, by dint of extensive practice, 

the dynamics of the machine can also be thoroughly imprinted, and an 

appropriate control repertoire established. Responses for such systems, 

with controlled element dynamics of Yc :0: Kc/s2 and Kc/s3, are shown in 

Fig. 5 (taken from Ref. 5). The operator's output control novements are 

somewhat rounded off, but nevertheless have the essential bang-bang 

character of time-optimal control. After the operator's initial dead 

time the control movements are quite similar to the responses of an 

ideal limited-output programmed controller operatin~ to obey a mininun 

time criterion. The limited control deflection is an internal con­

straint imposed by the operator for the given situation and is not 

necessarily a physical limit. Feedback is present only to the extent 

required for the human to estimate the appropriate switching points when 
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the phase trajectory intersects the time-optimal switching surfaces. 

Because the task is thoroughly learned and practiced, the delays inter­

nal to the operator (after the initial reaction time to the randonly 

applied step) are internally accounted for and a time-optimal control 

paradigm is suitable for the cain transient control action. After the 

error is reduced to very small values, the feedback afforded hy the com­

pensatory pathways is utilized to mintain the error within reasonable 

bounds. (This dual-mode action of the human is entirely consonant with 

the dual-mode progra~ed controllers normally required to achieve prac­

tical. tine-optimal control). 

For modeling purposes, precognitive operation can be conceived as a 

series of decision algorithms and stored programs. An elaboration of 

the Fig. 1 precognitive channel is shown in Fig. 6. The conponents are 

a stored repertoire of learned responses and a decision rule which 

examines the perceptual patterns of systen input cues to determine which 

item in the repertoire to release and when to trigger it. Po~sibilities 

shot-m include synchronous operation, refinenent of the pursuit feedfor­

ward, and various "prograrnr.ted" responses. The precognitive block can 

also be thought of as a special feedforward in which the input serves 

only to provide a cue for the activation of a progranmed controller. 

Finally, when "error" reduction is considered, the very existence of 

precognitive control is highly input-sensitive. In most cases the input 

is discrete and step-like ---a classical discrete stimulus to action. 

However, the tracking of periodic functions can also progress to a pre­

cognitive phase where the internal "synchronous p,enerator" of Fig. 6 is 

the actual source of the human's output response. Using data from 

experiments with these kinds of system inputs indicates a "bat}dwidth" of 

2-3 Hz for precognitive operations with a pure gain controlled element. 

The approximate nunerical values for "bandwidth" cited above for 

pure gain controlled elements are summarized in Table 1. 
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TABLE 1 

APPROXI!1ATE SYSTEU "BANmVIDTH" FOR Yc .. Kc 

Conpensatory 4 rad/sec 

Pursuit 6 rad/sec 

Precognitive 12 rad/sec 

E. ATTENTION AND ASSOCIATION 

In general, ~e~surements of human behavior in man/machine systems 

can be affected by a very lar~e number of variables. Some of these are 

depicted in Fig. 7, categorized under the headings of Task, F.nvironnen­

tal, Procedural, and Operator-Centered Variables. The human's outputs 

are also expanded in this diagram to include physiological and psycho­

physiological aspects as yell as control actions. In limiting circum­

stances all of the variables can exert important effects on human opera­

tions, but cost sinrly define an insensitive, uniforn hackgrounn insofar 

as control operations conducted in a relatively benign environment are 

concerned. 

Two Operator-Centered Variables are, hO~lever, of key importance to 

the three limiting forns of manual control behavior described above. 

These are attention and association plus response set. 

Attention implies the ability to sense and perceive stinuli as well 

as readiness to respond to selected stimuli. By analogy with visual 

perception studies we can conceive of an attentional field, with a prin­

cipal focus and bordering margins. The attentional field has both spa­

tial geocetric and intensity aspects. Thu~, inattention or impaired 

attention can result in a nart'owinp, of the margins, an inct'ease in the 

minicum stir.rulus needed to cause an operator output, or both. The 

intensity aspect of attention is treated in nanual control theory by an 

indifference threshold. A. reduction in attentional fieln intensity then 

results primarily in a change in operator gain and need not cause any 

increased latencies. 
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Clearly, the breadth and scope of attention nust he nore expansive 

for pursuit than for conpensatory pathways, if for no other renson than 

that more inputs are being taken into account. A redtlction in atten­

tional l'18rgins on a pursuit display, w~ich provides input, i, an.i 

output, m, as well as the error e, can narrow to observation of e 

alone. TIle reponse would becoMe conpensatory, since Ypi cannot then be 

generated. 

By association we mean generally the connection of sensations and 

perceptions with characteri?:ing and stable features of previously 

observed stimuli so that the previously lenrned repertl)ry involved in 

precognitive control can he released. Response set, itself, is that set 

established by particular past experimental experience. 130th associa­

tion and connected response sets are essential for the development "lnd 

continued existence of precognitive behavioral ?atterns. 

P. OPERATOR-INDUCED NOISE 

The hunan controller is not noise-free. In additi.on to those output 

conponents which are causally related to the system inputs and distur­

bances there is another component in the operator's response which is 

operator-induced noise, often referred to as "rennant." tn systerls with 

linear manipul<1tors the remnant is a continuous, relatively broadband, 

power spectral density which scales approxil'lately with the mean-squarer:! 

error. 'This k.ind of noise can, in principle, result fron several 

sources, but in single-loop systems with linear manipulators the basic 

cause appears to be randon tir.te-varying behavior within the operator 

primarily associated with fluctuations in the effective tine delay. 

This can be interpreted as a random change in phase, akin to a randon 

frequency Modulation, or to variations of internal sacpling rate in a 

sampled data interpretation of the operator (Refs. 1-3, 6-10). Ac'f,cii­

tion:ll noise sources <1re present in systems which are nultiloop in th<1t 

their control requires the use of information ~ained fran several 

"display" sources. Recause both para foveal and foveal visl1:1l pathways 

can operate in parallel, essentially continuous si~nals fran a partlcu­

lar display element can he availahle to the operator even when the eye 
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is scanning. The essence of past work in nan/machine systems involving 

many displays (Refs. 3, 11-'15) shows that: 

1. A fairly stationary scanning strateBY evolves for 
a given task and display array. 

2. The operator's output control motions are essen­
tially continuous even though the foveal eye 
fixations are discrete. 

3. The first-order effects of scanning are to reduce 
controller gains and increase remnant in the 
scanned channels. 

The effects listed third are of most interest here, as they lead to both 

decreased systel'l bandwidth and increased controller-indllced noise. The 

degree of gain reduction depends on parafoveal vi~wing anp,le and rela­

tive parafoveal to foveal dwell times. 

c. SettE EXEHPLARY DATA FOR COUPLEX SYSTEUS 

The three-phase perceptually centered model of control behavior 

described ahove has been developed to account for an enormous variety of 

el'lpirical results. The theory permits, even invites, the detailed quan­

titative measurement of hunan input/output characteristics and operator­

ind~ced noise properties as fundamental measures of human dynamic behavior. 

Thus, conplete descriptions of man/machine systems would incorporate 

describing functions and remnant power spectral densities. From these 

fundamental measures all of the more conventional measures of system per­

formance, such as mean-squared errors, mean-squared controller outputs, 

mean-squared system outputs, power spectral density, and average axis 

crossings, etc., of various system signals, can be computed. vfuen our 

focus is on noninal error and its occasional escalation to intolerable 

values, some far simpler metrics can be used. For exanple, in scenarios 

which can be considered stationary in some sense, the effective system 

bandwidth is a suitable descriptor for the dynamics of information trans­

fer between input and output and the f.equency l"ange over which system 

error is reduced relative to the ·system input. Similarly, the gross 

effects of remnant, for a given system banduidth, can be assessed by 

::lean-squared values of systen outputs or errol"s. (Randwidth nust he 
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fixed for mean-squared outputs or errors to be unequivocal indicators of 

remnant changes since ~ean-squared values are integrals of system trans­

fer properties operating on remnant power spectral densities.) To gain 

some appreciation for typical numbers we shall cite here some results 

from several experimental scenarios for complex man/machine systems. 

1. Compensatory and Pursuit Bandwidth 
Differences in a Complex System 

The first set of data (Ref. 4) considers comparisons between pursuit 

and compensatory operations in automobile driving. (There are, unfortu­

nately, no extensive data for this type of comparison for flight pgth 

control tasks. Nonetheless, the vehicle ciynamics are similar enough to 

aircraft for tlle bandwidth differences to be considered indicative of 

what would happen in fliBht.) The experitnent was conducted in a fixed­

base si~lator which had a line-drawn roadway display and two-degree-of­

freedom steedng dynamics for the car. Both wind disturbances and road 

curvature comMands were injected into the system in order to measure the 

driver's behavior and response. The wind disturbance ,.as used with the 

straight road to identify the driver's compensatory dynamics. With this 

disturbance the driver is not aware of the input until the car responds. 

In the winding road case the road curvature and other features are of 

course directly perceivable by the driver through preview of the road. 

The data for six subjects, when converted to effective system crossover 

frequency, appear as Table 2. 

TABLE 2 

SYSTEH BANDH'IDTH CmrPARISONS FOR PATH CONTROL 

System 
Organization 

Compensatory 

Pursuit 

TR-1156-1 

Controller Pathways 
Involved 

Ype 

Ype , YPi 

24 

Bandwidth [Effective 
Crossover Freqllency] 

(rad/sec) 

1.3 

2.2 



These fixed-base data do not include the effects of the hunan's motion 

sensing apparatus, so all of the lead required to offset the automobile's 

lags must be accomplished using the visual channels. When Motion com­

patible with visual cues is present, as in the real automobile, direct 

experimental measurements demonstrate that the necessity for visually 

generated lead is reduced. The primary effect of the compati~le motion 

feedbacks can be converted into a visual-only equivalent by reducing the 

effective time delay in the crossover model. This permits the system 

bandwidth to be greatly increased. For example, in an extensive full­

scale experimental series (Ref. 17), crossover fr.equencies near 4 rad/sec 

were achieved for compensatory driving •. 

Precognitive control can also be demonstrated in many driver/ 

automobile maneuvers, such as single and double lane changes, obstacle 

aVOidance, slaloms, etc. All of these involve highly practiced, learned 

maneuver response patterns. Several of these are illustrated in Ref. 4, 

including some slalom runs wherein the driver/vehicle systel:'! exhibits a 

2.5 rad/sec periodic maneuver through a series of cones with no phase 

lag relative to the cones. 

2. Actentional Focus Shifts (Scanning Effects) 

The effects of scanning of the attentional focus can be illustrated 

with results froo an experimental series where pilots flew Category II 

ILS approaches in a fixed-base DC-8 simulator (Ref. 18). A conventional 

instrument panel and controls were used with simulated vertical gust and 

glide slope beam bend forcing functions. A number of conditions were 

investigated, but the two most appropriate for our present interest com­

pared approaches using a flight director with approaches using the full 

instruoent panel. The pilot had to control both the lateral and longi­

tudinal motions of the aircraft, and the situation with both display 

treatl'lents was compensatory. The data shown in Table 3 are for only one 

pilot and are averaged for the available runs. In the flight director 

situation the attentional focus was on the flight director for about 

75 percent of the tine with 10 percent on the IISI/eSD ann the remainin~ 

time spent monitoring altitude and airspeed. For the full panel rlisplay 
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TABLE 3 

EFFECTS OF ATTENTIONAL FOCUS SHIFTS ON ALL-AXIS 
INSTRmtENT APPROACH TASK 

Display 

Flight Director 

Full Panel 

Bandwidth 
[Effective Attitude Control 
Crossover Frequency, we ] 

c (rad/sec) 

1.2 

1.14 

System Performance 
[rutS Beam Devi~tion] 

(ft) 

24 

37 

the HSI/GSD was the focus of attention 55 percent of the time, with 

attitude requiring 35 percent. The rest of the available time was again 

spent monitoring the indicated airspeed and altitude. It is interestinp, 

to note that the major instruments surveyed in both cases were close 

enough together to permit excellent para foveal viewing while the pilot 

fixated foveally on the other primary instruments. This accounts for 

the essentially equal bandwidths achieved with each display arrangement. 

On the other hand, there was substantially more scanning required for 

the full panel version of the task than for the flight director, ~nd 

this additional scanning gave rise to larger pilot rennants. The dif­

ferences in system performance, measured here by rms beam deviation, 

stem primarily from this characteristic. \-1ith bean bends and turbulence, 

the pilot was fully occupied 'vith both display configurations. 

3. Reduction of the A~tentional 
Field Boundaries 

Another facet of attentional field effects can be illustrated with 

data from studies relating driver/vehicle system dynamics with field of 

view and roadway delineation. In the same simulator as that used for 

the data of Table 2 the spatial characteristics of the driver's visual 

field were modified by display adjustments. For the compensatory task 

(straight road with random l,Jind disturbances) the extent of the visual 

segment was set to range from essentially unlimited visibility (300 ft) 
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to highly restricted visibility (50 ft). The key driver/vehicle char­

acteristics were then rneasured in crossover !!Ionel form. The results for 

Wc and or are given in Table 4. As an aside, it should be indicated that 

the vehicle dynamics and the driver's lead equalization were essentially 

invariant with changes in visibility. The results shown in Table 4 

indicate that an external !!1odification in the extent of the visual field 

results in both a reduction of the system bandwidth as measured by the 

crossover frequency and a concomitant reduction in the system stability 

as indicated by the increased latency. Driver workload and anxiety 

levels are high for the externally imposed reduced-attention field, as 

would be expected. This is exactly the opposite of the type of atten­

tion diminuation associated with an increased indifference threshold yet 

the result is the same when viewed as a system bandwidth. 

TABLE 4 

EFFECTS OF ATTENTIONAL FIELD COHPRESSION 

Bandwidth System Latency 
Visibility [Crossover Frequency] [Effective or] 

(ft) (rad/sec) (sec) 

300 1.5 0.S3 

SO 1.3 0.62 
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SECTION III 

A PERCEPTUALLY CENTERED l'tODEL OF Hm-tAN BEHAVIOR 

A. GENERALIZATION OF THE PERCEPTUALLY 
CENTERED ~tODEL OF CO~rrROL BEHAVIOR 

The overall and subordinate (for each p~thway) models de~cribed in 

the previous section have emphasized the visual modality as the input 

and Manual manipulation as the human's output. TIle very extensive data 

base on which the model synthesis is founded involves single operators 

in close interaction with mac~ines. In this section we shall propose a 

generalized view of this model in which the three phases - compensa­

tory, pursuit, and precognitive ---of operation on system inputs are 

retained, but wherein the inputs themselves are not restricted to the 

visual nodality and the outputs are not restricterl to manual Manipula­

tion. In other words, we will propose here a model of hunan behavior 

for general inputs and outputs which incorporates operational modes 

which are more or less continuously closed loop, partially closed loop 

and partially open loop, and primarily open loop in character. For 

tasks which fit these general paradigms the appropriate measures and 

understanding can be carried through nore or less directly by analogy 

with the control model descriptions. Thus, for exalnple, the bandwidth 

as a characterization of system dynamics and error reduction potential 

can be carried over into other systems involving men and machines. 

The first generalization needed is at the input end. TIle descrip­

tion of pathways available for hunan control activities described in 

Section II has eophasized the visual modality. Similar behavior pat­

terns are present in the aural modality and at lenst to some extent with 

appropriate tactile stinulation. In fact, compensatory and precognitive 

control behavior has been demonstrated with aural, tactile, and motion 

inputs, and presumahly some forn of pursuit is also possible. In con­

trast ~o vision, the data bases are unfortunately rather limited for 

these sensory channels. 
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The second generalization is from man to rnen in the hurnan control 

portion~. The use of measurement techniques associated with manual con­

trol to such systems is a natural extension, and indeed was applied at 

an early date (Refs. 19-21). The sirnplest rnulti-operator systems are 

ganged in series, as shown in Fig. 8a. In systems where the operators 

are in sequence, i.e., the output of one operator is the input to the 

next, the overall system bandwidth deteriorates markedly as the nunber 

of operators increases. Because of the adaptive properties of the opera­

tors, each changes his own behavior so as to adapt it to the behaviors 

of the others and, as would be expected, this takes a far longer time 

than in a system with one operator. There also appears to be an upper 

limit, in that even with unity controlled element dynamics, stabiliza­

tion of the system could not be attained with four operators in spite of 

many trials (Ref. 20). As one would expect, the mutual adaptation phen­

omenon can be eliminated by providing an inner-loop feedback around some 

of the intermediate operators, as shown by the dashed feedback loop in 

Fig. 8a. The operator with a minor loop is insensible of the main feed­

back path and adapts his behavior to the minor closed loop with which he 

is confronted. A limitinp, case of this type of control is shown by the 

closed-loop systet!lS in series of Fi3. Sb. Here one subsystem transmits 

its output directly as an input to the subsequent subsystem. For this 

kind of operation there is no inherent stability prohlem although the 

bandwidth of the overall system will decrease as the nunber of operator 

units increases. This can be appreciated from the data (Ref. 20) for 

one, two, and three operators in series shown in Fig. 8c. 

The third inportant generalization relates to the operators' output. 

This need not be a physical manipulation but can incorporate other means 

of transmitting signals. The nost connon in aircraft and the air traffic 

control system is voice communication. An example which is applicable 

to sone ATe operations is given in Ref. 19. Here, one person observed 

an error fran a display and conmtnicated voice con~ands to a second 

operator. In the Ref. 19 experir.tents the director coomanded the anount 

of correction by saying, for example, "left, ••• left, ••• right, right, 

right, ••• left, ••• ," etc., with the tracker rnovinR his control handle a 

prescribed amount at each coacand. In this situation, the director was 
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making the intelligent decisions involved in correcting the error and 

translating these to discrete, quantized commands to be followed by the 

tracker. The systea bandwidth for this kind of operation was rour,hly 

one-third that of a single operator system with the same controlled 

eleaent. 

These generalizations as to operator inputs and outputs, as well as 

extensions to multiple operator systems, permit us to generalize the 

hunan part of Fig. 1 as shown in Fig. 9. Here the system inputs and 

errors may appear in several sensory modalities, and the aotor subsystem 

output may be manipulative or verbal. As we have already described for 

the manual control case, the pathway used in a particular circumstance 

is the result of the nature of the perceptual field and of training. 

Table 5 summarizes these and other facets of the perceptually centered 

model. 

System 
Input 

iN 

Pursuit 
Pathways 

------.. Precognitive 
H~ 

Motor 

r--- Pathways Subsystems 

I 
System I 
Errors 1 Compensatory 

eN Pathways 

'--- System Outputs 

Figure 9. Three ~1odes of Perceptually Centered Hodel 
of Human 'Behavior - Subsystem for 

Nth Human Eleaent 
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In the context established by all of the discussions thus far we c;tn 

now give a definition of what we mean by "perception" as the sllmr.lation 

of sensory input (exogenous and endogenous signals) which arrives at the 

individual or collective attentiona1 level and the subsequent selection 

and integration of signals from this fieln into pertinent constructs. 

B. THE SUCCESSIVE ORGAlUZATION OF PERCEPTION 
THEORY FOR SKILL DEVELOP!IENT 

In what has gone before, we have emphasized that much of hunan 

behavior can be characterized as input/output operations I1sin~ one or 

more of the three basic pathways. At this point we wish to use the same 

behavioral descriptors as components of a theory of learning. This also 

derives fran manual control, but has a generality which transcends those 

peculiar circumstances (Refs. 2, 3, 5, 22, 23). The Successive Organi­

zation of Perception theory describes the human operator's synthesis, by 

means of internal organizational nodifications derived from training/ 

experience, of progressive arrangements (selections) tnthin the total 

potential perceptual field which: 

1) Is equivalent to ~ore elaborate displays (or 
sources in general) than those from which the 
stimuli were obtained. 

2) Induces references or backgrounds which are not 
physically present among the sources of the 
stimuli. 

3) r~kes highly efficient use of any coherence or 
pattern in the presented stimuli. 

As a paradigm for skill deve10pnent, the SOP theory explains the devel­

opment of skill as a progression from compensatory throup,h pursuit to 

precognitive stages ---or, in other words, a progression from behavior 

patterns which exhibit c10sed-10o?, to combined open- and closed-loop, 

to purely open-loop properties. There are, of course, conditions (e.g., 

conpensatory displays with random inputs and disturbances) where the 

skill c;tnnot neve10p past the compensatory stage. On the other hand, 

in many conditions, especially with discrete inputs, it is possib1e 

to go all the way froo an effective cOClpensatory situation mth its 
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relatively low system bandwidth to an effective precognitive condition 

with maximum bandwidth. In the simplest of terms, the ~uccessive Organi­

zation of Perception theory is intended to explain the cOr.u:lonly observed 

characteristic of cOt:lplex psychot:lotor skill development in which there 

is a progression frocl an instant by instant conscious perceptual motor 

action to a rapidly executed subroutine triggered by a single coomand. 

The SOP theory leads to an understanding of both progressive and 

regressive control and oonitoring behavior during training, transfer, 

rehearsal, and stressful operations. It can also be associated with at 

least one concept of perceptual motor loading. 

There is, as yet, no unique and agreed-upon definition of pilot or 

controller workload, because of the incommensurate dimensions of various 

loading factors in a complex task and the lack of any cohesive theory or 

t:lodels. For example, there is now no index suitable to represent the 

perceptual-motor load due to perception of sensory inputs from different 

t:lodalities (vestibular and/or visual), and of cognitive mental loads 

versus pure sensory-motor loads (failure mana3ement versus multiaxis 

control) even for well-practiced stable conditions. 

In our concept of the perceptual-motor loading components of pilot 

workload, perceptual-ootor activity is carefully defined to involve only 

conscious perceptions and actions. For example, we would not class 

sleepwalking as a perceptual-motor load. It is handling the unpre­

dictable (emergency) or unfamiliar (lack of practice) which taxes the 

operator's workload capacity. In this context the three stages of SOP 

can be compared on a perceptual-motor load (P:IL) basis. 

1. Initial stage (compensatory control). The early 
phases of learning predominantly involve continu­
ous, conscious activity.· Ue would, therefore, 
expect a high PHL during compensatory control. 

2. Intermediate sta~e (pursuit control). A consid­
erable portion of the controller's output results 
from execution of prelearneu responses to dis­
crete cues in the input (e.g., axis crossin~s 
for sine wave trackin~). Coopensatory control 
activity, although present, experimentally shows 
a regression. This implies a lower sensory-motor 
activity level. Therefore we would expect the 
pursuit level of operation to have a lower PML 
than the compensatory stage. 
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3. Final stage (precop,nitive control). At this 
level of skill IJost of the operator's output con­
sists of execution of stored coliltnands, and his 
conscious perceptual activity is l!lainly concerned 
with decision-making activity. This 5ho111.1 result 
in a lower PHL for a given control task. 

Pilots indicate (Ref. 24) that one effect of noncurrency is a 

general roughness of control application and lack of precision. This 

causes them to spend more time on controlling the aircraft (higher work­

load), which leaves less tine for other procedural matters involved in 

complex tasks. This degradation of control skill corresponds to regres­

sion on the SOP control skill scale given above. Thus, lack of practice 

on a skill increases the perceptual motor loading of that skill, result­

in~ in less workload reserve capacity for other elements of a conplex 

task. It is apparent that lack of practice could reduce this capacity 

to less than that required for carrying out the remaining elements of a 

complex task, or a simple er:lergency could arise that would consune addi­

tional capacity, thus overloading the pilot and resultin~ in degraded 

syster:l performance, if not failure. 

One further pertinent pilot conment relevant to pilot workload is 

that experience reduces the effect of lack of practice. In other '-lords, 

the more experienced pilot can tolerate a greater lack of practice. 

This observation has ir:lplications for training protocols 1n that the 

intensity and length of training should depend on the individual experi­

ence level. 

Table 5 includes perceptual mo~or load and rehearsal as correlates 

of transitions a~ong the levels of SOP. 

The compensatory-pursuit- precognitive pathways structure is suit­

able to represent not only a pilot or controller's progression to, or 

regression from, hi3her levels of internal cognitive syster.l organization 

in a given situation, but also grossly to represent the possible loop 

structures when different levels of display information are provided. 

In addition, the process can even describe the procedural organization 

and operating discipline among individuals on the flight deck or within 

the air traffic control system. 
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c. INTEGRATION OF THE PATmlAYS -
THE ~tETACONTROLLER 

Each level of organization contains a number of subsets of behavior 

appropriate to the task. Assume that identifiable prerequisite condi­

tions and limits can be found (e.g., experimentally) for each subset 

::lode of observed behavior. Then one nodel for the perceptual organiza­

tion process woul.i be an active off-line supervisory r.\onitor which iden­

tifies the conditions that currently e~ist, selects and activates sane 

most likely r.\ode (pathway), r.\onitors the result, reselects a new mode 

when necessary or when further information is identified as a result of 

the first operations, and so forth. Appropriately, this has been termed 

the netacontrol * syste'1l in Ref. 25. A sinplified diagran of such a 

~etac6ntroller is ~iven in Fig. lOa. Other preliminary work on an algo­

rithmic-type model for the SOP proces~ is ~iven in Ref. 5. The possi­

bilities for error due to inappro~riate actions within such a system are 

manifold. Such a nodel provides a logical ba!';is for understanding sane 

of the causes underlying selection of an inappropriate behaviorlll mode 

~lhich1Tlay ultimately lead to an ident1.fial)le error. 

As indicated in Fig. lOa, an appropriate form for this !!1odel is 11 

flow or decision process algorithm. Related nodels have been described 

in Refs. 26 and 27, and applied to a specified task involvinB a p,iven 

sequence of subtnsks in Refs. 28 throu~h 31. Thus, the algorithmic 

approach is by no means novel. Host of these attenpts have had limited 

application because of the inordinate conplexity and re·petitive cycling 

required to represent continuous tasks. Yet by breaking out the compen­

satory and pursuit pathways as separate entities which handle nost of 

the continuous operations, the metacontroller of Fi~. lOa gets around 

*rtetacontrol :II the human's activity-supervising control, transcend­
in~ the various directly involved systens such as the perceptual, cen­
tral, and neuror.1Uscular syster.ts (fron Greek "!:teta" meaning "involved 
with changes"). 
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some of these problelJs. Continuing research in the disciplines of obser­

vation, pattern recognition, estimation, and tineshared processing should 

yield additional ~terial useful to the interpretation of SOP. For exaln­

pIe, Table 6 presents the suomary of a sequential pattern perception and 

recognition theory from Ref. 36 together with sooe remarks and connections 

with SOP and other models which have been found useful in characteri?ing 

hunan behavior. 

A particularly interesting parallel to the SOP metacontroller which 

is especially valuable for the understanding of error is given in Ref. 32. 

The "Theory of Action" proposed there has a number of cognitive stages 

and cODponents. The base stores for action are organized Demory units 

or sensori-motor knowledge structures - "schemas" which control skilled 

action sequences. A basic control sequence starts with intention, and 

proceeds through selection, activation and triggering of schema to result 

in an output action. The results at various level~ in this sequence are 

monitored, and ~y be modified by feedbacks to the previous stages. A 

sinplified block diagram for this theory is shmm in Fig. lOb. It clearly 

has many similar features to the metacontroller of Fig. lOa, particularly 

with the precognitive features. Hnch of the Fig. lOb Dodel is based on 

the study of verbal "slips," which can be errors by another name, so the 

connections between human nanual control and verbal activities are very 

useful in our search for generalization. 

The suggestion here is that algorithmic node Is may be appropriately 

and successfully applied to describe the SOP sequence itself. Host of 

the observed manual control behavior falls into relatively few cate­

gories from which logical criteria can select the most suitable, e.g., 

the three phases of perceptual organization in Figs. 1 or 9. Within 

these phases, various submodes are required, but many of these already 

have well-oodeled characteristics and extensive data bases. The rather 

heterogeneous forms and degree of approximation described here and else­

where are ideally called up by mode selection algorithMs. Thus, algo­

rithmic models are used where they are best suited (logical functions), 

~-lhile isomorphic r:todels of hurnan behavior are used where they are most 

efficient (well-defined tracking or stimulus-response situations). 
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TABLE 6 

SUMMARY OF A SEQUENTIAL PATTEEN PERCEPTION THEORY 

SUMl.fARY OF A SEQUENTIAL PATTERN 
FERCEPrION CElmllED AND RECOGNITION 'I.'HEORY 

(Ref. 36) 

1) Memorizing a pattern is the process o! con­
structing an internal representation o! the 
pattern in memory, in the form o! a sequential 
feature ne~~rk, a c~osed ne~~ork of memorr 
traces recording the features of the pattern 
and the attention shifts required to pass from 
feature to feature across the visual field. 

2) ReCOgnizing a pattern is the process of finding 
in memory a feature network which matches the 
pattern, the matching being carried out se­
quentially feature by feature. 

3) The attention shitts !rom feature to feature 
may take the form of saccadic eye movements or 
of internal attention shirts, according to the 
a.ngula.r displacement 1nvo~ved. 

4) During recognition the matching process is 
guided by the feature network, which directs 
attention from feature to feature of the pattern. 

5) The directed nature of the matching process 
(noted in 4) is the key to the recognition of 
patterns in the presence of noise and c~utter. 
The feature ne~~rk directs attention to the 
features of the pattern, whUe avoiding the 
noise and c~utter. 

6) l·!emorizing and recognizing a pattern are seen to 
be ~osely' analogous to memorizing and repeating 
a cO!lVentional sequence of behavior, each being 
an alternating sequence of sensory and motor 
activi.ties. 

1) Thus habit produces the scan-path, a habitually 
preferred path fo~owed from feature to feature 
through the feature network and, correspondingly, 
across the vi.sual fie~d. This path differs !rom 
person to person and !rom pattern to pattern, but 
is fixed and characteristic for a given person 
viewing a given pattern. 

8) Under conditions in which attention shirts must take 
the form of eye movements, the deve~op:nent of the 
scan-path during memorization of a pattern has been 
exper1mentalJ..y demonstrated. Its use in subsequent 
recognition awaits confirmation. 
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BEMAllKS lIND CONNECTIONS WITH PERCEP!UAL 
CEN'.J!ERED AND O'I.'HER MJDEIS 

1) C~osed cyclic nature of feature ne~~rk. 

2) C~sed-~oop process of recognition; "matching" 
proceeds at the coepensatory level in the most 
un:f'am.1l.1.ar s i tua t1 ons • 

3) Consistent with Sanders' findings, (Ref. 31); 
internal attention shifts proceed at neura~ 
spee~. 

4) "Matching" is aided by short-term memory .{hich 
is consistent with Sperllng's findings 
(Ref. 38); peripheral vision may also guide 
the matching process at the pgrsu1t-leve~ in 
more familiar situations. 

5) Consistent with Mack'~rth' s findings that 
visual noise causes tu.nne~ vision (Ref. 39). 

6) Consistent with SOP. 

1) Characterized by great determinism. 

8) Contrast these findings with the apparent lack 
of determinism in instI"UI:lent scanning under 
IrR reported in Ref. 14 and Ref. 40 and their 
antecedents. 



D. AIDS TO PROGRESSION WITHIN THE SUCCESSIVE 
ORGANIZATION OF PERCEPTION PROCESS 

Various levels of possible skill reinforcement and required aids are 

given in Table 7. The required level and aid depends on the nature of a 

given task and its criticality as to what level of skill proficiency is 

required. Rehearsal would seen to be adequate for procedural tasks, and 

various visual aids should be provided for review of procedures. There 

are indications that rehearsal is appropriate to other tasks as well. 

In an informal STI survey (Ref. 33) the pilots questioned indicated that 

they may mentally review the procedural sequence of a coop lex task such 

as approach and landing when they feel noncurrent. On a different task 

Espenshade (Ref. 34) found that performance improvement on a ball­

throwing task by blindfolded subjects resulted from a clean concept of 

the task (rehearsal) rather than an awareness of movement (perceptual­

Qotor practice)! Finally, in our experience at STI in training naive 

TABLE 7 

LEVELS OF REINFORCEHENT 

LEVEL 

Rehearsal 

Synthetic practice 

Part task practice 

AIDS 

Procedural list 

Other visual aids; 
graphs, charts, etc. 

PsychoQotor skill tester 

Panel, display mockup 
with !!loving controls 

Part task simulator 

Actual controls and dis­
plays with capability of 
presenting practice task 

Actual task practice Actual controls and dis­
plays with capability of 
presenting practice task 
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subjects on conplex vehicle control dynamics we have found that a brief 

description of control strategy (rehearsal) causes a significant initial 

increment in performance improvetilent over naive, unrehearsed subjects. 

Thus, it appears that rehearsal is applicable even to conplex 

psychoMotor tasks. 

The last three categories in Table 7 pertain to actual practice. 

The differences among them lie in the degree of fidelity with which they 

represent the actual task. Synthetic practice refers to the reinforce­

ment of basic behavioral or sU11 factors. He believe that for certain 

classes of tasks this type of practice tilay be adequate. For example, a 

roll-rate-limited sidestep maneuver for collision avoidance requires 

time-optimal control of vehicle dynamics which can be approximated by 

three integrators in series [in Laplace transform notation, Yc(s) = 
le/s 3]. The control of these dynamics is extremely difficult and perfor­

mance is quite sensitive to lack of practice. TIle behavioral skill f~c­

tor critical to this task is the ability to conpensate for two of the 

integrations (double lead equalization in manual control terminology) 

and practice on a synthetic task would probably suffice to caintaln the 

required skill level on this task. 

Part task practice may be required for skills particular to the spe­

cific details of a COMplex task such as vectoring or approach and land­

ing. 

Finally, actual task practice may be required for complex terminal 

are~ control tasks where required skills and skill levels are intimately 

involved with details of the real task. 

A further question that must be considered in re~ard to skill rein­

forceaent is the degree of practice or rehearsal required. One impor­

tant factor here is the temporal relationship between the reinforcement 

and actual task performance. In our laboratory we have found that with 

some siaple control tasks, previously trained subjects require only a 

warmup period directly prior to task performance. For more difficult 

tasks a previous practice or retraining session is required, and for 

very conplex tasks a series of retraining sessions is required. For 
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conplex tasks we have found that only a given level of training or 

retraining can be accomplished in a given session and that the retrain­

ing program must extend over several separate sessions. 

E. BUILDUP OF MISSIDrI PHASE BEHAVIOR SEQUEtlCE(S) 
FROM CONSTITUENT TASK BEHAVIOR 

For a particular task the hunan component(s) as input-output ele­

ments consist of one (or more) of the patht"ays illustrated by Fig. 9. 

The hunan's operations are thus defined as an open-loop, closed-loop, or 

open- and closed-loop behavior pattern with irlentified sensory input and 

motor output modalities. For sone inputs, of course, there is no imme­

diate output; instead, the information received may sinply be stored in 

memory. In other cases the lack of a oeasurable output shoultl nonethe­

less be interpreted as the 0 portion of a 0,1 binary pair of possibili­

ties. 

To apply these ele~entary behavioral models to complex operations of 

men and mac~ines, they Must be associated with sequences of operations 

which, together, serve to accomplish a desirable end, i.e., a mission. 

To accooplish this the mission is first defined and partitioned into a 

hierarchy of constituents. The primary constituents are mission phases. 

These are of a size and duration which allow the broadest factors (e.g., 

enVironmental variables) that influence hunan behavior to be identified. 

At the next level are tasks, which are associated with a particular opera­

tion in a sequence and are sized to peroit the identification of "criti­

cal" skills. Aberrations in the execution of these skills ultimately 

determine the sources of contributions to human error. 

A ·mission phase may be· broken down into variotls subdivisions depending 

on its complexity. For our purposes here we are ultimately interested in 

the eleMental unit of all phases involving the human operator, the task. 

As a working. definition here we will define a task as an activity at the 

functional interface of the human operator and the objects and environ­

ments with which he inter:1.cts (adapted from Ref. 35). i-le will further 

specify a task for our purposes here as 3 goal or criterion-oriented work 
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increment involving application of a skill or set of skills by the human 

operator. Thus, by partitioning the mission phases into tasks, we can 

then identify those fundamental human operator behavioral factors, skills, 

which influence flight safety. For tasks which are critical to flight 

safety (i.e., exert a predominant influence in some sense), it is the 

proficiency with which a skill or set of skills is applied that we wish 

to consider in order to identify the underlying sources of human error. 

To illustrate these remarks, Table 8 and its companion Fig. 11 pre­

sent an exemplary task breakdown for the pre-approach, approach, and 

landing mission phases of a Category 1 or 2 instrument approach. The 

tasks include checklists, tuning radios, requesting and receiving clear­

ances, navigating as required bY' ATe procedures, etc., as well as flying 

the airplane. Each task is listed as an item in an ordered, nominal 

sequence. Conceivably this order might be changed or omitted in off­

nominal circumstances, and this by itself may be a cause of error. Other­

wise, no consequence of an erroneous execution of a task is explicitly 

indicated on the list. 

Associated with each task are input and output modalities for the 

pilot (or other active crewmember). And, finally, with each task is an 

indication of the human behavior characteristics nominally involved in 

carrying out the task at hand. In many cases the nominal behavioral 

characteristics may not beexbibited by actual crews, and this abnormal 

behavior may result in an out of tolerance system error. 

In most of the tasks where precognitive operations are cited in Table 8 

as nominal or customary additional qualification is necessary. Such open­

loop operations are normally of limited duration and are properly inter­

spersed or concluded with closed-loop operations either directly, as in 

dual mode continuous control, or indirectly in the context of the off-line 

supervisory monitor shown in Fig. lOa. Omission of the closed-loop 

monitoring activity may in fact lead to human error as shown in Ref. 37. 
Examples are: tuning communications, navigation and identification (CN!) 

equipment, selecting partial flaps, lowering gear, setting throttles, 

dumping fuel, and accepting ATe clearances which are either physically 
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TABLE 8 
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CoJ StablUu on letar&l. tliil1t path Vl.ual!:.!al1uU 

C~ Ma1nte1n later&l. guidance V1SUal/~UU 

II tanr lalId1n.g iear Vl.ual!l-!anu&l 

I Lev ... lies. naps SJld. start 1>leed1n.g :0.., airspeed V1sual/:·!al1uU 

J Check time .. t o,.te.. <:I&l"lt ... VisuU - Sto .. e 
Capture gl1c1e slope .. as - utalld tuJJ. tlaps, 

acquire t111U approach airspeed., and. e.stabUsh 
V1sual/.!al1u&l. I1I1lt nte 

l/1th sate lalId111i gear 111d1cation, c""",lete "tlnal 
Vlsual!:·:am.a.l/s to ... cl1oclrlJ..t" 

Cha<Ige to to..... tre..".IIcT Visual/~lamlal 
Report Ol~ 111DoWld Verbu 

J-!t Sta1>1Uu 011 nrticu tliiht path '/isual/:.bJlu&l. 

J-l( ~la111ta111 vertlcal iuidance Vi.ual/lWwal 

te-!!: ~!s111ta1n stabU1:.d tuil1t path (111 all. ax •• ) vtsual/:·bJlu&l. 

L-l( u •• _<1od iUc10 'slop" 0 .. Catagcr:/' II b.&IIL te .. 
vertical. gu1d.>.nce Vl:ual!Hanual 

!( !:xecut. IIL1sso'1 apprco.cl1 11' r.<tuJ.red Vbuo.l./~!al1ual 

:{-I? Reduce z1l1lt roh 1'l:U3l/:.bJlual 

tt-P Cecnb to aU.... airplaM with runwy V1.ual!:·!al1ual 

p COlltaCt >11 tl1 srcu=d :.Lotioll, V1.Wll. - Sto .. s 

M :ltae .. thrcu.;l1cut rollo,.t ·11sual/:·!al1ual 
~eC:lSler:Lts to a ~to'P VL:ual/:·!al1uo.l 

---
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IlO!!:·!.'.!. 
OFEaAr;c:n 

Prece~ltl"" 
?recegn1 tl ve; cC1:tpe.n:a ~er:/' 

PursuJ.t 
PursuJ.t 

l'r!ccg:UtlV'l (11' .rttcllboui) 
Preceg:1.l. tive; compo",,,,tory 
Pursuit 

Pu.rsuJ.t 
?rteogll1 tl w; compeas a tor:/' 

Cocpellsator:/' 

i'receg:U tin. compellSator:/' 

PursuJ.t 
I'rlcOg:Utlve; pu:-suit 

""'suJ.t 

?:-tCC;a.1t1~; pu:'2uit 
F::!co;n1tin; cCCQetUator",{ 

l'recog:Utlve 

C o"'Pen ... tor:/' 

C o:po ... a tcr:/' 

?recog:1.l.tlve; cC1:tpOllSator:/' 

l'recogll1tin. co::peasator:/' 

PursuJ.t 

?r~C:ClIJ:Oit1ve; COmp!:M.1tC1ry 
?r .. og:UtLw; pursuit 

COlllPOnsator:/' (':·C); ?ur!:u1t (7:.::) 

Ccmpe ..... tor:/' (I1·C); Pur:uJ.t ('~·C) 

Cc:pcas"tor/ (DC); Pur:uit (v:::) 

Cc:::pc",atorj' 

l'r.cog:Ut1~; co:::p.nsatcr:/' 

I'recog:U tl,...; pursuit 

?ureult 

?ur::uit 
?Jl':u1t 
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Figure 11. Sequence of Tasks Performed During Approach and Landing 
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impossible or unsafe. To emphasize this point, some of the precognitive 

operations in Table 8 are accompanied by compensatory operations. The 

nature of the control and display interface with eN! equipment in particuJ.ar 

will also determine whether channel frequency selection can be pureJ.y 

precognitive or must include compensatory verification. 

For the study of human error, the nominal task breakdown ilJ.ustrated 

here must be further subdivided to account for aJ.l possible outcomes. 

This wilJ. be illustrated in Section V for the terminal end of the approach 

and landing mission phases. Other off-nominal aspects which should be 

considered are the accumulation of stress and degradation of skill. Each 

mission phase presents a combination of environmentaJ. and task stresses 

on the crew, and these stresses influence crew performance. After lapses 

in operational practice or in long duration flights, crew members have 

to cope with the problem of maintaining proficiency of skiJ.ls which may 

be critical to flight safety. Skills performed infrequently prior to or 

during each flight, for whatever'reason, are most likely to fall into 

this category. Of these skiJ.ls, those having high workload factors by 

virtue of being time constrained or because they involve complex opera­

tions are most J.ikely to cause serious performance decrements. Several 

conditions may contribute to the degradation of these skiJ.ls: 

1) Lack of practice. 

2) Inability to practice in the appropriate 
environment. 

3) Interference or negative transfer arising 
from the practice of competing skiJ.ls. 

4) Physiological deconditioning due to fatigue 
induced by the environment or due to' alcohol 
or drug stresses. 

The tasks which are most likely to be afiected by these human conditions 

should be especially flagged. 

Most of the points made above have an intuitive appeaJ. as well as a 

logical structure. This overaJ.l structure has been outJ.ined here to pro­

vide an examPle showing the tying-together of elements into a whole which 
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accomplishes the sequences necessary for mission success. It also pro­

vides a framework exemplifying the spatial-temporal facets of the mission 

phase event- or time-lines which are major features in the description 

and quantification of human (or automatic contro~er) operationa~ action. 

Using this over~ structure as a point of departure, we progress in 

Section IV from a description of the normal to the abnorma~, .i.e., from 

satisfactory to unsatisfactory error performance. Again using this frame­

work as a point of departure, we progress in Section V from a description 

of the sing~e specific task behavior to a deSCription of ensemb~es of 

behavior, i.e., from mode~s of specific instances to probabilistic 

generalizations. 
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SEC'rIOlV rv 

CLASSmCA'rIOlV OJ' m SOuaCES An DIS'rINGtlISmG 
C~C~RIS'rICS OF ERROR 

A thorough evaluation of pi~oting and traffic contro~ng tasks among 

mission phases within the national airspace environment is a prerequisite 

for p~ing research on or conducting an investigation of human error 

which emp~oys full mission simulation. The importance of this prerequisite 

has been emphasized by the examp~e of the approach and ~ding tasks at 

the end of Section III. Having thus identified at ~east some of the 

potentia~ for human error among normal operations, we turn our attention in 

this section to the abnorma~ -- c~ssification of the sources and dis­

tinguishing characteristics of error itself. 

Another prerequisite for p~ng and conducting research in any 

discip~e is a set of accepted definitions. For examp~e, such terms as 

defect, fai~ure, re~abi~ty, unsched~ed maintenance, and performance 

measurement have acquired discip~ned meaning where app~ed to pure~ 

machinelike systems. An anuogous glossary of terms is not yet widel.y 

accepted for ana~ysis of human re~abi~ty and performance. In the next 

topic, therefore, we s~ adopt seve~ definitions of error already 

proposed and q~ the meaning of others. 

A. m:rm'rIOM! OF ElmOR 

As we have already remarked, errors or mismatches between desired and 

actua~ system or subsystem outputs are the sine qua non of situations where 

feedback is invo~ved as an operating princip~e. Most of the time human 

operators use these errors to advantage in performing as error-correcting 

rather than error-avoiding system e~ements. For this reason in operations 

invo~ving pi~ots, air crew, and ATe, the errors per se are of major concern 

only when they are undesirab~e because of their Size, timing, or character. 

These errors, which are into~erab~e in one way or another, we s~ call 

grievous errors. 
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In general, a grievous error will involve an exceedence of safe 

operating tolerances. "System error" and "system deviation," terms used 

by the FAA Air Traffic Control Service to describe ~rocedural errors, 

missed acquisitions, and extr~ deviations that lead to interactions 

between two aircraft, are grievous errors. These may derive from mal­

functions or failures of system components which result in degraded system 

o~eration. Alternatively they may stem from the impact on a normally 

operating system of an unexpectedly s~vere forcing function or disturbance. 

This is an instance of what Singleton (Ref. 41) refers to as a substantive 

~, non-intended ~erformance because the ~roblem was inadequately 

defined at the outset, before the system requirements and s~ecifications 

were established, or the system design itself was inadequate. 

Singleton also introduces the term fOrmal error to apply to cases where 

some rule has been broken. Grievous errors in general can be verified 

quantitatively because exceedences of tolerances can usually be measured. 

On the other hand, transgressions of a rule may not necessarily be observable 

or measurable, unless the rule s~ecifies a commensurate tolerance. Out­

of-sequence ~erformance (within tolerances otherwise) is an example of 

transgression of a rule which might very likely be observable. 

The substantive and formal error classifications are useful in setting 

up a taxono~ of human error definitions. In general human error = incon­

sistency with a predetermined behavioral pattern used in establishing system 

requirements, s~ecifications, and the resulting design (Ref. 42) and in 

defining the ~rocedures 'to be used as well. Then, 

1) Formal (human) error = transgression of a rule, 
regulation, algorithm (Refs. 41 and 43), or 
out-of-sequence ~erformance (Ref. 44). 

2) Incoherent (human) error = non-required ~erformance, 
1. e ., out~t not stimulated by an in~t (Ref. 44). 

3) Substantive (human) error = non-intended ~erformance, 
e.g., because the ~rocedure was inadequately defined. \ 

Human errors that do not always result in grievous errors may be nearly 

impossible to measure in ~ractice unless behavioral identification techniques 
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are employed. Behavioral. identif'ication may be performed by qualified 

observers (Refs. 24, 45, and 46) or by signal. correlation analysis which 

can partition human error into coherent and incoherent components. Such 

identification of human errors which may be incons~icuous in one situation 

is very important, for they may lead to grievous errors in other 

circumstances • 

B. SOtmCES.AND CAUSES OF HOMAN ElmOR 

The functional pathway triad and metacontr01.ler model for human behavior 

developed in Section III contains within its structure many features which 

can, in abnormal. verSions, lead to grievous system errors. These features 

we sha1.1. refer to as sOurces or antecedents of error. Sources are endogenous 

or internal. to the human. Their consequences are a1.1. measurable in te:rms 

of changes from ideal or nominal human behavior for a particular task. 

These changes my be induced by external. (exogenous) factors which will be 

referred to as causes of error. The first two columns of Table 9 illustrate 

these distinctions for compensatory operations. 

The remaining two columns of Table 9 present a verbal synthesis of 

a great deal. of empirical. data from many experimenters. Al.1. of the current­

ly demonstrated forms of abnormal. compensatory input-output behavior are 

represented here. In total they represent an error source which can be 

described generally as 

inappropriate perception, decision, and/or execution 
within a selected level (in this case, compensatory) 
of organization of behavior. 

The sources of error in this framework are summarized in Table 10. 

In principle tables similar to Table 9 can be constructed for the other 

source possibilities in Table 10, e. g., Table 11 for pur sui t operations. 

However the experimental. data base for most of these is nowhere near as 

comprehensive as it is for the compensatory pathway. Many of the elements 

in the precognitive pathway can be developed, by analogy, from Table 1 

of Ref'. 32, which lists the presumed sources of trsllpstr (or errors) in the 

structure of Fig. lOb. 
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TABLE 9 

BEHAVIORAL SOURCES OF ERROR TIl COMPENSATORY SYSTEM3 
smGLE CllAlI1lEL OPERATIONS 

BASIC SOURCE 
(ENDOGENOm) 

Extreme command or 
disturbance amplitudes 

Extreme couunand or 
disturbance bandwidth 

Controlled-element 
change 

Reduced attention 
field 

Reversals 

MULTI-INPUT OPERATIONS 

BASIC SOURCE 
(EIIDOGElIOm) 

Dividcd attcntion, 
perceptual scanning 

Reduced attcntional 
field 

Illusions, kinetosis 

CAmES 
(EXOGENOm) 

Unexpectedly large cOlllDllJld 
or extreme environment 

Broadband input signal noise; 
Unexpectedly broadband 

disturbance 

Mulfunction/Cailure in 
controlled element 

Poor signal/noise ratio 
(e.g., poor contrast, high 
intensity distraction 
stimuli, low level signals, 
etc.) 

Misper?eption 01" error ~; 
Naivete 

CAmES 
(EXOGENOm) 

Increased intormational 
requirements tor monitoring 
or control 

Information overload: 
Too many separate input 
channels, 
Too many signifieant signals, 
Backlog 01" unattended 
operations 

Operator iJnpainnent (fatigue, 
alcohol, hypoxia, etc.) 

Confllct bctweell or nmong 
visual, vcstibular, aural, 
kincsth"tic snd/or pro­
prioceptive inputs 

OPERATOR BEHAVIOR 

Operator response normal. 

Regression of crossover 
frequency 

Affecting output for 
transient interval. 

Adaptation to new controlled 
element 

Operator threshold, net gain 
reduction 

Rcmnant increase; 
Intermittently reversed 

output 

OPERATOR BEHAVIOR 

Remnant increase (scanning). 
InCrease in loop gains, 
Slmultaneous multi-channel 

operations 

As above, plus failure to 
detect some Signals, 
increaaed latencies, and 
missed output responses 

Remant incl'case over scanning. 
Further deCrease in loop gain. 
Sequentially-switched single 

cbannel operations; 
Deletion/missed responses 

Rcmnunt increase; 
Dccrrase in operator's gain. 
Mal a propos responses; 
Missed responses 

EFFEC'ID ON SlSTEM 

System overloaded, forced out 
of tolerance although 
operating properly 

Reduced system bandwidth 

Transient errors during tran-
sition. 

Reduced system bandwidth 

System bandvidth reduction; 
(missed signals as one 
extreme) 

Increased system noise; 
Intermi ttcntly reversed system 

output 

D'FEC'ID ON SroTEM 

Increased system noise, 
Reduced bandwidth 

Sa tura lion. 
~Ussed responses; 
Instability in the mean square 

sense 

Increased system noise 
Reduced bandwidths 
InCreased latencies 

Missed responses 

Increased system lIoise 
RCdufed bandwidth 
Mal a propos responses 
Missed responses 

'- . _~ _______ --L._~ __ . ___ .~ ____ """ ____________ ..J-__________ -' 
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'MaLE 10 

SOURCES OF HUMAN ERROR 

(Sources are endogenous or internal to the human operator by definition) 

Inappropriate perception, decision, and/or execution within 
a selected level of behavioral organization 

Compensatory (expanded in Table 9) 

Pursuit (expanded in Table 11) 

Precognitive (expanded in Table 1 of Ref. 32) 

Selection of response unit 

Execution of response 

Transitions from a higher to lower level of behavioral 
organization 

Precognitive to pursuit 

Precognitive to compensatory 

Pursuit to compensatory 

Inappropriate organization of perception and behavior for the 
task at the executive level of the metacontroller 

(Expanded in Table 12 for the cockpit environment) 

(Expanded in Table 13 for the traffic control environment) 

Inadequate off-line monitor/supervisor in the metacontroller 
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nASIC SOURCE 
( ElUlOGENOW ) 

Controlled element 
change 

Dividud attention, 
perceptual scanning 

Reduced attentional 
rie1d in sputia1 
dimensions 

Reduced attentionnl 
field in temporal 
dimension, Le., 
reduced preview 

Reversals 

Illusions, kinetosis 

TABLE 11 

BEHAVIORAL SOURCES OF ERROR IN PURSUIT OPERATIONS 

(Multi-Input Operations, by Definition) 

CAUSES 
(EXOGENOW) 

(see corresponding causes in 
Table 9) 

(see corresponding causes 
in Table 9) 

Poor input and/or error 
signa1/noise ratio (e.g., 
inability to identifY input.) 
Task involves disturbance 
regulation rather than co~ 
mand-following and distur­
bance cannot be identified; 

Mismatched scaling between 
input and error; 

Distortion of input; 
Lack of input conformability 

with visual field; 
See also corresponding causes 

in Table 9 

Inability to identify ~ 
input or disturbance; 

Prodigious extrapo1ation 
required to estimate ~ 
input or disturbance 

Perceptual inversion of input; 
Faulty input-background dis­

crimination; 
Lack of input conformabili ty 

with visual field 

(see corresponding causes in 
Table 9) 

OPERATOR BEHAVIOR 

Transient regression to com­
pensatory level (see 
corresponding behavior in 
Table 9) 

Remnant increase; 
Decrease in operator's gain; 
(see also corresponding 

behavior in Table 9) 

Remnant increase; 
Operator's thresho1d on input 

may cause missed responses 
and regression to compensa­
tory level; 

Operator's threshold on error 
may reduce gain in or open 
compensatory loop 

(see also corresponding 
behavior in Table 9) 

As above, plus increased 
1atencies 

Remnant increase; 
Intermittently reversed 

output 

Remnant increase; 
Decrrase in operator's gain; 
Mal a propos responses; 
Missed responses 

EFFECTS ON SYSTEM 

Transient errors during 
transition; 

Reduced system bandwidth 

Increased system noise; 
Reduced bandwidth; 
(see also corresponding 

effects in Table 9) 

Increased system noise; 
Reduced system bandwidth 

(missed responses as one 
extreme) 

As above, plus increased 
response latencies 

Increased system noise; 
Intermittently reversed 

output 

Increased system noise; 
Reduyed bandwidth; 
Mal a propos responses; 
Missed responses 



'. 

(" 

~IE 12 

CAUSES OF ERROR LEADING TO INAPPROPRIATE ORGANIZATION 
OF PERCEPTION AND BEHAVIOR AT THE EXECUTIVE LEVEL OF THE 

METACONTROLLER IN THE COCKPIT ENVIRONMENT 

Items 1-5 are associated with the "situation identification" block 
in Fig. 10a 

Item 6 is associated with the "selection of appropriate pa.thway(s)" 
in Fig. 10a 

Errors in: 

(1) Formulation of intent, assignment of function (to crew member 
by captain) and its priority 

Tactical Decisions (assignment retained by captain 
with rare exceptions) 

CNI 
Systems Operation 
Flight Control 

(2) Identification of specific taSk/situation/action: continuous 
or discrete 

In:f'ormation retrieval (e.g., checklist~, clearance, instruc-
tions, manuals, maps, SIDs, STARs, approach plates) 

Con:f'erring to arrive at a decision 
Monitoring 
Controlling/commanding 
Command-Interpretation and transcription (e.g., clearance, etc.) 
Command-following (e.g., f'J.ying) 
Disturbance regulation 
Deferring action (changing priority) 
Reassignment of action (to a different crew member by captain) 

(3a) Selection of likely sources of information and their temporal 
order (i.e., stale, current, or preview) 

TR-1156-1 

Checklists, clearances, instructions, manuals, maps, SIDs, 
STARs, approach plates 

Voice advisory or command 
Visual field 
Relevant instruments/displays/annunicators 
Motion cues 
Proprioceptive cues 

(continued on next page) 
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TABIE 12 (Concluded) 

Errors in: 

(3b) Assignment of priority in sources of information among inputs, 
feedbacks 

Specific IFR sources 
Specific VFR sources 
Type of display: compensatory, pursuit, preview 

(4) Identifying pre dictabili ty or coherence in and among sources 
of information 

Patterns in random commands, disturbances - nil 
Patterns in wind shears - may be highly correlated 
Patterns in programmed commands, maneuvers 
Patterns in periodic commands, disturbances 
Patterns in discrete commands, disturbances, failures 
Patterns in slowly divergent or ramp-like disturbances, 

faUures 

(5) IdentifYing familiarity with task 

Nil 
Slight 
Moderate 
Great, i.e., very well rehearsed 

(6) Organizing operation on inputs, feed.backs: 

TR-1156-, 

Continuous or discrete operations 
SOP level: compensatory, pursuit, precognitive, combinations 
Loop structure 
Behavioral adaptation within loop structure 
Specific cued (behavioral) programs 
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TABLE 13 

CAUSES OF ERROR LEADING TO INAPPROPRIATE ORGANIZATION 
OF PERCEPTION AND BEHAVIOR AT THE EXECUTIVE rEVEL OF THE 

METACONTROLLER IN THE TRAFFIC CONTROL ENVIRONMENT 

Items 1-5 are associated with the "situation identification" block 
in Fig. lOa 

Item 6 is associated with the "selection of appropriate pathway(s)" 
in Fig. 10a 

Errors in: 

(1) Formulation of intent, assignment of function (to specialist 
by supervisor) and its priority 

ATe: Enroute, term:ina.l (departure, approach), 
finaJ., surface 

Commercial: Aircraft dispatcher, ramp control super­
visor, area operations supervisor, 
operations controller 

(2) Identification of specific task/Situation/action: continuous 
or discrete 

Information retrieval 
Communication input 
Conferring to arrive at a decision 
Surveillance, searching, pattern recognition 
Monitoring 
Tracking 
Controlling/commanding/advising/interrogating 

(communication output) 
Deferring action 
ReaSSignment of action (to a different specialist) 

(3a) Selection of likely sources of information and their temporal 
order (i.e., stale, current, or preview) 

Visual: Fli&ht progress posting strips/ETABS 
FPI/ATCRBS/DABS 

Aura~ communications 

(3b) ASSignment of priority in sources of information among inputs, 
feedbacks 

TR-1156-1 

Specific visual sources 
Specific aural. sources 
Type of display: compensatory, pursuit, preview 

(continued on next page) 
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TABLE 13 (Concluded) 

Errors in: 

(4) Identifying predictabUity or coherence in and among sources 
of information 

Patterns in programmed traCks on PFI 
Patterns in predicted courses on PFI 
Patterns in programmed altitude responses 
Patterns in predicted altitude responses 
Patterns in overall flight progress 
Patterns in discrete commands, disturbances, failures 
Patterns in slowly divergent or ramp-like disturbances, 

failures 
Coherence in aural communications 
Interference in aural communications 

(5) Identi:f'y:i.ng familiarity with task 

Nil 
Slight 
Moderate 
Great, i.e., very well rehearsed 

(6) Organizing operation on inputs, feedbacks 
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Continuous or discrete operations 
SOP level: compensatory, pursuit, precognitive, 

combinations 
Loop structure 
Behavioral adaptation within loop structure 
Specific cued (behavioral) programs (e.g., conflict 

alert and collision avoidance command) 
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Transitions from higher to ~ower ~eve~s occur when the attentiona~ 

fie~d becomes too narrow. They can ~o occur when the human is sufficient~y 

impaired perceptua.J.1y (i.e., by ~coho~, fatigue, hypoxia, etc.) so that 

action as a multi-channe~ operator is significantly degraded. In these 

instances divided attention is possib~e only by switching to and fro as an 

essenti~y sing~e channe~ information processing device. 

Although probably one of the most fundament~ sources of human error, 

the inappropriate organization of perception and behavior for the task at 

the executive ~eve~ of the metacontroller has received much ~ess attention 

in the ~terature than have inappropriate perception, decision, and/or 

execution within a se~ected ~eve~ of behavioru organization. The SOP 

theory described in Section III offers a unifying approach to inappropriate 

oriapization as a source of human error. To illustrate this source more 

specific~, we have partitioned possib~e causes of error ~eading to 

inappropriate organization of perception and behavior in two contexts, 

the cockpit environment and the traffic contro~ environment. (There are 

actually two traffic contro~ environments, one operated by the Federa~ 

Aviation Administration, the other, pec~ar to each commerci~ operator. 

For the purpose of classifying these causes of error among traffic contro~­

~ers, however, one list will suf'fice; the other ~st will serve the cockpit.) 

Tab~e 12 presents the partition for the cockpit, and Tab~e 13, for the 

traffic contro~ environment. Within each subdivision, specific exa.mp~es 

are listed to he~p in understanding the meaning of the subdivision. 

This conc~udes our subdivision of the causes of error. Next we sh~ 

consider the assignment of causes and some remediu actions. 

C. Amm.l'nON 0"1 ERROR (ASSIcmMElrf.C 0"1 
CAUSE OR m:SPOmIXBILI!I FOR ERROR) 

Sing~eton, in Ref. 41, identifies significant prob~ems in addressing 

scientifically the issue of assigning responsibi~ty for error. 

"Most societies have not reso~ved the distinction between 
two main approaches (to attribution). One assumes that 
human beings are responsib~e for their own actions and are 
therefore responsib~e for the errors they make. The opposite 
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view is that errors are an inherent component in all human 
performance, that they should be planned for and designed 
for and when they do occur the fault should be traced to 
the system designer rather than the operator. At the 
individual level, few people are sufficiently self-confident 
to deliberately acknowledge their own mistakes, particularly 
if there are financial consequences in doing so. This is 
an especially difficult problem in the insurance world, 
where accidents are investigated with a view to deciding 
who is going to pay for the damage caused either to people 
or to property. In such a si tUB. tion it is not surprising 
to find that it is impossible to regard the evidence as 
scientific in any sense. II 

One of the prime justifications for the stu.d¥ of full mission operations 

in the Man Vehicle Systems Research Facility is to avoid these problems 

grace~. Another way is to sidestep the issue of attribution in order 

to acquire incipient and consummate error data with a semblance of 

scientific credibility. The NASA Aviation Safety Reporting System (Ref. 47) 

is a prime example of a confidential, non-punitive program designed to 

sidestep the issue of attribution in the process of acquiring a scientifi­

ca1.1.y use:f'ul. error data base. 

Notwithstanding the aforementioned problems, we believe that there 

may be useful ways to classify the assignment of causes of error in an 

impersonal way which has scientific value. Such a classification is 

presented in Table 14. The subdivisions of attribution shown there were 

selected so that they could be identified with constructive remedial 

action. Examples of such remedies are listed on the right hand side of 

the table. Some of these, e.g., skill development and continuing rehearsal 

for proficiency maintenance, have been discussed thoroughly in Sections II 

and III. 
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TABLE 14 

~ 
I PARTITIONS OF ATTRIBUTION AND REMEDY .... .... 

\.n 
0'\ 
I 

~ 

ATTRIBUTION 

Assignment ot Causes ot Error" 

• Inadequate definition of the problem at U,e outset before 
the system l'equirements and specifications were establ1shed. 
(Produces substantive or existential error, because the 
system specification itself is inadequate) otherwise called 
"unforeseen circumstances." 

• Inndequate syotem design (presumes the apecifieations are 
adequa~, but their interpretation in terms of the design 
is not adequate; therefore also produces substantive 
error. ) 

• Inadequate definition' of the procedures (reall¥ part ot 
system design, but emphasizes lIIOdus operandi and therefore 
also produces substantive error) 

• Na1vet~ 
Mismatched or misapplied skills. 

Ignorance of regulations or rules 

Inadequate instruction ot the procedures 

• Inndequate interpretation and/or execution ot the procedure(s) 

Lapse in practice 

Psychophysiological stressors 

(1 ) WorUoad 

(2) Environmental disorders 

(3) Emotional disorders 

(4) AlcollOl, drugs 

Psychoneurosis 

Blunder!! - everyone involved thinks that everytbing is okay 
when it isn't. 

External disturbances (I.e., external to the human operator), e.g., 

wind shear 

potential traftic contl1cts 

failures of the machine or syotem 

The ubsence of assignsble calise mealls that the error will be called "chance" Or "random.", 

REl-IEDY 

COrrection of Cause 

• Design modification 

• Design modification 

• Procedural lIIOdification 

• (Naivet~) 
Selection and training fOr skill development 

Explanation and training 

Retraining and rehearsal 

• (Inadequate interpretation and/or execution ot the procedure(s» 

Continuing rehearsal tor proficiencymaintenence 

(Psychophyoiological stressors) 

(1) Redistribution of some functions or tasks among crew 
members Or reassignment ot some functions to uutomatic 
control 

(2) COrrection or resssignment 

(3) Reassigr~nt, rehabilitation 

(4) ReaSSignment, rehabilitation 

ReaSSignment, rehabilitation 

Requires an independent observer Or agency to monitor, reco~nize, 
and correct. 

Design lIIOditication to sense the disturbance, it possible, so tlmt 
the operator can adopt pursuit or precognitive levels ot belmvior 
to cope with the disturbance where the compensatory level 1s 
inappropriate; design moditication to improve reliability ot the 
mchine, possibly cven by reaSSignment ot some functiof\3 to a human 
operator not oUlerwise overloaded. 
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SEC!I!ION v 
mNrroRING AIm DECISION MAKING 

With increased use of automatic controls and computers in modern day 

aircraft and traffic contro~ systems, the ro~e of the human operator is 

becoming more supervisory, invo~ving increased amounts of monitoring and 

decision making. In these ro~es, human outputs are typica1ly discrete 

(as opposed to continuous contro~ actions) and inc~ude non-manual actions 

such as verbal communication. Monitoring and decision making errors can 

arise due to misperception of monitored information and misinterpretation 

of perceived information. Errors can ilio occur in the more cognitive 

aspects of decision making where the operator must account for various 

possib~e consequences of the ~ternative actions avai~ab~e to him. 

Moni toring and decision making constructs and viewpoints are useful in 

f~ mission simulations with a comp~ete crew in severa~ ways. First, 

human errors sometimes appear to be inexplicab~e when, for examp~e, onl.y 

two courses of action are possib~e, and an operator appears to make the 

obviousl.y wrong choice. By considering the elements of these task situa­

tions in a decision making context one can gain additio~ insight into the 

under~ying factors invo~ved. Second, if specific anal.ytic deCiSion-making 

modeLs are reasonably appropriate descriptors of the mission phases being 

simulated, then the mode~ can serve as a means for the analysis and inter­

pretation of the experimental resul.ts. Third, a combination of mom toring, 

decision making, and contro~ viewpoints is essential in treating repeateOd 

simulation rtmS by one crew, or an ensemb~e of simulations involving many 

crews. In a si~e run behavior and perfoI'IllB4lce for ~ the tasks involved 

are specific concrete actions (or inactions), f~owing in a sequence. Error 

is identified as an extreme deviation from a desired state. Wi th many runs 

these concrete actions often exhibit differences, either in kind or in 

degrees. A probabilistic structure for particular events then becomes 

appropriate as a means of describing the experimen~ data. Further, the 

potential tradeoffs (based on experience and training) invo~ved in selecting 

various emergency actions can be erposed in the light of a utility concept. 
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Monitoring and decision making theories are the appropriate vehicles for 

such considerations. 

For simulations where a monitoring and decision making construct is 

likely to be useful the experimenter must recognize this potential at the 

outset by appropriately structuring the experimental tasks, scenarios, and 

performance measures. Then, when particular models for decision making 

are to be considered in data analysis, there may be further impact on the 

experimental design. 

In the following discussion, mOnitoring and decision making are first 

presented from a conceptual point of view in order to identify the basic 

components of monitoring and decision making tasks that must be taken into 

account in simul.a.tion setup, selection of measurements, and experimental 

design. A.naJ.ytical procedures for data analysis and modeling are then 

brief~ covered. In the most general approach to stu~ng moDi toring and 

decision making behavior as discussed below, the detailed structure of the 

operator's task may not be clear so that on1.y very general data analysis 

procedures can be applied with any certainty. As more is understood about 

the operator's behavior, certain assumptions may be invoked to allow more 

detailed analysis and perhaps modeling of the operator's task. This section 

is then concluded with an example to illustrate how a specific situation 

can be analyzed from a decision perspective to discover factors important 

in developing the appropriate experimental measurements to be made in a 

simulation. 

A. GEmlRAL DECISION MAICI:NG COESTRUCT 

Let us first consider the conceptual decision making construct of 

Fig. 12 , which includes the important aspects of a decision making 

scenario (general decision making constructs are discussed in Refs. 48-50). 

The conceptual construct involves (a) human operator(s)/decision maker(s) 

coupled to the controlled or supervised system and environment through 

input and output interfaces. Information is provided to the operator 

through visual, audi tory, motion, and perhaps tactile displays. The 

decision maker's actions based on the displayed information are then trans­

mitted to the system to change its state. This system might include 
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multip~e operators and voice or te~emetry ~nks, and operate on sing~e, 

independent decisions or multiple sequenti~ decisions where one decision 

and action influences succeeding decisions (i.e., so c~ed sequenti~ or 

dynamic decision situations). 

The input to decision making is provided by the operator's perception 

and interpretation of information on the disphys he is monitoring. Dis­

phyed information might inc~ude real world visual, motion, and auditory 

feedbacks, plus raw and processed sensor data and higher level computer 

aiding information. At this input stage there is some possibi~ty for 

misperception or misinterpretation of disphyed data which is a source 

f~r human error in the decision making scenario. Perceptual noise has 

been studied in connection with driver decisions at sign~ ~ghts (Ref. 51 ) 

and in gap acceptance (Ref. 52) and can be an important component in human 

decision making errors. 

The perceived state of the system then provides an input to the decision 

making process as shown in Fig. 12, and is combined with various other 

inputs related to the operational scenario in which decisions are made. 

These other inputs are more difficu1.t to measure in situ and may include 
* 1) the possible ~ternative actions avaihble to the operator(s) which 

affect system response, 2) the potential consequences and associated 

uti~ties of the various alternative actions t , 3) the goals and strategies 

associated with a given operational scenario or mission, and 4) the biases 

of the individual decision maker( s) to take or avoid risk. Figure 12 em­

phasizes these other inputs even though each specific action from input 

* ~ternative actions which are subjectively believed by an operator to be 
avaihble may differ from those alternative actions which are intrinsi­
cally avaihble. 

t uti~ty assessment is the process of eliciting and estimating subjective 
human values for the outcomes of decisions. Reference 53 introduces the 
general problem of uti~ty assessment and provides a technical review 
of the available techniques, models, and guide~nes for USing the pro­
cedures. ut~ty assessments of approach to landing are described in 
bf. ~. 
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("displayed information") to output ("controller action") is accomplished 

using one or more of the triad of pathways described earlier. 

Consideration of the above components in the decision making task is 

essential in the simulation and analysis of these situations. Many of these 

items are ingrained into the skilled (Le., highly trained) human operator/ 

decision maker. However, the relative values used in making a decision are 

usually influenced by his state of mind, which, in turn, are affected by 

the fidelity of the simulation (Le., realism). 

The proper simulation of value (i.e., the worth or penalty) associated 

with the various system outcomes such as crashes, fuel or time loss, etc., 

is very important but difficult to achieve. For example the consequence 

of a crash to flight crew members in real life is serious injury or death, 

so extreme aversion to any action that might lead to this consequence 

is present. In a simulation then, some taboo or similar drastic structural 

penalty must be engendered into the crew by adjusting the experimental 

variables, instructions, and payoff's. 

Again referring to Fig. 12, one sees that the decision maker's actions 

are transmitted to the physical system through some sort of interface which 

finally resul.ts in a direct control. input to the system. The interface 

might include voice or telemetry links, which could provide a potential 

source of both noise and time delay affecting overall system operation. 

The controller's actions change the system state along with potential 

process noise sources and other environmental influences. The state of 

the system is then displayed to the operator(s) in various ways. Some 

possibil.ities i~ustrated in Fig. 12 include directly observable outcomes 

via visual, motion,. and auditory cues; sensor outputs which may include 

significant sensor noise; and higher levels of processed information which 

might include relatively sophisticated computer aiding. 

The display interface with the operator provides the final transforma­

tion of information on the state of the system and environment. In the 

real world the display interface represents a design problem to provide 

complex arrays of information as simply and efficiently as possible in 

order to minimize operator reaction time and workload and to maximize the 
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quantity and quality of in:f'ormation transfer. In simulation a fidelity 

problem exists, particularly in recreating the motions, sounds, and visual 

detail in the real world. Lack of fidelity at this stage can reduce the 

face validity of the simulation and create another source of time delay 

and noise injection into the system. 

J. ANALYSIS OJ' MONI'I'ORING .AND DECISION MAKmG BEHAVIOR 

Given the conceptual construct in Fig. 12 we can now consider various 

qualitative and quantitative methods for analyz~ng monitoring and decision 

making behavior. In general we are concerned with decisions made under 

risk involving the possibility of loss or injury. This implies some 

uncertainty in the consequences of a given decision/action, and this 

uncertainty is represented by the various noise sources in Fig. 12. 

Qualitatively, the decision maker weights the various alternatives 

available to him, and picks the most desirable or least undesirable. The 

nature of this weighting process has been the subject of a large body of 

research, and has resulted in various decision making analysis approaches. 

Several of these are described below. 

1. :Risk Avoidance 

This approach attempts to describe the avoidance or minimization of 

risk in situations consisting of many decision alternatives. The basic 

assumptions of the model, in addition to presuming that an alternative's 

risk increases with the mean of its probability of loss, is that risk is 

related to: 1) the variance of the outcomes; 2) the maximum loss or regret; 

and 3) the range of outcomes (Ref. 55). These various factors can be 

accounted for by weighting schemes as discussed below. 

2. Linear and Functional Models 

These models make a minimum of assumptions and can be considered as 

data analysis paradigms. The "linear model" generally defines the attrac­

tiveness, ~, of a decision alternative, Ai' as a sum of weighted probabilities, 
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P. j' plus weighted rewards ( values), V. ., plus a cons tan t, 1. e • , 
1 ~ 

a. (Ai) = ~ (WijPij + WijVij) + Ci ( 6 ) 

where the Wij and wij are the weightings. Regression analysis is generally 

used to determine the weights. 

The "functional model" weights stimuli or pieces of information (S .. ) 
l.J 

about the situation which have Ifscale values" as opposed to the axiomatic 

assumptions of probabilities or values in the models discussed below. The 

attractiveness, a., of an alternative, A., is 
l. 

a.(Ai) = l WijSij 
j 

( 7 ) 

Analysis of variance procedures are generally applied to the data. The 

results of application of these models is somewhat mixed (Ref. ~~). Their 

main appeal is in the associated data analysiS procedures (i.e., regression 

and analysis of variance) which are relatively straight-forward and readily 

available. 

3. ExpeC1taticm Maximiza.tion 

The net value of multidimensional decision alternatives can be modeled 

as a sum of the probabilities of the various decision outcomes, each 

weighted according to the value of the outcome to the decision maker. The 

basic tenet of the theory is that a decision maker will select the alter­

native which maximizes the expected value. The model takes the follOwing 

form, the notation depending on whether the probabilities and values are 

objective or subjective (i.e., perceived by the operator): 

EV(Ai) 

TR-1156-1 

= l P . . v . . (x.) 
. l.J l.J J 
J 

67 

( 8 ) 



where 

Xj 

Vij or (uij ) 

P ij or (SP ij ) 

is a possible outcome or consequence of 
decision Ai (the Xj'S are generally assumed 
to be a mutually exclusive and exhaustive 
set) 

is the objective value (or subjective utility 
of outcome Xj given decision At) 

·is a conditional probability (subjective con­
ditional probability) of outcome Xj given 
decision Ai given the state of the environment 
(for Xj as above, it is generally assumed that 
lPo j =1). 
j J. 

For various combinations of objective and subjective probabilities and 

values different expectation functions can be defined: 

EV(Ai ) 

SEV(Ai ) 

EU(Ai ) 

SEU(Ai ) 

Objective Expected Value for objective 
probabilities and values 

Subjectiye Expected value for subjective 
probabilities and objective values 

Expected utilities for objective proba­
bilities and subjective utilities 

Subjective Expected utility for subjective 
probabilities and utilities 

This model has been used to study the affects of alcohol on driver 

decisions at stop lights (Ref. 51). One key conclusion from this research 

was that driver perceptual variability increased under alcohol, which was 

the cau,se of increased risk taking. Fatigue, high workload, etc., might 

also lead to increased perceptual variability in an aircraft/ATe scenario, 

so this is a potential error source to consider. 
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4. Sisna.l Detection ~or:r 

Signal detection theory is a special application of the expected value 

theory above which has found considerable application in modeling the 

psychophysics of mon! toring behavior and decision response. This theory 

has been applied to the lane change maneuver in driving (Ref. 52) and 

expanded for application to man-vehicle problems in general in Ref. 56. 
This theory postulates a decision maker's task as determining which of two 

hypotheses is true from one available observation. To make decisions in 

an optimal. manner, Ref. '57 considers maximizing one among the follOwing 

objectives: 

(a) "Correct response rr fraction 

(b) Expected value 

( c) Weighted differential probability (rr correct 
response" minus "false alarmrr ) 

(d) A posteriori probability 

(e) "Correct response rr probability at fixed "false 
alarm" probabill ty (commonly known as the 
Neyman-Pearson objective). 

At any given signal-to-noise ratio, all of the objectives listed above 

yield the same strategy based on a likelihood ratio criterion (Ref. 5A). 

Reference 56 shows, furthermore, that, for the objectives listed, the 

likelihood ratio criterion level remains constant as the signal-to-noise 

ratio is varied unless the Neyman-Pearson objective (e) is employed by the 

decision maker. 

Consequently Ref. 56 proposes an interpretive model for decision 

behavior in which the observer is presumed to perform the optimal processing 

using subjective rather than objective probability distributions. (Bayes' 

rule is applied to subjectively perceived distributions.) One possible 

interpretation for the experimental results involves the use of a subjective 

Neyman-Pearson decision strategy; another possible interpretation implies 

breakdown of the subjective expected utility principle. One unequivocal 
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finding is that for experimental situations in which signal-to-noise ratio 

is allowed to vary from trial to trial, decisions are not made on the basis 

of a constant (objective) likelihood ratio criterion. 

C • DECISIOl'f MAltING ANAL7iSIS EXAMPLE 

The very termina~ phase - :£'rom decision height on - of the aircraft 

landing exa.mp~e already described can be used to illustrate the various 

decision-making concepts discussed above, and their application to ~bora­

tory/simulation research. The example used here was adapted from earlier 

work (Ref. ~9). First, the decision alternatives and re~ted outcomes or 

consequences must be identified as summarized in Table 15. The outcomes 

also suggest associated 'Oerformance measures that can be made in lieu of 

experiencing any of the rare event outcomes. This is important because of 

the extremely low accident probabilities in aircraft operation which would 

require an ~tremely ~ge number of runs to obtain reliable occurrence 

rates. The sample distribution of the subsidiary performance measures so 

obtained can then be fitted with an appropriate distribution curve, and 

used to predict the probability of an accident (e.g., hard landing, run 

off runway, etc.). 

Given the decision alternatives and outcomes, we next consider the 

conditional probabilities of success or accident given a ulandll or "go 

aroundu decision. In Fig. 13 we have illustrated a probability tree 

model adapted from Ref. 59 that can be used to establish the conditional 

probabili ties. The probability elements in Fig. 13 are assumed to be 

independent so that the product of the component probabilities along a 

path from the decision a~ternative to the outcome gives the conditional 

probability for the various . outcome/alternative pairs. In Ref. 59 it is 

discussed how the various probability components depend on aircraft and 

wind gust characteristics. 

The ~st step in analyzing or simulating the decision making aspects 

of the landing example is to establish values or utilities for the vario~ 

outcomes. The pilot's subjective impression of the value structure is 
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TABLE 15 

DECISION COMPONENTS SUMMARY FOR LANDING EXAMPLE 

I. DECISION ASSOCIATED PERFOR~~NCE ALTER- BASIC OUTCOME 
NATIVE MEASURES 

Successful landing Dispersions at decision 
height and/or reference 
position and at touchdown 

Short landing Longitudinal touchdown 
location 

Hard landing Sink rate at touchdown 

Overrun runway Airspeed and altitude 
during rollout errors at reference 

position 

Land off side of Lateral touchdown loca-
rum-Jay tion i 

Land Accident Drag a wing tip or Bank angle at touchdown 
engine pod during 
landing 

I 

Land with excessive Side velocity at touch-
i 

misalignment angle down 
(putting side loads 
on landing gear) 

Run off side of Lateral displacement I 
I 

runway during 
I 

rollout 

Successful abort and go Dispersions at decision 
around height and range to other 

aircraft and obstacles 

Unsuccessful abort Altitude, range to 
'10 Accident obstacles 
Around 

Unsuccessful go Range to other aircraft 
around or obstacles, fuel level 

Unsuccessful Range to other aircraft, 
approach fuel 1 evel 
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most pertinent, and awlication of utility theory (e.g., Ref. 60) might be 

helpful here in establiShing the ranking and relative magnitude of the 

outcome value structure. 

It should be noted that the landing example might also be considered 

as a sequential decision making situation where with each go around, fuel 

quanti ty diminishes, and the weather and aircraft condition may be de­

grading. Thus various condi tionaJ. probabilities can change on successive 

go arounds . 

TR-'156-, 73 



1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 
I 



~ 

... 

SEC'rION VI 

CO:NC LtJS IONS 

Human errors in aviation tend to be treated in terms of clinical. and 

anecdotal descriptions, from. which remedial measures are di:f'.f'icul.t to 

derive. Correction of the sources of human error requires that one 

attempt to reconstruct underlying and contributing causes of error from 

the circumstantial. causes cited in official investigative reports. A 

comprehensive analytical theory of the cause-effect relationships governing 

propagation of human error is indispensable to a reconstruction of the 

underlying and contributing causes. This report presents a validated 

analytical. theory of the input-output behavior of human operators involving 

manual control, COmmunication, supervisory, and monitoring tasks which are 

relevant to aviation operations. This theory of behavior, both appropriate 

and inappropriate, provides an insightful basis for investigating, classi­

fying and quantifYing the needed cause-effect relationships governing 

propagation of human error. Highlights of the insight provided by this 

theory follow. 

A. The input-output behavior of human operators in manual. 
control systems is characterized by an internal organization 
involving three major pathways. These correspond to closed­
loop, combined open- and closed-loop, and open-loop behavior 
patterns. In manual control systems which exemplify these 
patterns, the system bandwidths, attentional fields, and 
rehearsal requirements are ordered correspondingly, i.e., 
compensatory < pursuit < precognitive. Similar but inverted 
orderings of perceptual motor loading and system latencies 
are associated with the three pathways. 

B. The three-pathway model for manual control can be 
generalized to a perceptually-centered model appropriate 
for input-output human behavior involving sensory modalities 
other than vision and output modalities other than manipula­
tion. 

C. The perceptually--centered model for human behavior is 
further generalized to include an executive and 'supervisory-­
monitoring meta controller which identifies the Situation, 
selects the appropriate pathway, directs the information flow 
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through the pathway selected, and monitors, on an off-line 
basis, the resulting outputs. The off-line mOnitoring 
feature constitutes yet another feedback, albeit on an 
intermittent and longer term basis. 

D. The characterization of human behavior presented here 
provides a rational basis for planning specific investigations 
of the sources of human error using full mission simulation, 
either for the purpose of research in advance or diagnosis 
after the fact. When the purpose and scope of a simulation 
study has been set forth, the behavioral models summarized 
here can be used to predict (sometimes), subsume, describe, 
and rationalize the experimental results. For these tools 
to be most useful the experimental planning considerations 
should include the follOwing activities. 

1. Develop mission phase, task breakdown for nominal 
conditions. For each task, each crew member, and 
each traffic controller, list: 

a. An ordinal time line of activities. 

b. Input/output modalities for each task and nominal 
(unimpaired, highly trained) human operational mode 
(precognitive = open loop, compensatory = error 
correcting, pursuit = combined open, closed loop, 
store a to memory, for association). 

c. "Displayed" (perceivable from some source), controlled 
(attended to in control tasks), monitored variables. 

d. Command pr<?files, monitoring goals. 

e. Determine event markers and human operator input­
ouput behavioral status (e.g., short term bandwidth) 
indicators; connect with the ordinal time line. 

2. Define decision points within the mission phase/task 
structure. 

a. Break decision complex into sequences of binary choices. 

b. Develop a comprehensive list of outcomes (with which 
probabilities will be aSSOCiated). 

c. Determine surrogate or connected measures for each 
outcome (from which sample measurements will be 
taken as the basis for a distribution fitting 
function) . 
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3. Off-nominal. and abnormal. scenario elements 

a. Determine the off-nominal/abnormal mission phase 
shifts which are to be exercised to increase work­
load, divide attention, interrupt routine, impair 
human operations, etc. These should be selected 
to exercise the simulation subjects in roles likely 
to be crucial to the tOIJics being focused on in the 
simulation • 

b. Expand the mission phase/task breakdown (and the 
outcomes in the decision complex, if needed) to 
account for the off-nominal scenario elements. 

E. When the source and presence of grievous errors are to be 
recognized and quantified, the event identifiers/markers and 
human input-output behavior indicators of a given run with 
grievous errors present can 

1. Be compared with pre-determined error tolerances, and/or 

2. Be compared with a similar error free run. 

The results of these comparisons for the human input-output 
behavior indicators can be used to deduce the human error 
source and its correlates in any malfunctions of other sub­
system or extreme inputs or disturbances. Similarly, the 
event markers and pertinent state variables will be the tip­
off, and basis for quantification, of machine-centered error 
sources . 
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