oA

D)
| %7"/{‘7?07 '

EFFECTS OF ATMOSPHERIC TURBULENCE

ON MICROWAVE AND MILLIMETER WAVE
SATELLITE COMMUNICATIONS SYSTEMS
D.M.J. Devasirvatham )sy{ EZ) !
The Ohio State University and 9/%’ '

D.B. Hodge % } o~

The Ohio State University

ElectroScience Laboratory

Department of Electrical Engineering
Columbus, Ohio 43212

Technical Report 712759-6
Contract NASW-3393
May 1981

NASA Headquarters
HQ Contracts and Grants Division
Washington, D.C. 20546




NOTICES

When Government drawings, specifications, or other data are
used for any purpose other than in connection with a definitely
related Government procurement operation, the United States
Government thereby incurs no responsibility nor any obligation
whatsoever, and the fact that the Government may have formulated,
furnished, or in any way supplied the said drawings, specifications,
or other data, is not to be regarded by implication or otherwise as
in any manner licensing the holder or any other person or corporation,
or conveying any rights or permission to manufacture, use, or sell
any patented invention that may in any way be related thereto.



Unclassified
SECURITY CLASSIFICATION OF THIS PAGE (When Dets Entered)

REPORT DOCUMENTATION PAGE BEFORE COMPL EtING FORM
. REPORY NUMBER 2. GOVT ACCESSION NO.J 3. RECIPIENT'S CATALOG NUMBER
4. TITLE (and Subtitle) 5. TYPE OF: REPORT & PERIOD COVERED
EFFECTS OF ATMOSPHERIC TURBULENCE ON MICROWAVE Technical Report
AND MILLIMETER WAVE SATELLITE COMMUNICATIONS
SYSTEMS 6. PERFORMING ORG. REPORT NUMBER
ESL 712759-6
7. AUTHOR(s) 8. CONTRACY OR GRANT NUMBER(S)
D.M.J. Devasirvatham and D.B. Hodge Contract NASW-3393
9. PERFORMING ORGANIZATION NAME AND ADDRESS 10. PROGRAM ELEMENT, PROJECT, TASK

The Ohio State University ElectroScience Labora- AREA & WORK UNIT NUMBERS

tory, Department of Electrical Engineering
Columbus, Ohio 43212

11. CONTROLLING OFFICE NAME AND ADDRESS 12. REPORT DATE
NASA Headquarters May 1981
HQ Contracts and Grants Division 13. NUMBER OF PAGES
Washington, D.C. 20546 210
4. MONITORING AGENCY NAME & ADDRESS(if different from Controlling Qlllce) 15. SECURITY CLASS. (of this report)
‘Unclassified

1Sa. DECLASSIFICATION/ DOWNGRADING
SCHEDULE

16. DISTRIBUTION STATEMENT (of this Report)

17. DISTRIBUTION STATEMENT (of the abatract entered in Block 20, 1 different from Report)

18. SUPPLEMENTARY NOTES

19. KEY WORDS (Continue on reverae side If necessary and identify by block number)

20. ABSTRACT (Continue on reverse side If necessary and Identify by block number)

This study presents a model of the microwave and millimeter wave
link in the presence of atmospheric turbulence, with emphasis on satel-
lite communications systems. The analysis is based on standard methods
of statistical theory. The results are directly usable by the design
engineer.

DD ,"%i%, 1473  Eoimion oF 1 Nov 65 15 OBSOLE TE Unclassified

SECURITY CLASSIFICATION OF THIS PAGE (When Data Entered)



Unclassified
SECURITY CLASSIFICATION OF THIS PAGE(When Data Entered) R

Effects of turbulence on the received wave are studied using the
Kolmogorov, Von Karman, and Gaussian models, and compared. The Gaussian
model is simply related to the other two for purposes of comparison and
js found to be a useful engineering approximation. An equivalent struc-
ture constant is also defined for the latter.

A generalized theory of the aperture antenna in turbulence is
formulated. The uniform and tapered circular aperture antennas are
specifically evaluated for any arbitrary angle of arrival of the wave
in the main beam, and related to each other.

The receiver, which has hitherto been neglected, is shown to play
a fundamental role in the interpretation of signals which have passed
through turbulence. Receivers are classed as synchronous and asynchron-
ous. The signal measured by each class is described. Properties of the
turbulence may be directly related to the output of the synchronous
receiver defined in this study.

Using experimental results, an equivalent atmosphere, homogeneously
turbulent over the propagation path, with appropriate parameters, is
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described by a height 6 km over an earth of 4/3 the physical radius, or

8479 km. The long term average refractive index variance is 0.4x10'12.
The average correlation Tength is 46 m. The average equivalent struc-

ture constant is 5.3x10'14. Extreme conditions are also estimated. The

Todel ?redicted the experimental results over a range of frequencies of
5 to 1. '

The variance and the mean signal level degradation as measured by
the two receivers, the fluctuating power, antenna gain, and gain degrada-
tion, are studied as functions of frequency from 3 to 90 GHz, aperture
size, and elevation angle or equivalent path length. While the numerical
results should be used with caution, the effects of turbulence are seen
to be significant to the systems designer at the higher frequencies,
lower elevation angles, or larger antenna apertures.

Asynchronous receivers may be preferable for communications links.
However, properties of turbulence are better measured by links employing
synchronous receivers.
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CHAPTER I
INTRODUCTION

1.1 Overview

The allocation and use of ever higher frequencies in the microwave
and millimeter wave regions of the electromagnetic spectrum has been
spurred by the information explosion that followed the dawn of the space
age. The attendant satellite communications technology, which had its
modest beginnings in the ECHO satellite of 1960, generated its own
demand. Taking over a large share of intercontinental telephone communi-
cations, it also opened the way for wholly new services such as computer
links, data nets, and intercontinental television links as well as
~direct television broadcasting by satellite.

The resulting congestion has mandated the use of higher frequen-
cies in hitherto unexplored regions of the electromagnetic spectrum. The
new bands have been primarily determined by the characteristics of the
terrestrial atmosphere. They are usually situated in 'electromagnetic
windows', i.e., regions of relatively low attenuation away from resonance
regions of its constituents, except in special cases such as secure
short hop links. The fundamental constraint imposed by the windows on
the choice of frequencies for general purpose usage precluded incremental
changes in frequencies used and a gradual evolution of the technology.
The new bands usually require quantum jumps in frequency along with a
Who]]y new range of generating and receiving equipment.



The initially low powers and sensitivities, coupled with the usual-
ly greater interaction with the atmosphere pose many problems to the
systems designer. The effects of scintillation caused by atmospheric
turbulence and bulk effects such as layers and fronts may all take their
tol1 and need to be quantified. Attenuation statistics in clear air and
rain are needed to ensure re]iab]g links and to optimize parameters.

One 'easy' solution to the problem of ensuring adequate system
margins has been the use of large antennas, where permissible, to in-
crease the directive gain. This increases the effective sensitivity of
thke receiver. However, it is now realized that perturbations of the
received -wave front across a large antenna by turbulence will, in effeét,
decrease its gain. This may also be thought of as an aperture to medium
coupling loss. Indeed, at some point, an array of smaller antennas
feeding coherently summing receivers begins to provide superior perform-
ance at lower cost over a single receiver fed by a large antenna.

The effects of the atmosphere on receiving systems had been
encountered much earlier by optical astronomers. The familiar twinkling
of the stars due to atmospheric turbulence, while celebrated in fiction,
results in the degradation of the image at the focal plane of a tele-
scope. The image spot may move randomly in the viewing field, causing
a blurring of the image. In some cases, the image may even break up
into several spots. These phenomena 1imit the resolution of the instru-
ment. Further, the time available with good viewing conditions is also
curtailed.

Another related problem is the study of the surface tolerance of
large antennas. Deviations from the optimum geometry of the surface due
to tolerances in construction, thermal expansion, and the distortion
caused by gravity}resu]t in a reduction in the gain of the antenna. The
distortion of the incident wavefront by these deviations, when viewed by
the feed system, is an exact analog of turbulence induced distortion and
may indeed be indistinguishable from it.



Unfortunately, much of the study that has ensued is not in a form
that is directly usable by the microwave engineer. The links between
the parameters used by the optical astronomer, the microwave engineer,
the antenna engineer, and the specialist in propagation have rarely been
made explicit. Arduous measurements made by each group have usually
remained within their own domains. The system designer has consequently
relied on rules of thumb, empirical factors, overdesign, or has ignored
the problem altogether.

1.2 Qutline of the Study

References [11, 36, 44] have examined some aspects of the problems
discussed above. The book by Shifrin [11] has been particularly useful.
It provides a detailed analysis of linear and rectangular aperture an-
tennas in the presence of turbulence. Unfortunately, there is very
Tittle material on the physical properties of the turbulence itself and
the emphasis appears to be on the troposcatter problem. Theobold and
Hodge [36] proposed a phenomenological model of the communications link.
The wave incident. on the antenna is decomposed into an amplitude varying
component which is fixed in direction and a component which is fixed in
amplitude, but varying in direction. Knepp [44] discussed a Gaussian
tapered antenna. However, the results do not appear to be readily usable
by the engineer. The last two works discuss on-axis incidence of the
incoming wave only. None of the studies recognize the effect of the
receiver on the measurement of the received signal statistics.

Much of the literature referred to in this work are of use in a
particular section only. Therefore, they are reviewed in the beginning
of the relevant chapter and will not be presented at this point.

It was felt, in light of the preceding diécussion, that a coherent
solution to the problem of a receiving system in the earth's turbulent
atmosphere would be useful. Elements of propagation theory, of use to



the designer, have beeh selected from the wealth of information avail-
able. A statistical analysis of an antenna in a turbulent medium is
presented. The effects of the receiver on the signal gathered by the
antenna, which appears to have been ignored hitherto, were analyzed
with surprising and far reaching implications. The results are brought
together to form a complete picture of the behavior of the communica-
tions link in turbulence.

This study attempts, first, to formulate the basics of the problem
of the receiving aperture in a homogeneous turbulent medium. The medium
is described using a simple statistical model. The concepts of element-
ary antenna theory are used. The effects of the feed system are
included as an integral part of the analysis.

The propagation medium is then analyzed and several models of at-
mospheric turbulence are compared. The statistics of the wave received
at the antenna after propagating through the atmosphere are formulated.
An analytically convenient model is then chosen and shown to be a reason-
able engineéring approximation to more commonly accepted models.

The role of the receiver in the perceived signal statistics is
studied next. The type of demodulator circuit used is shown to play a
vital part in measuring the fluctuations of the received signal. Thus,
two general classes of receivers, called synchronous and asynchronous
receivers, are defined. The statistics of the signal as measured by
these receivers are formulated.

The particular case of the circular aperture is then examined in
greater detail. Uniform and Gaussian shaped feed illumination are con-
sidered. The former also serves to link the results to the optical tele-
scope in the particular case of focusing systems. The general behavior
of the gain of the circular antenna in turbulence is shown.

Next, experimental results are used to ascribe numerical values to
the parameters of the propagation model. This describes the long term

4



average behavior of the atmospheric link. Estimates of the extreme
conditions of turbulence are also made.

Using these estimates of the average and extremes of atmospheric
turbulence, the behavior of the variance and the average non-fluctuating
power of the signal measured by asynchronous and synchronous receivers
is studied. The degradation of the gain of the receiving antenna is
also examined to obtain a deeper understanding of the effects of turbu-
lence on microwave and millimeter wave satellite communications systems.
Finally, some useful design curves based on these results are given,
with extensions to some frequencies of future interest.
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CHAPTER II
THE ANTENNA

This chapter examines the basic theory of the aperture antenna as
a transmitter or receiver in the presence of statistically fluctuating
media. The effect of the feed pattern is included.

The far field pattern of an antenna acting as a transmitter is
discussed briefly. The terminal voltage of a receiving antenna is then
evaluated, first for plane wave incidence, to relate it to the case of
the transmitter. The theory is then extended by considering the inci-

‘dent wave to be perturbed arbitrarily in amplitude and phase in space.

Finally, the perturbations are allowed to vary randomly in time
and space to represent the effects of turbulence. The results are also
related to the field in the focal plane of a focusing antenna. This
links the antenna and the optical telescope. '

The aperture of the antenna is assumed to lie in the x-y p]éne and
is denoted by S, as shown in Figure 2.1. P = (x,y) or P(R), where R is
a vector on the surface x-y, represents any point on the aperture. nis
a unit vector normal to S. Q(r) is any point in the forward half-space
at which the transmitted field Et or the received field E is measured.
The eJ‘"t time convention is used in describing phasors.



Figure 2.1. Antenna aperture geometry.

2.1 The Antenna as a Transmitter

In this section, expressions are derived for the far field pattern
of an aperture antenna acting as a transmitter for comparison later with
‘the receiving antenna.

Let the antenna produce a field distribution on the infinite x~y
plane. Using the surface equivalence principle the aperture fields
could be replaced by electric and magnetic equivalent current density
distributions jé(x,y) and ﬁé(x,y), where



Je =

3
>
x|

>

Me = E xn

E and H are the electric and magnetic fields in the aperture plane.

Alternatively, an equivalent electric current density Ut(x,y) alone may
be assumed such that

The above formulations are valid only in the half-space faced by the
antenna,

Further, let

~

jt(x,y) = Jy T(x,y) = JO f(x,y) Ps (2.1.1)

where JO is a complex constant and f(x,y) is the dimensionless normal-
ized aperture illumination function or feed function, such that

) lpax = 1 (2.1.2)
and ﬁf is the unit polarization vector of the aperture illumination.

Then, the radiated electric field pattern in the forward direction
in the far (Fraunhofer) zone is given by [1],

. -jkr
Jnge _ Jjksin6(xcos¢ + ysing)
E.(8,9) = —7;;—“[ Ji(x,y) e dxdy

K

(2.1.3)

where r,6,¢ are the spherical coordinates of the observation point. ”o

is the characteristic impedance of free space. A is the wavelength, and



k, the propagation constant, is given in magnitude by

k=2m

The signed constant, k, is also the magnitude of k where

by
"

k sin6 cos¢

X
ky = k sin® sin¢
kZ = k cos®

Then the component of k lying in the aperture plane is
FS = (kx,ky) (2.1.4)

and
" Jjn e , Jlkox + k,y) . )
E (k,.k ) = —5— J f?(x,y) e * Y dxdy.  (2.1.5)

Let:

3lkx + k)

la(kx,ky) =J/"T(x,y) e dxdy. (2.1.6)

o

We recognize that §(kx,ky) is the Fourier transform of the aperture
current distribution function. It is called the (unnormalized) electric
field pattern function of the antenna in free space. Therefore,

_ jnge I
Ep(kyoky) = =2 Jy g(kx,ky) . (2.1.7)

The magnitude of the field in any direction of polarization, ﬁ, in
the far zone is given by

10



jn e-jkr
_ Yo A~

Most of the transmitted energy is contained in the main beam of the
antenna and the side lobe levels are assumed to be low. Consequently,
the fields in the x-y plane and the equivalent surface density, jt’ may
be considered to be small except over the physical aperture, S, itself.
Therefore, the integration may be carried out over S alone with small

error to give

Eo(k,,k,) = ﬂ‘f—i« Jg [?(x.y) eJ(k"x " ky) dxdy . (2.1.9)

} S

Finally, a more compact representation, using vector notation for
(2.1.9) is,

. -jkr =
- Jn.e _ Jk_ P
Et(ks) = "‘%)TF—‘ JO f f(P) e S as . (2.1.10)

A1l the other equations could also be written in a similar form. This
notation will be used in the following sections.

2.2 The Antenna as a Receiver '

A general expression for the voltage at the terminal of an aperture
antenna acting as a receiver is derived in this section. The antenna is
represented by the physical aperture, S. The feed system is assumed to
be accessible at some point so that voltage and current can be measured.
We further stipulate that the wave guide or transmission line will sup-
port only one propagating mode. Higher order modes are usually excited
by reflection at the end of the feed section; but we assume that these
are strongly attenuated before the point of measurement.

11
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Figqure 2.2. The antenna feed system.

Vt and It are the voltage and current, respectively, measured when
the antenna is used as a transmitter. Ve and Ir are similarly measured
during reception. Directions of these quantities are defined in Figure
2.2.

Let an incident electric field be denoted by E_. Its angle of
arrival with respect to the antenna is measured in spherical coordinates
as (6,¢). The vector notation indicates the direction of polarization.

The Rayleigh-Carson Reaction Integral theorem of mixed form [2,3]
states that,

VI, - VI, - [(3e. £ - -T) ds (2.2.1)

o



" and if

Za = Antenna Impedance
Z] = Load Impedance

Vi = I4Z,

V. = =127 .

Replacing (Ue,'ﬁ

o) by the equivalent current density (J;,0),

. S T .F .
V, = 7. [ Jy E. ds. (2.2.2)
[1 + —‘—] I :

Thus, the effect of the current distribution due to the antenna feed is
to weight the incoming field and is included in (2.2.2). The actual
imp]émentation of the feed system, be it a horn at the focus of a para-
bolic antenna or a system of wave guides connected to various points of
the radiating surface, is immaterial to Equation (2.2.2). Hence, all
classes of aperture antennas are included.

2.3 Case 1: Plane Wave Incidence

. The general expression- for the antenna terminal voltage derived in
 Section 2.2 is applied to the plane wave incidence case. The identity
of the transmitting far field and the receiving patterns are established.

Consider a plane wave travelling toward the origin. Its angle of

arrival is measured as shown in Figure 2.1. It may then be represented
as

13



-j(kx) + ky}l + kzz)

—E-r = l—\o e (2.3.13)
_-5keT
= A0 e v (2.3.1b)
N -jk-r
=pAye (2.3.1c)

where B is the unit polarization vector of the plane wave. AO is the
constant amplitude of the wave.

Now'jt(ﬁ) was defined to lie only in the x-y plane. Therefore,
from (2.2.2)

b= g [ L0 BB o, (2.3.2)
[1 ; _]1
1t
" ‘ .
where
E.(P) = Fr(F)l o (2.3.3)
—j(kox + k
=Ry e e+ kyy) (2.3.4)
_ -3k.-P
= AO eA - (2.3.5)

is the field distribution of theAincident wave over the aperture plane.
Further, using (2.1.1) and (2.3.2)
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E.(P) dS

-<
]
]
[y
H' C
o
8
.y
—
ol
po—g
m

J
Ky = L= o . (2.3.6)
beal
1
Then,
vr"= KV[ T(P) . E.(P) ds (2.3.7)
or
_ _ __ =ik P
V() = KyAg f f(P) e s , (2.3.8)
i.e., from (2.1.6)
V.(K) = KyAgp - 9(-k) . (2.3.9)

Note that the sign of k in'FS is negative for a wave travelling toward
the origin of coordinates. Equations (2.3.9) and (2.1.8) are seen to
have the same form. Therefore, the receiving pattern for plane wave
incidence is identical to the far field transmitting pattern.

Finally, using the approximations discussed in Section 2.1, the

integral in Equation (2.3.8) may be carried out over the physical aper-
ture only, so that

15
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<

V.(k,) = KVKO-[ T(P)e ° ds. (2.3.10)

Vr(FS) gives the voltage at the antenna terminals due to a plane wave
incident in a direction such that the projection of the propagation
vector on the antenna aperture plane is Fs'

2.4 Case 2: Perturbed Wave Incidence

The incident wave is now perturbed deterministically in amplitude
and phase; and the antenna terminal voltage is derived. This is an

intermediate step toward the randomly varying incidence case.

Consider a wave of the form

_ _ . =iker , :

E,. = A(r) e (2.4.1)
incident on the aperture antenna. A(r) is the complex amplitude which
is not constant over a plane transverse to the direction of propagation.
This could be visualized as the result of an initially plane wave, with
constant amplitude and phase in a plane transverse to its direction of
propagation, which has undergone perturbations along its front. An
example is the field near a small fixed scatterer. Using (2.3.3) -
(2.4.1),

‘E‘(F)’ .- A(F) e ° . (2.4.2)
Z:

- - - — -jk_-P
Ve(kg) = Ky ff(P) AP ST s (2.4.3)
S

16



N

— + )

— —— o — — — v——, p— — —

PLANE WAVE PERTURBED WAVE ANTENNA
SPACE RANDOM
ATMOSPHERE

Figure 2.3. Perturbation of a propagating wave by the turbulent atmos-
phere.

2.5 Case 3: Randomly Varying Perturbed Wave Incidence

The expression for the antenna terminal voltage will now be ex-
tended to the case of a random]y varying incident wave. A plane wave,
travelling from a spacecraft and incident on the earth's atmosphere,
encounters inhomogeneities in pressure, temperature, and humidity (Fig-
ure 2.3). Their influence is strongest in the lower troposphere due to
changes in the refractive index. The effect of bulk refraction is to
bend the propagating ray as a whole. This is a relatively slow pheno-
menon and could be considered to be quasi-static over times on the order
cf several cycles of carrier frequency. It will not be considered in
the.following analysis.

Inhomogeneities of smaller scale sizes are also present in the
atmosphere. The wave, moving in a direction k with respect to the an-
tenna's frame of reference is increasingly perturbed as it propagates
through these inhomogeneities. Further, as these fluctuations are ran-
dom in space and time varying, the perturbation of the wavefront will
also be random in space and time. However, it is reasonable to assume
that the average direction of propagation of the wave as a whole is
essentially unchanged. It is, therefore, convenient to separate out the
basic propagating direction and the random fluctuations.

17



v N -jk-r
E_=A(r,t) e ,
r
where
- N
N _OX(F,t) + JU(T,t)
A(r,t) = Ay e

The tilde denotes random quantities. ﬁ is a function of position and
time. Kb is the amplitude of the wave that would be present if there
were no perturbations. X is the log amplitude of the wave and the phase
fluctuations are given by ¥,

The statistics of ; and W are directly related to the statistics
of the medium. This will be considered in detail in Chapter Three. The
processes are assumed to be stationary and, hence, ergodicity may be
invoked. Therefore, we may restate the above equations as functions of
space only as

-jk-r

£ -A(F e | (2.5.1)
N GEEL 0
A(F) = Ry e : (2.5.2)

AV N
Er(P) = E.(r) 0
Y —.‘].ES.E .
= U(P) e (2.5.3)
. where
ny _’\a

") X(X,y,O) + J\b(xLYaO)
u(p) = KO e
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N _'\..P_
¥y - 1, e><(P) + ju(P) . (2.5.4)

P is the surface vector (x,y) as before. Evaluation at 2z=0 is under-
stood and will be dropped from the notation in the following.

The voltage at the antenna terminal when receiving such a wave
would be

,\yr(FS) = KV[?('ﬁ) . Er(ﬁ) ds . (2.5.5)

Once again, using the engineering approximations discussed in Section
2.1,

N - N -jES-ﬁ
V.(Kg) = Kv[ f(P) - U(P) e s . (2.5.6)

Equations (2.5.5) and (2.5.6) are the statistical extensions of (2.3.7)
and (2.3.10).

2.6 Fields in the Focal Plane of a Focusing System

In the particular case of a focusing system, when the incident
field is paraxial, the field in the focal plahe of the antenna may be
obtained fairly easily ([11], pp. 231-236). The results can also be
directly applied to the optical telescope, which can be considered to be
a focusing antenna with a uqiform polarization insensitive aperture
illumination function. Let

| fa = focal length of the antenna
P = (x,y) be a point on the antenna aperture
P! = (x',y') be a point on the focal plane
U(x,y) = the magnitude of the incident field on the aper-
ture plane

19



ﬁ'(x',y'), = the magnitude of the field in the focal plane.

Then, neglecting polarization,

-jkf E(xxt + yy')
N P e d "N a
U'(x',y') = Tge— U(x,y) e ds. (2.6.1)
a
S

Equation (2.6.1) is seen to be similar in form to the expression for the
terminal voltage of a receiving antenna. Therefore, it serves to link
the results obtained for an antenna to the optical telescope.

Comparing (2.6.1) and (2.5.6), it is seen that if the following
substitutions,

k x'/fa for k sin® cos¢

k y'/fa for k sin6 sin¢

v

n
U(x',y"') for V.
are made, the results derived for the received voltage may be also ap-

plied to the focal field.

Y
Clearly, the d%scription of the received voltage, Vr’ or the field
in the focal plane, U', in terms of statistical averages, requires know-
N
ledge of the statistics of U(P). This is considered in Chapter Three.

In summary, the theory of the receiving aperture antenna was con-
sidered. The basic formulation was extended to describe the behavior of
the antenna when a randomly varying perturbed wave is incident upon it.
Finally, the field in the focal plane of the antenna was shown to be
useful in relating the results obtained in this study to the optical
telescope.
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CHAPTER III
PROPAGATION IN TURBULENCE

3.1 Introduction

The propagation of electromagnetic waves through the turbulent
atmosphere has been the subject of intensive investigation over several
decades. A vast literature exists, detailing several approaches to the
problem. Some basic references [4-22], and works referred to in their
bibliography, may be consulted for comprehensive study.

Chernov [ 4] and V.I. Tatarski [5,6] brought together much of the
earlier work and also provided a broad theoretical basis for plane wave
propagation through the turbulent atmosphere. This was extended by
Schmeltzer [7], considering laser beams, to include spherical wave, fin-
ite aperture cases. The Rytov method of evaluating the wave equation
is used in these works. The range of applicability of the Rytov method,
which requires, inter alia, that the magnitude of the fluctuations of
the wave be 'small’, sparked considerable debate [19]. Various mathemat-
ical approaches, such as the mutual coherence theory [20], have been
used to study the strong fluctuation case.

In 1941, A.N. Kolmogorov proposed a theory of turbulence which is
applicable to the earth's atmosphere [21]. This is now a generally
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accepted description. Lee and Harp [22], used a more heuristic model of
the atmosphere, i.e., a set of phase gratings, to obtain solutions to a
wide range of problems. Ishimaru, in his books [8,9], provides a useful
collection of these ideas, as well as some of his own, in a readable
text.

This chapter considers some aspects of the propagation of a plane
wave in a turbulent atmosphere. A review of basic concepts is followed
by comments on the Gaussian and Kolmogorov models for clear air propaga-
tion. The simpler Gaussian model is also considered because it is more
tractable, mathematically. The two models are then compared to obtain an
understanding of the uses and possible errors associated with the Gaus-
sian approximation. Some new expressions are also derived for log ampli-
tude and phase, variance and correlation functions.

3.2 Preliminaries

The propagation of electromagnetic waves along terrestrial or
earth-space paths in the microwave through optical portions of the spec-
trum is most influenced by that portion of the earth's atmosphere called
the troposphere. This denotes that part of the atmosphere extending
from the earth's surface up as high as 17 km. The refractive index,'n,
of the atmosphere is approximately one and is given by

n=1+An (3.2.1)

and the refractivity, N, is given by

N = (n-1)x10° = 7—7-T§ (P * f‘-‘%—e-> (3.2.2)

in the microwave region and
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N = (n-1)x100 = 776 P (3.2.3)
T

in the optical region. Here, N is on the order of 300 and

P = Barometric pressure in millibars (1 mm. Hg = 1.3332 millibars)
e = Partial pressure of water vapor in millibars
T = Absolute temperature, degrees Kelvin.

The typical decrease of n with increasing height causes any pro-
pagating ray to bend downwards. This can be eliminated in calculations,
_under conditions of standard refraction, by considering the earth to
be a sphere of radius equal to 4/3 the physical radius, or, approximate-
ly 8479 km. This approximate correction will be used throughout this
work.

The pressure, temperature, and humidity also vary randomly frbm
place to place and with time at any place due to atmospheric turbulence.
The resulting random variation in the refractive index perturbs the
propagating electromagnetic wave causing amplitude scintillation and
phase fluctuation. Other atmospheric effects such as absorption and
depolarization have been extensively treated in the literature and will
not be considered here.

The correlation function, Bf(Fi’FZ)’ of a multi-dimensional random
field, f(r), is defined [6] as

Be(F)7p) = <LF(F)) = <F(F)1 [F(F) ™ <f(F) 5D . (3.2.9)

The random process is said to be homogeneous if it has a constant
mean and its correlation function is unaffected by simultaneous transla-
tion of:Fl and?2 by the same amount in the same direction. It is the
generalized concept of a stationary process. The correlation function
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of a homogeneous random field depends only on the difference ¥ = 7
so that

1772

Bf(F]_an) = Bf(Fl'Fz) = Bf(F) . (3.2.5)

A homogeneous random field is said to be isotropic if Bf(F) depends
only on r = |r|, i.e., only on the distance between the observation
points.

Be(Fp.Tp) = Be(r) . (3.2.6)

Many meterological phenomena are not properly described by homo-
geneous, isotropic, random processes. However, in many cases a new
process f(Fl) - f(?é) can be formed which is well behaved (homogeneous).
f(r) is then called a locally homogeneous process. Its correlation
function is no longer a function of ?i—?é alone; but also depends on
Fl and ?2, individually. Therefore, the structure function

De(F) = <[F(Fp+7) - F(F) > (3.2.7)

is a more useful parameter of such a field. It is a fgnction of ?&-?&
only. Furthermore, if Df(F) is a function of r only, the process is
called a locally homogeneous isotropic random field.

It should be noted that the structure function exists for homogen-
eous as well as locally homogeneous random processes. A unique correla-

tion function, on the other hand, exists for homogeneous processes only.

The three-dimensional correlation function, Bf(F), and its spectrum
QF(E) are related by the Fourier transform [23],

_ 1 I (33
0 (k) = o3 ‘]( Be(r) e dr (3.2.8)
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jker
B, (7) = fof(Tc) e A& . (3.2.9)

Also, the structure function, Df(F), is related to the spectrum by
[24],

Df(F) =2 J[ (1 - co§E¢F)¢f(E) de . (3.2.10)
If the turbulence is both homogeneous and isotropic, these reduce

to [23,24],

©

1

Qf(K) = E;Z: Bf(r)sin(Kr)r dr (3.2.11)
i
Be(r) = AT f@f(K)sin(Kr)K d (3.2.12)
0 .
De(r) = 8n f o ( k) < i Si’;r”)  de (3.2.13)
0

2n

K== (cycles/meter),

is called the spatial frequency, or the turbulence wave number. 2 is
the size of turbulence eddies.

Also, for homogeneous isotropic turbulence,

De(r) = 2 [B(0) - Be(r)] . (3.2.14)

Since B¢(0) = 0%, if bo(r) is the correlation coefficient,

De(r) = 205(1 - be(r)) . (3.2.15)

25



Finally, for the correlation function to exist fn general, the
spectrum, ®f(K), must be reqgular. However, the structure function can
exist even if the spectrum has a singularity at the origin. This is a
particularly useful property of the structure function.

3.3 The Gaussian Model of Atmospheric Turbulence

In this model, the turbulence is assumed to be homogeneous and
isotropic. Consequently, the correlation function of the refractive
index fluctuation exists and is a function of spatial separation, r,
only. It is defined by

© |
:mlm

(3.3.1)

where

variance of n

o
i

correlation length .

The correlation coefficient is then

~N

© (-
SN

bpg(r) =€ " . : (3.3.2)

Thus, En is the separation at which the correlation coefficient falls to

% . Hence, for the Gaussian Model, from (3.2.11) through (3.2.13),

(3.3.3)
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(r)) . (3.3.5)
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Note that (3.3.3) may also be written as

2
K
0223 2 .
o (k) = T—=e 9, (3.3.6)
J 8ﬂ,/n
where
L2
Kg = Zn . (3.3.7)

This representation is useful when comparing the Gaussian spectrum with
the Kolmogorov and Von Karman spectra.

3.4 Modified Kolmogorov Models

The turbulence spectrum of the Kolmogorov model is divided into
three regions by two scale sizes: the outer scale of turbulence, LO, and
the inner scale (or microscale) of turbulence, %, [25,26]. Let g be the
size of turbulence eddies.

1. Input range LO <2, K < ta

Large scale atmospheric characteristics such as wind form turbulence
eddies of this dimension. Thus, energy is input to the turbulence system
from the thermal and kinetic energy of the atmosphere. The process is,
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in general, anisotropic and varying, depending on climatic conditions.
Consequently, it has not yet been described successfully in closed form.
The spectrum is, therefore, undefined in this region.

The value of L0 may vary widely. Close to the ground, it is usual-
ly taken to be equal to the height from the ground. In the free atmos-
phere it may be in the range of 10-100 m or more, differing significantly
in different regions of space and depending on the turbulence inducing

mechanism,

2. Inertial range RO <8< Lo -%g <K <-%§

The eddies formed in the input range are unstable and fragment
into smaller ones. These break up as well, continuing in this manner
and causing energy to be distributed from the small to large turbulence
wave numbers. There is very little energy loss in this process. Kolmo-
gorov has shown that the spectrum in this region follows the law,

1
o (K)v kO | (3.4.1)

and may be considered to be isotropic. Most cases of microwave propaga-
tion are affected predominantly by this region of the wave number spec-

trum.

3. Dissipation range L < %9,

SR
A
ey

The energy in the turbulence, which was transferred through the
inertial subrange, is dissipated through viscous friction by very small
eddies. An accurate characterization of the spectrum is not known. It
tends to zero rapidly and is frequently assumed to be of the form,
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o (x) ve 7, (3.4.2a)
with
¢ = 57903 . (3.4.2b)

20 is variously assumed to lie in the range of 1-10 mm. The composite
spectrum, in the region other than the input range has been expressed
by Tatarski as (6]

- 2 ..
¢nk(K) = 0.033Cn g e (3.4.3)
where Cﬁ is the structure constant which will be considered in greater
detail below.
The spectrum of the atmospheric turbulence is locally homogeheous.
Hence, (see Section 3.2), a correlation function does not exist. However,

the structure function exists and is related to ¢n(K) by the relationship
(3.2.8).

In the inertial subrange, which is approximately isotropic, if we
approximate the full spectrum by (3.4.1), we can write the structure
function of the Kolmogorov spectrum, using (3.2.13), as

2
Dk (r) = Cor ' Ly >> r > 2, . (3.4.4)
This defines the structure constant in this case.
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Von Karman Model

In order to obtain a full range solution using the Kolmogorov
spectrum, the input region needs to be defined. One approximation which
eliminates the singularity at the origin in (3.4.3) and gives a homo-
geneous isotropic spectrum is [27,28].

«
REG:
an = KqﬁKE + KZ) 6 e M, (3.4.5)
where
&) 5
K, v LNDb/ o2 (3.4.6)
¢ %n
\/ r(3) °
o =1 (3.4.7)
L 'ro' . o te

Also, since 20 is of the order of a few millimeters, K  is very large.
Assuming that Kp > = the corresponding structure function is, [28],

2
3
52 2 /[r
p,,(r) = 202 |1 - r (r‘) (3.4.8)
I‘(§ 0 |
where Kl(x) is the modified cylindrical Bessel function. (3.4.8) should

3
correspond to (3.4.4) for small r. Hence,
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2 2 .

3 3
2 % 1.91 1 o <m ) : (3.4.9)
Comparing (3.2.15) and (3.4.8), we obtain the correlation function

2 1

3 3
B (r) = o2 -%-([-) Ky ({—) . (3.4.10)
nv n F(}') 0 _3 0 |

Therefore, when « > <, so that (3.4.9) 1is applicable,

2 1
_ 2.,3/r\3 r
B,,,(r) = 0.310° L0<—0> K1<%> (3.4.11)
3
and
2
K
72
2 (x) = 0-033‘3:21('{ +f) be . (3.4.12)

3.5 Averages of the Components of the Received Field

The random field in the aperture plane of a receiving antenna
was described in (2.5.4) as,

X(P)+30(F)
: (3.5.1)

In this section we obtain expressions for the variances, oi and oi, of
the log amplitude and phase ; and m, respectively.

Let,
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the path 1ehgth travelled by the wave in the atmosphere,

—
1]

the distance between two points in a plane transverse to

©
1]

the direction of propagation.

"Then [29], assuming a homogeneous isotropic medium, it can be shown that
for any quantity, x, the transverse correlation function is

B (p) = 2n°KaL / £ ()8 (<)dglkp)c de , | (3.5.2)
0
where
fX(K) = the spectral filter function of x.

th order cylindrical

This is so named since it, together with the zero
Bessel function, filters the spectrum, ¢n(K), to give the correlation

function B,. It is obtained from (3.5.1) using Rytov's first approxima-
tion. Then, for a plane wave, the log amplitude and phase filter func-

tions are [29],

KZL
F(x) AR (3.5.3)
k) =1- 3.5.3
X 2L
k
2
. sin <%F%>
fle)=1+—nkl (3.5.4)
v kL
k

The transverse correlation functions may be defined as,

Bx(p) oibx(p) the log amplitude correlation function,

B¢(p) = G$b¢(p) the phase correlation function.
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02 and b denote the variance and correlation coefficients in the trans-

verse plane, respectively.” The following results are derived in Appen-
dix A2 and simply stated below.

Gaussian Spectrum

From Appendix (A2.1),
«© m
B(o)|_Vn 4 2, ;1 1 -2
= Ty okl e W aT |2
g 1+wg

sin [m tan~! Wg] (3.5.5)
- ,

—
w
~—

where the Gaussian wave parameter is

W o=-AL (3.5.7)

9 kzﬁ

—

Also, if we define the wave correlation function as

Bw(p) = Bx(o) + Bw(p) , (3.5.8)
then
2
o
22 .
B (o) = /moig ke " (3.5.9)
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and

(3.510)
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Von Karman Spectrum

From Appendix A2.2,

i .
B (p) -1)P
T < 0,033 2033 Z j—115(&) r(p+1) ¥(p+1, o, 2g)
B (p) (p!)
v
11
» Up 1 1 (3.5.14)
+ Wa Im [I‘(p)Z “’(T, P> Z>J (3.5.15)
where
Z = ZO = on
1
Z =
0 2,2
KmLO
WO ___L_Z_ (3.5.164)
kLO
Wy KoL
Wm - 25 LS ] ' (3.5.16b)

wo and wm may be called wave parameters for the Von Karman model. Next,

5
B,(0) = 0.0331% 232 - E: ( Pr(pr1)e(pen, P> Zp)
p= 0
(3.5.17)
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o 2 6 % 2 [ 11
X 2 )
= 0.0337° ¢ LCTk“L {1 FT -——Im (-1) < ,=Ln + JW)
) 5 ~0"n (B) O 0,
Ty
(3.5.18)
(3.5.19)
5
& = 0.0331° 12 LSCZkZL . (3.5.20)

Kolmogorov Spectrum

This spectrum is not homogeneous and isotropic. Therefore, the
correlation functions are not defined. The singularity at the origin of
the extended spectrum (3.4.3) results in fw(K)°nk(K) being singular.
However, fx(x)¢nk(x) is finite for all x. Thus, only ¢~ may be calcu-
lated. This is obtained in Appendix (A2.3),

11 11 1
2 _ 2 6 32 |6 2_25(_6ta" "‘m)
ot = 0.0331% & 1) YL [n-(l + W) i -1].
(3.5.21)
71
6L 6 form

Note that if wm >> 1, this reduces to the common k
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3.6 Some Properties of Propagation in Turbulence

Some general properties of propagation in homogeneous turbulence
are discussed in this section using the concept of filter functions. A
detailed treatment may be found in [9] and is not attempted here.

Consider a medium having a Gaussian spectrum as an example. Fig-
ure 3.1 shows such a spectrum together with examples of the amplitude
and phase filter functions, fx(K) and fw(x).

Equation (3.5.2) shows that the integrand of the expressions for
amp1itude and.phase variance include the product of the turbulence
spectrum and the corresponding spectral filter function. Thus, it will
be seen from Figure 3.1 that the phase fluctuations are affected by all
eddy sizes and especially by those in the input region. On the other
hand, for the log amplitude fluctuations, setting

fX(K) =1
to determine the cut-off point yields
2

sin(=L) ¢

so that the smallest x for which fx(x) = 1 is

R

K = ~—— -

K
N

For sialler wave numbers, the amplitude filter function tends
rapidly to zero, while for larger wave numbers, i.e., smaller eddies,
the value of the spectrum is smaller. Hence, the major contribution to
log amplitude fluctuations comes from eddies having sizes of about

v/ 2 /AL, i.e., comparable to the size of the Fresnel zone.
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Figure 3.1. Atmospheric spectrum and filter functions.
L, = 46 m, F = 30 GHz, L = 100 km.

38



Case 1: Geometrical Optics Region (wg << 1)

4L
W = —5
g 2
kln
Then
12
L <« - .
A

This case is illustrated in Figure 3.2.

From (3.5.10) and (3.5,11), using

-1 3
Wo~W - W
tan g~ g )
3
2
x| VT 22 05 1-42L2
2 nn 2 4 ?
) ke
%

S0

2
Thus, 9

However, 02 is proportional to k2 and L.

v
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(3.6.2)

is independent of frequency and is proportional to L3.
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Case 2: Long Path Region (wg >>1)

In this case
A 22

—:<<|_.

This is illustrated in Figure 3.3.

Again, from (3.5.10) and (3.5.11)
and using

tan'lw

gl = g2 - Y7 52, 2
9% =9 =5 o

n¥nk L (3.6.3)
Now both o§ and c% are approximately equal and are proportional to k2
and L.

O remains proportional to k2L in both the geometrical optics and
long path regions.

Though the Gaussian spectrum was used here as an example, it is

important to note that the same behavior is true for any homogeneous
isotropic spectrum.

In a medium having a Von Karman spectrum,

W << 1
denotes the geometrical optics region, with

of ~ L3 and 05 ~ kZL
and

1 << WO
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Figure 3.3. Spectral filter functions for the long path region.
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represents the long path fegion, where

2 _ 2 2

ox-ow'\:kl_
Also,

wo <1< W,

represents the intermediate region in which the propagation characteris-
tics are dominated by the inertial subrange. Here

711

03 N k6l_ . og N kZL

If the medium is represented by the extended Kolmogorov spectrum
alone, there will be no long path region. Then, the wave parameter, Wiy
will divide the spectrum into the inertial subrange and the geometrical
optics region only. The remarks on these regions, made above, would
still apply.

3.7 Comparison of Spectra

Some main features of the Gaussian and Von Karman spectra are
compared in this section and are related to each other.

Figure 3.4 shows typical correlation functions for both the Gaus-
sian and Von Karman spectra, (3.3.1) and (3.4.11), respectively. The
main parameters in this plot are

L =

n 40 m
LO =52 m
20 = 10 mm.
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Figure 3.4. A comparison of correlation coefficients of the Gaussian
and Von Karman models.
2, = 40 m, L0 =52 m, 2y = 10 mm,
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In an attempt to find a meaningful comparison, the parameters of
the Von Karman spectrum were chosen so that both spectra showed the same
correlation length, defined as that length at which the correlation
coefficient drops to 1/e. The correlation length of the Gaussian spec-
trum is, of course, ln. It was found, somewhat surprisingly, that over

a fairly wide range of values of & _, the simple relationship

n’

Lo
- = 1.2 to 1.4 (3.7.1)
n

appears to hold if the correlation lengths are forced to be equal. Under
these conditions, the Gaussian correlation function shows a higher value
than the Von Karman spectrum over small separations. However, for fair-
ly wide separations, the Gaussian function cuts off sharply while the
Von Karman spectrum exhibits a higher, although insignificant, correla-
tion.

Figure 3.5 shows the corresponding spectra, given by (3.3.3) and
(3.4.12), respectively. The most clearly defined difference is the much
higher value of the Von Karman spectrum throughout the input region.
There is a short region where the spectra cross over. The slopes are
fairly close in a portion of this region. For high values of «, the
Von Karman spectrum, once again, is higher., In light of the preceding
discussions on amplitude and phase filter functions, these characteris-
tics imply that the variance of a propagating wave will be higher in the
long path and the geometrical optics regions of the Von Karman spectrum.

Another comparison was also made. The expressions for the wave
variances of the two spectra are given by (3.5.12) and (3.5.20). Since
both quantities show a k2L dependence, the condition under which they
are identical is easily found. If
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5

2. .2 _ 22712\, 3,2
\/? o2e KL = 0.033n Cn(—S)LOk L

Then, using (3.4.9) we obtain

Lo =121, . (3.7.2)

Comparing (3.7.1) and (3.7.2), it is clear that (3.7.2) is a reasonable
basis for matching the Gaussian and the Von Karman spectra.

The discussion so far has not included the variance of the refrac-
tive index fluctuations. This may be accomplished by using (3.7.2)
together with (3.4.9) to define an equivalent structure constant, Cﬁg,
for the Gaussian spectrum.

2

2 32 '
Cng = 1.91 (1.2 2.) o (3.7.3)

This quantity, by itself, is meaningless. It does serve a useful pur-
pose, however, as an aid for comparing the two spectra. This is especi-
ally useful as most experimental and theoretical works describe Cﬁ and
not oﬁ. ,

For the purposes of engineering calculations, the Gaussian spec-
trum provides a reasonably good approximation to the Von Karman spectrum.
Its advantages for analytical purposes are many. Its major sources of
possible error, if borne in mind when interpreting the results, are
tolerable. Consequently, the analysis that follows will assume a homo-
geneous, isotropic Gaussian spectrum, given by (3.3.1) and (3.3.3).
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3.8 Moments of the Aperture Field

The moments of the aperture field of an antenna in a turbulent
medium are given in this section. The following assumptions are made:

1) The turbulence spectrum is assumed to be homogeneous, isotropic,
and Gaussian. [Its correlation function is, therefore, also Gaus-
sian.

2) The average direction of propagation of the wave, as a whole, is
unchanged. Also, there is no depolarization of the wave.

3) The antenna is relatively large in terms of wavelength. Hence,

| the beamwidth is fairly small, i.e., on the order of a few degrees
at most. The side lobe levels are also assumed to be low.

The third approximation above implies that if the analysis is
confined to the main lobe, even down to the first null, the aperture
plane is nearly transverse to the direction of propagation. Thus, cor-
relation functions and variances in the aperture plane are substantially
the same as those derived for the transverse plane. This is referred to
as the paraxial approximation.

A
Under these assumptions, if U(P) is the random field in the aper-
ture plane, then from Appendix A3, letting

2 .
+ o_ t jo,0o (0)
Uy = Ag g0t o I Py , (3.8.1)

we find that
n _ _
<U(F) > =T0ye (3.8.2)

and
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< B(Fl) U(FZ)* > = |u0|2 e ¥ eof’b"(p) (3.8.3)
where
p = lﬁi - 5él
and
Uy = pYg - (3.8.4)

B is the polarization vector as before.

It is interesting, as pointed out by Shifrin [11], that under the
assumptions made for this analysis, <ﬁ(§1) akﬁé)*> remains the same
whether the amplitude and phase perturbations are mutually dependent or
not. Therefore, the mean power pattern and other parameters associated
with the power pattern are also independent of the nature of the interac-
tion between the random amplitude and phase, if any.

3.9 Incident Power Density

The expected value of the time average power density of the inci-
dent field in the antenna aperture is

cs. >-lre<TF) (P (3.9.1)
inc 2 r r
v
where H}(F) js the random incident magnetic field in the aperture plane.
If the perturbations are such that the incident wave can be considered
to be locally plane, then taking Ny as the characteristic impedance of
free space.
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<5 > T 4 . (3.9.2)

Therefore, from (3.8.3),

wol2
<Sipe > T “Ing (3.9.3)

Fried [34] has shown from energy considerations that, for a plane
wave propagating through the turbulent atmosphere, assuming no out of
path scattering,

X = _o§ . (3.9.4)

This implies that the power density, < Sinc >, is constant. These as-
sumptions will not, however, be made in this work. U0 will be left in

its full form.

Summarizing, the main thrust of this chapter was to find moments
of the field in the aperture plane of the antenna. To obtain these, the
general characteristics of some models of atmospheric refractive index
fluctuations were studied. The averages of the components of the re-
ceived field were also obtained for these models. The Gaussian model
for homogeneous turbulence was related to the Von Karman model and was
found to be a reasonable approximation for engineering calculations.
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CHAPTER IV
THE RECEIVING SYSTEM

4.1 General Comments

The results derived so far concern the effect of the atmosphere
and the antenna only. In this chapter we examine some effects of the
receiver on the reception of the scintillating signal.

The receiver will be defined as that section of the receiving
system which follows the antenna. Its role is to extract information
from the incoming signal. To do this it may use, in some manner, the
amplitude, phase, frequency, or a combination of these parameters, of
the antenna output. The type of processing has a profound influence,
not only on the statistics of the final output of the receiver, but
also on the perceived statistics of the incoming signal as measured
through the receiving system.

In this study, the final output of the receiver will be called
the output signal, while the incoming signal as measured through the
receiver will be termed the measured signal. It is important to realize
that in general the output signal, the measured signal, and the incoming
signal, as defined above, will not be the same. The measured signal is
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deduced from the output signal using the inverse of the receiver charac-
teristics. However, due to the processing done by the receiver, some

of the attributes of the incoming signal may be irretrievably lost.
Therefore, the measured signal may be only a partial description of the -
incoming signal. An obvious example is that of the frequency modulation
(FM) receiver, which eliminates amplitude information from the incoming
signal through the use of Timiters.

This study will concentrate on receivers which do not destroy
amplitude information. Expressions are derived for the received signal
voltage level, non-fluctuating power or dc power, total power, normal-
ized variance, and the degradation of the dc power, as measured by the
receiver. For this purpose, the antenna will be assumed to be conjugate
matched to the receiver in the rest of this study.

Further, the average effective aperture, gain, and gain degrada-
tion of the antenna are also obtained. These parameters of the antenna

do not depend on the receiver used.

The receiver will be divided into one of two broad classes as

follows:
a) Synchronous receivers.
b) Asynchronous receivers.

Synchronous Receivers

A receiver using phase locked loops in its demodulating chain
falls in the first category, as does any receiver using the phase inform-
ation contained in the signal. It should be noted that an amplitude
modulation (AM) receiver using a synchronous detector belongs to this
group as well. Such a synchronous receiver's output amplitude, Vos’ is
affected by the amplitude scintillation and phase fluctuations of the

incoming wave. Therefore, letting the tilde denote random quantities as
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before, we may write

N 4
V_. = function of (Vr) .

0s
A receiver that employs limiters on the signal amplitude and uses
the phase information only, is affected by phase fluctuations. If ¢os
is the measured phase at the output,

N v

(¢55) = function of (Arg (V.)) .

Consider a synchronous amplitude modulation receiver. Let Vsyn be
the received signal voltage as measured by this receiver. Then, since
no amplitude or phase information is destroyed by the processing circuit-

rYs

Ly -1, "
Vsyn = RXS (VOS) = Vr . (4.1.1)

RX';1 is the inverse of the synchronous receiver transfer function and
represents the receiver calibration curve.

’ N~
Next, consider the average value of VSyn

<V >= <V > | (4.1.2)
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SYNCHRONOUS
ANTENNA RECEIVER OUTPUT

RX Vv

- rx-! -
Vsyn = RXg (Vge) = V,

Figure 4.1. The received signal measured by a synchronous receiver.

[zd

~ N .. o _ --j--s:l3
Vg 7= V22t [ (BB <UP) P e
S

ds .

(4.1.3)

The mean squared received voltage is

-— —_ * J S )
f(Pl)f(Pz). e dSldS2 . (4.1.4)
We define the normalized variance as
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V12> 2 )<V »]2
< = ~ . (4.1.5)

Asynchronous Receivers

A receiver using a square-law detector to process amplitude inform-
ation belongs to this category. This type of receiver does not use the
phase of the incoming signal. Hence, it is sensitive to amplitude scin-
tillation of the antenna voltage only. Any fluctuation of the overall
phase front of the incoming wave will not be detected by the receiver,
except in the sense that it affects the amplitude of the antenna output.
If VOa is the receiver output voltage, we may write

N

N
Voa = function of (|Vr|) .

In the particular case of a receiver using square-law detection,

2
Voa ™ v, e .
Y
Consequently, fluctuations of Vr’ as measured by this receiver will be
less than that measured by a synchronous receiver. This is an important
difference.

Let Vasyn be the received signal as measured by an asynchronous

amplitude modulation receiver. Then,

v = XLy, ) = .| 4.1.6
asyn a ‘t'oa’ ~ 'r (4.1.6)
where RXZ]1 represents the calibration curve of the asynchronous receiver.
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ASYNCHRONOUS

ANTENNA RECEIVER OUTPUT
Vr
RX 4 " Voa
Vasyn =RXg (Voq! = A

Figure 4.2. The received signal measured by an asynchronous receiver.

Considering average levels,

9 ) 2 R N
< Vasyn 7 = < Vl7 > = iyl // < U(P,)U(P,)"> Bl

as before,

It is not possible to obtain < V_ >, since there is no phase in-
formation in the output. However, < IVr' > may be obtained as follows:

N B 4 _ N 2
“Vagyn ~ = © lv.| > = <y v le> . (4.1.7)
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The normalized variance of the signal, as measured by an asynchronous
detector, is

A A

Sasyn = - IV B (4.1.8)
r
4.2 Average Received Voltage (synchronous receiver)
From (4.1.2)
N N
< vsyn > = < Vr(ks) > (4.2.1)
and from (3.8.2) and (4.1.3)
12 - —
n 2% __ -ikP
<V > =Tge Ky / F(P) e s . (4.2.2)
S
Let
_ _ -j'lZ55
Iv(ks) = ./f f(P) e ds (4.2.3)
S
and
Iy max * IIV(Fs)lmax (4.2.4)

over all kS,

Define
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I,(k
— v
V max
and
Vao = YoKvly max
Then,
n ’lda o~ A

(4.2.5)

(4.2.6)

(4.2.7)

VdO is the measured signal voltage when the wave is incident along
the main beam axis, with no polarization mismatch. gV(FS) is the normal-

ized plane wave voltage (or electric field) pattern function.

Therefore,

" Equation (4.2.7) shows that though there is a reduction in the received
signal voltage, there is no change in the field pattern function when

the measurements are made using a synchronous AM receiver.

4.3 Total Received Power

The total received power, assuming a matched load is

< ['\\/' k IZ >
riks)
2|z,

Pp =

Ry

R] is the load resistance, being the real part of Z] = Z:.

From (3.8.3) and (4.1.4),
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2

v 2 5 - Jnen 12 2 % 2
< IV (k) 1% > = lppel® Tugl® e ™™ 1K 1% I(R) , (4.3.2)
where
a2b, (P,P,) B
_ wn(P1,P2 -3k (P-Py)
Ip(ke) = J[/-e f(P)F(P,) e dS,ds, .
¢S
(4.3.3)
Consider the unperturbed plane wave incidence case, i.e., 05 = 0. The
integral becomes
- % 'jks.(P1’P2)
o = [[ FPOAEY" e s, ds,
SS ‘
— _ *
_ kg Py _ . kg Py
S S

1]
-h .
———
o
g
(0]
1
[ &)
~|
(Y]
-o|
(=N
w

- [y ®)|?

]

from (4.2.3). This is the plane wave power pattern. Further, let

2

max (4.3.4)

Ipo max IIV(FS)
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and

> = lgv(ES)IZ . (4.3.5)

gO(FS) is the normalized power pattern function of the antenna when
receiving an unperturbed plane wave. Then, (4.3.2) becomes

2= 15512 1012 k.12 2 oy O 1)
IV (K 12= Toepel® Ul Ik 1711, 1€ go(K) e ——
PO'\"s
Now define
2 —_
-0 I.(k.)
gg=e "B (4.3.6)
IPO(ks)
Using (4.2.6) we obtain
Y T2 s = 2 o (% -
< VL (R)I% > = IV ol® 9g(Rg)ay Ipepel® (4.3.7)
Therefore, the received total power
Py = Prodg(Ke)ay |p+pel? (4.3.8)
R = "RO90'%s/9q IP°PFl s . -3.
where
o - L0 (4.3.9)
RO = . 4.3.9
0 lellz 1
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PRo is the maximum received power for plane wave incidence with no polar-
ization mismatch. g, is called the gain degradation factor. It accounts
for the reduction of the measured total power (and gain) when the inci-
dent wave is perturbed by turbulence.

A method of evaluating (4.3.6), which also helps to bring out its
physical properties is by using the relationship

2 @ . 2..m
o-b (9%b.)
n .
e ) e i (4.3.10)
m=1
in Equation (4.3.3). Then,
0 o2m
Ip(Ry) = Ipg(Rg) + ) o 1p (k) (4.3.11)
=1
where
: : -jk - (P,-P,)
— _ = = .M PR S 1 2
SS
(4.3.12)
Let
Ip.(k.)
- P
Ign(Kg) = ——— (4.3.13)
I,4(k.)
PO'"s

where I will be called the correlation integral. It will be shown
later that this is a function of the degree of correlation of the
wave over the antenna aperture.

61



Thus, we may write (4.3.8) as
2 > 2m
P _ _ "Uw 1 Z Uw - n A 2
R = Prodolks) € + ) ar Ien(®R) t Ippel€. (4.3.14)
m=1

Now it is seen that

2 = glm
gd = e W Z m—‘r— ICm(FS) R (4.3.15)
m=0
ICO(FS) =1 . (4.3.16)

Finally, we let

2

- -9 < vsyn 2
Prodolks) € " = ——=— Ry =P (4.3.17)

which we identify as the measured dc power, Pacs? using the synchronous

receiver. It corresponds to the coherent power in the wave, as defined

by Ishimaru. The second term in (4.3.14) must, therefore, represent the
fluctuating power. Hence,

PR = Pacs * Pry (4.3.18)
where
Peo = Poago(K KRR
£1 = Prodolks) € Z = Iep(K) - (4.3.19)
' m=1

The fluctuating power, Pf], corresponds to the incoherent power in the
wave as defined by Ishimaru.
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4.4 Signal Variance (synchronous receiver)

The normalized variance of the measured signal, from (4.1.5) and
(4.3) is

n
l< v, >
Poo ¥ p
R Vi 1
> - 2|z,
Ssyn(ks) = N 5 (4.4.1)
l< Ve !
syn R,
2|Z]|2
2
_9o(kglgg - e " Igv(ks)l2
2
-0
e ¥ gy (k) I?
Therefore,
s2 (k) = eoﬁ -1 (4.4.2)
syn‘"s 94 * tre
If (4.3.15) is used, we have
) o 62m
. W _
Ssynks) 2: =1 Iem(ks) - (4.4.3)
m=1
Finally,
s2n (dB) = 10 Togyg S5, - (4.4.4)
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4.5 Average Signal Level Degradation (synchronous receiver)

The average signal level degradation may be defined as the reduc-
tion in the measured dc power compared to that in the absence of
turbulence.

p
_ dcs
APyeg = -10 Togy L (dB) (4.5.1)

No fluctuations

For the synchronous receiver, from (4.3.17)

-
Pacs = ProJo(ks) e
'°S .
AP4cs = -10 logyg e (dB) (4.5.2)
) 2
APyeg = 4.343 9 (d8) . (4.5.3)

It should be noted that APdCS is independent of the antenna para-
meters. This is because it is a measure of the reduction in the true
coherent power in the incoming wave. This is clearly a function of the
turbulence only.
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4.6 Average Received Voltage (asynchronous receiver)

; v o —
< Vasyn > = < |Vr(ks)| > = <-\/|Vr(ks)| > (4.6.1)

From Appendix A4, for small fluctuations,

n, 4o

o, 1 1 ]_ X ‘.“
< Vasyn > |deI |9v(ks)l ?‘[1 + gd]—'g'[l - ng + e ] lp pf| .
(4.6.2)
The steady state or dc power of the measured signal is then

v
2
<y >
p - asyn fy

Therefore,

402 2 )
T 1 1 X P
Paca ~ Prodo(Rs) { 3[L + 94]-5[L - 204+ ¢ *]| 1p-P¢l"

el

(4.6.3)

This should be compared with the dc power for the synchronous receiver
(4.3.8). Note that whereas the latter measures the true coherent power
in the wave, the asynchronous receiver measures the dc power in the
envelope of the antenna output. It is insensitive to fluctuations in
the phase of the incoming signal.

4.7 Signal Variance (asynchronous receiver)

" ~ 2
52 — _ < !vr|2 > _ < |vr| >

(4.7.1)
< 'Vrl >
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2 (k) = 9

asyn' s PERY: -1 . (4.7.2)
1 1 °
*2'[1 + gd]-"g[l - 2gd + e X]}
Also,
s (dB) = 10 Tlogyn s (4.7.3)
asyn 910 Sasyn ol
Equation (4.7.2) should be compared with (4.4.2) for the synchron-
ous receiver, Sisyn is a measure of the fluctuating power in the

envelope of the antenna output signal.

4.8 Average Signal Level Degradation (asynchronous receiver)

Using (4.6.3) and noting once more that

Paca = Prodo(ks)
No fluctuations

p :
dca
AP = =10 logyn 5— . (4.8.1)
dca 10 Pdcal
No fluctuations

The measured signal level degradation is

] 1 4551 °
8P4y % -10 Togy, ?{1 + gd]-g[1 - 294+ e ] (d8) .

(4.8.2)

APdca reflects the phenomenon that as the turbulence increases, a portion
of the average power in the antenna output is converted to modulation
side bands.
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4.9 Average Effective Aperture

The average effective aperture, Rgs of the receiving antenna is
defined as

_ _< Total Received Power > -
Re = <TTncident Power Density > ' (4.9.1)
From (3.9.3) and (4.3.8), with matched polarization, and load,
2
V! _
—==5 Ryp gi.lk.)g
2 1 Grhs/dd
2|Zl|
e - 2
IUOi“
2n0
Thérefore,
A = Aggdp (k)9 (4.9.2)
where
Ao = IKpl% T (4.9.3)
e0 P’ PO max .9.
Ry
K =K\fOl . (4.9.4)

AeO is the maximum effective aperture of the antenna, when receiving an
unperturbed plane wave.
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4.10 Average Directive Gain

Define the average (degraded) gain as

Gd = 3%—' Average Effective Aperture . (4.10.1)
A

From (4.9.2), we may write

Ga(kg) = Gy max 9olks)9yq » (4.10.2)
where
47 A
6o max = —2
A
_ 4 2
-4 Kpl? Tpg oo (4.10.3)

Further, if we expand g4, as in (4.3.15),

64(Rs) = G oy 90(Rs) ¢ Y At Ien(®s) - (4.10.4)
m=0

From (4.10.4), we may define

Go(ks). = 6 nax Jo(Ks) - (4.10.5)

Gy max 1S the maximum directive gain for unperturbed plane wave

incidence. ‘Go(Eg) is the plane wave incidence, power gain function.
Hence,

Gg(kg) = Golks)gy - (4.10.6)
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4.11 Gain Degradation

The gain degradation of the antenna in a direction Fs is defined
as '

86(kg) = Go(ke)gg - G4(ks) ggo (4.11.1)
where

GdB = 10 ]0910 G . ‘ (4.11.2)

Then, from 4.10.6,

It is seen, from 4.9, 4.10, and 4.11, that the antenna parameters such
as effective aperture area, gain, and gain degradation are defined using
the total received power and not the dc power. Therefore, gain degrada-
tion is not the same as the measured dc power degradation. The gain
includes both fluctuating and non-fluctuating components of the incoming
wave. Therefore, under conditions of heavy turbulence, it does not
represent the usable power in the wave.

It follows from the above discussion that gain degradation must
represent the fluctuating power that is scattered out of the antenna
beam. This will be discussed with examples in Chapter Seven.

The two classes of receivers have now been delineated. A quick
survey of the literature indicates that the distinction between the
results for the two classes of receivers in the presence of turbulence
has not been appreciated. Indeed, it appears that measurements of turbu-
lence have been generally performed using asynchronous AM receivers, .
employing square law detectors. This c]ear]y'does not present a complete
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picture of the turbulence as the bhase information is lost. However,

-the more serious problem is that the statistics of the experimental
results appear to be then calculated using the principles of the syn-
chronous AM receiver!

To summarize this chapter, two general classes of receivers,
called synchronous and asynchronous receivers, respectively, have been
defined. An important distinction has been drawn between the incoming
signal, the output signal, and the measured signal or the incoming sig-
nal as perceived by these receivers. Though the measured signal will
be the same for both synchronous and asynchronous AM receivers in the
absence of turbulence, fundamental differences occur when scintillation
is present. Thus, care must be taken to ensure that the proper receiv-
er is used for the intended application, and that the appropriate
results are used when calculating signal characteristics in turbulence.
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CHAPTER V

THE CIRCULAR APERTURE

5.1 General Relationships

The generalizéd relationships for the problem of the aperture
antenna in a turbulent atmosphere have been obtained in the preceding
chapters. These results will be applied to the specific case of the
circular aperture antenna in this chapter. Fundamental expressions will
be evaluated for any arbitrary angle of incidence of the incoming wave
which does not deviate significantly from the main beam. The particular
case of on-axis incidence will be then considered. The analysis will be
carried out for a circular aperture with no feed taper, as well as for
the Gaussian tapered aperture antenna.

The circular aperture is of general interest. As shown in Chapter
Two, the results of the formu]atioﬁ are independent of the mechanics of
the feed system. Thus, -the circular parabolic antenna can be studied,
for eXample. Furthermore, with the proper choice of parameters, the
results can be applied to the field in the focal plane of a focusing
system.

The geometry of the problem is shown in Figure 5.1. Any point on
the plane aperture, diameter 'D', is specified by the cylindrical polar

71



D =2a
/ ]
R= p/a
/ §=(R,€)

— - Y

Figure 5.1. Geometry of the circular aperture antenna.

coordinates (D,E)f The radius 'a' is chosen to be the characteristic
dimension. We define a normalized set of cylindrical coordinates,

(R, &) or R, where

p
R =3 - (5.1.1)
Then,
x = a R cosg
y = aR sing

The Jacobian of the transformation is aZR.
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The relative correlation length or correlation ratio is

voo2e , _
C = 35 =5 - (5.1.2)

The distance between any two points Rl and ﬁz isl% such that

2 _ .2(pl 2

so that the correlation coefficient for a Gaussian model atmosphere is

2 2

-(R + R - 2RyR,cos(ey - ¢p))
2
_ €
bn = e
5 w12
-IRy - Ryl
2 .
= e ¢ . (5.1.3)

Also, let the generalized angle of arrival be
. D\ _.
0 = - = - —
ka sino m (A)sme . (5.1.4)

The vector (kx,ky), defined by (2.1.4), which indicates the angle
of arrival, (6,¢), transforms to the corresponding generalized angle of
arrival vector (0,¢).

The following are basic integrals which pertain to the circular
aperture. From (4.2.3)
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If this is evaluated by the power series method in (4.3.12), then

1, o¢=af/f[ ™ (R )F(R,)"

00 0O

ej9R1c05(61-¢) e-jechos(sz-¢)

RlR dfldedE drR .
(5.1.10)
For the Gaussian correlation coefficient,
= 512
AR Rl
C2
pm=e¢ " . (5.1.11)
n
where
c =% . (5.1.12)

If the magnitude of f(R) is a function of |R| on]y and the direction of
the polarization vector of the feed 111um1nat10n Pes is independent

of position on the aperture, then all results will be independent of ¢
and will be functions of the generalized angle of arrival, ©, only.

From (5.1.10), (5.1.11), (4.3.12), and (4.3.13), it is seen that
the only parameter that changes with m in ICm(ES) is Cm’ Therefore, we

define
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Ic(cm,Fs) = ICm(IS) . (5.1.13)

IC(Cm’Fﬁ) will be called the correlation integral for the circular aper-
ture.

5.2 Uniform I1lumination

This section studies the uniformly illuminated circular aperture.
The results are applicable to linear or circularly polarized focusing or
non-focusing radio aperture antennas. A focusing antenna is one which,
by using reflecting or refracting elements, directs the incoming rays to
a focal point. The optical telescope, which may be considered to be a
polarization insensitive circular focusing aperture, is another example
of a uniform aperture.

A uniformly illuminated aperture is represented by the aperture

function

?(ﬁ) = l‘pf . (5.2.1)

Then, from Appendix A5, the magnitude of the voltage gain pattern is

2J1(e) .
gV(O) = 5 . (5.2.2)
Also,
YA
Iy max ~"a = Aphys (5.2.3)
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22 _p 2

Ipo max = (" a phys

The plane wave power gain pattern function is

If

the correlation integral is

Q.(C, )
Ic(C,0) = g-(ey j{: EE: <' > e

p=0 g=0

-
Q:(C,9) = Z (E}) , i+1 [(‘””ﬂ ad (0)S

2“
t:o C
-L ed (@)S (o) +I_.§___._
2“ V"l HyVv v +1
r ( f‘“)

where
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5.3

v

3]

P - 2q
2t + p +1

J (0) = the cylindrical Bessel function
v

S

(o) = the Lommel function.

Hev

On-Axis Incidence (uniform illumination)

For on-axis incidence, 8 = 0. Hence,

0=0
gv(o) =1
90(0) =1

16(C,0) = ) {2 A

(5.3.1)

(5.3.2)

(5.3.3)

(5.3.4)

It can be shown easily, by considering the individual terms, that

IC(C,O)-91

IC(C,O)—*C

2
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Figure 5.2 shows the axial incidence correlation integral,
IC(C,O), as a function of the correlation ratio, C. The figure also
shows an empirical approximation to IC(C,O) given by |

1
C}Z .

...(_:? . -

I.(C,0) % 5(1-e" ) +3(1-e (5.3.5)

This expression was arrived at by inspection of the first few terms of
(5.3.3) and by trial and error. It is a simpler expression to evaluate.
However, the rigorous expression, (5.3.3), will be used in this study.

It is seen that I acts like a h1gh pass filter with a cut off

point, C at which its value falls to ? being given by

crite

Ccrit A R (5.3.6)

Ccrit will be.called the critical relative correlation length. Thus,
when the correlation ratio is very high, gd(C,os,O)-* 1. From (4.3.8),

When the correlation length, Qn’ is comparable to the antenna
size, (C ~ 1), the gain degradation factor becomes progressively smaller.
When the correlation length is much less than the antenna size, (C << 1).
2 2

-0 -o-
w w
and PR—f PRO e

Then, gd(C,o‘i,O) —e

Thus, the range of the received power is

g2
w
Pro & "< Pr<Ppy - (5.3.7)
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Figure 5.2. Correlation integral IC(C’O) for a uniformly illuminated

circular receiving aperture antenna for on-axis incidence.
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Figures 5.3 and 5.4 are used to illustrate these effects. Figure 5.3
shows the behavior of on-axis gain, 6,(0) (4.10.6), at 30 GHz,.as the
antenna size is increased from 10 cm to 100 m. A correlation length,
ln, of 10 m was assumed and the family of curves represents values of
ci of 0, 1, 3, and 5, respegtively. These numbers, while not unreason-
able, are an example of a very turbulent atmosphere and, hence, have

been chosen for illustrative purposes only.
Figure 5.4 shows the gain degradation, aG(0) (4.11.3), for the

same set of conditions. It is, in fact, the behavior of the degradation
integral, gd(C,Oa,O).

5.4 Gaussian Tapered Illumination

The aperture distribution of the feed illumination is often
tapered to obtain some desired property of the antenna. For example,
where a low side lobe level is desired, the energy incident on the rim
of the aperture, when considered as a transmitter, may be reduced to
minimize edge diffraction effects.

One distribution which is an example of this class of problems
and which also lends itself to analytical studies is the Gaussian taper.
The Gaussian taper circular aperture illumination function is represent-
ed by

R2

2. |
FR) =e pe. (5.4.1)

Then, from Appendix A6,

gy(@) % e (5.4.2)
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antennas in turbulence.
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- 2 T A
IV nax AphyST (1-e ") (5.4.3)
L
212
_ 2 T
Ipg max = {Aphyst (1-e )} | (5.4.4)
r20?
gle) =e 2 . - (5.4.5)
If
1 1 1
—— T e 5.4.6a
and
%=%+% , (5.4.6b)
Ym Cm T

the correlation integral for Gaussian illumination is

1.(C,0) = =) Z <—> ( > QC (1,00 .
90(6)[1 - e’ ]

Qc(v,0) is defined in (5.2.8) with & substituted for &.

(5.4.7)
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5;5 On-Axis Incidence (Gaussian illumination)

=0

gy(0) =1 (5.5.1)
g(0) = 1 (5.5.2)

= 2\Nep | 2 2
IY(C,O) = ——l-:——— Z (CL2> {-17;: y(p+1, Y2>J (5.5.3)
1 - eTz] p=0
' g8 = (G2\m |

94(C,9,0) = e ¥ Z <—,‘;‘),— I,(C,0) . (5.5.4)
, m=0

Figure 5.5 shows the correlation integral for Gaussian illumina-
tion, IY(C;O), as a function of the correlation ratio, C, for values of
the taper, T, from 1.0 to 0.1. When Tt is large, the results tend to the
uniform illumination case, as would be expected. Narrowing the aperture
illumination function by reducing t slides the curve to the left, allow-
ing the relative correlation, C, to be smaller before any degradation
effects are noticeable. It will be seen from (5.4.2) that reducing t
also widens the beamwidth.

Reducing 7, in essence, reduces the effective aperture of the
antenna. The antenna appears to be smaller than its physical size alone
would indicate. Therefore, for a given correlation ratio, C, the effec-

tive correlation ratio, C ., is larger than ¢ /a, thus reducing degrada-
tion effects. :
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Inspection of Figure 5.5 and Equation (5.4.6a) shows that if
T is small, its effect would dominate over the effect of C, provided C
is reasonably large. Also, Figures 5.5 and 5.2 are seen to be of the
same form. Therefore, a simple relationship was sought between the
uniform and Gaussian illumination cases.

It was determined empirically, by .inspection of Figuré 5.5, that
for v <1, the critical value of C, i.e., that C at which the correla-
tion integra]_was-%, was given approximately by

Copitn A T - v o<1 (5.5.5)

Therefore, the equivalent uniform illumination correlation ratio is

C ’ .
Ceffx _; T <1 (5.5.6)
and, hence,
c | (5.5.7)
eff v V[:D . eJ.

This implies that the effective diameter

Doge -‘/—;D ) (5.5.8)

Thus, all results derived for the uniform illumination case may be
used for. the Gaussian illuminated aperture, provided that the effective
diemeter, Deff’ and correlation ratio, Ceff’ are used instead of D and C.
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Finally, antenna designers usually prefer to work with the feed
power taper, TP, instead of the illumination taper constant r. TP is
defined as the ratio of the maximum value of the feed illumination
power pattern, to the value in the direction of the rim of the aperture,
and is expressed in dB. It is easily shown that,

TP'\I —.—T?"’ dB - (5.5-9)

Summarizing this chapter, the general circular receiving aperture
was evaluated for any arbitrary angle of arrival of a wave perturbed by
a turbulent atmosphere, within the main beam of the antenna. Both
uniform and Gaussian tapered feed illuminations were then completely
evaluated. Next the special case of on-axis incidence was studied for
both illuminations. The Gaussian tapered beam was related to the uni-
form aperture by a simple expression. This permits the results obtained
for the uniform aperture case to be applied to the Gaussian tapered
circular aperture as well.
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CHAPTER VI

EXPERIMENTAL RESULTS

In this chapter, the theoretical model developed in the previous
chapters is matched to experimental work with satellite communications
links. Experiments performed at The Ohio State University to measure
the variance and the level of the received signal over different earth-
space paths are used to assign numerical values to key parameters of the
model, The model is then used to predict and is compared with the re-
sults of similar measurements made elsewhere, to establish its validity
under different conditions. |

6.1 General Remarks

An important simplifying assumption used in this work is that

the turbulence in the earth's atmosphere is homogeneous and isotropic
over the path of the communications link. This is reasonable over short
terrestrial paths.. Slant or earth-space paths encounter gradients in
temperature, pressure, water vapor density and, hence, refractivity. It
is necessary, therefore, to assume an equivalent homogeneous isotropic
atmosphere for the purposes of the model, not only for earth-space paths,
but also for comparison with terrestrial results. Its parameters would
be, in some sense, an average of the parameters of the earth's atmosphere
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over the path, for Tong term statistical purposes. The next two sections
detail the experimental work performed at 0.S.U. to determine these
parameters.

The primary experimental measurements used for this purpose were
made at The Ohio State University ElectroScience Laboratory in Columbus,
Ohio, when the Applications Technology Satellite, ATS-6, was moved from
a geosynchronous position at 94° W. Tongitude to 35° E. longitude in
1975, and back in 1976 [35,36]. The elevation angle of the satellite,
viewed from Columbus, Ohio, (83o W. longitude) varied smoothly between 0°
and 43%. The scintillation of the received signal amplitude as well as
the average signal level were measured simultaneously at 30 GHz and 20
GHz with a 4.5 m (15 feet) parabolic antenna during the descent (1975)
and at 30 GHz (4.5 m antenna) and 2 GHz (9 m antenna) during the ascent
(1976). The corresponding power taper, TP, of the 4.5 m antenna was
22 dB, while that of the 9.1 m antenna was 18 dB.

The receivers employed square-law detectors and, hence, may be
classed as asynchronous receivers. The voltage outputs were sampled at
10 samples/second. The statistics of the equivalent antenna terminal
voltage, v, as measured by the asynchronous AM receivers, were calculated
for N samples after correcting for receiver calibration characteristics.

6.2 Signal Amplitude Variance

The normalized experimental received signal amplitude variance, 52,
was calculated by dividing the amplitude variance by the dc power level
and was expressed in dB below the dc power level. If v; is the 1th

sample of v, from[ 35]

2. (v - <v>)
10 logy, Z dB (6.2.1)
N <v>
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where

. '
<v> = Z . | (6.2.2)
in1

N = 2048 for the 1976 data. This corresponds to an averaging time of
204.8 seconds for each set of samples.

The data were taken under conditions of clear air at 33 elevation
angles and the time average variances were calculated as the satellite
ascended. The results were fitted to power law curves of the form

< =al8 , | (6.2.3)

where A and B are constants and L (km) is the equivalent path length
through a homogeneous atmosphere. The atmospheric path lengths were
calculated assuming a spherical earth of radius Re’ given by 4/3 the
actual radius, or 8479 km, to correct for standard refraction, and an
atmosphere of height, h. The equivalent path length is then given by

L = “V&hz + 2hRe + Rgsinze] - Resine (6.2.4)

where ¢ is the elevation angle.
A regressive fit was made to all the variance data to determine

the values of A and B, while varying h to minimize the mean square error.
The results at 30 and 2 GHz were [35],
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52 = 10‘6.4L2.48 i .3 (6-2-5)
30

s3 = 10765, 1.87 £ .2 , (6.2.6)
h=6.0+1knm. o (6.2.7)

The fairly large error bounds do not indicate uncertainty in the data
itself, but take into account the limited duration of the data periods
and the correcting effect that observations over extended periods of time
under different weather conditions would have on the results.

The same analysis was performed on the 1975, ATS-6 descending,
data [36], with N = 1024, i.e., an averaging time of 102.4 seconds. The
corresponding results for the 30 and 20 GHz data were,

5:230 - 10-6.21.2.35 i .1 ‘ (6.2.8)
Sz = 10-6-391-2.29 _t .]. (6.2.9)
20

h=59+1km . (6.2.10)

Consequently, the height of the equivalent homogeneous atmosphere in the
present model was also taken as 6 km. The signal amplitude variance as
calculated by the present model (4.7.2) was then fitted in the minimum
mean-square-error sense to the power law curves (6.2.5) - (6.2.9).

The correlation length of the atmosphere, %,» and the variance of the
refractive index fluctuations, oﬁ, were varied simultaneously to minimize
the deviation from the power law curves. Subsequently, the height of the
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equivalent atmosphere, h, for the model was also varied in an effort to
further minimize the deviation. However, it was found that 6 km was the
best overall compromise. The final results were

oﬁ - 4.0 x 10713 (6.2.11)
b, = 46 m (6.2.12)

h =6.0 km . (6.2.13)

These results will be used in the subsequent discussion unless stated
otherwise.

The question now arises as to the reasonableness of these values.
A search through the literature provided very few direct statements of
.these values. Shifrin [37] indicates that Oﬁ could take values from
2.5 x 10711 to 2.5 x 10713, Ishimaru [ 28] indicates that o2 is of the
order of 10712,

to 100 m.

Shifrin also gives the value of Qn as ranging from 5 m

Some work has been done, however, to ineasure the atmospheric struc-

ture constant, Cﬁ, of the Kolmogorov spectrum. Chadwick and Moran|[ 38]

and Gossard [39,40] are examples of recent publications. Height distribu-

tions are also given in [39 . An alternative method used, therefore,
2
ng’
the Gaussian spectrum, as defined in (3.7.3) and compare this with the

published measurements instead. Then, from (6.2.11), (6.2.12) and
(3.7.3),

was to calculate the value of the equivalent structure constant, C for

2 -14
Cng = 53 x 10 m> . (6.2.13)
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It is commonly accepted that near the surface Cﬁ varies over about
two orders of magnitude. Average values tend to vary between 10'14 and
10'17 depending on the height at which the measurement is made. The
above value of the egquivalent structure constant appears to be reason-
able, especially since it represents an average over a wide range of
path lengths and heights.

Figure 6.1 shows the predicted signal amplitude variance at 2, 20
and 30 GHz using the appropriate antennas, together with the power law
approximations to the 1975 and 1976 data. The agreement is reasonably
good over a range of frequencies of 15 to 1 and is a further confirma-
tion of the values of the chosen parameters.

It must bé remembered, however, that the power law curves are
approximations only and express only a path length dependence. They
cannot, therefore, fully represent the variation of the signal variance
with elevation angle. Figures 6.2 and 6.3 show the actual variances
measured during the 1976 experiment, at each elevation angle, at 30 GHz
and 2 GHz, respectively. The maximum and minimum observed values are
plotted, together with the long term average predicted by the model.
The results show a good fit. Indeed, the agreement here appears to be
better than that shown in Figure 6.1.

As a further check, the model was used to calculate the variance
for the IDCSP X-band beacon measurements reported by R.K. Crane [12]. A
60-foot parabolic antenna was used at 7.3 GHz over elevation angles
from 0.5 to 10 degrees. The results were recast to be consistent with
the definition of variance in this report (D.M. Theobold [36]). The
prediction is shown in Figure 6.4. The agreement is again quite good.

Other measurements were made at The Ohio State University Electro-
Science Laboratory using the Communications Technology Satellite, CTS,
at 11.7 GHz and the COMSTAR Dy Satellite at 28.56 GHz [41]. Measured
and predicted amplitude variances are summarized in Table 1. The CTS
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TABLE 1
SOME COMPARISONS OF THE THEORY AND EXPERIMENTAL RESULTS

SatelTite Frequency Receiver Elevation Variance
(GHz) Antenna Degrees (dB)
diam (m) Measured Model
CTS 11.7 0.6 32.7 - 36 - 42
COMSTAR D4 128.56 0.6 43 - 42 - 45

measurements were heavily contaminated-by system noise due to the low
link margin. The other measurement with the 0.6 m antenna is also

influenced by system noise to some degree. Under the circumstances, the
agreement is reasonable.

Thus, the model appears to predict the signal amplitude variance,
52, satisfactorily as a function of frequency, path length, and aperture
size.

6.3 Signal Level Degradation

The experimental received dc signal power, PR’ as measured by the
receiver was defined as

P | (6.3.1)

where <v> has been defined in (6.2.2). Since the receivers used in these
experiments incorporated square-law detectors, the corresponding
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theoretical result for the received power level is defined by (4.6.3).

The average received dc power was computed as a function of eleva-
tion angle from (4.6.3) for the receiving systems used in the ATS-6
return measurements [ 35]. Gas loss was added to accdunt for the attenua-
tion caused by the atmosphere. The 6 km equivalent atmosphere was
assumed for this purpose. The results were normalized to the power
that would be received at zenith and are shown in Figure 6.5.

In addition to the 2 GHz and 30 GHz data, median signal levels as
a function of elevation angle, measured by McCormick and Maynard at the
Communications Research Center, in Ottawa, using the US TACSATCOM-1
7.3 GHz beacon [42] are also available. A 9.1 m antenna was used.
Measurements were made over elevation angles from 6% to 0.5% as the
satellite moved eastward. The data has been recast to agree with the
definitions used in this report by Theobold [36]. These measurements
and predicted results are also included in Figure 6.5.

The theoretical results were calculated at 2, 7.3 and 30 GHz ior
9.1, 9.1, and 4.5 m antennas, respectively. These correspond to 60,
220, and 450 wavelength antennas, with relative correlation ratios of
10}1, 10.1, and 20.4, respectively.

The agreement is seen to be quite good. The model thus appears
to predict long term average power level degradation as well.

Figure 6.6. shows the average power degradation, as calculated
from (4.8.2) only, excluding the gas loss. When compared with Figure
6.5, gas loss is seen to be the dominant cause of reduction in power
levels at low elevation angles. However, the turbulence contribution is
also significant., It will also be shown later that the effect can be
considerably larger in millimeter wave systems.
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In summary, numerical values were derived for the constants of the
model by fitting it to available experimental data. The data used were
from different locations. The relevant parameters are given by (6.2.11)-
(6.2.13). The model predicts long term average signal variance and
received power over a wide range of frequencies and antenna sizes.
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CHAPTER VII

DISCUSSION OF THE MODEL

7.1 Introduction

The key parameters of the long term average behavior of the model
have now been estimated. Using these estimates, cases of interest are
studied to gain insight into the behavior of the model as well as to
predict the properties of the communications system.

Four frequencies have been chosen for this purpose. These are 3,
12, 30 and 90 GHz. They span the range of current interest and, in
the case of 90 GHz, represent a frequency band in which increasing in-
terest is being shown. While the validity of the model at 90 GHz is, at
present, unknown it should provide at least an initial estimate for the
link designer. As data become available, they could be easily compared
with the given curves for verification.

Four representative antenna sizes have also been chosen for de-
tailed study. These are 1 m (3.3 ft.), 4.5 m (15 ft.), 9.1 m (30 ft.),
and 30 m (100 ft.), respectively. The first three are popular sizes.
The 30 m antenna has been used at the lower microwave frequencies, es-
pecially in class A earth stations. It is unlikely that this size will
be used extensively at 90 GHz, as the required tolerances become pro-
hibitive. However, it represents an extreme case and will be a severe
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test of the soundness of the model. It will also allow some properties
of the propagation link, which might otherwise be hidden, to be brought
out. A1l results presented at 90 GHz for the 30 m antenna should be
viewed in this light. Also, whenever possible, the parameter under
study is plotted at 30 GHz with the antenna aperture size varying con-
tinuously from 10 cm to 100 m. Obviously, the comments made above apply
to the larger sizes in these plots as well.

Average conditions of turbulence will be always assumed, unless
specifically stated otherwise. However, some properties of the link
such as antenna gain degradation, which may not be significant under
~ quiet conditions, may have a major impact on the performance of the
. system under conditions of strong turbulence. Hence, some cases are
evaluated with this in mind, in order to estimate the worst case behav-
ior of the link.

Some general properties of the formulated model atmosphere will
be first discussed. Next, amplitude variance will be studied, both for
the synchronous and the asynchronous AM receiver. The study will be
repeated for the degradation of the average'received signal power.
Finally, the gain degradation of the antenna will be examined under
conditions of strong turbulence.

7.2 The Atmosphere

‘The long term average parameters of the atmosphere, modeled as an
equivalent homogeneous isotropic Gaussian spectrum, were estimated to be,
(6.2.11) - (6.2.13),

2 -
o =0.4 x 10712 (7.2.1)

%, =46 m \ (7.2.2)
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h=6m . (7.2.3)

The corresponding correlation coefficient is shown in Figure 7.1.
The figure also shows the correlation function of the equivalent Von
Karman spectrum for homogeneous turbulence, having the same correlation
length, Figure 7.2 shows the corresponding spectra for the two models.
If the Von Karman spectrum is accepted as being closer to the natural
spectrum, it will be seen that errors may occur in the Gaussian model in
the geometrical optics region and in the long path region of a propagat-
ing wave. '

Figure 7.3 shows the path length through this 6 km equivalent
atmosphere over a 4/3 radius earth, for elevation angles from 0% to 45°.
The maximum length (at 0°) is about 320 km. Thus, the ratio of the path
length along the horizon to that at zenith is, approximately, 53. There-
fore, a power quantity which is directly proportional to the path length
will vary by about 17 dB from zenith to the horizon due to the variation
in path length alone.

. Figure 7.4 shows the wave variances (3.5.13b) of waves at the four
frequencies of interest, namely 3, 12, 30, and 90 GHz, as they propagate
through this atmosphere. It should be remembered that the wave variance
js an artifical construct of no physical significance, being defined
simply as the sum of the log amplitude and phase variances. The path
length characteristic of Figure 7.3, is c]ear1y mirrored in these curves,
as expected. The k2 dependence of values is also seen.

Figure 7.5, showing the phase variance of the propagating waves,
is very similar to Figure 7.4. This is because the long path region has
not been reached. Consequently, the phase variance is much larger than
the log-amplitude variance and dominates in the wave variance. Some
differences are becoming noticeable at 3 GHz at low elevation angles.
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The log-amplitude variance is shown in Figure 7.6. The character-
istics are markedly different from those of the previous two variances.
Numerical values are several orders of magnitude below the phase vari-
ances. Thus, it may be expected that the phase ripple across the wave
front should be a dominating feature of the wave. Consequently, there
would be significant phase perturbation of the antenna terminal voltage
as well as some amplitude scintillation caused by the incoming rays not
adding in phase. Both of these effects would affect the scintillation
measured by a synchronous, or phase sensitive, receiver.

- A receiver whose demodulating circuits are sensitive to amplitude
scintillations alone should, hence, perceive a much smaller scintilla-
tion. This explains the curves of measured scintillation in Chapter Six.

7.3 Signal Amplitude Variance

Figure 7.7 shows the variance of the amplitude scintillations
measured by an asynchronous receiver at the four frequencies of interest.
"The diameter of the circular aperture has been fixed at 4.5 m for theée
curves. It is interesting to note that the variance is beginning to
saturate at low elevation angles. This will be discussed in greater
detail shortly.

Figure 7.8 shows the corresponding curves for a.system with a
synchronous receiver. The variance seen by this receiver is several
orders of magnitude higher than the preceding case for the reasons
explained before, i.e., the phase perturbations across the aperture
introduce amplitude scintillation and phase fluctuation of the antenna .
terminal voltage. Therefore, the synchronous receiver, which is sensi-
tive to phase fluctuations as well, would see a much higher fluctuation
of the terminal voltage. The characteristics of the phase fluctuations
clearly dominate the results.
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Curves for the variance of the voltage measured by synchronous

receivers also may be seen to show the variance of the field in the
focal plane of a focusing antenna, as noted in Section (2.6). It should
be useful to bear this in mind during this discussion.

The results shown above are for Tong term average conditions only.
An attempt was made to estimate results for extreme conditions. It was
felt that the extreme cases in the atmosphere occur first under
very quiet conditions, i.e., when the refractive index variance is at
a minimum. It would then appear, intuitively, that the correlation
length would be very high. The other extreme would be when oﬁ is very
high. It is reasonable to expect that the correlation length should
then be 1ow. This would also pose the worst case for the antenna. To
obtain these conditions, the refractive index variance was changed by a
factor of 10 about its median value and the correlation length was also
varied by a factor of 10. The corresponding values of Cﬁg were also
computed for comparison purposes.

. Case 1: Quiet atmosphere

o2 = .04 x 10712
n
Ly = 100 m
. ] -2'
2 - -14 3
Cng = .3 x10 L m
Case 2: Disturbed atmosphere
of = 4.0 x 10712
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The equivalent structure constant is for comparison purposes only.
The results are shown for the two receiver systems in Figures 7.9 and
7.10 at 30 GHz for an aperature diameter of 4.5 m. These may be reason-
ably expected to be the extreme conditions to which the links could be
expected to be subjected under clear air conditions.

The validity of the present model under conditions of strong tur-
bulence is not known. Much depends on the validity under these condi-
tions of the amplitude and phase filter functions used to calculate the
log amplitude and phase variances. Furthermore, the expressions for the
average power and signal variance measured by an asynchronous receiver
may not contain a sufficient number of terms of the Taylor series exban-
sion used to remain accurate. ' An injudicious choice of the refractive
index variance and correlation length can cause these expression$ to
blow up. Unfortunately, improving their accuracy necessitates the
evaluation of ever higher moments of the asynchronous received voltage.
A reference to Appendix A4 quickly discourages this approach.

Therefore, all results shown for the strong turbulence case must
be used with care until their validity is verified by theoretical or
experimental methods.

The dependence of amplitude variance on aperature size is examined
in Figure 7.11 for the asynchronous receiver case. Only 1 m and 9.1 m
diameter apertures, which encompass the range of popular sizes, are
considered at each frequency. The results are shown separately in Fig-
ures 7.12 to 7.15. There is a clear increase in the measured scintilla-
tion with the larger aperture.
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Figure 7.16 is a different presentation of the variance of the
received signal measured by an asynchronous AM receiver. The measured
amplitude variance is displayed in the figure as a function of aperture
size, at selected elevation angles. The path length (km) through the
equivalent homogeneous atmosphere is given in parentheses. The atmos-
phere is assumed to be under conditions of average turbulence.

The normalized amplitude variance is initially constant at any
given elevation angle. However, it increases rapidly with the size of
the aperture beyond some critical value in the range of 1 m to 10 m.
Another important characteristic is the evidence of aperture averaging
at the larger aperture sizes over the longer propagation paths. There
is a clear reduction in the increase of the amplitude variance with
aperture size, compared with that at higher elevation angles.

It is essential to note that this should not be classed simply
as a D/x effect. A fundamental feature of the present model is that the
diameter of the antenna is related not only to the wave length, A, but
also to the size of the correlation length of the atmosphere. Consequent-
ly, two systems, having the same electrical aperture size, but at differ-
ent frequencies, may have marked differences in behavior because of
the different physical aperture sizes and, hence, different relative
correlation ratios to the atmospheric turbulence scale size. In other
words, since the incoming wave front is no longer plane, the number of
ripples across the aperture would be different at different frequencies
for antennas of the same electrical aperture size, thus affecting the
results by different amounts.

The asynchronous receiver eliminates the phase information in the
measured signal. Therefore, it is difficult to relate the observed '
results directly to the properties of the received wave. Equation (4.7.2)
exemplifies this problem. The synchronous receiver, on the other hand,
retains more information from the received signal. Hence, the amplitude
variance measured by a synchronous AM receiver is studied next.
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Figure 7.17 shows the amplitude variance as a function of elevation
angle for aperture sizes of 1 m and 9.1 m only, at the four selected
frequencies for synchronous receiver systems. Average conditions of
turbulence are assumed as before. There is no noticeable effect on the
variance with change in aperture sizes in this range. Therefore, the
normalized amplitude variance (4.4.3) was next plotted in Figure 7.18 for
aperture sizes from 10 cm to 100 m at 30 GHz, as in Figure 7.16.

While there is the expected change of the variance with elevation
angle, the aperture size dependence is weaker. Furthermore, instead of
increasing with aperture size, as in Figure 7.16, the variance remains
constant for small apertures and then actually decreases with larger aper-
ture sizes.

Unfortunately, the normalization of the variance to the measured
dc power, while useful as an experimental procedure, introduces an addi-
tional variable, thereby making comparison of Figures 7.16 and 7.18 ‘and
the interpretation of the results difficult. The true fluctuating power
in the received signal, Pf] (4.3.19), is a more useful aid to understand-
ing the mechanisms involved.

Figure 7.19 shows the measured fluctuating power, Pf], normalized
to the plane wave power, PRO’ received in the absence of turbulence. The
latter is, by definition, independent of the turbulence and the elevation
angle. Pgy cannot, obviously, exceed PRO‘ The curves are drawn under
conditions of average turbulence in the same format as Figures 7.16 and
7.18.

At high elevation angles the fluctuating power increases with path
length as expected. However, an interesting behavior is revealed by the
0° and 1° curves, which actually cross over and indicate smaller values
of the received fluctuating power at long path lengths for a given large
aperture size, than at shorter path lengths. To bring out this effect, the
same cases are plotted for maximum turbulence conditions in Figure 7.20,
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where the phenomenon is magnified and visible at shorter path lengths as
well. It is also apparent that the crossover occurs at antenna sizes
close to the size of. the correlation length of the 'refractive index fluc-
tuations. It is suggested that the path length at which the effect
becomes noticeable is such that the scale size of the turbulence becomes
comparable to the size of the Fresnel zone of the antenna.

Figures 7.16 through 7.20 illustrate the phenomenon known as aper-
ture averaging. Over short path lengths, the phase fluctuations are well
correlated over the Fresnel zone of the antenna. Therefore, increasing
the path length, which increases the magnitude of the amplitude and phase
fluctuations results in an increased sigha] variance. However, when the
path length is sufficiently large and the antenna is also large, the
phase correlation length becomes comparable to or less than the Fresnel
size of the antenna. Now, diffegent rays reaching the antenna are uncorre-
lated, causing partial cancellation of the fluctuating component of the
signal. This also reduces the variance of the antenna terminal voltage.

An alternative viewpoint is to look at the antenna as a spatial
filter. Referring to Chapter 4.3 - 4.4, it is seen that if the antenna
is small compared to the scale size of the turbulence, the amplitude
variance measured by a synchronous receiver is, in fact, the true fluctu-
ating power in the wave. This, clearly, will be a function of the atmos-
pheric turbulence only, as long as there is no significant scattering out
of the beam of the antenna.

132



7.4  Signal Level Degradation

The degradation in received power as perceived by the receiver
was examined under the same conditions and for the same dependences as
the amplitude variance. The following is a summary of the findings of
 the resulting degradation.

Figures 7.21 and 7.22 show the frequency dependence of the power
degradation for the asynchronous and synchronous receiving systems, re-
spectively. The former does not show significant effects except at very
low elevation angles. The latter, as shown before, measures the true
non-fluctuating component of the incoming wave. Thus, degradation ef-
fects are significant at all elevation angles.

The aperture size dependence of the average power degradation
experienced by an asynchronous receiver at 30 GHz is shown in Figures
7.23 and 7.24. It is displayed as a function of elevation angle in
Figure 7.23 for the maximum turbulence case. It is also plotted with
aperture size as the primary variable in Figure 7.24 for the average
turbulence case. Even if the 0° values are excluded, it is significant
that there may be more than a tenfold decrease in the received average
power at low elevation angles in strong turbulence, over that received
under average turbulence conditions. Hence, system margins may easily be
degraded in heavy turbulence. The likelihood of such an occurrence is,
of course, not estimated in. this report.

Average power degradatfon for a synchronous receiver is shown in

| Figure 7.25. It is included for completeness and for purposes of compar-
ison only. There is no aperture size dependence of power degradation for
synchronous receiver systems. This is seen in Equation (4.3.17). The dc
power measured by the synchronous receiver is the true coherent power

in the wave. This is, clearly, independent of the receiving system and
is a function of the atmospheric link only.
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7.5 Gain Degradation '

The gain degradation, defined in Chapter 4.11, is examined briefly
in this section under conditions of strong turbulence. Gain degradation
has also been described as an 'aperture to medium coupling loss'. The
gain is a measure of the total received power, i.e., the average as well

as the fluctuating power is included in its definition. Gain degradation,
hence, implies that some of the fluctuating power is not being added back
into the output of the antenna. This can occur when the magnitude of the
turbulence is such that some of the fluctuating power is scattered out of
the beam of the antenna. Hence, a narrow beam antenna will suffer a
greater gain degradation for a given degree of turbulence.

In contrast, it should be recalled that signal level degradation
was defined as the reduction in only the dc component of the measured
signal. It is affected by the type of receiver used as well. Gain de-
gradation, however, is independent of the receiver system and depends on
the size of the antenna and the characteristics of the turbulence only.

The frequency dependence of gain degradation is shown in Figure
7.26 with elevation angle, under .conditions of strong turbulence.
The aperture diameter is 4.5 meters. Figure 7.27 shows the aperture size
dependence at 30 GHz, also under conditions of strong turbulence.

The aperture size dependence is displayed in a different format in
Figure 7.28. The antenna gain is shown at 30 GHz as a function of eleva-
tion angle (or equivalent path length). A region of gain saturation is
seen. Increasing the aperture size in this region does not result in an
increase in gain. However, a further increase in size narrows the beam
so much ‘that almost none of the fluctuating power is captured by the
antenna. Then the gain resumes its increase with aperture size, now
receiving the coherent power in the wave only.
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Figure 7.29 shows the same case as Figure 7.28, except that only the
degradation is shown, instead of the total gain. Gain degradation in
excess of 10 dB is possible, depending on the antenna size.

It must be reiterated that the results shown in this chapter should
be used with caution. The Gaussian approximation to the Von Karman spec-
trum carries inherent inaccuracies. The expressions used may not be
completely valid under conditions of strong turbulence. The results
should be viewed primarily as illustrations of the processes taking place.
However, the model permits at least an order of magnitude estimation of
the effects of turbulence on the communications link. Its performance
would be considerably better for predicting long term average behavior.

In general, the use of numerical values should be combined with normal

engineering practice, appropriate safety factors, and a healthy dose of
skepticism!
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CHAPTER VIII

SUMMARY

The effects of atmospheric turbulence on microwave and millimeter
wave communications systems, with special emphasis on satellite communi-
cations systems, has been examined.

A generalized theory of the receiving aperture antenna was first
formulated. The results were extended to the case of an incident wave
propagating through a turbulent medium,

The earth's atmosphere was considered next. The Von Karman model
was- discussed and approximated by the Gaussian spectrum. The behavior
of the log amplitude and phase of a wave propagating through such an
atmosphere were examined. Some new results were formulated for the
correlation functions and variances of these statistical parameters.

The'role of the receiver was studied next. It was shown that
the effect of the receiver cannot be ignored in the presence of turbu-
lence. The statistics of the received signal may be perceived very
differently by the two general classes of receivers described as synchron-
ous and asynchronous receivers, respectively. The total power, variance,
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signal level and the degradation ofthe signal level measured by each of
these receivers were then formulated. It was noted that the results for
the synchronous receiver may also be used to study the field at the focal
plane of a focusing antenna.

The particular case of the circular aperture was fhen considered.
A complete result for the power received and the antenna gain was derived
for both the uniform feed function and Gaussian tapered feed functions,
provided the angle of arrival of the wave did not deviate significantly
from the main beam. The particular case of on-axis incidence was studied
in detail and some general characteristics of gain and gain degradation
in turbulence were discussed. The Gaussian tapered aperture and the
uniform aperture were shown to be simply related if the feed taper in the
former is reasonably sharp.

Experimental results were next used to determine the numerical
values of key parameters in the atmospheric model. It was shown that the
atmosphere could be approximated by a uniform homogeneous isotropically
turbulent atmosphere over the propagation path. Its equivalent height
was found to be 6 km over an earth of effective radius equal to 4/3 the
physical radius, or 8479 km. The variance of refractive index fluctua-
tions of 0.4 x 10'12, together with a correlation length of 46 meters,
was found to be suitable for prediction of long term average behavior.
The model adequately predicted 1link behavior over a frequency ratio of 15
to 1 and in different locations.

The 1ink model was used to study signal variance, degradation
of average power, and antenna gain degradation for frequencies from
3 GHz to 90 GHz and aperture diameters from 1 meter to 30 meters. The
average power degradation indicates the reduction in the time average
received signal level as measured by the receiving system. The gain
degradation, on the other hand, is a measure of the reduction in the
total power captured by the antenna. Their behavior was compared at the
extremes of intensity of turbulence as well as for long term average
values.
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In general, the received signal variance increases with frequency.
Its frequéncy dependence varies with the type of receiver used. The
received power degradation also increases with frequency and changes with
the type of receiver used. There is, however, no aperture size depend-
ence of received power degradation when a synchronous receiver is used.

Regions of gain saturation are seen with large antennas. Examples
of aperture averaging were also found when the antenna size and the
Fresnel size of the propagation path were comparable to the scale size of
the refractive index fluctuations.

It was shown that the synchronous receiver indicates a greater
level of signal variance than the asynchronous receiver. Thus, the
latter is preferable for communications links. However, the former
should be preferably used to study atmospheric turbulence as its output
contains phase as well as amplitude information. Care should also be
taken to use the expressions appropriate to the particular receiver
for evaluating signal level and variance.

Finally, the numerical results should be used with care and a clear

understanding of the approximations involved. Normal engineering prac-
tice should be followed when applying the contents to system design.
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APPENDIX Al
MODEL SUMMARY

Al.1 Field Quantities

The antenna aperture, S, lies in the x-y plane. P = (x,y) is any
point on this surface. A plane wave incident on the turbulent atmosphere
and travelling a distance L through it, reaches the aperture at a direc-
tion (6,¢) with respect to the positive z axis.

Let

Es = (kx’ky) R (A1.1.1)
where

k, = k sing cos¢ (A1.1.2)

ky = # sin® sin$ . | (A1.1.3)

The incident field produces a random aperture field distribution

Vo " -jk P ‘
E.(P) =TU(F)e ° | (A1.1.4)
) = A KPP (A1.1.5)
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U(F) = p U(P) (AL.1.6)

X = log amplitude
Y = phase
Let
Xg*95#30% b (P.P)
U0 = Ay e (Al.1.7)
X0 =<X> . (A1.1.8)

The aperture illumination is described by the feed function f(P),
f(P) = £ f(P) . (A1.1.9)

Both the polarization of the incident wave, 5, and the illumination, Ef,
are assumed to be independent of position at all times.

Al.2 The Atmosphere

The turbulence is homogeneous and isotrbpic over the path. The
correlation function of the refractive index fluctuations is

e = 12/ 2
'IP1‘P2|//La
22

b (F1,P,) = e (Al.2.1)
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Alsd,

where

2

C = = = The correlation ratio, is the correlation length of the

a

dimension, Ly

oﬁ = oi
| 2
= VT gkt

4L
W = 2=
g 2
kzn
2 =
n
ci = log amplitude variance.
& = ph
o) = Phase variance.
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variance of atmospheric refracted index fluctuations.

turbulence, ln, normalized to a characteristic antenna

(Al.2.2)

(A1.2.3)

(A1.2.4)

(Al.2.5)

(A1.2.6)

(Al.2.7)



wave variance.

Q
H

W
wg = Gaussian wave parameter.
bX = log amplitude correlation coefficient.

b, = phase correlation coefficient.

b

Average Received Voltage

Al.3 Synchronous Receiver
n ’\:_
<Vgyn > = < Vplkg) > = Vyg @
where
oy (k) - iV(kS)
V max

_ A
(k) = [ £(P) e ds
S
Vao = YoKvIv max PePr
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Asynchronous Receiver

"] AV
< vasyn > = <f’yr(rs)l'>
_ — 1 1 40§ A
= ool lay(®) 1451 + og]-5[1 - 205+ ¢ H) 157l -
(A1.3.5)
gy 1s defined in (A1.4.3). It is the gain degradation factor.
Al.4 Total Received Power
P =P (R)g, |pepe |2 ‘ (Al.4.1)
R™ RO J0'%s/9g IPePrl s e
%) = lgy(®)|2 Al.4.2)
9o(Kg) = |oy (%) (AL.4.
is the power pattern function.
2 -—
-a. Ip(k.)
9q = e WP (A1.4.3).
Ipg(Kg)

: 2. = — _ = =
_ b, (P1,P,) _ s k(PP
Ip(kg) = erwn P2 e e s 2 as s,

(A1.4.4)
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- e LT 31"32
Ipglks) = f(P)f(P,) e ds,ds, (Al.4.5)
SS
_ 2
= |IV(FS)| (A1f4.6)
Log max = 1y& 1 (A1.4.7)
ax max : ‘
If the antenna is assumed to be matched to the load,
T4
UKy pepe |
Pog = —J ¥V max T Tf g (A1.4.8)
RO 2 1
2|Z]|
is the power received on beam axis. Therefore,
Pog = |Pepe 12 o A (A1.4.9)
RO = [PPf] Zny e e
U 2
ol™ . . | .
—?ﬁgm = incident power density, S; . . (A1.4.10)

Aeg 1s given in (A1.7).

153



If we expand

© 2 m ‘
(o.b, )
= Z —-"iﬁ’,l— , (Al.4.11)
m=0
then
- 2m
I,(k.) %0
F i“z Z ,:J,I ICm(k ) (A1.4.12)
Tpo(ks)  m=o
where
— In (k)
Ioy(Kg) = PO~ (A1.4.13)
Ipg(ks)
e -iK e (PP
=\ = = M S IR AT EALS
5SS (A1.4.14)
Then

OE’Z X1 (Rg) (A1.4.15)

ICm(F;) is called the correlation integral across the aperture.
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Al.5 Signal Variance

The signal variance is normalized to the measured dc power.

Synchronous Receiver

n N
2 2
52 ) < |Vr| > - |< Vr >|
syn A7 2
Y | < Vr >]
02
= @ w gd _1

2

2 -
s- dB =10 10910 Ssyn

Using (A1.4.15) we may show that

© 02m
2 _ W T
Ssyn ~ E: —nr lem(ks)
m=1
Asynchronous Receiver

52 i < |Vr|2 > - <2|Vr| 2

asyn

y < lVr| >
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(A1.5.3)
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(A1.5.5)



94

52 = - 1.
asyn 402 2 (A1.5.6)
{%{1 + gd)-%(l - 294+ e X)
Al.6 Average Signal Level Degradation
Pdc'
dc
No fluctuations
Synchronous Receiver
APy =4.303 & . 4 (A1.6.2)
>dB -
Asynchronous Receiver
_ 4 212
AP, . =101 Ly + g )l -2g, +e % (A1.6.3)
dea, = 10 10919 92(1 *+ 9g)-5(1 - 294 * e -6
A1.7‘ Average Effective Apérture
The average effective aperture is
Ae(ks) = Aeogo(?s)gd , (Al.7.1)

where
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I (A1.7.2)

(A1.7.3)

AeO is the maximum effective aperture for the plane wave case.

Al.8 Average Directive Gain

The average directive gain is

4 A
- €0
GO max - AZ (A1.8.2)
= 4rn 2
- 2 IKP| Ipo max (A1.8.3)
If
GO(E;) = Gogo(E;) R (A1.8.4)
then
\
B(ks) = Gy(kgigy . (A1.8.5)
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Gy max 1S the maximum directive gain for plane wave incidence. GO(FS) is
the plane wave incidence power gain function. gq is the gain degradation
factor. Finally, ‘

84(Rs)gp = Go(Ks)gg * 10 Toggq 94 - | (A1.8.6)

Al.9 Gain Degradation

The gain degradation is defined as

#6(k ) yp = Golkg)gp = Gglkslgp - (A1.9.1)
Therefore,
AG(TES)dB = -10 Togyy 9q - (A1.9.2)

If (A1.4.15) is used,

-05 - osm _ .
AG(FS) dB = -10 ]0910 e Z 'n"‘!'- Icm(ks) . (A. .9.3)
m=0
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APPENDIX A2
LOG AMPLITUDE AND PHASE CORRELATION

A2.1 Gaussian Spectrum

The Gaussian Spectrum is, (3.3.3),

2.2
2 3 Ky
I !

‘q)ng('() = 8n~\/n—e
From (3.5.2) - (3.5.4), in a transverse'p]ane

(o]
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The + sign ‘is associated with_Bw(p) and the - sign with Bx(p). Separating
the integrals, the first integral is,

n
~N
~nN

K £ ' -

e Y U(epkdc =2 e ", (A2.1.1)
0 2
n

X D
S ™|

from [30], # 6.631.4.

The second integral is

2 2
sinCe) -7
] e JO(KD)KdK . (A2.1.2)
L
K
0 k

This is evaluated in Appendix Bl.l and is

- -9—2 m sin[m tan'l<%l=§>]
K Z 1 4 %n (A2.1.3)
C ml ’

) m
m=0 1 +<4_L_2_ )2
ke,

p?l p2
B (p). -7 ) -2 m _. -1
X( ) 1/" 2 2 L 1 1 2n sm[m tan wg]
B (p) Im0 [ V1+wl m

(A2.1.4)

where
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=
i
’.b
—
3N

(A2.1.5)

is called the Gaussian wave parameter. We also define the wave correla-
tion function as

B (5) =B (5) + B (p), . (A2.1.6
we) =B (o) + B (o) | ( )
therefore,
2
P
'22 :
B(0) =y ofa kL e . | © (A2.1.7)

The Case of p = 0

From (A2.1.5) and (A2.1.8), the variances are

tan W
Oi - lég GignkZL [1 -*-‘WJ“‘Q ] (A2.1.8a)
, g

1
tan "W
2 2
7 - %; ofa k2L [1 +——W—~9] (A2.1.8b)
of = fr el . (A2.1.8c)

‘ _ We note, finally, that if 'b' denotes the correlation coefficient,
from (A2.1.6) and (A2.1.7),

oWn(e) = b (o) + o (o) . - (A2.1.9)
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A2.2 Von Karman Spectrum

The Von Karman spectrum is

A1
@ (k) = 0.033C5 (5 + ) Be
From (3.5.2) - (3.5.4)
%
2
B, () = 21°k°L 0.033C2L,
2
K.
7

K
e m JO(Kp)KdK .

N

Substituting t = if , and defining
‘ A

:

A O

Iy =2 =37

Km Kmbo

2

w =i—_L_
0 "k T2

0

then
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x
sin(Wat) -== -Int
B (p) = 0.033n°C2L k2L J/.[ ° J (1+t) 6e 0
XU
0

JO(KLp-\/E) dt

The integrals are evaluated separately. The first integral is

11 o
-7t - -lat a-1 -1
fe 0 (1+t) 6 JO(KLO.\/;) dt = f e 0 t (1+t)m

0 ' 0
(<,0/t) dt , (A2.2.3)

where a.= 1, v =g - This is evaluated in Appendix (Bl.2.1) and is
= -1 p K1 P 2p
= E: j’j%?‘(‘?{) T (p+l)y(p+l, 1 » Zg)

where ¥ is a degenerate hypergeometric function.

The second integral is

(Psin(igt) -zyt
0
—- e 1+t 5
Jf” Wyt (1+t) Jolken/t) dt

0
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' jwot
Using sin(Wgt) = Im {e , we have

1 ~(Zy-dHg)ta-l  y-a-1 '
%Im [e t (1+t) JO(KLp\/-{) dt R
0
- _ 5
where a = 0, y = -z Let
Z=12y-3Wy . (A2.2.4)

Again, using (Bl.2.1),

= p /K P\ 2P
-y L (K—'Z-—> Im[r(p)w(p, P, z>]
0 p=0 (p!)

Applying Kummer's transformation [31] #13.1.29,

1-b

¥(a,b,2) = Z y¥(l+a-b, 2-b, Z)

and substituting -g for v, the integral becomes

® 11
_ K P\ 2p —Z-pP
i L 3)” ””[‘"“”Z A Z’J '
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Therefore,

{on

B (o)

X _1)P 2p
= 0.033n2c2L AL - Z L—%—( 0) r(pl)y(ptl, pH,70)
B\p(p) p=0 (p!)
.,
IIIJEI'"[F(D_)Z 6 w(%, lg--p, Z)] , (A2.2.5)
where
Z - ZO = on
1
Zn =
0~ 272
KmLo_
i - (A2.2.6a)
0 7 kig
Wy klL | |
W= L% - (A2.2.6b)

wo and W may be defined as wave parameters for the Von Karman spectrum
Next, using (A2.1.6), the wave correlation function is

5

B,(p) = 0.033(2n2)c3L k2L %)%(ﬁ)zp r(p+1)¥(p+l, phg, Z).
p=0 ‘P
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Forp =0

Only the p = 0 term exists in (A2.2.5). Then, applying (B1.2.2) to

the second degenerate hypergeometric function in (A2.2.5), we obtain

°2x 5 11
= 0033725 § (1, 1, 7p) ?;1;5 1|z Op(-Le(tl, Ll
2
g
Y
+ I‘(O)]
Now, since kolg >> 1s Zy * 0. Hence, from [31] #13.5.10,
qf(al:>2)+"~1"-%1—‘3)—y as In +0 (0 <b<1)
D 0 r(1+a-b 0
so that
1 6
y(1, 5 o) 3 (A2.2.7)

Note that T'(0) is pure real and, hence, drops out of the results.

Performing the indicated substitutions and after some algebraic manipula-
tions, we obtain the final solution,

%

5 A
x| = 0.0332 8 A {17 rd) %’5 Im [(-1) oy, -ZO+J'W0)J

(AR2.2.8)
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3
212 2 3,2

2 2
5 CnLO

Oy = 0.033w (A2.2.9)

Once more, note that in general,

A2.3 Kolmogorov Spectrum

If the Kolmogorov spectrum (3.4.3),

o (k) = o.o33c§ k3" M,

—
whi=
P 1
EATNS A

were used instead, a solution for 02 is not possible since the integrand
is singular. However, Ui may be obtained since fx(K) is zero at the
origin.

2 K

@

(KoL
sin \— K. ut+l
| oi = 0.033c2(2n%)K2L Jf 1 - sz e " &

0 k-

=

"

N
W=

The first integral, from (B1.3.3), is
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The second integral, from (B1.1.7) is

5+l

) -1

m 51n(% tan W)
2.4

2 wm(1+wm)

r#) (k2

where
k

W, =

is the wave parameter for the Kolmogorov spectrum. Thus,

2
K
> sin(EFLO Kﬁ u+l
KL
0 k
. . -1
) r(4 + 1) wo |, 2 s1n(¥ tan” W ) (12.3.1)
ST 72 T m u W e
2.4 m
H(1+W )
and
5 11 11 1
-2 al 1l W)
2 _ 26 1,02.73,2 6 .2 12 Sintg tan
OX = 0.033n g I'(-s')cn'(m L TT (1+Nm) wm - 1.
(A2.3.2)
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APPENDIX A3
MOMENTS OF THE RECEIVED SIGNAL

The assumptions implicit in this discussion are stated at the
beginning of Section (3.8). The analysis presented in this appendix
follows that of Shifrin [11].

Since it is assumed that the polarization vector of the incident
wave does not vary with the position on the aperture, only the
scalar components of the wave will be considered in the following.

A3.1 First Moment of the Aperture Field

As in (2.5.4),

N X(P)+jH(P
7y - gy ST

" ~ x(P)+5y(P) . |
< U(P) > = AO <e > . (A3.1.1)

Y N
Chernov [4] has shown that, for a Gaussian turbulence spectrum, x and ¥

are jointly normal. We may evaluate (A3.1.1) by the method of character-
istic functions [32].. For a four-dimensional normal variable (xl, X5

X3, Xg), the characteristic function is
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j(tlx1+t2x2+t3x3+t4x4)
e >

g(tls t29 t3, t4) <

4 . 1 4 4 »
J Z < Xk >tk - '2' Z Z O'kO'Ibk-Itkt-l
S| 1=1 k=1
(A3.1.2)
Let
x; = X(P), x, = $(P)
Set
tl 'j. t2 =1
Then
< U(P) > = Ay g(-j, 1, 0, 0)
17 2 . 2
N o[ Pr2so Pro @ P.0)-dE(P)]
"where
N — -
< X(P) > = X,(P)
<¥P) >=0. (A3.1.3)

The medium is homogeneous. Thus, no point on the aperture plane
has statistical privilege. Hence,
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<X(P) > = %, (A3.1.4a)

of((P) = of( (A3.1.4b)
o (P) = cfp . (A3.1.4c)
Therefore,

Let
2. .
+0“+jo o b (P,P)
b= A e 0 X XX : (A3.1.5)
0 0
Using (3.5.13b), we may then write
< U(P) > = U0 e . (A3.1.6)
A3.2 Cross Moment of the Aperture Field
v v * 2 ),(\l(—ﬁl )"’)'(\'(Fz)*j[‘i)\l(ﬁl )- r\‘(ﬁz )]
< UT) UFy) >= Ay <e (A3.2.1)

Again, using characteristic functions with
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Xl = r)\(‘( 1), Xé = ;(ﬁz)s‘ X3 = "ij(ﬁl)- Xgq = &J(Fz) ’

we find that [32]

o, - 4" — * 2 H
< U(Pl) U(PZ) > AO g('j’ 'js ls "1)

Xo(P1)*o(Pp) - 34 _
where

2 2 2 2 .
+¢g, -0, -0, -20,9g,b - 2jo
L7 T Xp % X1 %o

4_ = o‘li

oy b -
XY

2jo, oy b + 2jo, o, b + 2jo, Oy b - 204 0y, b .
R XY T T T XY TR e X T Y Y,

The shorthand notation 1 and 2 for ?1 and ﬁz, respectively, has
been adopted for convenience here. Fortunately, under the assumptions
made in Section (3.8), this reduces to

- 2 2 2 2 5
A <= Z[O'w - O'X - gxbx(Fl,Fz) - Owb‘p(plypz)] .
Therefore,
2 2 = 2
2XO+° -[ox(l-bx('P' ’P2)+ow(1-bw(Fl,F2))].

N N *
< U(Fl) U(Pz) > = AO e X e

Using (3.5.13c), this reduces immediately to
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A 2xg+20%  ~o5(1-by(P1,P,))
e .

Finally, from (A3.1.5)

2 2 5 7 -
’\4_ Y _ * -0 g b (P ,P )
CUP UFN > = U 2 e W 12 o (A3.2.2)
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APPENDIX A4
ASYNCHRONQOUS RECEIVER CHARACTERISTICS

The fourth moment, dc power, and the variance of the signal volt-
age measured by an asynchronous amplitude modulation (AM) receiver will
be evaluated in this appendix. The receiver will be assumed to incorpor-
ate a square law detector. It is, therefore, an envelope detector.

A4.1 The Fourth Moment of the Measured Voltage

. N
We seek to evaluate the fourth moment of |Vr|. Using (4.1.4)

~ tynti( -
4 4 4 2 xtetili-w) .
< IV.I" > = Kyl [pepg] <ff Ag e fif,
5 S
-jk . +(P;-P,) XatXatd (Wa=V,)
e S 1 2gs as, [[ASe3X4 3,
S'S
-kge(P3-Py)
e

dS3dS4 > (A4.1.1)
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N v _
where the notation X wl, is used to represent X(Pl)’ w(Pl). f(Pl),
etc. If the stat1st1ca1 expectation operator and the integrals are

interchanged, we obtain

N | A Xp+ ot Xat Xg +3 ( -y,
AL U el 4 4 ijrjfjf %% X3 Xt LYy -t g

SSSS

J )
£.F,F ., e ‘ dS;dS,dS,dS, . (A4.1.2)

Since X and Y are Gaussian random variables, we use the method of char-
acteristic functions as in Appendix A3,

8
iy oxt
9ty b, ta s te, testyty) = <& K1
12%22 324252462728 < >

8 [ 8 8
Iy %tz 4L aObatt

S k=1 k=1 : (A4.1.3)
Let
ex1+x2+x3+x4+j(¢1f¢2+¢3-w4) : (A4.1.4)
Assuming no étatistica] privilege, let
<Xk > 7 X (A4.1.5a)
o2 =42 (A4.1.5b)
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< wk > =90
2 _ 2
b T %

We evaluate the function
M= g(f\js'js'j3'jsls'1’1,'1)

The first set of terms in the exponent is

8
J.Z<xk>tk=<x1'>+<x2>+<x3>+<x4>
k=1

=4x0'

Let the second set of terms be written as
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8

_ 2
}: Z Gk()"!bk]tkt] = 'Cxl O'XZ azxa 02 +02\p1+d‘292+g‘1’3+6%)4
1 191 |

-2lo0. 0_b . b + 0.0.b
[Xl X Xlxz 7% 7% X1X3 xlxaxl"a X X3 XoXa

+00b

%% %% X3°X4bx3x4]‘

N [-%ﬂ%zb‘”l"’z A R U I P PR 2N 3,9,
" oy, 9,000, %3%4%3%}

*2] [-oxl%lbxlwl * 0% T, b, °x1°w3bx1\b3 * °x1°w4bx1w4
R R R U A A ze_o“’abxz“’z:

a, oy b + g, 04 b -005 + g, gy b

- b + b - b + ‘ b '
I P R A R SRS PR N7 AR PR xﬂa]
' (A4.1.8)
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The assumption has been made in the above that
b = b
Xehy o X

for any pair k,1. After simplifying and using (A4.1.5), this reduces to
give '
+b

-%Al. 20‘; 208 + oz[b

+b +b, . +b
X1% 1% 0 X3 XX

2
+b + b - b + by.g t+ b - b
%ﬁ] %[%% %% %% %% %%

+ b¢3¢4] + 2jo,0, [bx1¢3 - bxzwa] . (A4.1.9)

Combining the two sets of terms (A4.1.7) and (A4 1.9) and using the set
of relationships (3.5.13), we get

2
: 2 -0 (1-b, )

Y Y A A+ (Ve =Y+ =Y 4X~+4o W n{n
S1TX2MX3™Xg Iy =bgtbgy) o Mgthoy 1"2

2 2
~0-(1-b o | + + + )

) ho )

( b ~b
w TR R
1990103 %037 504 Vi el 110)
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Clearly, the evaluation of (A4.1.2) using (A4.1.10) is impractical, if

not impossib]e; Simglifying assumptions need to be made to obtain mean-
ingful results for 4Vr|4> .

We assume that the correlation of the refractive index is very
high over the aperture of the antenna. Thus, if bn tends to 1, then

the log amplitude correlation coefficients b become approximately

XXy

equal to each other, as do the phase correlation coefficients b¢ v, The
k™1
cross correlation coefficients b and b also approach each other.
X1 l[J3 X2 ‘1’4
Consequently, under these assumptions

.
4y 4o 4
o 0% X

M e . (A4.1.11)

Using this in (A4.1.2) and using (3.8.1) gives

4 -jk_+(F,-P.)
vogo 8 4 * s (P17P7
s = It I Tl e "ffffflfz e

SSSS

x ~Jkg+(P3-Py)
f4f," e dS, dS,,dS3dS,

vwhich may be reduced, by using the definitions in Sections (4.2) and
(4.3) to give

. a A

MY 4 -
<1t > = Vgl gy 1 lpepet e X

(A4.1.12)



Finally, it is easily shown, using (A4.1.12) that

2

4g
X . (A4.1.13)

N\
<, >
2
21z, |

22 4
Ry = Pro Jo(ks)™ [Pep|" e

A4.2 Signal Level

The dc power measured by an asynchronous receiver assuming a match-

ed antenna load is {

2
asyn > o
212,12

Y]
<V

Pdca = 1 (A4.2.1)

"]
< |vr| >2

Ry

aiey
21z, |

: Y
The square law detector precludes the measurement of |Vr| directly.
Also, the total power is (4.3.9),

) ) 0 LR
R = Pro 90(ks) 94 P Ps|

]

Pp 9q > (A4.2.2)
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where
Po = Pro 9o(ks) - (A4.2.3)

The arguments have been dropped for convenience. Then

From Taylor's theorem, for x near 1,

1
5 2
2 = X']:l 1 (x-1
> =1+ L? - 11_2!')‘
= 3(1+x) - §(1-2x0x2) x*1 . (A2.2.4)
Therefore,
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(A4.2.5)

Squaring both sides and using (A4.1.13), we obtain

Py % Pondq(Ke) { S(1+ 112+4°>2<)2“2 (A4.2.6)
dca = Prodolks) {7(1*94) - g(1-2g94%e [Pepg]” - 2.

Finally, taking the square root and simplifying this gives

Y 4 02

. ~v141 1 X% o6 -
<Vasyn >= Vol 19y(kg) | 5(14g4) - gl(l-2g4e [ |PPg]

(A4.2.7)

Ad4.3 Variance

From (4.1.8), the normalized variance measured by an asynchronous
receiver may be written as

Pr - P p
S = 2 s p 1 (A4.3.1)
dca dca
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Substituting from (4.3.8) and (A4.2.6), we obtain

s = 7 - 1 - ' . (A4.3.2)
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APPENDIX A5
EVALUATION OF THE CIRCULAR APERTURE

Uniform I1lumination

The uniform aperture illumination function: f(R) = 1.

A5.1 The Voltage Gain Function g, (@)

The integral I, from (4.2.3), becomes
1 o 1
o JORcos(E-¢') 2
Iv = a ff e RdEdR = 2qa f JO(GR) RdR .
0 0 0
From [30] #6.561.5,
1

v+l J_,(a)
/x Jv(ax)dx=——v—+—§——-—

0
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Tﬁerefore,

2«]1(9)
Iv(e) = Aphys 5 R (A5.1.1)
where
Aphys = 7a
is the physical area of the aperture.
Iy max = Aphys (A5.1.2)
Hence,
2d4(0)
gy(e) = —5— . (A5.1.3)
The normalized power gain pattern function is
2J1(e) 2
9p(0) ={—5— . (R5.1.4)
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A5.2 The Integral IC(C,e)

From (4.3.10) - (4.3.13),

2(R 2-2R RoCoS(£1-E,) JOR cos(£,-6)
1(C,e, ¢) [f :

-JOR,cos( £y- )
e T RyRydEy Ry deydR,

Using the poWer series expansion for the exponential

2.02
R1+R2

| | ) A
1(C,0,¢) = a° Z (%)p :v ff cosP(£-5)) (RR,)P e ¢
p=0 5S

Jor;cos(gy-¢) -JeR,cos(gy-0)

Now

p
q=0
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Considering the g integrals only,

T X )
Q= ff [cos(p-Zq)El cds(p-Zq)sz + sin(p-2q)g; sin(p-Zq)gz]

- -7

JOR cos( & -¢) . ~JOR,COS(Ey- o)
e 1 1 e 2 27 dﬁd@ R

but

| +joRcos(&-¢)
f sin(p-2q)g e e dg

N

JeR,cos(g1-¢) 1
Q= fcos(p-Zq)gle L 1 d&; ICOS(P-ZQ)EZ

- -

-jOR,cos({g,-¢)

From [30] #3.915.2

jbcosx n
e cosnxdx = j ~an(b) ,

0
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therefore,

2q

p_
Q= (-1) 4n2Jp_2q(0R1)Jp_2q(-6R2)

but
3.(=x) = (-1)"(x)
thus

23

p-2q(eR1)J

p_zq(ORz)

and is independent of ¢. Then

2
- 1 R
2 =71\ 1 : p 2 _ptl
1(C,0) = 4Ajpys Z(C—2-> 5T Z (q) f et RPN, (0Ry)dRy
p:O q:O 0
2
1 R
v 2
C® pptl
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Define

v = p-2¢q
Let
p+2
Qp = C’Q““ QC(C9G)
and
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where

vyt 1 [
Q(C,8) = [ oM er(e)su'l,\rl

t! 1l
£=0 &
_ r(li%il)
1 2
on GJ\,_lA(G)Su,v(O) + r (e |
Therefore,
¢ @ & ) e’
lc(C.0) = g1y ) (Q> p!
. p:O q:O

A5.3 On-Axis Incidence

For the special case of 9 = 0,

H
—

gv(o)

1l
[y

go(o)

IC(C,O) is non-zero only if QC(C,O) is non-zero.

(A5.2.6) with

p-2q = 0

(C.0) - Ya+1, L

190

(A5.2.6)

(A5.2.7)

(A5.3.1)

(A5.3.2)

From (A5.2.1) and



From (A5.2. 7)

I =)
c(C,0) = o4 Z

S0 that

Iotc,0) - f
;)

s Té’%‘r (Zq
g=0 /° q y(q+1’ 1 2
| o/

C2
pT Yiprp, 1, [2
2.

191

'(45.3.3)



APPENDIX A6
EVALUATION OF THE CIRCULAR APERTURE

Gaussian Illumination

R2

- —

The Gaussian aperture illumination function: f(R) = e T

A6.1 The Voltage Gain Function g, (o)

The integral Iy, from (4.2.3) becomes

1 27n _BE
2 T2 j@RCOS(g-(b)
Iy = a e e Rd&dr
| 00
1 R
2 T2
= 2ma f e JO(OR)RdR .
0
Using the results of Appendix B2.1, substituting ¢ for C, n=v=0 and
s =19
1 2,
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2 — m 2m+1 ‘ c

- fal (1) (1 . :

1,00 = 2 3 2, CH (—S—} [22'“ 8y (0)Spm -1 (0)
m=0

1 .
+ S2me T 031(6)52m+1’0(0)] (A6.1.1b)
Usi’ng (B1.3.2), when g = 0,
| 1
1 -a., Pl1-e < ~ (R6.1.2a)
V max - “physT |- > e
therefore,
. _ 1 (_1 m 1 m+l m ]
- T
1-e 12 m=0
1
+ ;Z—mIIGJl(e)SZm_'_l’O(e)] (A6.1.3a)
L
2 2] 2
Ipg max = | "phys” [1 -efT . (A6.1.4a)
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The Case of Small t

If the aperture taper constant t is small, so that the illumination
beyond the edge of the aperture is small, the integrals may be taken
to infinity with small error. Then, using [30] #6.631.4

2
(o) = A, 2 e (A6.1.1b)
'} 0 ph_ysT ols
) 2
Iy max AphysT (A6.1.2b)
2
gy(e) =e T=e . (A6.1.3b)

A6.2 The Integral 1,(C,0)

From (4.3.12), let

; R% 'Rg 1 ,.2..2
| . 2 7 Ry 2R Rpcos(eg-Ep))
I(C9T36’¢) =a [[ e T el e

SS

JoR;cos(gq-9) -JR,cos(E,-0)

Defining

1.1
2~ 2
Y

L+
T :

(@)
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and performing the £ Integrals gives

’ L) p
a2 1\P1 p\ .2
p=0 q=0

R2

- —

1
Y2 p+l
QPY'= Jr e R Jp-2q(9R) dR
0

Again, using (B2.1.2), and the results of A5.2,
v = p-2q
n = 2 t+p+1

Let

GY for (SC
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Hence,

. |
(Y) = p 0 (v,0)°
1C.T8) - 1 (c,0) = T Y (%) 5 (r) &
Ipp(©) Yy 172 c2 q p!
2 p=0 =0
9p(0)]1-e
(R6.2.7)
A6.3 On-Axis Incidence
~ /

For the special case 0 = 0,

gy({0) =1 | (R6.3.1)

gp(0) =1 . (A6.3.2)

Iy(C,O) is non-zero only if Qc(y,e) # 0. From (A6.2.2) we have

p-29=0

1
Qe(Y,0) = Y(q+1,-;§)
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TherefOre,

Lico)« .
" (f) f\m .
l-eT

(A6.3.3)
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APPENDIX B1

EVALUATION OF INTEGRALS

B1.1

o« 2

. 2y -Bx™ utl
I jr élﬂi£§~l e K Jv(pK) dk
K

0

Using
Ak

sin(AKz) =Im{ e

Let

(e}
H

4(B-jA)

Then,

J (eK) dk

P
il
Iof -
—y
3
o
\8
[1+]
'
Fal
'L".'
—

j¢8

(B1.1.1)

(B1.1.2)



The integral can be evaluated directly using [30] #6.631.5 to give

211 \)r ( LH'\))

1 +v p2
W’)— Im TJ_%_'\:‘I’(HT vtl, -C—> ,
C

where ¢ (a,b,Z) is a degenerate hypergeometric function.

The Case of u=v

From [31]>#13.6.10,
o(a, a+l, -x) = ax (a,x) .

Using this in (B1.1.3), we get

2
1 AN [
= o Im{ [ & ,
I 7R m (p> y{vs )
K=V
k k+a
where E: Pl k+ay

is an incomplete gamma function. Therefore,
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o J ta"_]@') kv

=’221:<%)v Im kl:]('l)k L RTTRE)
TERY =

: 2\ k+v . -1/A
b k{ o j(k+v)tan (E)
1 (2 (.'1)< ) T
(| 5 ST
k=0
Hence,
°°5m AKZ)_ B’ vl
f AKZ- e K J\’(pgc) dx
0
o G snfoonai(d)
! (2°>) Z \JC Sm[( vitah \g (81.1.5)
2R\ TCT, A k! (k+v) ’
k=

where [C| = 4VA2+BZ .



The Case of u=v=0

: _ %7( i (—%) ‘ sin[k t:n'l(%)]
u=v=0 k=0

Also, in (B1.1.4) [30] #8.356.3 and # 8.359.1,

v(a,Z) = r(a) - I'a,2)
r(0,z) = -Ei(-2)
Therefore, -
2
I = 2 In {Ei ‘—"C—) ,
H=V=

Where T'(q,x) is an incomplete gamma function
Ei(x) is the exponential integral.

The Case of vw0. £=0

For this case (B1.1.3) reduces to

2“1‘(5—‘)
1

— m

2

=

(e}
N
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Thus, after some algebraic manipulations,

@ 2 -(5+1)
. 2 -Bx“ p+l (3) _2'—+
fﬂﬂ-@;—l e k  dc = }Zj M sin(sz‘- tan! %—>
A A A
0 | ~ ( )(““)I
(B1.1.8)
Bl1.2
Consider the integra]
2 -7t a-1 Y-a-1
I = [e £ () p(eyt) at .
0
Usihg the series expansion for Jo(x), we have
p 2p [ -It pra-1 pHr-(pta)-1
uxz_( > f £ (1+t) dt
!
p=0 (P!)
From [30],'#9.211.4, this gives
I - 1—)—@ F{pra)¥(pras Py, 2) - (81.2.1)

p=0 (p')
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where [30] #9.210.2,

| i 1-b
¥(a,0,2) = TPl s 4(a,b,2) "ng%lyl Z  o(a-b+l, 2-b, 7) (B1.2.2)

and ¢(a,b,Z) and ¥(a.b.Z) are degenerate hypergeometric functions.

B1.3

2

Substituting y = x“. we have

2 px? 2141 1 2
fe X dX—E;WIP(“’l,p )

Similarly, using [30] #3.381.1 and #3.381.4,

(B1.3.1)



-px~ 2141
I e x dx = —-—%‘—;1- Y(1+1, pu2) (B1.3.2)
2p :
0
2

Ie-px xzmdx =1 _ra+1) (81.3.3
= -Z—I;m .. I, )

0

v(a,x), T'(a,x) are the incomplete gamma functions of the first and second f
kind, respectively. T(x) is the gamma function.
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APPENDIX B2
EVALUATION OF INTEGRALS

B2.1.1

To evaluate

1 Re

'E?' 2n+v+l
Q=] e R 3(R) R (82.1.1)

o

Eil._‘

S .
— -1 m “2(m+n)+v+l
= Z(——2—> ] R Jv(G)R) dR
C
m=0 0
From [30] #6.561.13,
1

[ qu\)(@X)dX = eu}'l [(\ﬁ'u-l)e\]v(e)su_l’v_l(e) - GJV_I(G)SU’\’(G)
0

TS| Re(vtu) > -1

r(¥ut

viptl
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Su v(e) is a Lommel function.

I(x) is the Gamma function.

Note that the above result is the corrected form of the expression given
in [30] #.561.13.

Here p = 2m#2n+v+l. Multiply and divide by CZ"™V*2. Then,

L2t & oM u+l |
% = C Zo L (%;@) [(v‘fu-l)edv(e) S,-1.0-1)
m=

r,) -
- W___ ¢ -
Jv-l(e)su,v(e) + 2 oy Re(wvtp) > -1 .,
r(XHH)
(B2.1.2)
B2.2 For =0
From B2.1.1, QP can now exist only if v = 0. Therefore,
1 R’
' C2 2n+l
Qp(0) =f e” R dR. \
0
From B1.3.2, this gives
C2n+2 1
Qp(0) = 5 v(ntl, -C-z—) . (82.2.1)
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