NOTICE

THIS DOCUMENT HAS BEEN REPRODUCED FROM
MICROFICHE. ALTHOUGH IT IS RECOGNIZED THAT
CERTAIN PORTIONS ARE ILLEGIBLE, IT IS BEING RELEASED
IN THE INTEREST OF MAKING AVAILABLE AS MUCH
INFORMATION AS POSSIBLE



'\ Department N
- Of P
Meteor'ology

/ > . ‘

=)
Ur’{gver‘smy Of l}/lar‘ylnnd -
.  College Park,MD ;o0
‘ NASA-CH-=-ToB 194 .' NALY LES RC t
PLUGRAA 1N AIMUSPHERIC SCIENCE Fludl heport
(MaL yadud Uuav,) <4 b dC Al/MF AU

CSCL O4A Unclus
udzub 0Yuv01
Pz

Multidisciplinary Research
Program in Atmospheric S¢

NSG 5209

Final Report
to

Owen E, Thompson
April 1382




I.
IT,
111,
i
1v.
2
1
o

TABLE OF CONTENTS

Introduction.I...........'........I...........O.......

HIRS-AMTS Satelli.e Sounding System Test-

Theoretical Vertical Resolving Power

(OOE. ’I‘hompso"‘)......................ll.........‘.

1.

Introduction‘.............O.Il..l.....'.......

Concept of vertical resolving power....eeesee.

Channel characteristics of HIRS and AMTS......

Theoretical analysis of vertical resolution...

Summary and concluSionS..eeeeeeseesesesssnessee

Ref(?r(‘nces.‘.l.....l...l...'..ll..‘.....l.....

HIRS-ATMS Satellite Sounding System Test-

Empirical Vertical Resolving Power

(O.E. 'Phol“pson)..........

Introduction.-o.-ono.oon...ooo..ooo!o..

Empirical resolving power...veeeeeeeses

The simulation approach....eeececeses oo

Retrieval method test.

Empirical resolving length results.....

COHCIUSiOnS.. LI A A A

Referencesl..l."."..l‘l...ll.........

Information Transfer and Distortion in a

Satellite Temperature Sounding System

(O.E. Thompson .ind D. DAazZliCh) eeeevseesesss

1.

2.

IntrOdUCtiono--o-.so---..n.co-.-----;-.

Previous relevant work

® & 2 5600000000000 0

e 0 00 0 v 0

3]

15

26
28
28
30
31
33
37
40

49
51

52



The flow of ill.")rmationo.-oooooo.ooooooaoo.ooo

The method of analysis of information flow....

Result'.........l..‘...'........l.....l...

Conclusions "nc discuSSiON:ccececeessccossnse

Refcrences..0000.00!000..0...0000000000000

V. Satellite Temperature Sourdings in Cyclones

(S-

Pritz)...o.o.locou'cllt.coo..loooooo'o

Introdl)ctionli..ococo-.n-..nuo.n..-o.

The m(.'t..‘Od'.00coooooooooooc.ootoooltn

Application to independent data......

TropopPauUSeC. s csscss oo

® o 0 0 0 0 00 0000 0o

On the question of the value of channel 2

radiance at Ship Papa..
Further discusion......
Acknowledgements. . .....

RC‘fOl‘('nCOS........ e e 0 0

e o 0 0 0 0 0 0

L I I N A ]

VI. Northern Hemisphere 700 mb Heights and Pacific

Occan Temperatures

in Winter (S. Fritz).

Intl-o(iuctionoo..o.c.o..ooo.oto.lllo.

F('bruary A"l.'l.oouollo.olooaaoocooc

J(’nuary A'{ll..ll..'l.'.ill.......l.‘

D(?C(?mber AH.....'...I.'..'.....l.ll.

NOVC‘mber AGO-oooooonlo....luocoloo-o

Summary of Pacific and Atlantic negative

CenterSOO.oooo.oocu.o..cotol.....c.ooc.Coc

COlnmnents of the AH field.ﬂlﬂﬂ.......l....

DiSCUSBiOﬂ....-...-..--.

54

58
63
66

84
87
87
90

93

94
95
96

97

113
115
118
119
120

121

121
123
124



Sy
i

[E—

VII,

VIII.

IX.

X.

9.
10.

Climate

7.

AcknowleAgementS.cceecssoveosscssssssccosscoscnscs
References.ciccsrsosssevsosocsosscossossansssone
Modelling (D. Rodenhuis, J. Rivero,

and J. YOrke@)isscsonsnesconeosssncrsessncesnne
IntroductioNsccsssscosssovsssscsssscssnnsssnos
RevVieWicssansscnnisssissstnssnansnenssssmsnons
Model EquationS.csecnscvsvnssnnssssssssnsssnne
Resonance ExperimentS.cccscccccscscsscsnscesss
CONCLIUBIONS. cussssssnsssnssssssnsasssgassssnss
Multiple flow equilibria and chactic
behaviorisssvenssssnissnsssssnissansiasssssnns

RofCroncos.-ooolooco.oc.ooot.oooootoonoo.oo.o.

A Simulation of the January Standing Wave

Pattern Includiﬁg the Effects of Transient

Eddies (J.D. Opstecegh and A.D. Vernckar)ceeeeeeoos

1.

Abstractoolo00...ooo'olouoo..oc'o.locolloo.'o‘

A Numerical Simulation of the Influence of

the

Hadley and Feirrel Circulation on Forced

Stationary Planct .ry Waves (J.D. Opsteegh)...eeese

1.

Abstract.olool.oooooooco.otcoo.onoocc.l.'co...

Infra-red Radiative Transfer Through a Regular

Al’t’z": Of CUbOidal ClOUdS (Ha!‘Sh Jal‘dhﬂn) e e 00 0 0000000

Introduction-..'.....0.....'.....l"..........
Radiative transfer through a black array......

Monochromatic radiative transfer through a

NON-~D18cK ALXTAYssanessossssamsssnsans smmsswnese

summary.ont.-no..'o-co..ooi.--..0.-..'.0.0..0.

125
127

146
147
152
158
179
192

194

196

204

205

207

208

209
210

211

215

217



B Do

XI.

5.

Reference'.............I......................

Retriering Buoyancy and Pressure Fluctuations

from Doppler Radar Observations: A Status

Remtt (T. Gal-Chen and CoEo Hane).............--.

1.
2.
3.
4.

Introduction..l.'.'....l'.l.l.........l....‘.l
The basic methodology.cccceessocsscrccssce:.e
Possible approaches to verification...eeeeeess

Referenceu.".ll.......ll.....'...l........‘l.

218

226
227
228
230
239




o m——

GEE W ey P

I. Introduction

This document represents the final technical report of research
sponsored under NASA Grant NSG 5209, Multidisciplinary Fesearch
Program in Atmospheric Science. ‘he present document consists of
ten individual research reports involving ;tudiol of satellite and
radar based indirect sensing of the atmosphere; aspects of atmos-
pheric radiative transfer through cloudy atmosphe:es; and numerical
modeling cf large scale atmospheric flow. Combined with a previous
report*, there are, thus, twenty-two extensive reviews of research
conducted during the period of thas grant.

In addition to the individual research projects, the grant
has sponsored joint NASA-U. Maryland Summer Research Colloquia in
atmospheric science each summer since 1977, and a spacial working
seminar on atmospheric_blocking during the past 15 months. The
grant has also supported developmental research involving remote
computer graphics capabilities. This has led to system software
development which will support graphics on three separate types of
plotting equipment for the dozen or so remote university user

groups of the NASA-Goddard Modelling and Simulation Facility.

*Multidisciplinarv Research Program in Atmospheric Science-

A Quasi-Biennial Report. Department of Meteorology, University
Maryland, College Park, MD. April, 1980. (O. E. Thompson,
Principal Investigator.)
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ABSTRACT

A theoretical analysis of the vertical resolving power of
the High resolution Infra-red Radiation Sounder (HIRS) and
the Advanced Meteorological Temperature Sounder (AMTS) s
carried out. First, the infra-red transmittance weighting
functions, and associated radiative transfer Lernels, are
analyzed through singular value decomposition. The AMTS is
found to contain several more pieces of independent
information than HIRS when the transmittances are
considered, but the two instruments appear to be much more
similar when the temperature sensitive radiative transfer
kernels are analyzed.

The HIRS and AMTS instruments are also subjected ¢to a
thorough analysis wusing the theoretica' methods of Backus
and Gilbert. From this analysis, it is found that the two
instruments should have very similar vertical resolving
power below SOOmb but that AMTS should have superior
resolving power above 200mb. In the layer 200-500mb, the
AMTE shows badly degraded spread function which may or may
not be a realistic assessment of vertical resolving power
there. a
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{. Introduction

This paper concerns the vertical resolving power of
satellite borne temperature sounding instruments. Specifi-
cally, we wish to present information on the capebilities of
the High Resolution Infra-red Radiation Sounder (HIRS) and a
proposed sounding instrument called the Advanced Moisture
and Temnerature Sounder (AMTS) designed following the work
of Kaplan, Chahine, Susskind and Searle (1977). In this
paper and the one which follows, we discuss two yuite diffe-
rent metlods for assessing the vertical resolving power of
satellite sounders. The first is the theoretical method of
Conrath (1972) which was patterned after the work of Backus
and Gilbert (1968). In this method, vertical resolving power
is defined in terms of certain properties of the transmit-
tance weighting functinns corresponding to the sounding
channels of the satellite radiometric device. Resolving
power defined in this theoretical approach deals with the
characteristic thickness of averaging kernels which relate a
temperature estimate, at a given atmospheric level, to the
distribution of temperature throughout height as it exists
to produce the radiation measurements. The relation between
the two 1{is an integral relation deriving from the atmos-—
pheric radiative transfer equation with a presumed linear
dependence bertween estimated temperature and measured radi-
ance. The Backus—-Gilbert-Conrath (BGC) approach includes a
formalism for deriving @ retrieval algorithm for optimizing
the vertical resolving power. However, a retrieval algor-
ithm constructed in the BGC optimal fashion may not neces-
sarily be optimal as far as actuval temperature retrievals
are concerned. This is due to the fact that integral averag-
ing kernels which have minimum thickness may also have urde-
sirably large side—-lobes which degrade the overall retrieval
of a profile of temperature.

For the reasons introduced above, we have developed an
independent criterion for vertical resolving power which is
based on actuval retrievals of signal structure in the temp-
erature field. (See the following paper by the present
author.) The criterion is patterned after that introduced by
Lord Rayleigh for testing the resolving power of rptical
instruments. Specifically, in the paper which follows, we
define the vertical resolving length of a satellite based
temperature sounding system as the minimum separation of two
distinct signals in the "field of view" (that is, along the
vertical profile) which can just Le resolved as distinct
signals by the observing system.
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In what is to follow in this paper, we present an analy-
sis of the vertical resolving power of ¢the HIRS and AMNTS
instruments vsing the theoretical criteria developed by Rac-
kus and Gilbert and Conrath. The (wo studies taken together
will provide & comparison of theoretical and empirical
resuvlts concerning vertical resolution of satellite tempera-
ture sounders. It will also yield a fairly consistent com-
parison of the vertical resolution of HIRS and AMTS instru-
ments, but will also reveal some important discrepancies in
the two methods of analysis. Since vertical resolving power
is expected to be a strong function of instrument noise
characteristics, we will carry out our analysis for the most
representative estimates of instrument noise available for
these very high technology instruments.

2. The concept of vertical resolving power

It is worth a few paragraphs to discuss the general con-
cept of vertical resolving power of a satellite temperature
sounding system. Even for radicsonde measurements of the
temperature profile, it is not immediately clecar what the
vertical resolving power actuvally is. For a sensor of low
thermal inertia (quick response ¢to temperature change) the
resolving power should be closely related to the “least
count” of the system; that is, the vertical spacing between
successive measurements. If the sersor has large thermal
inertia so that its response time exceeds the time to ascend
to the next measurement level, the resolving length would
exceed the least count. If the sensor or its at*endant
electronic package were noisy. then the true resolving
length becomes a statistical function of the instrument
noise as well. Further, if the telemetering system is not
perfect, then even the least count distance is imperfectly
known and the true /esolving 1length also depends on the
errors in the telemetering system,.

In a satellite temperature sounding system: ¢the sitva-
tion is even more complex. The integral nature of the radia-
tive transfer physics of the atmosphere assures that true
temperature signals are grossly smoothed into bulk radiation
measurements. (See, for example, Thompson, Eom and Wagen-
hofer (1976).) While narrowing the spectral bandwidth of
the radiometric instrument will sharpen the transmittance
weighting functions, one can never design an instrument with
a true Dirac delta-function relationship to the temperature
profile. Thus, the integral smoothing is always rezl and
significant and wvertical resolution will always suffer
because of it. The integral nature of atmcspheric radiative
transfer also makes the least count of the system (in this
case, the spacing betuween adjacently positioned
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transmittance weighting functions) a poor measure, in and of
itself, of vertical resolving power. We need only compare N
cnannels of the NIMBUS 111 SIRS instrument with N similarly
positioned channels of the HIRS or AMTS {instruments ¢to
apprecinte this fact. The channels of Liie SIRS instrument so
overlapped that it covuld not resolve vertical structure as
well as & similar rumber of channels of the current HIRS
instrumentation. Thus, the width of the transmittance
weighting functions as well as the least count, or number of
separately located channels, affect the .eortical resolving
power of the system.

Noise in a satellite borne sounding instrument will alse
degrade its vertical temperature resolving power Just as it
would in a radiosonde system. Such instrument noise is fac~-
tored explicitly into the Backus-Gilhert-Conrath resolving
power analysis where there is a trade-off between the char-
acteristic width of integral averaging kernels and the sen-
sitivity of a retrieval to instrument noise.

A very important aspect of vertical resolving power is
the algorithm for transforming satellite radiometer measure-
ments into temperature profile estimates. Unlike an in sity
direct measuring system, such as the radiosonde, where the
sensor signal is di: .ctly related to the temperature, the
satellite radiation ncasurement is indirectly and integrally
related to the vertical distribution of temperature and must
be unraveled by some sort of inverse solution to the integ-
ral relationship. The solution is not unique and there are
many possible temperature estimation oalgorithms, each per-
forming some sort of complex transformation of radiance into
temperature. The importance of this step is dramatized by
the fact that one can construct an algorithm which trans-
forms all radiomet)‘c measurements of a satellite sounding
instrument into @ coarse vertical mean value of temperature.
In such a case, the resolving length is the entire depth of
the atmosphere. (For example, the inverse solution given by
Conrath (1972) for the case Q=0 does e<ssentially this.) In
such an example, what inherent resolving power there may
have been in the satellite radiometer measurements has been
desdened by the temperature retrieval algorithm. The mini-
mum information solution of Smith, Woolf and Fleming (1972)
can be tuned to merely reproduce the first guess field
itself, thereby completely nulling the resolving power cf
the radiometer measurement. To one extent or another, a'l
temperature retrieval algorithms will modify what may be
considered an inherent resolving capability of a satellite
sounding instrument.

N
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It is for the above reasons that we consider the satel-
l1ite temperature sounding probdlem to inveolve two separate
components of & sounding “"systea”. The first is the intru-
ment with its inherent characteristics of spectral bandpass,
least count, = gnal sensitivity, noise, etc. The second is
the mathematical algorithm used to map the measured radi-
ances into estimates of the temperature profile., with its
intrinsic smoothing and mathematical stability characteris-
tics.

There is one final aspect of the issue of vertical
resolving power which is important. That is, the vertical
resolution of & priori data used in the sounding. Rodgers
(1976) has spoken to this point by showing that 3 priori
data increases the overall vertical resolution of tempera-
ture profiles derived from satellite measurements. In an
even simpler example, the minimum information method, tuned
as discussed above, yields a vertical resolution \for the
system which is Just the vertical resolution of the a pricri
data. In practice, it is vpon this initial vertical resolu-
tion that the sounding system may improve, or degrade. Even
such gross information as correct tropopause level can make
substantial improvements to retrieval accuracy (Thompson and
Wolski (1977), Westwater and OGrody (1981)). In our studies,
the issue of the resolution of 3 priori data is specifically
and carefully removed from our analysis so that we may
address only the question of the latent characteristics of
the instrument and a retrieval algorithm, which incorporates
only @ gross a priori depiction of the vertical structure of
the atmosphere.

3. Channel characteristics of HIRS and AMTS

Figure 1 shows the transmittance weighting functions,
daT¢ 2 )/dx, for the HIRS and AMTS instruments. These func-
tions were computed for a standard atmospheric tempcrature
profile using “ransmittance data kindly provided by J. Suss-
kind, NASA/GLAS, and are normalized by their maximum valvues.
We show here 11 selected channels of each instrument in the
4.3ym or 15ym T0O2Q2 absorption band. The circled labels indi-
cate 4.3ym channcols. These sub-sets of channels were
selected so that thoere are the same number of 4. 3ym and 15ym
channels in each set and their distribution with height is
as uniform as possible. The AMTS channels are generally nar-
rower than the HIRS and there would appear to be more infor-
mation gathered above 100mb by the AMTS measurement chan-
nels. We note the region from about 150mb to 300mb in which
each instrument appears to have lower vertical sensitivity.
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Figure 2 shows a congortson of the radiative transfer
kernels, <dB( Y, T(x))/7dT%(x)2Cde( 7t )/7d1)) which have been
computed for a standard atmosphere, and normalized. These
functions are particularly relevant to the empirical test of
vertical resolving power discussed in the companion paper
(Thompson, (1981)) where they are vsed in linearized inverse
retrieval algorithms. The temperature dependence of the
transformation to radiative transfer Lernels causes some
significant differences between the functions in Figures 1
and 2. Channels 1-6 of the AMTS are only slightly modified
but 7-11 are drastically changed. The levels at which the
radiative transfer kernels peak are significantly lowe~ than
corresponding levels of the transmittance weighting func-
tions. These latter channels are also sharpened when ren-
dered as radiative transfer kernels. However, the combined
effect is to create an information "gap"” around 200mb for
the AMTS instrument. For the HIR3, channels 1-3 are only
slightly modified, channels 4-9,11 have their peaks signifi-
cantly lowerad and sharpened. Channel 10 completely changes
character in thes transformation. The main peak is lowered
from near the 100mb level to 300mb with only a secondary
peak near 100mb where the transmittance weighting function
peaks, Also, the radiative transfer kernel for Channel 10
shows sensitivity at very high 1levels (“1mb) which adds to
the information collected in Channel 1 of the HIRS.

The distribution of radiative transfer kernels for the
HIRS also shows an information gap around 200mb although
Channels 4 and 10 help to supply information in this region.
One of the most significant differences in the sets of ker-
nels is that HIRS has 8 channels strongly sensitive below
200mb and 3 or 4 strongly sensitive above. AMTS shows &
channeles sensitive to the higher 1levels and 9 sensitive
below ZOOmb.

To further analyze the information measured by the two
instruments, we performed a singular value decomposition of
the weighting functions and radiative transfer kernels of
each. Figure 3 shows the cumulative sum rf normali:zed,
ranked eigenvalues as a function of index for the HIRS and
AMTS. The solid curves refer to characteristics of the tran-
smittance weighting functions while the dashed curves refer
to the ruediative transxfer kernels. The results show that
about 99% of the information yuthered by a HIRS instrument
could be explained by only three or four orthogonal eigen-
functions of the transmittances while six to seven eigen-
functions of the AMTE would be required to explain the same
amount of information. This implies that the AMTS instrument
should possess more' vertical resolving power since the
information in the weighting functions is spread over more
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orthogonal dimensions of radiance space.

The situation with radiative transfer Lkernels for the
HIRS and AMTS is quite different., The information distribu-
tion for the kernels {s very nearly the same for each
instrument. The AMTS instrument shows perhaps only one more
significant eigenfunction than the HIRS when information is
rendered in terms of radiative transfer kernels. For each
instrument, only about 3 or 4 eigenfunctions are necessary
to account for most the information contained in the radia-—-
tive transfer kernels.

4. Theoretical analysis of vertical resolution

The work of Backus and Gilbert (19468) opened a theoreti-
cal approach ¢to the subject of resolving power 1in inverse

geophysical problems. Conrath (1972) adapted the work of
Backus and Gilbert specifically to the satellite temperature
retrieval problem. I.. this secticn, we present an analysis

of wvertical resolving power following ¢this theoretical
approach,

In the notation of Conrath, the measurements of spectral
radiation by a satellite radiometric device may be repre-
sented by the equation

Xr

AI" =/Ki(q) AT (y) dy + é" i i1, 2,...,N (1)
. %o

where I; is the measured radiance at each of N frequen-
cies, )+ less the surface contribution, which is contami-
nated by errors €;+ T(y) 1is the atmospheric temperature at
soma vertical level y. K;(y) are the radiative transfer %er-
nels defined earlier for the sounding frequencies )i' The (A)

indicates that differences have been taken betw.en true
and background values, (e.g. AT(y)=T(Y)-T*(y) Al =1, -1] ).
If one considers the class of linear temperature retrieval
algorit-mns, yielding estimates of temperature at levels x,
expressible by

N

. |
AT(x) = ‘2; a;(x) AL, 2)

theﬁ. the retrieval estimate, 5?(1). is integrally related .
to the ambient proFilek ATC(y), by
. r :

/N N -
AT(x) = Za‘-(x) K;(y) AT(y) dy (3)

. (=1
. X ,
In (3), the estimate of temperature at each level, X, in
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the atmosphere is given by @ weighted average of the entire
ambient vertical profile, AT(y). The fidelity of this esti-
mate depends on the narrowness of the averaging kernel, or
spanning function, Al(x,y) = ‘Z;l;(l’ K;(y):, and the amount
of transfer of measurement errors, €;. into the temperature
retrieval. The error transfer also depends on the narrouwness
of the averaging kernel so that resolution and error trans-
fer are not independent but, rather, play against each
other.

The Backus-Gilbert-Conrath (BGC) analysis defines two
properties of the sounding system. The characteristic verti-
cal width of the averaging kernel, or "spread", is given by

) - ]
s(x) - 12/(x~-q) A 1 gy (a)
. X
The errors of radiance measurcment, €, in (1) will conta-
minate the retrieval through (2). The mapping of measurement

errors into temperature retrieval space may be expressed as
an error variance,

2 < N h
o tx) = (1/M) L) *‘aitn €, e: ajtx) (5)
.' "' J' , '
where we imagine that M soundings have been made uith é
the measurement error in the {7th radiometric channel during
the k’th sounding. In matrix notation., the spread and ‘ror
variance may be written

f\-/, ~ 4
(a) (S) (a)

»
&

s(x)

o~ e

(3) (E) ()

t

2
o (x)

where (;3 is a column vector whose elements are the selected
retrisval coefficients a; c{x), and matrices S(x) and € are
given by .

Ay
-~ .
S(x) = (5;;) = 12 (x-y) Ky (y) K;(y) dy
Ko
~ - - hen
E = (E;;) = (1/M) )] €. €

R=1l

Therefore, the spread function depends on instrument design
(K;(y)) and retrieval coefficients a;(x) whi{le the noise
transfer depends on the retrieval coefficients and the noise
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covariance matrix of the radiometric instrument.

For the theoretical analysis of resolving power, we com-
pare the two insﬁyuments ~ vvbke HIRS and AMTS - using apprc-
priate matrices S(x) and € for each.

To proceed with the anaiysis, we specify the radjiative
transfer kernels, K;(y), and noise characteristics, (E), for

each instrument. Figure 2 shows the radiative transfer Ler-
nels K;(y) for the infra-red sounding channels selected for
the HIRS and AMTS test. For the noise characteristics, we

specify two noise covariance matrices for the AMTS and three
for the HIRS. All are diagonal and the first in each set is
what we shall call the 17 set. The noise values are approxi-
mately 1% of radiance values emanating from a standard atmo-
srhere. The values are actually rounded so that there is a
single characteristic value for the 1S5ym channel. and a sin-
gle value for the 4.3ym channels. The second set of noise
values for each instrument were provided by L. McMillin of
NOAA/NESS and represent a more realistic set of noise values
based on NOAA/NESS investigations, A third set of noise
values are wused in the HIRS test which simulate the noise
levels of a HIRS instrument assuming its detectors w:re
cooled in a way similar to the proposed AMTS sensors. McMil-
lin(#) has estimated that cooling the HIRS detectors in a
manner similar to that specified for the AMTS would reduce
the noise values by a factor of approximately 2.5-3.0. We
use here a reduction factor of 2. 5. Table 1 summarizes the
noise characteristics of the simulated instruments tested in
this paper and the paper to follow.

Figure 4 shows spread and noise variance as a function
of height for the HIRS!1 instrument with 1% radiometer noise.
Spread is shown here in terms of geometric 1length rather
than a pressure related variable. Graphs are shown for vari-
ous values -of the retrieval parameter q. For comparison,
Figure 9 shows corresponding curves for AMTS1. In all
cases, varying the retrieval parameter has a larger effect
on reducing noise variance than on increasing the spread
function. The spread function curve for q=1.000 is a mini-
mum limit on spread function values. The spread function
varies from @ few kilometers in the troposphere to greater
than 15 or 20 kilometers in the stratosphere. At 500mb, the
curves indicate that in order to reduce noise variance to a
tolerable level -say, less than 1K - the spread function
must take on a value roughly twice as large as the

(#*) Personal communication
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theoretically minimum value. (About Skm for q=0. 990 rather
than 2. 5km for q=1.000.°?

The 1% AMTSt instrument shows a better stability of its
spread characteristics over the range of solution parameters
vsed. For example, the degradation in spread function which
occurs when q is reduced to O0.990 from 1.000 is not star-
tling even though the associated reduction in noise variance
is significant. The spread function for AMTS1 is signifi-
cantly smaller than for HIRS]1 at high levels above 100mb but
the two instruments show comparable response in the tropo-
sphere. The mast notable lfrature of the AMTS1 curves is the
apparent degradation of resolving power in the layer
200-400mb which is not exhibited in the HIRS1 channels.

Figures & and 7 show similar spread-variance curves for
HIRS2 and AMTS2 instruments which incorporate more realistic
values of radiometer noise. An important thing to notice is
that reducing instrument noise certainly improves the noise
transfer characteristics of an instrument but does not lead
to order of magnitude improvements in the spread function
characteristics. This is particularly true for AMTS2 as com-—
pared with AMTS1: the spread function curves, if super—-im-
posed, are clustered very close together. For HIRS2 compared
with HIRS1, there is an improvement of 2 ¢to 3km in the
spread function between the surface and 100mb for comparable
noise variance levels. (E.g. compare HIRS! with @=0.990 with
HIRS2 with q=0.998.) As with HIRS1 and AMTSI, the AMTS2
theoretical spread characteristics are superior teo HIRS2 in
the stratosphere, comparable to HIRSZ2 in the 1lower tropo-
sphere but worse than HIRS2 in the layer 200-400mb.

At the suggestion of L. McMillin, NOAA/NESS, we also
tested a simulated cooled version of ¢the HIRS instrument
vherein radiometer noise levels were reduced by a factor of
2.5 of current noise estimates. The resvlting spread and
variance curves are shown in Figure 8. Such cooling would
produce a modest improvement in the theoretical spread char-
acteristics; about 1-2km in the stratosphere and less than
that in the troposphere. By this analysis, the HIRS3 would
be more competitive with an AMTS2 in the stratosphere and
comparable in the troposphere.

As a convenience to the reader, spread and error variance
for the five simulated sounding instruments are compared in
Figure 9 for values of the trade-off parameter, q. leading
to similar traces of instrument noise transfer.
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3. Summary and conclusions

In this paper, we have given a discussion of the concept
of vertical resolving power of a satellite temperature
sounding system. We have noted ¢that the vertical resolving
power should depend on the number, separability, and sharp-
ness of transmittance weighting functiorns, the noise levels
of the instrument channels, ¢the resolution of a priori
information vsed in the retrieval, and, importantly, on the
retrieval algorithm wused to transform radiance information
into temperature information. We suggest two independent
methods of assessing vertical resolving power, one of which
was carried out in this paper, the other appearing in a com—
panion paper.

In the present study, wer have obtained measures of verti-
cal resolving power using th2? theory of Backus and Gilbert.
That is, we have presented distributions of the spread func-
tion, corresponding to the Backus—Gilbert integral averaging
kernel, and the error variance function representing the
transfer of radiometer noise into the temperature retrieval.
Such results have been presented for three simulated ver-—
sions of the HIRS instrument and two simulated versions of
the AMTS; the versions differing only in the assumed noise
levels of the radiometric channels of the instruments.

In analyzing the transmittance weighting furctions of the
HIRS and AMTS instruments, we find that the AMTS has one or
two maore pieces of significant information in its C0O2 chan-
nels than does HIRS. This conclusion is based on a singular
value decomposition of the ¢transmittance weighting func—
tions. However, when the instrument characteristics are ren-
dered in the form of tcmperature sensitive radiative trans-—
fer kernels, we find ¢that the "amount of information
collected by each instrument is very nearly the same, but
with AMTS still showing a slight advantage.

In the spread function analysis, we find that the optimum
parametric condition (q=1) lealing to averaging kernels with
minimum spread generally allows too much noise transfer for
both instruments. When the trade-off parameter is set to
reduce tha noise transfer to tolerable levels, the corres-
pending spread function increases a significant amount. This
tuning degradation is much less severe for the higher preci-
sion versions of the sounding instrument where noise levels
are extremely small to begin with,

Generally speaking, the theoretical analysis of vertical
resolving power indicated that the AMTS instrument should be
superior to a HIRS instrument at high levels above 200mb
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where the spread function for AMTS s only 50-60%4 of that
for HIRS. The two instruments should be comparable below
500mb having spread function of order 2 or 3 km. In the
layer from 200-500mb, the AMTS instrument shows a disturbing
surge in spread function not evident in the HIRS instrument.
The theory yields a spread function for the AMTS from 3 te
10 km in this layer, but only 4 to &6 km for the HIRS.

Now Newman (1979) and Newman and Sagan (1978) discussed
some deficiencies of the Backus-Gilbert method of analysis
of vertical resolving power. Ir particular, they have shown
anomalous behavior of the spread function to the extent that
as defined here, the spread function may not be an accurate
measure of the resolving ability of the averaging kernels.
In the context of our present comparison of HIRS and AMTS,
this issue is important especially in light of the rather
large values of spread function for AMTS in the 200-400mb
layer.

To help resolve the issve, the cauthor has developed a
test for vertical resolving power which deals specifically
with retrievals of temperature signal structure. This empir-
ical test {ndicates that the vertical resolving power of
AMTS around 300mb is much better than indicated by the BGC
analysis. This test, with a comparison with Backus—-Gilbert
theory, is discussed in the paper which follows.

Acknowledgements

The author wishes to acknowledge the extensive help of
Mr. David Hogan, currently with the Government Systems Divi-
sion, RCA Corporation, Princeton, who developed much of the
basic computer software used in this progyect while pursuing
graduate studies at the University of Maryland. Also, the
help of J. Susskind, NASA/Goddard Laboratory for Atmospheric
Sciences and J. Rosenfield, Sigma Data Corporation in pro-
viding data and guidance for calculating transmittance func-
tions for HIRS and AMIS is gratefully acknowledged. A debdt
of thanks is owed to L. McMillin, NOAA/NESS for kindly pro-

viding measurement noise estimates for each instrument., The
author wishes to thank H. Fleming, NOAA/NESS and L. Kaplan,
NASA/GLAS for helpful discussions of the topic. This

research was sponsored by the NASA Goddard Laboratory for
Atmospheric Sciences under Grant NSG-5209.



Pt

15

ORIGINAL PAGE I3
OF POOR QUALITY

REFERENCES

Backus, G.E., and J.F. Gilbert, 1968: The resolving power of

gross earth data. Ceophys. . Roy. Astron. Sog.. 1&
169-208.

Conrath, B.J., 1972:. Vertical resolution of temperature pro-
files obtained from remote radiation measurements. o
Atmos. Sci., 29, 1262-1272,

Kaplan, L.D., M.T. Chahine, J. Susskind, and J.  Searle,
1977: Spectral bandpasses for a high precision satellite
sounder. Appl. Optics, 16&, 322-323.

Newman, W. 1., 1979: The application of generalized inverse
theory to the recovery of temperature protiles. J. Atmos.
Sg_i_. [) Q_ét 559 -569.

Newman, W.I., and C. Sagan, 1978: Five micron limb—darkening

and the structure of the Jovian atmosphere. Icarus, 36,
223-239.

Rodgers, C.. 1976: The vertical resolution of remotely
soundad temperature profiles with a priori statistics. o,

Atmos. Sci., 33, 707-709.

Smith, W.L., H. Weolf, and H.E. Fleming, 1972: Retrieval of

atmospheric temperature profiles from satellite measurements
for dynamical forecasting. J. Appl. Moteor., 11, 112-122.
Thompson, O.E., 1979: Vertical resolving power of a satel-
lite temperature sounding system. (COSPAR) Remote Sounding

of the Atmosphere from Space. (H. J. Bolle, &d.) Pergamon
Press, Oxford and New York. 143-147,

Thompson, 0.E., J.K. Eom, and J.R. Wagenhofer, 1976: On the
resolution of temperature profile finestructure by the NOAA
satallite vertical temperature profile radiometer. Monthly
Weather Review, 104, 117--126.

Thompson, O.E.., 1981: HIRS~-AMTS satellite sounding system
test - Empirical vertical resolving power. Submitted to
Journal of Applied Meteoroloay

Thompson, 0.E., and R.J. HWolski, 1977: Nonlinear functions
of satellite measured spectral radiances as estimators of
tropopause height. J. Appl. Mezteor.., 16, 281-289.

Westwater, E.R., and N. . CGrody, 1980: Combined surface— and
satellite-based microwave temperature profile retrieval. J.

Appl. M=teor., 19, 1438-1444,




-
8

TABLE 1

Characteristics of the simulated HIRS and AMTS instruments.

HIRS AMTS
, —————————————————————————————————————— ‘ s ——————————————————————————————
ChanneliCenter HIRS1 HIRS2 HIRS3 ! iCenter AMTS1 AMTS2
! (Noise Values)” b (Noise Values)¥
tem™ ) (1%) (Current) (Cooled) 1 i(cm™) (1%) (Current)
. . I ) R
1 668. 60 0. 63 ..0.32 0. 328 ! 667.50 0. 50 0. 222
2 679.05 0.63 0.13 0. 060 ! 668.70 0. 50 0. 220
3 689.70 0. 63 0.11 0. 044 !  &667.00 0. 50 0:220
4 703.80 0. 43 0. 08 0. 032 1 6b64.00 0. 50 0. 222
S 716. 70 O. 63 0.65 0. 020 } 652.75 0. 50 0. 222
& 731.85 O0.63 0. 06 0. 024 ! 646.75 0. 50 0. 250
7 2192. 50 O0.0044 ¢.0011 0. 00044 | 2383. 74 0. 0025 0. 000282
8 2211. 465 0.0044 0.0012 0. 00048 | 2386. 10 0. 0025 0. 0003460
4 2237.35 0.0044 0.0009 0. 00036 | 2388. 19 0.0625 0. 000293
10 2271.20 0.0044 0.0007 0.00028 | 2390.19 0. 0025 0. 000334
11 2506. 60 0. 0044 0.0005 0. 00020 | 2392. 34 0. 0025 0. 000298

*

*(Noise values are in units of mm/(u\"'-~sr~cn|'l Y ) :
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Figure 1. Transmittance weighting functions for eleven
comparable channels of the HIRS and AMTS instruments. Cir-
cled curves refer to channels in the 4.3uym CO02 absorption

band, while the others refer to channels in the 15Suym CO2

absorption band.
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Figure 2. Radiative transfer kernels for the eleven chan-

nels of the HIRS and AMTS instruments shown in Figure 1,
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Figure 3. Cumulative distribution of normalized eigenva-

lves for transmittance weighting functions and radiative

transfer kernels for the HIRS and AMTS.
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HIRS-AMTS Satellite Sounding System Test-
Empirical Vertical Resolving Power

by

Owen E. Thompson
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ABSTRACT

An empirical method for assessing vertical resolving
power of satellite temperature sounders is developed and
applied to the High resolution Infra-red Radiation Sounder
(HIRS) and the Advanced Meteorological Temperature Sounder
(AMTS). The empirical method involves carrying out the
resolution assessment in a temperature retrieval mode rather
than in a theoretical mode. Results are compared with the
standard theoretical Backus-Gilbert analysis.

Using two well known, physical inverse retrieval
algorithms, the empirical test demonstrates that the Backus-
Gilbert spread function does not represent the minimum
veparation of resolvable signals in the atmospheric
femperature profile. We find that the HIRS and AMTS .hould
rave similar vertical resolution in the troposphere with
vertical resolving length around 2 or 3 km, quite consistent
with theory. The AMTS exhibits a slight advantage over the
HIiRS above 200mb, a result which is qualitatively consistent
with theory also. In the layer 200-500mb, the tuwo
instruments appear to have very similar resolution
characteristics with AMTS showing a slight advantage over
HIRS. This is totally contrary to theoretical results which
would indicate that AMTS should be very poor in this layer.
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1. Introduction

In the previous paper (Thompson (1981)), the auvthor dis-
cussed the vertical resolving power of ¢the HIRS and AMTS
satellite temperature sounding instruments from a theoreti-
cal viewpoint. The spectral channel and noise characteris~-
tics of each instrument were subjected to an analysis der-
ived from ¢the work of Backus and Gilbert (1968;1970) and
Conrath (1972). In this paper, we wish to expand upon the
study by deriving independent measures of vertical resolving
power of satellite sounders which are based on the actual
retrieval of fine scale structure in the temperature pro-
file.

Thempson, Eom and Wagenhofer (197&6) conducted an empiri-
cal test of the NDAA/VTPR sounder in a retrieval mode. In
that study, a single smooth perturbation on a mean tempera-
ture profile was retrieved in a simulation mode and the
smoothing characteristics of the retrieval system were ana-
lyzed. There are at 1least two major limitatiuns ¢to that
study. First, it involved a sounder whose spectral channels
and measurement noise characteristics are far inferior to
current instruments, such as HIRS and the proposed AMTS.
Secondly, the retrieval of a single smooth input perturba-
tion does not tell wus whether two or more «closely spaced
perturbations could be -"sensed by the satellite system. In
this paper, we will generalize the simulations to come clo-
sar to the real issue of vertical resolving pouwer.

2. Empirical resolving power

The Backus—Gilbert—-Conrath analysis provides very useful
information about the transmittance weighting functions of a
radiometric sounder. However, Newman (1979) has discussed
some limitations of this approach and has demonstrated that
one may obtain spurious values of spread function which do
not accurately reflect true vertical resolving power. More-
over, when one uses such a satellite sounding device in
practice, one normally attempts to retrieve temperature
structure from the radiance measurements. The fidelity of
those retrievals certainly depends on the nature of the
transmittance functions but alse is very sensitive to the
range of difficulties with the inverse problem. Thus, it is
relevant to develop a resolving power test which is carried
out in the retrieval, or inverse mode of the problem.

In developing an empirical retrieval resolving power
test, we appeal tn concepts of Lord Rayleigh. The resolving
length of an optical system, such as a telescope, 1is the
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minimum separation of two puint sources (say, stars) uwhich
covuld Just be detected as two distinct signals by the tele-
scope. Adapting this concept to a satellite sounding system.
one may define the resolving length of a sounding system as
the minimum separation of two temperature signals along a
vertical profile which can just be retrieved as two separate
signals by the retrieval system. It is important to reem-
phasize that the retrieval system consists of both the
instrument, with its transmittance functions and noise char-
acteristics, and the mathematical algorithm for analyzing
the measurements,

In the version of the empirical test of vertical resolv-
ing power to be discussed here, we wish particularly to omit
the issue of the resolution of 3 priori temperature informa-
tion which might be used for a retrieval. Although Rodgers
(1979) has shown that 3 priori data can be used to further
decrease the spread function below the minimum values estab-
lished by the Backus—Gilbert theory, we wish to focus here
on the resolving power of the radiance measurements alone
without adding any additional information except a knowledge
of the mean temperature profile and a good model of atmos-
pheric transmittance. For this reason, we sought a
retrieval algorithm which does not wuse & priori statistical
data but does explicitly use the atmospheric transmittance
function information, In fact, in our tests we wused two
algorithms meeting these requirements: A Backus—-Gilbert-Con-
rath (BGC) retrieval algorithm and 2 modified minimum infor-
mation algorithm, called Moderate Information (MI) here,
which is patterned after Foster (1961) or Smith, Woolf and
Fleming (1972). This algorithm vuses different noise levels
for each channel of the radiometric device and a single
(temperature variance) tuning parameter, s%. Further, we
biased the problem towards the ideal so that we could obtain
vpper limits to system capabilities. Accordingly, no cloud
effects or other error contamination of the simulated radi-
ance meaurements were considered:, although the noise charac~
teristics of the instruments are explicitly included in the
retrieval algorithms and the convergence criteria.

The simulations ¢to define a resolving length were con-
structed as follows. Two carefully defined gaussian temper-—
ature signals separated by a known vertical distance were
super—imposed on a standard atmospheric temperature profile.
Exact radiances for each channel of the HIRS and AMTS
instruments were computed for this profile. These radiances,
in turn, were submitted to each of the retrieval algorithms
mentioned above to produce a retrieved estimate of the dou-
ble peaked signal.
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For each retrieval, the first guess field was a tempera~-
ture profile everywhere 2K cooler than the base profile uvpon
which the temperature signals were super—imposed. Thus, the
first guess profile contains no information about the temp-
erature signal. Each of the two retrieval algorithms
involve the transmittance weighting functions and a covari-
ance matrix representing radiometer noise information., The
noise covariance matrix was assumed diagonal with noise var-
iances for each channel for each particular instrument as
specified in Table 1 of Thompson (1981) distributed along
the diagonal. Preliminary tests were run on each of several
versions of each algorithm using different methods of han-
dling temperature vpdating and linearization. Generally
speaking, the retrieval algorithms were iterated until the
root mean square deviation between actual and retrieved
temperature profiles reached a first minimum. This conver-
gence criterion is not identic 1 to requiring that radiances
corresponding to the retrieval converge to the measurements
to within the instrument noise 1level for each channel, nor
to requiring that the radiances converge in a least squares
sense, When linearized, physical matrix inverse algorithms
are used with high precision instruments, such as HIRS or
AMTS, it maj well happen that the algorithm will diverge, in
the rms temperature sense, before reaching an acceptable
l¢vel of convergence in a radiance sense. This, presumably.
is due to a conglomeration of difficulties related to the
linearization approximation applied to such high precision
instruments, and to the implicit ill-conditioning of the
linearized solution. Although the temperature convergence
criterion could not be used in practice, we feel comfortable
in using it in this aralysis of optimum resolving power.

3. The simulation approach

Figure 1 illustrates the general nature of a determina-
tion of empirical resolving length for a given instrument
(AMTS), a given retrieval algorithm (BGC),. at a particular

atmospheric level (100mb). In Figure 1, the base atmosphere
has been subtracted from both the input and retrieved sig—-
nals so that only the perturbations are shown. The input

perturbation is & super—-position of two gaussian curves each
of amplitude 10K and half-width of 8 levels (8 equal incre-
ments of p*22/7) separated by a distance L. The separation L
is set at some small value, radiances are computed and the
retrieval algorithm is iterated wuntil convergence. At that
point, a determination is made of whether the input signal
has been resolved. This resolution criteria is as follows:
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(a) There must be two local marima with an
intervening minimum {n the retrieval "near" the
input perturbation.

(b) Given (a), if the maxima are denoted (%,)
and (t;,) and the minimum (¢t,), then the perturba-
tion is considered to be resolved if

A A A
(1/2)€0CE,) + (E0) = (£,) > (e)

where (e) is an rms deviation between input and
retrieved signals "away from" the perturbation.
The reginn over which (e) is computed is from the
surface to 10mk but excluding the region between
(xy) and (xgy) where

() = (xy) - H
(xg) = (x,) + H

(c) Given that (a) and (b) are met, a simple
measure of the quaTity of vertical resolution of
the input signal is given by f =P/Q where P is the
rms deviation between the input and retrieved sig-
nals between 1000mb and 10mb, and Q@ is the rms
signal strength of the input signal calculated
between 1000mb and 10mb.

In Figure 1, results for three successively larger values of

L are shouwn. It 1is clear that the input signal is not
resolved, by the criteria above, for the first two experi-
ments, In the third, the input signal has been separated by

a sufficient distance so that the retrieval system resolves
it although with reduced amplitude, shifted center, and
separated maxima.

4, Retrieval method test

In the course of completing the research reported here,
we encountered many difficulties in carrying out retrievals
using the two linearized physical inverse methods applied teo
the high resolution, 1low noise sounders. The convergence
criterion mentioned earlier had to be used, instead of one
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requiring that radiances converge to simulated measurements,
becauvse of certain over-relazation properties of the inverse
solutions. In some experiments, the last channel to converge
would converge so reluctantly - or possibly not at all -
that the algorithm either would diverge altogether, i{n the
sense of rms retrieval error, or would swing away only to
begin a slow convergence again. Twomey (1977, Section 9.1)
showed a similar example of residval error oscillation, alt-
hough with a direct rather than physical inverse solution.
Further, in some cases, a solution satisfying the radiance
convergence criteria would be worse, from the vertiral reso-

lutfion criteria, than one which had not converged {n the
radiance sense. The difficulty lies, in part, with the
linearization used in the retrieval algorithms applied to
instruments with low noise levels, and possibly dve, in

part, to the algorithm for temperature updating of the tran-
smittances. Put simply, a sequence of linearized solution
iterations incorporating temperature correction of the tran-
smittances may not caonverge, within the very small toler-
ances of the HIRS or AMTS, to a correct solution of the full
non—-linear problem. Further, a lineariized solution which
does produce radiances within noise levels of the measure-
ments may not, in fact, be optimal in temperature space.

For the empirical test of the AMTS and HIRS instruments,
we began by using iteratdd retrieval algorithms which start
with the first guess temperature field and with €transmit-
tances also computed for this profile. At each iteration
step, transmittances were recomputed wusing the NASA/GLAS
algorithms, provided to us by J. Susskind, and the new esti-

mate of temperature. In this paper, this is called Version
1 of either algqorithm. In our experiments, we experienced
inordinate difficulties with ¢this version of the MI

retrieval algorithm applied to HIRS2 and HIRS3. Of course,
to obtain the sharpest possible vertical resolving power,
the algorithm was tuned as close ¢to a high resolution limit
as feasible., Generally, the algorithm was mostly unstable
for the higher values of s® tried. When s? was lowered, so
as to stabilize the solution, the resolving power was suffi-
ciently reduced so as to produce no meaningful determina-
tions, The moderate information regularization of the
inverse problem does not seem to be an optimal solution for
the HIRS when very low noise levels are incorpnrated into
the solution; at least in the case of these simulations.
Therefore, we used an alternate version of the MI solution
for the HIRS2 and HIRS3 in which kernels corrected to the
true input perturbation temperature profile are used in the

iterative solution. (This is called Version 2 of either
algorithm.) For the AMTS2, we used both versions of the MI
algorithm for comparison, Version 2 ought to represent an
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ideal optimum case since it contains correct kernels from
the outset even though the algorithm operates on the smooth
first guess temperature field at the first fteration. While
Version 1 does not achieve these optimum results, §{t gives
some indication of how close to optimum one can get operat-
ing objectively with no & priori information whatever.

In our trials, each solution was iterated until the rms
deviation between input and retrieved temperature reached
its first relative minimum. (Generally speaking, this
“final" solution does not necessarily produce radiances
within the noise level of the input radiances, but does pro-
duce the best solution in temperature space.) Also, optimum
retrieval parameters were determined for each instrument and
each algorithm by extensive cuning tests.

S. Empirical resolving length results

Figure 2 shows empirical resolving length as a function
of height for the HIRS2 instrument., The two curves shown
were obtained by using each of the retrieval algorithms dis-
cussed above., The dots appearing on the diagram represent
smallest resolvable differences at each 1level in our deter-
minations of empirical resolving length. The successive dots
at a given level represent successive incr~ases by two lev-
els (two increments of "p#%2/7) of the separation of the

input perturbations. Also, shown as a dotted line is the
theoretical spread function of Backus and Gilbert, taken
from Thompson (1981), for the same q parameter as used in

the BGC retrieval, Though the BGC retrieval results were
limited to the troposphere, ¢they follow very closely the
theoretical spread function. The empirical resolving length
using the BGC retrieval is smaller ¢than the theoretical
spread function in the layer 200-50Cmb and only slightly
greater below that. The result for the MI-Version 2 solution
shows an empirical resolving length 1less than the theoreti-
cal spread function at almost all levels. At 200mb, for
example, the MI-2 empirical resolving length is only about
half as great as the theoretical spread. These results give
us our first indication that the theuretical spread function
does not represent the minimum resolving length possible for
a remote sounding device., Even though the MI-2 is an ideal-
ized algorithm, it is one which should be approachable in
practice.

The panel to the right in Figure 2 shows the normalized
retrieval error as & function of height corresponding to
the retrievals in the left panel. The MI-2 retrievals were
very good at all levels producing an rms retrieval errvor
from 1000-10mb varying from 10-35% of the rms temperature
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fnput signal strength., Thus, not only were the input pertur-
bations resolved, but they were resolved with reasonabdly
high quality. The quality of the BGC retrievals was somewhat
lower and the result near 400mdb was of particularly low
quality, even though it also yielded an empirical resolving
length less than the theoretical spread function.

Figure 3 shows & similar display of results for the AMTS2
instrument, In this series of experiments, we were adble to
obtain excellent, aid quite comparable results from Version
1 of both retrieval algorithms. We also show results for
Version 2 of the MI algorithm so that the most optimum case
is shown as well. The curves show that retrievals using the
AMTS2 instrument come very close to the ideal in the lower
troposphere with resolving length - by any measure - being 2
to 3 km. Above 200mb, ¢the empirical resuvlts fall short of
the theoretical result. Even the MI-2 retrievals have verti-
cal resolving length significantly larger than the theoreti-
cal spread function. The BGC-1 and MI-1 algorithms yield
quite comparable results throughout the entire atmosphere
with the largest discrepancy around 100mb where the BGC
algorithm shows a decided advantage. Elsewhere, the MI
algorithm produced sharper resolution with lower retrieval
error,

The most striking fedture of Figure 3 is that the large
peak in the theoretical spread function between 200-400mb
appears to represent a gross underestimate of the actual
vertical resolution of the AMTS2. 0On the other hand, the
right panel of Figure 3 shows a substantial increase in the
retrieval error for both the BGC—~1 and MI-1 algorithms in
this same region, This means that while <he input signals
are resolved — by the criteria set out for this study - the
quality of the retrieval is not as high in this layer as in
the troposphere. Note, however, that the idealized MI-2
algorithm yielded higher quality retrievals through this
same region. This is near the region where the distribution
of the AMTS radiative transfer kernels leaves an apparent
information gap and the ability to retrieve fine structure
in the orofile was expected to be degraded. (%) The large
discrepancy in theoretical and empirical measures of

e o o - S S . - —

(#) It shculd be emphasiized here that our test of AMTS is
not altogether fair since we used only 11 sounding channels,
fewer than are actually avaeilable, Susskind, in personal
communication, has pointed out that an additional AMTS CDz
channel near 300mb would be available to an operational ver-
sion of the instrument.
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vertical resolution in this region calls for a deeper look
into the matter.

Figure 4 shows the AMTS2 averaging kernels appropriate to
the 300mb level computed for the BGC and MI retrie al coef-
ficients. The amplitudes of these curves are arbitrarily
normalized so that only the shape {s important here. The
kernel for the BGC coefficients is separated into two promi-
nences, one slightly above 200md and one between 400-%00mb.
The 300mb level ftself is a 1local minimum for the BOGC aver-
aging kernel. Figure 3 shows the seriesc of BGC retrieval for
perturbations centered at 300mb, and for separations ranging
from & levels (1. 924km) to 16 levels (5 16km). The resolution
criteria f{s met for a separation of 16 levels, nearly
exactly the separation of the prominences in the BGC averag-
ing kernel, This suggests that this experiment may only be a
"resonance® phenomenon where perturbations are unly ret-
rieved when they become synchronized with prominences or
side lobes of the averaqging kernels. However, the averaging
kernel 1in Figure 4 for the MI retrieval coefficients s
sharp, at 300mb, with no such prominences. The corresponding
series of retrieval experiments are shown in Figure &6 where
the input signal 1is also resolved at separations of 14 and
16 levels: even better than for the BGC retrievals. We con-
clude, therefore, that the resolution of these signals by
both methods 1is an event more fundamental than resonance
with kernel side lobes, That 1{s, the empirical resolving
lengths determined between 200 and 400mb are Just as signi-
ficant as those determined at other atmospheric levels,

The empirical resolving 1length results for the HIRS3
instrument are shown in Figure 7. Once again, we had diffi-
culty in producing stable, highly resolving retrievals with
the MI-1 algorithm. Even with the BGC algorithm, the inter-—
play between the high sensitivity tuning of the algorithm
and the temperature correction of ¢the kernels produced
unstable retrievals at many of the levels investigated.
Those BGC-1 results obtained are consistent with the MI-2
results and we take the pattern of both to be reprecenta-

tive, By comparing Figure 7 with Figure 2, one ceeg that
lowering the noise level of ¢the HIRS instrument should pro-
duce an increase 1in the vertical resolving power, even

though the theoretical spread functions shoun for HIRS2 and
HIRS3 in these figures are virtually indistingquishable. The
empirical resolving length for HIRS3 is significantly better
than HIRS2 above 200mb and slightly better in ¢the tropo-
sphere. As with HIRS2, HIRS3 shows consistently better MI-2
results than are predicted by Backus—Gilbert theory. Even
the few BGC-1 results obtained suggest that the high empiri-
cal vertical resolution may not be solely due to the

ORIGINAL PAGE IS
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priori information in the kernels for method MI-2,

For convenience to the reader, the MI-2 results for each
instrument tested here are grouped together in Figure 8 for
instrument comparison. The three instruments bchave compa-
rably in the troposphere with the HIRS3 generally showing
the highest quality resolution of input signals and AMTS2
generally outperforming HIRS2, Between 200mb and 50mbd, the
HIRS3 appears to have a decided advantage over AMTS2 sven
though the theoretical spread function results would lead
one to believe just the opposite. The present version of
HIRS (HIRSQ) would appear to be inferior to the AMTS2 in
this layer, Above 30mb, the AMTS produces higher resolution
than either version of HIRS.

6. Conclusions

In this paper, we have developed and rresented a method
for assessing the vertical resolving power of satellite
borne temperature sounders which is cariied out in a
retrieval mode. The method is conceptually similar to meth-
ods of defining resolving power of telesropes and micro-
scopes. The advantage of this method over the theoretical
method of Backus and Gilbert is that the retrieval algorithm
itself plays @ strong role in the determination of resolu-
tion properties. The method could be used for any retrieval
algorithm: including direct relaxation methods and non-1i-
near methods, since ~ssessment is carried out in temperature
retrieval space. Moreover, in light of certain known limita-
tions of the thecouretical Backus-Gilbert approarh, the empir-
ical method shows directly — instead of inferentially - the
minimum separation of signal perturbations on the tempera-
ture profile which car be resolved by a temperature sounding
system,

T+ . most significant disadvantage of the method is that
the simulation used to define resolving length i, decidedly
unatmospheric. On the contrary, isolated cignals are ret-
rieved centered around specific levels instead of a more
natural super—-position of irregular signals such as might be
encountered in nature.

Nevertheless, the approach developed here is reasonably
objective and does yield a baseline measure of the vertical
resolving power of satellite spectral radiation measuremants
absent the expectation of structure derived from independent
a priori information.

The empirical method has been applied to two high tech-
nology sounding instruments, the HIRS and A 1S, wusing each
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of two standard, well known physical inverse retrieval solvu-
tions. These results, {n turn, have been compared with the
standard theoretical assessment given by the Backus-Gilbert
method.

We have found that the empirical resalving length of @
sounding system may be either smaller than or larger than
the Backus—Gildbert spread function, depending on instrument,
retrieval method, and atmospheric level. That the empirical
resolving length may be smaller than the theoretical spread
gives evidence that the 1latter may not comprise the best
test of vertical resolving power. That the empirical measure
may often be larger than the theoretical measure gives evi-
dence that a given retrieval algorithm will not aluways
extract the most temperature structure information incorpo-
rated in the radiation measurements from satellite sounders.

Based on our empirical tests of vertical resolving power,
we have found that the HIRS and AMTS instruments should have
nearly comparable vertical resolution in the troposphere —-
AMTS showing @ slight advantage ——- with vertical resolving
length varying around 2 or 3 kilometers. The AMTS instrument
also exhibits a slight advantage over the present version cf
HIRS, from the resolution standpoint, above 200mb with maxi-
mum advantage occurring near 20mb. If, however, the sensors
of a HIRS instrument wered cooled in a fashion similar to the
proposed AMTS, our results show that the vertical resolving
power above 200mb would be substantially improved, perhaps
exceeding the capabilities of the AMTS. The effect of sensor
cooling for improving tropospheric retrievals by HIRS does
not appear to be dramatic. In the layer 200-500mb, we find
a significant difference between our empirical results for
the AMTS and the theoretical, Backus—-Gilbert results, The
empirical resolving length is much less than the Backus—-Gil-
bert spread ‘*function in this lasyer and is also generally
smaller than the resolving length for the HIRS. We conclude
that the spread function for the AMTS is misleading in this
layer and that the AMTS instrument is superior to HIRS bet-
ween 200 and 500mb, rvrather than inferior as would be infer-—
red from Backus—Gilbert theory.

Finally, it is important to note that we experienced many
difficulties in condicting empirical tests of vertical
resolving power using ¢the high precision HIRS and AMTS
instruments. Some of these difficulties can be traced to the
lineariz:ation of the fundamentally non-linecr problem which
is incorporated into the physical inverse retrieval solu-
tions used in our tests. The present author, therefore, ccocn-
siders the comparisons between HIRS and AMTS shown here to
be tentative and very much in the context of the approximate



retrieval methods used. We suggest that a testing approach
similar to ours be adapted for more sophisticated retrieval
algorithms before final assessment of the merits of each
instrument are made.
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Information concerning the ambient atmospheric thermal
structure can be severely distorted by satellite temperature
retrieval systems and subsequent analysis algorithms.
Cenerally speaking, we know that a finite set of spoctral
radiance measurements bears only a coarse, integrated
relationship to the ambient temperature structure which
emits the radiation. Temperature retrieval algorithms may
smooth, add, or further distort information depending on how
stable is the algorithm, and how heavily influenced it is by

priori data. Further analysis of retrievals in
preparation for a final meteorological study will generally
distort the information further.

In this paper, the transfer and distortion of the basic
ambient temperature information is discussed. The approach
is to examine the variance spectrum of information as it
takes different forms in the retrieval-analysis cycle.

It is shown that the (total) adjusted variance of
roadiative brightness temperatures measured by the HIRS
satellite instrument is only about half ¢the variance of
corresponding atmospheric temperature profiles in middle
latitudes, and only about 30% in the tropics. For
statistical (regression) temperature retrievals, about
48-49%4 of the information content {s attributable to &
priori data while for physical retrieval methods:. only about

25-27%4 is attributable to prior information (such as
transmittances). Other retrieval methods lie between these
extremes., The distortion of infcrmation is explicitly shown

by examining empirical orthogonal functions of corresponding
RAOB and retrieval profiles.
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The impact o¢ remote sensing data on global and mesoscale
models of atmo:.pheric behavior depends fundamentally on the
qQuantity and quality of new observational I(nformation
provided by ¢ths remote sensing device. In particular,
satellite based soundings of temperature and moisture should
have an fmpact on diagnoastic and prognostic models
progortional to the amount of new observational irnformation
imbedded in the retrievals. However: owing to the well known
difficulties with the inverse problem: satellite derived
soundings are most always a complex blend of the new
rodior-tric measurements with & priori information on the
atmosthevic structure. This & priori information may involve
climatological mean structure, statistical or probabilistic
information, {in situ measurements nearby in time and space,
numerically fovecasted structure, and so on.

In this paper, an analysis of information transfer for
the satellite sounding problem 1is prescented. Of particular
interest is the distortion of the atmospheric information -
the information content of the ambient atmospheric thermal
field - as 1t naturally produces the outgoing radiance
field, and tre further distortion of this information as the
radiation field is transformed back into thermal structure
information through the retrieval step, The amount and
quality of new information about the ambient atmosphere
provided by this satellite sounding process is not aluays
clear but is of fundamental relevance to the meteorological
impact of that ohsarving system,.

Figure 1 schematically illustrates how information
¢énbodied in,2 cay, the ambient temperature structure s
transformed into different forms of that information in a
tatellite temperature retrieval and analysis system. The
variables enclosed in ovals in Figure 1 represent various
versions of the original temperature information which are
erpected to be moderately to highly distorted versions
compared with the original information in the ambient
temperature structure. In the retrieval-analysis system
illustrated in Figure 1, the original information has been
transformed into various kinds of rasdiance ensembles or
terperature estimate ensembles by the various steps in the
retrieval—-analysis procedure. In order to know how accurate
is the depiction of a meteorological phenomena described by
some variate based on remote radiation measurements, one
must know how the original information in the ambient
temperaliure field has been degraded by the natural radiative
transfer integration, by the error contamination of radiance
measurements, and by subsequent processing and analysis of
that radiance dat - {(See, for example, Thompson, Eam and
Wagenhofer (1978), Thompson (1982a,1982b).) The radiative
transfer physics and the finite, spectral resolution of a
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radiometer assure that substantial vertical averaging has
been done to the actual temperature data in transferring
that informaticn to the radiance domain Temperature
retrieval algorithms, oftan involving A priori or forecasted
temperature information which is independent of the radiance
observation, supply their own information transfer
properties so that the retrieval is a distorted versicn of
the ambient signal. The distortion is partly due to lLias by
the 3 priori information used and partly due to the inherent
mathematical properties of the retrieval algorithm. Further
analysis of the retrieved temperature profiles contribute
even more distortion of the information.

The information can be examined at each step of the
process illJustrated in Fiqure 1 ~ either in the temperature
domain or the radiance domain - and the quality and quantity
of information existing at each step compared with the
original ambient temperature information. A systematic
approach to this comparison is given in section Q3.

2. Previous relevant wark

Satellite meteorologists have sought to retrieve the
structure information of the ambient temperature field by a
variety of techniques. Retrieval algorithms based on the
methods of Rackus and Gilbert (194648) seek to optimize the
vartical resolution of structure in the temperature field by
sharpening the integral everaging kernels so as to extract
the structure information directly {rom the radiance data in

csome optimal sense. Another method seeks to recover
structure by optimizing the construction of a first guess
£ield using, says, 4 numerical forecast model, and then

constraining the retrieval to deviate minimal amounts from
that field, (Smith, Woolf and Fleming (19272) for example).
Other methods constrain the retrievals statistically so that
they have the structure of an independent, but presumably
representative, set of temperature data derived from RAOBs
(Smith, Woolf and Jacob (1270), Smith and Woolf (19746) for
example), or by performing a final interpolation or fitting
of radiance based temperature information by empirical
orthogonal functions derived from an independent set, (J.
Susskind, personal communication). In methods utilizing a
priori information independent of the radiance measurements,
it is sometimes difficult to know how much of the final
information has actually been synthesized from 3 priori data
and how much is new information contributed by the radiance
reasurements themselves

The issuve of information content has been studied by
several investigators. Crosby and Weinreb (1974) analyzed
information content of satellite retrievals based on
statistically optimized solutions and have further shown how
incorrect independent statistics incorporated in a retrieval
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solution can distort the information produced from radiances
by that solution. Spankich, Timofeyev and Gildner (1977)
also showed the distortion of measured radiance information
that can occur §if one uses incorrect statistics to prodvuce
retrievals.

In a discussion of early TIROS-N temperature retrievals,
Phillips, McMillin, Gruber and Wark (1979) showed. among
other things, that the variance of satellite derived
temperatures adbout their mean is often significantly less
than the variance of <co-located RAOB temperatures about
their mean for most layers in the atmosphere. The ratio of
variance of TIROS-N soundings to the variance of RAOBs are
shown to be as low as 0.2-0.3 in the higher layers and
generally range somewhere between 0.5 and 0.9. This implies
that actual temperature information gets filtered by the
satellite sounding system, often severely.

Schlatter (1981) showed the results of comparisons of
TIROS-N temperature soundings with an NMC (optimum
interpolation) analysis of RAOB date. The TIROS-N soundings
were done wusing procedures described by Smith, Wool#,
Hayden, Wark, and McMillin (1979). The NMC analysis,. done
without satellite soundings during the period of Schlatter'’s
comparisons., is described by Bergman (1979) and McPherson,
Bergman, HKistler, Rasch and Gordon (1979). Schlatter’s
comparisons showed a significantly different pattern of
error between TIROS-N soundings and analyzed RAOB data than
one normally sees in comparisons of satellite soundings
directly with co—-located RAOB¢. The rms differences between
TIROS~-N soundings and NMC analyzed temperatures shown by
Schlatter did not exhibit the 1larger values at tropopause
level that many other studies have shown. (Eg. Fig. & from
Schlatter as compared with Fig. 4 from Smith, Wool#f, Hayden.
Wark and McMillin (197%9)). Schlatter showed rms errors of
about 2K from 700-70 mb with no apparent strong maximum near
the tropopause. Smith., et al (1979) showed rms deviations
between TIROS-N sounuings and co-located RAOBs which
achieved 1local maxima around 200mb of 2. 5- 3. OK. While
somewhat mixed, the results of Phillips, et al (1979) also
show 1local maxima in errors at ¢tropopauvse level when
considering deviations between TIROS-N soundings and co-
located radiosondes. Halem. Ghil, Atlas, Susskind and Quirk
(1978) examined NIMBUS-6 soundings during two periods of the
Data Systems Test and also found prominent errors at
tropopause level ranging to as much as 3K.

Schlatter’s result, when compared with the other studies
cited above, illustrates the smoothing of the RAOB
information which is effected by the NMC analysis and which
leaves a result involving the comparison of two fields each
of which are smoother than the original RAOB data. The two
smoothed fields (TIROS-N and analyzed RAOB) seem to agree
with each other better, most likely. than either would
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ccmpare with the original RAOB information, That is, the
original information in the ambient temperature field has
been transformed into the smoother information contained in
the analysis. Further, the radiative transfer physics and
the retrieval algorithm also transforms the ambient
temperature structure information into smoothed temperature
retrieval information. The comparison of these two fields.
then, is that of two smoothed and distorted versions of the
original temperature information possessing much more
structure.

In an earlier study, Schlatter and Branstator (1979)
showed, in fact, that the degree of accuracy in comparing
NIMBUS-6 temperature retrievals to analyzed radiosonde
profiles depends significantly on the amount of smoothing
performed on the radiosonde data during the analysis cycle.
If satellite retrievals are subjected to a further analysis
rovutine - alone or mixed with radiosonde data - the
information content of the +vadiance measurements would be
further distorted.

The issve of the transformation of atmospheric
temperature information through the various stages of
distortion which it encounters in a particular application,
is quite important to meteorologists. Satellite temperature
soundings will continue to be used in observing the
structure of atmospheric systems. It is important to know
rather accurately what the relationship 1is between the
reftrieved temperature structure and the ambient temperature
structure. Sounding systems such as VAS will be providing
d3ta from which meteorologist will hope to infer the thermal
structure of mesoscale phenomena. The inference of structure
snd variation on that zcale will undoubtedly pocse an even
more difficult problem ¢than the 1large scale weather
prediction problem. Moreover, one may generally expect that
zatellite soundings constructed to analyze mesoscale
zystems, or to initialze models thereoc#f, will need to
peszess more detailed, accurate wvertical and hori:zontal
structure than 1is ncw obtained for the global problem in
order to have a positive impact in that arena.

In the section to follow, a systematic approach to
investigating the transfer and distortion of information in
the tempesrature retrieval problem is discussed.

3. The flow of information

To quantitatively analyze the flow of inforsation, it is
nacessary first to define information for this study. A
large =znsemble of RAOB profiles and corresponding satellite
radiometer observations will form the basis of the data to
be analyzad. The RAOB data have been assembled wunder the
guidance of N Phillips, NOAA/ZIIMC to serve as the basis of

ORIGINAL PAGE (8
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several tests of satellite sounding systems. Using this
data, we have synthesized radiance observations that would
be gathered by ¢the HIRS and AMTS(#) sounding instruments.
Information for this study 1is defined to be the variance
spectrum of empirical orthogonal functional representation
of the ensembles of either temperature profiles or rudiance
values in each oval in Figure 1. While the data in each oval
in Figure 1 may be taken as a representation of the data in

any other oval, it is certainly expected that the
corresponding variance spectra will be quite different., For
example, Figure 2 shouws plots of cumulative percent

explained variance plotted as functions of ¢the number of
empirical orthogonal functions used in representing the
ensemble of RAOBs and corresponding (synthesized) satellite
radiances for 200 wintertime observations between 30 and 40
north latitude. The broad spectrum of RADB information is
compressed into fewer significant orthogonal functions of
radiance,

Clearly, Fig. 2 demonstrates the significant smoothing of
information uhich occurs even before a satellite measurement
is made. A temperature retrieval method based only on the
radiative transfer physics (that is, not incorporating a
priori information on the atmosphere’s thermal structure)
shculd exhibit the same drastic smoothing of information.

Now, in fact, satellite temperature sounding algorithms

generally add structure information to the radiance
information in producing retrievals. For example, highly
statistical temperature retrieval methods, such as the

regression method of Smith, Wool# and Jacob (1970) or its
structured variant (Smith and Woolf (1976)) will add a good
deal of structure information by using historical knowledge
of the atmosphere’s thermal siructure and its relationship
to satellite radiance measurements. In fact, since the
physics of radiative transfer is not explicitly included in
th2ase algorithms, such methods produce retrievals with
atmosphere-like thermal structure even though they operate
on the much smoother radiance fields. In the middle of the
spectrum of retrieval methods, there are physical-
cstatistical methods, such as minimum vms (Foster (1961),
Strand and Westwater (1%948)), known also as maximun
probability (Rodgers (1970)), statistical regularization
(Tichonov, as quoted by Kondratiev and Timofeyev (1970)),
which blend historical thermal information with the
radiative transfer physics to produce a retrieval possessing
more structural detail than is provided solely by the

radiances. Finally, there are methods which are mostly
physical in the sense that no a priori statistics are used
at all. Such physical methods include the minimum

(#) See Kaplan, Chahine, Susskind and Searle (1977)
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information inverse method (Foster (1961), Smith, Woolf and
Fleming (1972)), and direct, relaxation methods such as
those by Chahine (1968) and Smith (1970) or Smith and Woolf
(1981). These physical methods, as with some of the others
above, do make use of & priori transmittance data, and all
methods use some & priori first guess field.

Statistical methods (pure or mixed) add bhistorical
thermal information to the radiance information in producing
an estimate of the atmosphere’s thermal field. If the impact
of the satellite observation on some analysis or forecast is
to be fairly assessed, then it is important to distinguish
how much of the retrieval is really due to the radiance
cbservation and how much is due to the climatology of the
atmospheaere,

4. The method of analysis of information flow

Let vus imagine an ensemble of RADBs which we consider to
define 100% of the thermal structure information for a given
situation. For the prezent study, we will restrict our view
to only the wvertical dimension so that this original
information may be described by the empirical orthonormal
functions of the ensemble (eigenfunctions of the covariance
matlrix of the RAOBs) and the corresponding eigenvalues which
give the wvariance described bty each orthonormal structure
function. We consider that the eigenvalues are normalized by
the total wvariance of the ensemble (the trace of the
covariance matrix) so that they represent fractions of total

variance explained by each eigenfunction. If these
eigenvalues are ranked from highest ¢to 1lowest value and
accumnulated, one obtains curves such as those in Fig. 2

l:beled TEMPERATURE.

Now: suppose rvadiances for some given satellite sounding
instrument are synthesized using the radiative transfer
equatinn. Then, that ensemble may be similarly decomposed to
produce 3 variance spectrum such as that labeled RADIANCE in
Fig. 2. The variance spectra for the ensemble of retricvals
may be compared with the spectra for the RAOBs to assess the
distortion of information as it passes through the radiative
transfer e2quation and through the retrieval algorithm

In the remainder of this paper, four temperature
ratrieval algorithms distributed betwesen the extremes of
pure statistical to pure physical will be tested to discover

their information transfer characteristics. The methods are
the PRegression Method (Smith, Woolf and Jacob (1970)),
Statistical Regularization (Foster (1961)), Minimum

Information (Foster (1961), Smith, Woolf and Fleming (19/72))
and the iterative, physical method of Smith (1970), as
modified by Smith and Woolf (1981). The Smith iterative
slgorithm is generally a numerically stable, physical
wethod. It involves no sensitive matrix inverse step, and no
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a priori statistics except for a first guess profile and a
priori estimates of atmospheric transmittances. The
regression algorithm is also mathematically stable but
possesses the greatest statistical influence of & priori
data with virtually no explicit radiative ¢transfer physics
involved. The statistical regularization method involves &

matrix inversion of the lincarized radiative transfer
equation - hence, has the possibility of numerical
instability through ill~conditioning\-- but 1is efficiently
regularized through the use of a priori statistical
information derived from historical temperature data. The
minimum information special case of statistical
regularization also involves matrix inversion of the
radiative transfer physics with regularization obtained
through a minimal amount of a priori statistical
informationi namely, a single, mean value of almospheric

temperature variance,

In the analysis to be presented here, several important

simplifications or approximations are involved. First,
satellite measurements were synthesized from RAOB profiles
without any moisture, ozone or cloud effects. For some

2yperiments, tvandom errors were asdded to these simulated
measurements while other experiments were conducted with
"perfect" measurements. Thus, our simulation of satellite
m2azurements is much cleaner than actual measurements would
be. Also, only results for the HIRS <sounding instrument are
included in this paper. Retrievals involving transmittance
weighting functions made vuvse of exactly the same functions
as those vsed to synthesize the radiance measurement. Thus,
even in iteration cycles of a retrieval algorithm, "correct®
transmittances were wsed throughout. Next, the surface
contribution to the radiance measurements 1is subtracted
exactly from the problem so that the integral term in the
radiative transfer equation is isolated perfectly. The
minimum information and statistical regularization methods
zpply to linearized versions of the radiative transfer
equation in which radiative transfer kernels and temperature
deviations about the current temperature estimate replace
the transmittance weighting functions and Planck function

profiles, (See Conrath (1972) for the linearized version of
the direct problem used here.) These two methods are also
iterated with the required etatistical information

reconputed at each step of the iteration (either the whole
temperature covariance matrix about the current estimate,
for statistical regularization, or the average diagonal
glement for minimum information). Finally, eleven CO2
sounding channels of the HIRS instrument are used 1in this
study —— the same used by Thompson (1982a). The instrument
weighting functions are <computed for each object profile
rather than being computed for the current (or first)
estimate. The noise covarisnce matrix for the HIRS was
formed as a diagonal matrix wusing values supplied by L.
McMillin of NOAA/NESS asnd are explicitly given by Thompson
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(1982a) as HIRS2., Finally, in Fig. 2, the eigenvalues were
normalized by the total variance of the appropriate
rnsemble. In considering »n ensemble of temperature
retrievals, it is more interesting to normalize on the total
variance of the original RAOB information so that one can
discuss the relative amount of original information which is
explained by the ensemble of retrievals. Thus, if P is the
total variance of & given ensemble of retrievals, and Q is
the total variance of the original RAOB ensemble, then an
adjustment factor F=P/Q may be applied to each eigenvalue to
convert explained test ensemble variance to explained RAOB
ensemble variance. It should be explained that a singular
value decomposition is performed on each retrieval ensemble
independent of the RAOB information, except that the
covariance matrix confains variances and covariances about
the RAOB mean rather than the mean of the given retrieval
ensemble. The scaling performed by the multiplication by
(P/Q) merely transforms the retrieval covariance matrix
eigenvalues to numbers which reflect a percentage of total
variance as though the total variance was that of the RAOB
ensemble. The ensemble covariance matrix and the structure
of the eigenfunctions, however, reflect the variability of
the retrievals and not the wvariability of the RAOB

information. Thus, to speak in terms of how much RAOB
variance is "explained" by a given eigenfunction of the
retrieval cavariance wmatrix is, strictly speaking, an

incorrect phrasing but will be used here anyway.

S. Results ..

RADB data from the Phillips data set collected over ocean
surfaces in January were partitioned into a tropical set
(305, Z0N) and a mid-latitude set (30N, £0N), Radiance
measuremaents were synthesized and each of the retrieval
algorithms were applied to the resvult. For this study, 3
priori statistical information was derived using one—-half of
geach ensemble, and retrievals were performed on the
independent remaining half. There were 200 mid-latitude
profiles divided into dependent and independent sets of 100
each, and 218 tropical profiles divided into sub-sets of 109
each. As described in the previous section, a singular
value decomposition was performed on each ensemble, and
esigenvalues were F-adjusted.

Fig. 3 shows a spectra of F-adjusted, cumulated
ecigenvalues of the information for the mid—-latitude data.
The RADB curve shows & rather broad spectrum of structure
information in which 99% of the variance information is

spread over about 135 orthogonal eigenfunctions. Radiances
were converted to brightness temperatures using the Planck
relationship, and the spectrum of ¢this information is

labeled BRIGHT, Since there are 65 levels of RAOB
information but only 11 channels of radiance information,
the total wvariance of the brightness temperature ensemble
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was further adjusted by the factor (65/11) in order that
results could be compared to RAOBs and retrievals. Comparing
the RAOB and BRIGHT curves, one sees the substantial
smoothing of information effected by the radiative transfer
physics of the atmosphere. The integration of the detailed
thermal structure of the atmosphere into 11 channels of
radiometric information is, indeed, a drastic process. The
brightness spectrum is assymptotic to the value 1.9 which
means that the total variability of information in the
radiance data is only about 51. 5% of ¢the total variability
of the information in the RAOB data. This is a significant
reduction of information content. Temperature retrieval
algorithms can extract no more information than this from
the radiance data alone. The corollary is, of course, that
any extra information in an ensemble of retrievals has to
come from other sources, such as 3 priori data.

The curve labeled SMITH represents the spectrum of
information in the retrieval ensemble wusing the Smith
physical iterative method. As discussed earlier, the Smith
method does not use a prio-i statistics as such but, as the
other methode, does use a first guess profile, which is the

RADOB mean profile here. Further, the transmittance
information, which here has been computed exactly for each
RAOP profile to be retrieved, is a formof A& opriori

information and helps to erpand the spectrum of information.
Hence, the GSMITH spectrum is sssymptotic to 49.8%Z of the
total variability of RAOB information, which is somewhat
more than just the brightness information alone.

On the other end of the range of retrieval methods,
ragression retrieval results form the spectrum labeled
REGRESSION in Fig. 3. The regression method does not use 3

riori estimates of atmospheric ¢transmittances but does use
a priori statistical information in the fullest possible
way, The information spectrum is the broadest of any shown.
in fact, in this «case the regression retrievals <caxhibit
slightly more total wvariance than the RAOB data. The
diffarence between the REGRESSION and BRIGHT spactra
reflects the amount of a priori information added to the

satellite measurement in producing the temperature
retrieval. Evidantly, this added information is a
z2ignificant amount of the total information in those

retriavals. For example, the total RADB varisnce is 2340 (k™)

Tha sdjusted total variance of the brightness temperatures
is only about 51.5% of that. Adding A& opriori RAOB
statistics through the regression approach brings the total
variance of the regression retrievals to 2350(K* ) Thus,
the 3 priori statistics imbedded in %the regression method
contributes about 1145(Kk?) to the total variance of the
retrieval ensembie which means that the regression
retrievals are about S51.3% satellite information and 48. 7% &
priori radioconde information. One should keesp this in mind
when assessing the impact of "catellite temperature
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retrievals” on, say, numerical prediction models since the
satellite data seems to have only a limited impact on
"satellite temperature retrievals" depending on the method
used.

The information spectra curves for statistical
regularization and minimum information retrieval methods are
also shown in Fig. 3. The minimum information algorithm
yields a similar, although slightly broader information
spectrum in comparison with the Smith method. The minimum
information method is almost a pure physical method except
for the mild influence of the a opriori vertical mean
temperature variance included ‘n the retrieval matrix. Thus,
the spactrum is assymptotic to a slightly larger percentage
(73 04) of total RAOB variance than the Smith method. The
statistical regularization which includes both the physics
of radiative transfer and the covariance statistics of the a
priori radiosonde information gives a brcecader spectrum than
either the wminimum information or Smith method, but one
which is flatter than the regression results. The total
variance of the ensemble of statistical regularization
retrievals is 2085(K?) , about B89.1% of the total variance
of the original RAOB set.

The stability and reliability of a retrizval wmethod can
be assessaed by examining the error characteristics of the
method. Fig. 4 shows vertical profiles of the root mean
square rtetrieval errors for the results in Fig. 3. The
error traces are similar with regression and statistical
regqularization methods showing better accuracy than minimum
information and Smith iterative methods. Thus, a
combination of results, such as contained in Figs. 3 and 4,
are necessary to make & reasonable assessment of the
fidelity of information transfer,

Figs 5S(a)—(f) show the actual empirical orthogonal
2igenfunctions of the various <covariance matrices for the
mid-latitude data, These figures clearly show the smoothing

and distortion of the structure information due to the
radiative transfer integration and the retrieval, or inverse
ztep. The Smith and minimum information methods show the
most zmoothing of the vertical structure. Once again, these
two methods make minimal wuse of 3 priori data from past
radiosonde cobservations. Thus, the siruvcture shown, even
though drastically smocothed, exhibits the vertical thermal
structure information contained in the radiance
messurements, On the other hand, the regression and
statistical regqularization retrieval methods recovers more
accurately the vertical structure of the thermal field, but
clearly this is due to the incorporation of historical data
on that structure. By the third or fourth eigenfunction, the

struvcture of the original RAOB data is very poorly
represented by anmy of the retrieval methods. A curious
feature of these results should be pointed out. As the
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spectra in Fig. 3 become flat, there is an ambiguity in
ranking the eigenvalues. That is, successive eigenvalues are
small and not significantly different from each other in
this limit. Thus, obyective ordering of the eigenvalues may
actuvally lead to an incorrect ordering of the structure
functions. In Fig. 35(d):, for example, the fourth structure
function of the Smith retrievals is shown in comparison with
the third structure function of the RADBs. In Fig. 3(e), the
third Smith function and the fifth minimum information
function bore the closest resemblance to the Pfourth RAOB
function, In Fig. 5¢#), the sixth minimum information
function is shown in comparison with the fifth RAOD
function. These events are not particularly trcocublesome but
indicate that care should be taken in truncating sets of
eigenfunctions in representing atmospheric soundings, af
course, since degradation of the structure functions begins
with the first function itself, one expects that it grows
continually worce through higher order functions.

Figs 6 and 7 show resvlts for the mid-latitude case when
random errors are added to the synthesized measur=ments.
Errors were drawn randomly from a population whose standard
deviations were equal to the expected noise levels of the
channels of the HIRS instrument. These noise values were the
current estimates for HIRS and were provided by L. McMillin
of NOAA/NESS. For the results in Figs &6 and 7: the same
ervor contamirated radiances were presented to each
algorithm.

Now the variance of the set of random errors added to the

synthetic measurements is significantly less than the
variance, over the mid-latitude ensemble, of the synthetic
measurements themselves. Thus, the impcect of this noise on

the information spectrum for brightnese temperatureg is
rather minor. The error contaminated brightness temperatures
have total variance of 1214(K% ), only slightly larger than
the 1205(K™) for the uncontaminated measuremants, Yet, the
temperature retrieval algorithms respond to these errors in
various ways. The regression, statistical regularization,
and minimum information variance spectra are flattened in
this e2rperiment in comparison with Fig. 3, while the Smith
variance spectrum is slightly broadened. This result was
vnexpected for it implies that, except for the Smith method,
the temperature retrieval algorithms actually
overconpensated for the radiometer noise and produced
retrievals with 1less overall variance than the retrievals
using error-free measurements. 0On the other hand, the error
prafiles shown in Fig. 7 for these experiments clearly show
a degradation of accuracy for retrievals wusing error
contaminated radiances. Curiously, the Smith method behaved
very well in this experiment with only a very minor
dzgradation in overall accuracy. Thus, in analyzing the
information transfer and distortion in sounding systems, it
is of importance to first examine noise—free cases in order
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to establish a baseline which involves only the radiative
transfer integration and the retrieval method.

It was also of interest to test the effect of radiometer
noise level estimates on ¢the information transfer. The
statistical regularization, minimum information, and Smith
methods were iterated until either the root mean square,
instrument noise scaled deviations between estimated and
actuval radiances fell below 1, or until the rms temperature
retrieval error reached a minimum, In addition, the
statistical regularization and minimum information methods
contain the radiometer noise covariance matrix explicitly in
the inverse solution. Thus, assumed radiometer noise values
will have an impact on the results.

A series of experiments for the mid-latitude band was

performed in which the radiometer noise vaives uwere
increased to values approximately equal to 1% of spectral
radiances produced by a mean atmospheric profile. (#) These

noise values are used both in the noise covariance matrix
and in the convergence criteria. Figs 8 and 9 show ¢the
results, for noise—free radiances, which should be compared
with resultes in Figs 3 and 4. The RAGB, BRIGHT and
REGRESSION results are not changed by the <change in
radiometer noise characteristics, The remaining three
retrieval methods each produced smoother variance spectra
with less total variance when the expected noise values were
increased.

Figs 10 and 11 show results for the tropical latitude
tand using noise free synthetic radiance measurements, The
total RAOB variance for the tropical data set was 3810 (K?2)
as compared with 2340(K%) for the mid-latitude data. Notice
als0 that the brightness temperature variance was a much
tmaller fraction of RAOB variance in the tropics: only 27. 3%
or slightly more than one—fourth, Consequently, all
retrieval methods in the tropics recovered smaller fractions
of the RAOB information thanm in mid-latitudes because the
information was more drastically filtered by the radiative
transfer physics. A comparison of Fig. 11 with Fig. 4 shows
that the <tropical RAOB variance was smaller in the
troposphere but larger in the stratosphere when compared
with mid-latitudes. Generally speaking, the retrieval errors
2xhibit this same behavior with the regression retrievals
showing the most reliability, even in the tropical
stratosphere.

_________ = e —— - - —

(#) The noise values are rounded so thet there is a single
value for the 154 CO2 channels and a single value for the
4 3y CO2 channels which are, respectively, 0.63 and 0. 0044
aw/(m" ~sr—cm ).
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Figs 12 and 13 show tropical results with synthesized
radiances which have been contaminated by random errors. As
in the mid-latitude test, all methods except the Smith
method showed a slight flattening of the information
spectrum and an increase in overall rms error. The Smith
method showed an increase in overall variance and handled
the radiance errors reasonably well.

Experiments in the tropics wusing the larger "i1%"
instrument noise values behaved in a manner similar to those
experiments in mid-latitudes. The results are not shown
here.

To summarize our experiments, Table 1 shows values of the
10-1000mb mean value of overall rms retrieval errors for

each latitude band, each simulated version of the HIRS
instrument, for both noise-free and noisq&ontaminated
measurements. As seen, the regression retrieval method gave

the best overall results. This is to be expected when the H
priori statistics at hand are truly representative of the
profiles to be retrieved. The Smith iterative method
exhibited highly favorable results for all categories. This
is a3 particularlq important finding because that method
depends least on a priori data and, hence, should suffer
least if object profiles are not well represented by a
priori data. The two matrix inverse methods exhibit less
stability to radiometer errors, although the statistical
regulsrization method operated best for erraor—-free
measurements and "correct”" a priori statistics.

Table 2 shows what we shall <call the impact of satellite
data on satellite temperature retrievals. The entries are
the ratio of the (adjusted) total variance of brightness
temperatures to the total wvariance of wvarious temperature
profile ensewdles, The brightness temperatures represent
the information measured by a satellite device. As seen in
Table 2, this information is only about one-half the RAOB
information in mid-latitudes, and only about one-fourth the

RAOB information in the tropics. Retrieval methods using a
lot of & priori information (Eg. regression) get much of
their variance structure from this priori information.

Thus, the satellite data contributes only a 12latively small
amount of the total retrieval information in tbhis method.
Physical methods (Eg. Smith iterative) are more faithful to
the satellite measurement information — hence, tle satellite
data contributes a relatively large fraction of +the total
te*rieval information. In mid-latitudes, the regression and
Saith methods show lesst sensitivity to measurement noise
wnhnile all but the Smith method show mild sensitivity in the
tropics. The Smith and minimum infcrmation methods would
exhibit the 1least sensitivity to "incorrect" & opriori
statistics.

& Conclusions and discussion
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In this paper, we have had an extensive look at the
transfer and distortion of information concerning ¢the
atmosphere’s thermal structure as this information takes on
the different forms relevant to the satellite temperature
retrieval problem. The contribution. here: has been to
quantify this transfer process since most workers in the
field understand that distortion takes place. Our analysis
method has been to perform singular value decompositions of
the various ensembles of information and then to compare the
variance spectra of ecach version of Lthe information and to
compare ensemble averaged errors betueen representations.
Specifically, the goal has been to quantitatively assess the
distortion of atmospheric thermal information as it acts
through the physics of radiative transfer to produce the
outgoing radiation which 1is measured by a satellite
radiometer, and the further distortion caused by various,
classical temperature retrieval algorithms operating on
these radiation measurements.

We have shown that the process of radiative transfer in

the atmosphere -—— being an integral process transforming
atnospheric temperature into outgoing radiation -~ causes a
drastic smoothing of information. That s, the total

variance of outgoing radiation (rendered as a finite set of
brightness temparatures) is half or less of ¢the total
variance of the atmospheric thermal field, even when values
have beaen adjyusted for the different numbers of measuring
intervals for the two quantities.

Temperature sounding systems which produce retrievals
with & large amount of variance, and with greater apparent
vertical resolution than simple profiles of brightness
temperature, generally do so by adding a priori information
(virtual measurements in the language of Rodgers (1976)),
taken wusuvally from past observations of the temperature
profile, or from a numerical forecast model. While passing
no Judgement on the usefulness of this technique in any
given case, we have attempted to quantify how much 3 priori
information is added in each of several types of temperature
retrieval scheme. Thus, +#or mid-latitude retrievals using a
statistical correlatlion-regression technique, with
representative & priori statistics, about 45-49% of the
total variance in an ensemble of retrievals is attributable
to the 3§ priori data. The total varisnce of the regression
retrievals themselves is about the same as the total
variance of the atmospheric thermal #field producing the
radiances wvpon which the retrievals are based. Using a
physical retrieval technique, such as the iterative method
of Smith (1970), about 73-75% of the total variance of the
retrievals is attributable to radiance information, while
only 25-27% is attributadble to 3 priori information such as
atmospheric transmittance functions. However, the total
variance of these retrievals is only about 70% of the total
variance of the original thermal ¢ield. Retrieval algorithms
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such as minimum information, or statistical regularization
produce results betueen these two extremes, and reflect the
effective mix of physics and H priori statistice of those
methods.

In examining the average temperature retrieval errors, we
find results consistent with other investigators. Namely, of
the four retrieval methods tested, the ranking by overall
accuracy and stability to measurement errcrs is regression
(highest), Smith iterative, statistical regularization,
minimum information,

The vertical profiles of the empirical orthogonal
eigenfunctions of each retrieval ensemble were compared
sgainst the seme for the RADB data defining the original
information. The smoothing and distortion of these functions
has been specifically ilJlustrated. Generally speaking, we
have shown that fidelity of ¢the vertical structure of
satejlite retrieved temperature profiles is rather low for
physical retrieval methods. The increase in fidelity for
physical -statistical or pure statistical retr:evals is
attributable, therefore, to the inclusion of a priori data.
As suggested by the work of Crosby and Weinreb (1974) and of
Spankich, Timofeyev and Guldner (1977), the validity of this
process of “"fleshing out" the wvertical structure in
zatellite temperature retrievals 1is only as good as the
correctness 0of the atmospheric statistics for =each object
retrieval,

We 2nd this paper with a few philosophical remarks. There
is, and should continue to bey a question concerning the
impact of satellite observing systems on the analysis and
prediction of atmospheric behavice. The Data Systems Test
presented our first comprehensive look at the impact on the
large scale numerical prediction problem. This test has
produced a mixture of results (See Tracton, Desmaris,
VYarHarren, and McPherzon (1520), Ghil, Halem and Atlas
(1979)) which indicates that the impact is a complicated
function of initialization and assimilation procedures and
the numerical forecast model itself (Atlas, et al (1981)).
Our results here show that even the question of the impact
of szt@llite data on satellite temperature soundings is one
which produtes a mixture of results depending on the type oF
retrieval algorithm used and the representativeness of H
priori data. Cecauvse of the nature of the ata set used
here, we were not able to simulate the initialization-
assimilation step to measure the further smoothing of the
original wmeasurements in preparation for the large scale
problem. e strongly recommend that this be done, The
resulte shown here indicate that statistically optimized
csatellite temperature retrievals ars very heavily influenced
by the statxs*xcs s0o that impact ¢te:uts may be assessing the
effect of a priori statistics on wes."er forecasting as much
as they are assessing the impact of satellite observations
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on forecasting. It would be interesting to conduct an impact
test wusing, say, & physical method such as the Smith
iterative method. Alternatively. one could seek a way to
conduct the assimilation step in rsdiance space instead of
temperature space, perhaps avoiding the inverse problem
altogether.

We expect that these issues will become even more pointed
as one delves deeper into mesoscale applications of
satellite soundings. To achieve mesoscale observations from
satellites in the horizontal or temporal sense sucn as
through VAS, (Smith, Svomi, et al (1981)) is significantly
different than to achieve the correspondingly relevant
vertical scales for these meteorovlagical systems.
Presumably, the interesting vertical structure of mesoscale
systems will have to be gotten from J prior: data, from
independent observations such as discussed by Westwater and
Grody (1980), or., possibly, from a significantly different
incorporation of radiosonde observations (Fritz (1977)). To
the extent that atmosrheric mesoscale systems are not merely
miniatures of the global scale system, we suggest that
global scale satellite sounding procedures are not
necessarily the optimum techniques for sounding mesoscale
weather systems.
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TABLE §. 10-1000mb mean of root mean square retrieval
errors.

30N-60N RAOB MEAN REGRESSION STAT. REG. MIN. INF. SMITH IT.

HIRS2 no error &. 042(K) 1. 730 1. 625 2. 882 2.702
HIRS2 errors - 2.073 3. 517 4. 047 2.703
HIRS1 no error 4. 042 1.730 2. 208 2.747 3. 049
HIRS1 errors - 2. 440 3.332 35.322 2. 948

30S-30N RAOB MEAN REGRESSION STAT. REG. MIN. INF. SMITH IT.

HIRS2 no error 4. 885 1. 627 2. 896 3. 656 2.703
HIRS2 errors - 1. 4679 3. 141 3. 896 2. 647
HIRSt no error 4.8B85 1. 627 2. 006 3.190 3. 088
HIRS1 errors - 2.176 2 577 3. 359 3.2/7
TABLE 2. The impact of satellite data on satellite
temperature soundings. Ratio of adjusted total varieonce of

s3tellite brightness temperaiure ensemble ¢to total variances
of other temperature profile ensembles.

[LTOTAL VARIANCE X1/LTOTAL VARIANCE Y1

MID-LATITUDES TROPICS
30N ~ &ON 308 - 30N
C(X/Y1
No Errors Errors No Errors Errors
BERICHT/RAOB 51. 4% 51. 9% 27. 3% 27. 1%
ERIGHT/REGRESSION 51. 4 53. 5 28.8 o8. 7
ERIGHT/STAT. REG. 57.7 7&. 2 36.7 28. 4
BRIGHT/MIN. INF. 70.5 94&. 8 64. 1 65.0
BRIGHT/SMITH IT. 73.8 73. 9 84. 3 b6. 1
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ABSTRACT

Satellite TIROS-N microwave radiances were used to derive
temperatures and thickness over a cyclone in the Gulf of Alaska.
The radiances were used in conjunction with the closest radiosonde
data to the cyclone. ’

The method employed solves three equations in three unknowns.
The unknowns are the three coefficients which are needed at each
pressure level, to multiply the measured radiances in order to
retrieve the vertical temperature distribution. From the derived
vertical temperature distributions, the thickness between 700 and
300 mb were computed. Maps of the thicknesses were compared with
NMC maps and withi thicknesses derived from NESS operational sound-
ings.

From a few soundings the troropause height is seen to have a
minimum near the Culf of Alaska . ;clonc.
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Satellite Temperature Soundings in Cyclones
(Microwave Satellite Observations)

by Sigmund Fritz

1. Introduction

Cyclonic areas over the Pacific Ocean are among the most
significant regions for weather analysis and forecasting for
North America.

However, in such important regions, it -is difficult to make °
accurate temperature soundings with infra-red satellite measure-
ments because clouds greatly influence the emission tc space. Con-
sequently, satellite measurements do not represent the effect of
atmospheric temperatures alone and it becomes difficult to extract
the atmospheric temperature from the satellite observations,

We have therefore restricted our investigation to the use of
microwave satellite observations. At some frequences microwave
observations are usually hardly influenced by the presence of
clouds. Nevertheless, recently, Phillips (.280) has raised a caution-
ary flag regarding the influence of precipitation areas on the mecasure-
ed microwave data; we shall address this problem later.

On April 6, 1979 a cylcone was located over the Gulf of Alaska
(Fig. 1) and TIROS-N microwave observations were available. From
the observed radiances, temperature scundings can be derived by many
methods. This case was also studied by Brodrick (1980). Brodrick used
NESS operational soundings which depend on certain parameters; these
parameters are derived from statistical relations betweer satellite
soundings and radiosondes which are mainly located far from the Gulf
of Alacva, and also preceed the April 6, 1979 date by a week or more.
Yet according to Grody (1980) "tecimperature profiles, having large
anplitude small scale fluctuations relative to the a-priori mean,
result in the largest retrieval errors'. This lecads to his further
conclusion that the "a-priori" vertical temperature sounding should
be based uvn a particular synoptic situation rather than on "a-priori"
statistics according to three basic latitude bands, It is partly
for that reason that Fritz (1976), and Hillger and Vonder Haar(1977,1979)
used radiosonde data together with satellite data to derive vertical
temperature structure in specific synoptic situations.

» O R U
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The method we have selected does not Gepend on any statistics.
Instead the available radiosondes closest in space and time to the
cyclone are accepted as basic true imput data. The satellite data
are then used Lo interpolate the temperature soundings between the
radiosonde stations.

In this method, there is no error at the radiosonde stations
because we have assumed that the radiosondes are perfectly correct.
The retrieval results can be compared everywhere with the results
from operational methods discussed by Brodrick (1980), and with
the data used in NMC analyses.

2. The Method

Solving 3 equations in 3 unknowns. The method used here has

been described earlier (Fritz, 1976, 1977(a), (b), 1978). The
method assumes as do most lincar methods, that the temperature, at
any height or pressure level in the atmopshere, can be expressed as
a linear combination of satellite observations.

Thus, we compute a ' emperature deviation, AT, from the re-
lation

AT (k)= 3: F(k,3) * AR(3) (1)
and find the temperature, T, from
Tr(k) = Tg(k) +~ATr(k) (2)

Here T is tcemperature, R is radiance measured by the satellite, and

the F's are a set of coefficients. The subscript, "r" , means the

retrieved value, "g" means the "guess' or initial value. The letter,
"K" refers to a pressure level in the atmosphere, and "3" refers to

the spectral frequency of the radiation measured.
AR(j) = R (j)-R
() = R )R (D) )

where the subscrpt "m'" means the measured value.

The problem is to select the '"best" values of F(k,3).



In general the values of F(k,j) depend on the vertical temper-
ature structure of the atmospheres from which they are derived. Thus,
in statistical methods the F's depend on the lapse rates of the sample
of soundings which are used in the statistical sample. However, if
the F's could be related to vertical temperature distibution in the
cyclone under investigation, the temperature retrievals might be more
accurate than the retrievals which depend upon a relatively unrelated
statistical sample,

Therefore, in the study we selected the nearest radiosondes avail-
able. Figure 1 shows a picture of the cloud distribution over the
cyclone; the dots locate the radiosonde stations (Table 1) used to
derive the F's. The cyclone center was located on the surface synoptic
map at 1200Z at about 54N, 167W. The center of the cloud spiral seems
to be at about 53N, 165W,

The Microwave Sounding Unit (MSU) on TIROS-N has four channels
Those are:

Microwave Sounding Unit Frequencies

Channel No. Frequency (GHz)
” 1 5b.30
2 53.74
3 54.96
4 57.94

The radiance in channel 1 is strongly influenced by clouds. Therefore
channel 1 was not used to sound the atmosphere. Channel 2 may be affected
somewhat by clouds where rain is occuring. (Phillips, 1980). It may have
been raining at Ship Papa, when TIROS-N viewed the area, however we shall
show that channel 2, radiance did not seem noticeably affected in this case.

The remaining channels, channels 3 and 4, are presumably affected
only by changes in atmospheric temperature.

We therefore have radiances available from 3 MSU channels nanely,
channels 2,3, and 4.

The method used here is therefore limited to the solution of 3
equations in 3 unknowns. The equations are 3 equations like Eq.(1).
To generate the AT(k) at 3 radfnsonde stations, we select one radio-
sonde station as the "first guess =tation. We selected station #70308
(St. Paul, Alaska). We then selected 3 additional stations "surrounding"
the cyclone. These three stations are listed in Table 1.
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stationg.,
_ . lat, 1 Lomg.
57.15N 170.22W
] sies | 176.6s
55.20 162.72
50.00 145.00

(G) = "First Guess' Station, #70308

TIROS-N viewed the ar:a at about 1320Z and 15002 on April 6, 1979;
the obscrved radiances ovec the four stations (Table 2) were selected

from maps of MSU radiances for each of the channels.

No adjustment

was made for the difference in time from the radiosonde data, nomninally

at 1200Z.

Table 2-MSU radiances over Radigsqndevs}ationg.(oK)

Station .
70308
70454

70316

C7P

Channel Number _
2 b -
245.5 229.5 222.0 (G)
244.O<W 1228.5 ‘>"222.1 | )
245.3 230.6 221.5
248.7 225.5 215.3

(G) = "First Guess'" stations

Table 3 -- Values of AR(®K)

Station

‘(oL5k
70316

CiP

- Crznnel Number

-1.

-k.0

I T B
' 0 0.1
1 -0.5
~-6.7 |




o ORIGINAL PAGE IS
: OF POOR QUALITY 90

The radiance values, expressed in equivalent degrees K, were
subtracted from the values at the "First Guess'" station, to obtain
the values of AR(j) shown in Table 3.

The radiosonde temperature data were available at standard levels
up to 100 mb, except that at Ship "Papa'", the data were given to 30 mbs.
In order to use a program al:eady available, fictitious temperatures
were added at the 5 mb and 0.1 mb level. The radiosonde temperatures
were then interpolated t7 100 pressure levels from 1000 mbs to 0.01 mb
level according to a p2 7 1aw.

This interpolation retains the measured temperature values at the stand- -
ard levels exactly. Incidently, the surface pressure was generally low-
er than 100 mbs;e.g., 1t was 967 mb at station {#70316.

Having now obtained temperatures at 100 pressure levels (actually
only those at 50 levels, from 1000 to 104 mbs were meaningful) it was
a simple matter to solve the 3 equations like Eqg(l), separately at each
pressure level, k, to obtain 3 values of F(k,}) 3t each pressure level.

An c¢xample of the distributions of F(k,j), is given in Fig. 2.
Below about 400 mbs, the coefficients are fairly small never exceeding
an absolute value of 2. However mear the 300 mb level , the coefficient
for channel 3 reaches a value of +5, This may he. too large to give stable
values of retrieved tcmperature for independent radiance measurements, if
substantial randomerrors exist in the roadiance observations. For that
pressure level, errors {it the radiance measurements would be amplified
more vecause they would be multiplied by the large values of F(70,3);
(k=70 corresponds to 299 mb). However, when we derive the thickness
over the layer 700-300 mbs, as we shall do later, the coeffiecients are
quite small when averaged over that thickness layer,

In spite of the variations of the F(k,j) in Fig. 2., obviously
when the F(k,j) are multiplied by the AR(j) at the radiosonde stations

(Table 3), and then added to "guess" temperatures, we obtain exactly
correct temperatures at all levels at each radiosoande station. With
this method there are no errors in the temperature at the dependent
radiosonde stations. Since there are no errors in the temperatures,
there are no ervors in the heights of the pressure surfaces or of the
layer thicltuesses at those dependent radiosonde stations.

3. Application to indcpendent data.

Having obtained values of F(k,j), we are now ready to apply them
to all the TIROS-N MSU mcasurements over the cyclone. We derive temper-
atures at all 50 levels from 1000 mbs to 100 mbs. From those derived
terperatures, we can compute the heights of pressure surfaces, and tli- .
compute the "thickness" between any two pressure levels.
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This was done for au area larger than the region surrounding the
Sulf of Alaska cyclone (Fig. 1). For that, data from two TIROS-N orbits
were used. The times of those observations were approximately 1320Z and
1500Z.

The thickness of the 700-300 mb layer is shown in Figures 3 (1320Z)
and Fig. 4. (1500Z). The dots in Fig.3 show the locations of the MSU
observations at about 1320Z; in Fig. 4., the dots show the locations at
about 1500Z. Along the latitude 50N, the thickness increases from 175E
castward. The thickness is about 5850 m at 175E, about 6000 m at 156V,
and reaches a maximum of 6230 m, at 140W. At 53N, 170W, just west of the
cyclone center, as shown in Fig. 1., the thickness gradient is quite swally
in fact a low thickness of 5925 m was located there, surrounded by some-
what larger values of thickness.

How do these values compare with other results? Mr. H Brodrick of
NESS, kindly supplied values of 700-300 mb thicknesses derived from
“"operational" retrievals, Unfortunately those retrievals where not made at
cach MSU observation spot. So Brodrick's values were interpolated between
the thickness shown in Figs. 3., and 4. NMC's thicknesses, also supplied
by Brodrick, were also compared in a similar manner.

Comparisons with NMC (thickness 700-300 mb) and between NESS and "3-Eqs"
retrievals

It is interesting to compare the 700-30C mb thickness retricvals
with NMC's thirknesses. This is done in figs. 5(a) and 5(b), for 15002
obscrvatfons, and in fig. 6(a) and 6(b) for 13202 obscrvations. Let's
call the methods described above the "3-Fgs" method. Fig. 5(a) compares
the TIROS-N 15002 observation rcesults of the "3 Fgs'" method with NMCj
Fig. 5(b) compares the results of the NESS statistical method with NMC
(Bradrick, 1980). The largest differences from NMC occur near 45N, 155W.
Nent (hat location, both comparisons would reduce the NMC thicknesses.
But rhe "3-Fgs" wethod would rceduce the thickness by about 80 meters,
whereas the NESS method would reduce the NMC values by about 150 meters.
Thus while both methods would intensify the NMC trough at that location

the "3-Eqs" method would do so less drastically. That result is doubtless
influenced 15 the utilization of the sounding at Ship Papa (50N, 145W) in

the "3-Eqs" wmethod.

Figs. 5(a) and 5(b) are based on comparisons with interpolations by
NMC and NESS to the NMC polar-sterographic grid-point Jocations. Moreover,
in these figures, the TIROS-N observations were made necar 1500Z. Mr. Brodrick

kindly supplied also the NESS retrievals at specific locations.

These are NESS retrievals made over an average of several satellite obser-
vatio-: therefore the location of the NES§ retirievals, unfortunately. also
do not correspond enactly to the retrievals at the MSU observation locations
indicated by the dot in Figs. 5. Nevertheless the NESS retricvals were
compared with the "3-Eqs" retrievals; the comparisons are shown in 5(c).

NRIGINAL PAGE 1S
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Fig. 5(c) shows that differences ot about +100 m were computed near
155W from about 49N to S6N. Elscwhere the differences were smaller; near
50N, 170W the largest difference was -40 m. Doubtless some of the val-
ues in Fig. 5(c) are influenced by the interpolation made necessary be-
cause the retrievals were not made at exactly the same locations; but the
patterns of positive differences near longftude 155W, and negative value
near 170W i{s probably valid. This would of course change the gradient
of thickness and, therefore, the thermal wind.

Another factor which may lave affected the results, is the fact
that 45N, 155W 1is ncar the satellite viewing horizon. The observed
radiances are made at a large slant angle there; corrections are made
for "1imb effects” in an attempt to calculate what the radiances would
have been 1f the satellite observations had been in the nadir. It was
these "limb-corrected" radiances, kindly supplied by Dr. Grody, which
were used in the retricevals with the "“3-Eqs" method. Perhaps some vari-
ation in the "limb-corrections" made in the operational retrievals may
account for some of the differences in the NESS and "3-Eqs" results. Of
course ncar the center of Fig. 5 and Figs. 6, the satellite observes
near nadir, and the differences in Figs. 5 and 6 would be due to other
factors,

"" TIROS-N, 13207 observations

Tn Figs. 6(a) and 6(b), the retricvals fiom the "3 Eqs" and from
the NESS methods are compared both NMC for satellite observations made
ut about 1320Z. Near 50N, 155W, the results are similar to the ones in
Figs. 5(a) and 5(b) at that location. In Fig. 6(a) the results are some-
what different than in Fig. 5(a) because no adjustuent was made to make
the retrievals c¢qual at both observation times. In Fig. 6(a) near 55N,
135W, the '"3-Eqs" method differs from NMC by about 100 m whereas the
NESS retrievals agree with NMC almost exactly. At 57N, 130W NESS retrievals
are about 28 m larger than NMC, while the '"3-Fqs" method shows about
+70 m. The reason for these discrepancics are not obvious, and should
be investigated further. However, it should be noted that in an”opera-
tional application o~ the "3 Fgqs" method, a radiosonde (Annette Island),
near 56N, 132W would have been utilized to retricve the correct thickness

at that location,

The difference between the "3 -Eqs" and NESS retrievals for 1320Z,
is shown in Fig. 6(c). Here again we note the relatively large differ-
ences near the horizon. Near the center of Fig. 5(c¢), that is, ncar
satellite nadir, the differences are smaller although they still reach

about +50 m.
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Which result is better? It does not scem possible to decide from the
thickness field alone. If the radiosonde measurements are accurate,
obviously the results of Fig 3 and 4 must be better at the radiosonde
stations. But the NESS results are also in approximate agreement with
the Aleutian Is. radiosonde stations, Near Ship Papa the NESS results
are not in such good agreement.

Thicknese sas also derived tor the layer 1000-500 mb, but the re-
sults are not reported here. The average values of the coefficients
which yield average temperatures over the layers are shown in Table 4.

. ~ Table 4
Average coefficients, F(k,}) averaged over pressure intervals
Pressure Intervals Channel No.
(mbs) » 2 3 | 4_
1000-500 1.16 | -0.48.) -0.21
700-300 +0.86 | +0.01 -0.99

4. Tropopause

Since the retricvals yield temperatures at 50 pressure levels
between 1000 and 100 wbs, it was interesting to sce what the vertical
temperature structure was.

It should be remembered that the vertical temperature structure
at the radfosonde stations (Table 1) are accepted as true. Therefore,
the tropopause at these stations, and all the temperatures at every
level are assumed hnown. The satellite measurcments merely serve as
a rotional way of interpolating between the radiosonde stations.

With that in mind, we see in Fig. 7 two radiosonde tempsratures,
and also a set of retrievals at five locations along a line irom Ship
Papa to Adak (#70454). It is interesting to note that the lowest trop-
opause height occurs just south of station #70316 which itself had the
lowest tropopauce height of the four radiosonde stations; namely at 394 mb.

The lowest tropopause height judging by Fig. 7, seems to have
occurred just to ecast of the low level cyclone.
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5. On the question of the value of channel 2 radiance at Ship Papa

Phillips (1980) has shown that when precipita’ion is cccuring ia
the atmosphere under the -atellite, the observed radiance in channel 2
may be tov low. Under such circumstances the cold cloud is partially
substituted for the warmer atmosphere which lies below.

In order to detec* si:tuations when precipitation is occuring,
Phillips suggested comparing channel 1 with channel 2. Without pre-
cipitation, over the ocean, the radiance R, in channel 1, tends to
be much smaller than the radiance R,, in c*annel 2, but when precipi-

taticn is occuring, Rl approaches R2 in value, and R1 may even exceed
Rz.
Fig. 1 shows that Ship Papa was located under a frontal band;
it may have been raining there. Is the radiance R,, observed over
Ship Papa too low? Should the radiance be increased somcwhat? To
test this a map of R, - Rl was p-epared; the data arc shown in Figure 8.

The value of (Ry~ Ry) at Ship Papa is about 10; Phillips suggested
that when (R2 - R,) is less than 12, then R, might be affected by the
clouds. To test this further, and to deteriiine by how much R, at Ship
Papa should be increased the observed values of R, where comp%red with

2
theoretically computed values.

The value of R2 ig given by mainly

|
R2=j;?d12. (4)
In Eq.4, "I" is the temperature obtained from radiosondes and

1, is the atmospheric transmittance for channel 2. Values of Ty
wére kindly supplied by Dr. N. Grody.

The radiosonde data were mostly available up to i00 mbs although
some stations supplied temperatures to greater heights. The surface
pressure at most stations was lower than 1000 mbs. Equaticn (4) was
therefore applied for pressure levels from 970 mbs to 100 mbs at
several stations. The results are shown in Figure 9. From Fig. 9 it
appears that no correction should be applied to the observed value
of R, at Ship Papa. A line fitted by eye through the Hawaiian stations
and the Alaska stations passes through the poirt for Ship Papa. Another
line vhich takes account of Midway Island, would indicate that the
radiance at Ship Papa should be reduced, instead of increased.

Because of this analysis, the thickness shown in Fig. 3 and 4

were computed with the observed value of R, at Ship Papa. Computations
were also made with the value R2 increased from the observed value of

-2

£t Rl



- 0 s3IV BE -.«‘

95

of 248.7 % to a fictitious .alue of 250.5 . of course, because
of the method of solving 3 equations in 3 unknowns to derive F{(k,j),
no errors appear in the temperatures of the radiosonde stations, with
either value of R,. It is not until the retrievals are made at a sub~- .
stantial distance“south of the radiosonde stations that a significant
difference appears in the 700-300 mb thickness between the retrievals
with Rz = 248.7 and Rz =250.5.

The coefficients F (k,j) for the average temperature from 700-
300 mbs were:

Channel No.

2 1 3 4 4
R, = 248.7] 0.86 0.01 -0.99

Rz = 250.5| 0.82 0.08 -0.83

Since AR is small nedr the Aleutian Island stations, and the
temperature errors are zero at the all dependent radiosonde stations,
it is only when the AR's change appreciably from the value at the
radiosonde stations tha. significant changes in the thickness can
occur.

“.

6. Further Discussion

As Grody (1980) suggests, the details of the vertical temperature
structure may introduce errors in temperature retrievals from satellite
data., Fritz (1969) also indicated that true deviations from assumed
average temperatures make it impossible to derive error free retrievals
at a given height from satellite data alone. Grody suggests that the
vertical temperature structure in every synoptic situation needs to be
considered separately.

Retrievals, using both radiosondes and satellite radiances, attempt
to employ both types of data as a consistent data set. There are however

- ‘questions raised when such methods are ucsed. The present method depends on

radiosonde data. If any radiosonde sounding is in error, that error

——— . I N

will be propogated into the retrievals in the vicinity of the erroneous .
radiosonde. Moreover, if tho satellite data are not made at the same time

as the radiosonde, in a changing synoptic situation the two data sets .
would not be consistent. Therefore, the two sets of data should really

be colocated in space and in time, although no attempt was made in the
present study to account for the time differences between the radiosonde
ascents and the satel .te observations. The radiosonde data are taken,
nominally, at 1200Z, although some allowance should be made for time

taken by the ascent and deviations of the release time from 12002. The
satellite data were taken in 1320Z, in Fig. 3 and near 1500Z in Fig. 4.

TR

we
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Doubtless, comewhat different retrieval results would have been
obtained if the radicconde data had been adjusted to the satellite times,
by for example, using forecast temperatures made at hourly intervals.

In the course of the work, it was noted that the satellite radi-
ances were substantially different during local daytime from the values
during local night-time. If this is due to some instrumental error in
the satellite, ohv'ously the coetficients derived for 1200Z would not
be applicable to any other times. Space interpolation migl.t still be
permissible, but extrapolation in time would not be valid. ‘rhis day-
night variation in the MSU data needs to be investigated further.

Another item which needs to be looked into further, is the reason
for the 100 m discrepancy in Fig 6(a) between the thicknesses derived
by the "3-Eqs" method and NMC's result, in the vicirity of Annette Island.

Further test's of the "3-Eqs" method can readily be devised.. For
example {t wculd be interesting to substitute another station for Ship
Papa, and to -ompute thickness retrievals again. Instead of Ship Papa

we might employ a radiosonde in the Hawaiian Islands, or another one
of the Alaska coastal stations.
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Figure Legends

Picture of spiral cloud band over the Gulf of Alaska from
TIROS-N, April 6, 1979. The heavy line, surrounding the
spiral, encloses the area emphasized in the report. The dots
in the enclosed area show the locations of the radiosonde
stations used as dependent stations. "Ship Papa" is denoted
by "P," the "first guess" station by "G." Midway Island is
labelled "M." Ship Papa appears to be under & frontal cloud
band.,

Vertical distributions of the coefficients F(k,j), for 3
microwave channels. The tick marks on the pressure scale
are for every 5 units of "k." k = 50 refers to p = 97 mb,
k = 100 refers to p = 1000 mb.

Thickness (meters) of 700-300 mb layer, computed on the
basis of TIROS-N microwave radiance measurements and radio-
sonde data. Microwave measurements were made at about
13202, April 6, 1979. The dots show the locations

of the microwave measurements; temperature and thickness
retrievals were computed at each dot. The symbol at 50N,
145W shows the location of Ship Papa.

Same as Figure 3, except for microwave measurements made at
about 1500Z. The symbols denote the locations of the
dependent radiosonde stations. The storm symbol denotes
the approximate center of the cloud spiral in Figure 1.

Comparison with National Meteorological Center (NMC)
thicknesses (meters). Thickness from Figure 4 (15002)
minus thickness from NMC. Symbols denote locations of
dependent radiosonde stations., Note about -80 m
difference near 45N, 155W,

Same as Figure 5(a) except difference between NESS
operational thickness and NMC thickness. Note about
-150 m near 45N, 155W.

Comparison of thickness (meters) in Figure 4 with
thickness from iESS operational soundings; Figure 4
thickness minus NESS thickness. Symbols show locations of
dependent. radjosonde stations.

Same as Figure 5(a), except for 1320Z TIROS-N observaticns
(Figure 3).

Same as Figure 5(b), except for area further East.

Same as Figure 5(c), except for 1320Z TIROS-N observations
(Figure 3).



Figure 7

Figure 8

Figure 9

1o mend
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Temperature soundings. Soundings no. 1 and no. 7 are observed
from radiosonde ctations. Soundings no. 2 through no. 6 are
retrievals from the "3-eqs."” method, along latitude 50-51N,
between the two radiosonde stations. Note the low tropopause
near the center of the longitude interval.

Rad{ance, R,, minus radiance, R,, for TIROS-N observations at
1320Z. Note tight gradient along coastal areas.

Comparison of partial radiances computed from radiosonde
temperature (eq. 4) vercus MSU channel 2 radiances observed
at the same radiosonde stations. Values "First Cuess"
station (computed or observed) subtracted from corresponding
station value,
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Pacific Ocean Temperatures
in Winter
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Abstract

Horel and Wallace (1980) show the time variations of Pacific Ocean
sea-surface temperature (SST) patterns for the winter months (average
for December, January, and February). The 10 years with the warmest
equatorial Pacific SST and the 8 years with the coldest SST were selecter
from their data.

Northern hemisphere maps of the 700 mb heights, everagea :or the 10
SS3T warm years, were computed. This was done for the mean monthly heights
at each 10° latitude- ~longitude intersection; it was done separately for
November, December, January, and February. Similar maps were prepared
for the average of the 8 SST cold years. Then the differeuce in the 2
averaged height fields was computed. Maps for the difference are shown
as Figures 1-4 in this report.

In February and in January the distribuiion of the height field
agrees most with the ccrrelaticn field shown by Horel and Wallace.
Especially in February, a ring of relatively low heights surrounds the
North Pole, with the ring displaced southward along 90W. This agrees
also with theoretical findings cited. In January the pattern is almost
as coherent, but in December and even moce in November, the pattern
deviates more from the "ring pattern" evident in February.

Fourier harmonic analysis shows that wave numbers 1, 2, and 3 con-
tribute substantially to the pattern, especially in middle and high
latitudes,

Finally, an interesting 10 year repetition occurs in the 700 mb
heights at 60N, 90E. The cause is unknown; but the possibility is
raised that SST in the Pacific and Atlantic Oceans may respond to gyres
with different perfods that are harmonics of 10 years.
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Northern Hemisphere 700 mb Heights and
Pacitic Gcean Temp ratures in Winter

by Sigmund Fritz

Introduction

Horel and Wallace (1980) (abbreviated H-W) show that a correlation
pattern exists between the 700 mb heights over the rorthern hemisphere
and certain patterns of the sea-surface temperatures (SST) of the Pacific -
Ocean. For the SST, they use an empirical orthogonal fimction (EOF) of
Pacific SST given by Weare, Navato and Newell (1976). H-W show a time
series graph of normalized ¢ST from 1949-1979, They indicate by shading
their "subjective definition of major warm SST episodes in the equatorial
east Pacific.”" (It should be noted, however, that the EOF SST patterns
characterize the SST over the whole Pacific Ocean. On the average, when
the equatorial east Pacific Ocean is warm in winter, the SST is wvarm
also in the central Equatorial Pacific; but in mid-latitudes at about
40N, the central Pacific is cold then. It is really this total pattern
which characterizes the "warw" SST years selected by H-W.)

Horel and Wallace analyzed their data for winter seasons; namely for
December, January and February grouped together. It is interesting to
see how consistent their results are for all the warmest SST years which
they selected and also for the coldest years which can be selected from
their diagram (their Figure 2). They found that the largest correlation
coefficient between SST and 700 mb heights for the winter season occurred
near 60N, 160E. The correlation coefficient there was -0.66. To test
for consistency, the departure from normal (DN) of the 700 mb heights at
that location were tabulated in Table 1. There were 10 SST-warm years and
8 SST-cold years (i.e., years when the Equatorial Pacjfic Ocean SST was
anomalously warm or cold.)

We note in Table 1 that in all 8 February months with SST cold,
the 700 mb height was above normal at 60N, 160E; also in 8 out of the 10
SST warm years, the 700 mb height was below normal. In January, almost
equal consistency was found. Im 7 out of 8 SST cold years the 700 mb
heights were above normal. In 7 out of 10 SST warm years the 700 mb
heights were below normal. Pirsistence of the DN sign, from January to
February, was more consistent in the SST cold years than in the SST warm
years,

However in December, consistency was not evident. Half the 700 mdb
heights were above normal and half were below normal in both the SST
warm years and in the SST cold years.

Therefore, the results shown in Table 1 sare consistent with H-W
as to the sign of the 700 mb DN, but mainly in January and February. .
Presumbably H-W might have found an even larger correlation coefficient
at 60N, 160E, if they had confined their study to January and February,
although the magnitude of the DN's are also a factor.

.
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Years

1951-52
57-58
58-59
63-64
65-66
68-69
69-70
72-73
76-177

77-178

116
Table 1
Peparture from Normal
Mean Monthly 700 mb Heights (m)
60N, 160E

SST warm years’ 8ST cold years
Dec Jan Feb Yeors Dec Jan
-15 ~-28 - 21 1949-50 ~60 + 61
-16 -31 + 20 54-55 +59 - 20
+1 +13 - 55 55-56 +45 + 70
-55 -57 + 11 64-65 +29 + 21
~-19 -61 -114 67-68 -8 + 43
+5 -32{ - 37 70-71 -28 + 91
-60 +80 - 34 | 73-74 -12 +143
+15 ~49 - 47 15-76 +35 + 2
+40 +14 - 59
+48 -34 - 20

numbers of negative cases nunber of positive cases
(out of 10 possible) (out.of 8 possible)
5 7 ' 8 I 4 l 7|

et msnd

Feb
+19
+29
+68
+9
+86
+81
+39

+25

8
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’ Table 2
Devarture from Normal
Mean Monthly 700 mb Heights (m)
60N, 1100
SST warm years, SST cold years
Years Years
Dec Jan Feb Dec Jan| Feb
1951-52 | -51 ~46 +10 . 1949-501 -8 -68] +36
57-58 | -36 +59 +32 54-55| =11 +10]| -8
58-59 | +12 ~-11 -8 55-56| -1 +74| -27
63-64 | t+48 -28 -9 64-65| --37 -4 -68
65-66 | -15 +16 -20 67-68| -5 +11| +78
68-69 | +32 +4 +50 70-71{ -22 -17] 0
69-70 | +58 +7 +23 73-74] +32 ~54] -16
72-73 | -29 +17 +39 75-76| -l4 +16] -4l
76-77 | -3 +33 +50
77-78 | -17 +89 +101
number of positive cases number of negative cases
(out of 10 possibl:; (out of 8 possible)
4 7 7 7 4 6
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Horel and Wallace found a correlation coelficient of +0.45 at 60N, 110V.
Table 2 shows the 700 mb DN as in Table 1. Here the results are not as con-
sistent as they were in Table 1. In February, 6 out of 8 700 mb DN's were
negative for the SST cold years, only & out of 8 negative DN's occured in
January. In the SST warm years the number of positive DN's were 7 out of
10 in both February and January. In December, the SST cold years shoved
consistency with 7 out of B negative DN's. But for the warm SST years,
December had only 4 out of 10 positive DN's; 1.e., more than half with the
"wrong" sign.

So over all, January and February seem to ghow greatest consistency
and agreement with H-W as to sign of the DN, but December seecms more
doubtful 1n that respect.

Because of the month to month variation of the results at the two
locations in Tables 1 and 2, wve decided to examine the 700 mb height
variation over most of the Northern Hemisphere reparately. for cach
calendar month, A magncetic tape had already been furnished by the NOAK
Long Range Predictinn Giwup, This tape included mean monthly 700 mb
height data from January 1947 through May 1979, and had been used exten-
sively teo study the 700 mb variation, especially at 6ON. (Fritz, 1980).
The tapes contained data from 15N to 90N.

We accepted the SST character!-atfon as given by Horel and Wallace for
the years listed In Tables 1 and ?. For the 10 SST warm years, the average
700 mb height was computed at cach 10° latitude and 10° longitude grid
point from 20N to BON. The same computation was made for the SST cold years.
Then the following difference, AH, was computed.

LU IR

where #_ 1s the 10 year average for the SST-warm years and H_ is the 8
year average for the SST cold yecars. This was done separatefy for each
calendar month. And because Table 1 suggests that the February results
are most consistent we shall describe the maps of AH in the order February
January, December. We shall also discuss the results for November.

February AH, ‘

The map of AH for February is shown in Fig. 1. The largest value of
A was -94 m at 60N, 170E. In addition there was a belt of negative heights
surrounding the pole in a ring which was displaced” southward approximately
along longitude 90W. Along this circumpolar belt were several negative
height centers. The most extensive one was the area centered near 55N, 175E;
another center, with magnitude about -35 m was located just off the U.S.
cast coast, centered at almost 35N, 70W. A third center, with magnitude -
about -35 m, lay near 60N, 10E; and finally a center of about -57 m appeared
near 80N, 90E. Angell (1980) also found that warm sea-surface temperature
in the tropical Pacific was related to "displacement of the polar vortex .
tovard the region 180-90° west".
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An area of positive heights appeared over Northern Canada and the adjacent
Arctic Ocean; its centrai value was about +38 m and it was located near 65N,
125W. This is not far from the center of positive correlation found by H-W
for the winter months.

The striking feature of the circumpolar ring of negative AH, was its
similarity with theory and with observation. H-W found a ring of centers
of necgative correlation, (as described above) lying also in a quasi-circums-
polar ring with four centers of negative corralation coeffirients. Two of
these centers lay near the centers in Fig. 1; namely,
the one already mentioned near 60N, 170E, and the one off the U.S. cast
coast. They show also another center in the Pacific (r = -0.59) near 4ON;
1400, and one in the Atlantic (r = -0.30) near SON, 20W.

This agrcement 1s, of course, to be expected because both studies use
the same 700 mb data as the ones used in Fig. 1. However, their results
are for the whole secason, December, January, February, and they presumably
used all yeare, not only the "warm" aua "cold" yecars. So some of the
disagrecment between the height distribution, AH, in Fig. 1 and the distri-
bution of H-W's correlation coefficients is doubtless due to these differences
is the data base used.

Horel and Wallace also find a region of high correlatfon, +0.63 near
25N, 155FE, In Fig. 1, a region of pousitive values of AH appears there
also. Other arcas of positive AH are evident over the Mediterrancan and
over Asia,

Turning to theory, Opsteegh and van den Dol (1980) have computed the
geopotcential height response Lo an SST anomaly in the tropical occan. They
also show comparison with Rowntree's GCM for 300 mbs. Both theoretical
results contain the ring of low heights displaced from the pole along a
meridian which is somewhat downwind from the heating area. In Rowntrce's
resalts, which refer to a tropfcal hecating in the Atlantic, the largest
negat{ive height anomaly appears near latitude 50N, somewhat upwind (west)
of the longitude of tropical heating. This too is in qualitsative agreement
with Fig. 1,

Thus; the February results agree with H-W's seasonal results, and
with theoretical results too. In Janu:cy, many of the same fealures
appear; but differences are present alse. The map for AH in January is
shown in Fig. 2,

Janual._'yml}.l_l_._' A

In Janvary, the largest negative value of AH wag -83 m, also at 60N,
170E. This time, the band of negative AH, does not completely surréund
the North Pole; it fs interrupted by a positive area which stretches from
Greenland to Arabia. However, the band of negative AH, as in February,
does reach from Kamchatka across the southern U.S. and into the Atlantic.
Again a center of negative AH, value about -35 m, lies along the southecastern
United States; this time, however, the center seems to be somewhat further
west than the corresponding low center in February. The low in the Atlantic
is considerably further south than in February; in January, it was located

we
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ncar 40N, 25W with a value of about ~-25 m. The negative area vwhich vas
present in February at 80N, 90E, is not present in January. Instead the
region of the whole Arctic basin shows positive values of AR, with a
maximun appearing over Greenland (value about +45 m) instead of over Canada
where it appeared in February. The positive area in the Western Pacific

is again present as it was in February. A high =, +45m, appears near

55N, 40E, somewhat to the northwest of the weakes high which appeared in
February near the Aral Sea,

In sumnmary, AH in January appears quite similar to AH in February
over the Pacific Ocean and over the scathern Unfted States, Elscwhere,
the values of positive AH scem to have been displaced castward from *
Western Canada to Greenland and perhaps have expanded into the Arctie
Ocean borderjag Siberia’. And as we shall see (Figs. 10 and 11) the
weak centei in the Atlantic and its eouthward displacement, give more
prominance tn wave no. 1, while wave no., 2 is suppressed in amplitude.

Decamber AH,

In lecember, further changes from February were observed. The map
of AH for Deccmber is shown in Fig. 3. In December a center of negative
AH appears over the Pacific near 45N, 160W, Tte values was -48 m, This is
considerably weaker than the values in January or February, and the center
was farther to the southeast, The band of negative AH, again stretches
across the Pacific Ocean, then weakly across Mexico., This time the negative
area "trough" passes well inland over the eastern United States and eastern
Canada, then to a center, (AH = ~-95 m), ncar SON, 20W. It then continucs
across Furope to Turkey., Was the large negative AH in the Atlantic related
to the SST's in the tropical Atlantic Ocean? It would be interesting to
investigate that possibility.

The positive values of AH now again appear over western Canada and
the adjacent Arctic Ocean (AH = +45 m). The high AH which had appeared in
February near the Aral Sea and in January south of Finland, now appeared
sti1l further northweust 7AH = +60 m) centered over Scandinavia,

To some extent then the negative pattern in the Pacific appesrs again,
although weaker and further east. The positive area in the scuthwest
Pacific seems to have shifted towards the northwest, with a high value of
+20 m appearing over the south China Sea.

Of significance for the eastern United States is the location of the
lowest AH there. In January and February, centers of negative AH lay
along the east coast. Therefore, from geostrophic wind considerations
one might expect below normal temperatures in SST-warm years along much
of the U.S. easc coast in those months; the reverse would bLe expected in
SST-cold years., A preliminary review of the "temperature departure from
normal”™ maps in the Monthly Weather Review indicates that in February
this expectation was often fulfilled,
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November AH.

From Pacific tropical SST kindly supplied by Dr. E, Rasmusson (Climatic
Analysis Center, NOAA), 1f Appears that SST's in November in general, had
the same sign as the SST ancmnalies for NDecember, January and February. It
is therefore interesting to examine the November values of AH,

Fig. 4, shows the map of AH for November. Again we find a low center
in the central Pacific with a value of -59 m, This center was located near
50N, 170W. There also was a weak negative area over the southern United
States, with a center of a'.out -20 m near southern Arizona. Although .
negative values still appear over the southeastern U.S., the values are
very small, Another negative center appears over the Atlantic Ocean,

(AH = -46 m), near SON, 20W. The negative zone, although weak, continues
across central Asia,

Several centers of positive AH appear around the hemisphere near latitude
and 40N; a zone of positive AH lies over Greenland and the Arctic Ocean
north of Siberia. One of the positive AH centers appears near the west -
coast of North America, Interestingly, the axis of positive AH, stretching
from Greenland across the Arctic Ocean to Northern Siberia, is essentially
perpendicular to the axis of positive AH across the Arctic in December,

-~

In November (Fig. 4) again the negative band of AH is rot continous
around the Earth. If the SST was producing the negative area over of the
North Pacific, in November and December the effect does not seem vigorous
enough to produce a continuous ring of negative AH as it did in February.
Still there is a suggestion of a continuous ring or spiral of negative AH
that stretches from North Canada, across the Pacific into Asia, thence
across Scandinavia and England into the Atlantic; after a weak break
(AH = +5), that negative band continues across the southern United States,
to Northern Mexico and into the tropical Pacific.

Summary of Pacific and Atlantic Ocean negative centers

In all four months, the negativ: AH centers in the Pacific and Atlantic “
are summarized in Table 3.

Table 3

Locations of pgggtive AH centers

Pacific Ocean - Atlantic Ocean
Lat. Q'] Long. | AH (m) jLat. (N) | Long. (W) | AH (m)
Nov 50 170w -59 50 20W ~-46
. [ . ., . . .
Dec 47 170w -48 : 50 20W -95
Jan 55 180 -83 40N 20w -25.
Feb 55 175E ~94 60N 1w -35 '

o — . e e = m me - e e - . —— —— e ey —— S Sy G ® = e~ a—  —— o ——— g e~ Ay W e a ke g i
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The patterns for all four months show persistent negative AH centers in

the central Pacific near longitude 180°. In the Atlantic Ocean, centers

of negative AH also appear near longitude 20°W in all four months. This
suggests that wave number 2 plays a prominent role in the response of the
atmosphere to the influence of the Pacific SST anomalies. However, because
the magnitude of the AH centers in the two oceans varies, wave number 1 und
other Fourier components also affect the results. To examine this further
the Fourier components for February and for December were computed.

Fourier Wave Components. .
The "normal height field". :

Fig. 5 shows the phase and amplitude of the trough of the "normal" 700
mb heights for wave no. 1. The "normals" are the average heights for the
period 1951-1973., The phase varies very little from October through March,
from 20N to 60N; Eliasen (1958) had already found similar results. At
latitude 70N and 80N more variation occurs, but the amplitudes are relatively
small there. Fig. 5 is also in agreement with the values of van Loon, Jenne
and Labitzke (1973).

The amplitudes are largest near latitude 50N, varying from about 70 m
in December to 59 m in February. In October and March the amplitudes seem
substantially smaller; namely, about 48 m. Therefore unless interaction of
the SST with the mean circulation is very sensitive to sm2ll changes in the
"normal" height field, we probably cannot depend on interaciions between the
SST effect and the "normal" height field to “explain" the observed difference
between the December AH-.(Fig. 3) and the February AH (Fig. 1). Opsteegh and
van den Dool (1980) found that the mean zonal wind variations between winter,
fall and spring, do not produce weaker effects in the response of the SST.

If anything they found even more pronourced response in fall and spring than
in winter.

Fig. 6 shows the '"normal" phase and amplitude for wave no. 2. Again
the phase wave varies little from month to month except at latitude 30N,
where the amplitude is small, It is interesting to note that the slope
of the phase line in Fig. 6 is from east to west with increasing latitude
this is opposite to the slope for wave no. 1 (Fig.5), a result also found
by Eliasen (1958) and emphasized by Austin (1980).

The amplitude in wave no. 2 is again a waximum at 50N. Moreover, the
amplitude is similar in December, January and February, i.e., between 50 m
and 59 m. Now however, the amplitude in November is substantially smaller
and even smaller in October; in March the amplitude is also smaller than in
the winter months. So again, it might be difficult to look for differences
between December and February (Fig. 1 and 3) based on variations of the
"normal™ height fields in those two months.

Finally, Fig. 7 shows the phase and amplitude for wave no. 3, of the
normal 700 mb height field. Again there was almost no variation of the
phase from month to month for October through March, this tire at all
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latitudns., The amplitude was somewhat smaller in December than in February
(46 m verses 59 m). I: is interesting to note that at latitude 50N, the
amplitude for wave nos. 2 and 3 was about the same in March as in December;
and the amplitudes were also mainly similar for those months at all latitudes.

Componeats of the AR field.

What about the variation of the wave number component in AH; 1i.e.,
in the heights for the SST warm years minus the SST cold? Fig. 8 shows
the phase of the minima for AH for wave numbers 1 through 4, for February.
Fig. 8 shows that the slope of the phase with latitude was from east to
west with Increasing latitude. This is the same sense as the slope of wave
no. 2 in the "normal” height field; only now it is observed even in wave
no. 1. At latitude 60N and 50N, especially, all the wave number components
contributed to the negative values of AH. 1In fact all the phase lines
appear to intersect at about 45N. Depending on the amplitudes of the Fourier
components, we might find a large negative AH at 45N. However, the awrplitude
(Fig. 11) of wave no. 2 (40 m) at 60N. was a maximum, decreasing in magnitude
both north and south of GON,

Figures 10 through 14 show the amplitudes of the Fourier compunents of
OH for November through March. In December, Jan-ary and Februvary, the -
amplitudes of wave numbers 1, 2 and 3, are usually the largest at latitudes
50 to 80. In January, as noted earlier, wave number 1 dominated. Still,
depending on the phase relationships sheown in Figs. 8 and 9, contributions
from wave numbers 4 and 5 may also be important.

The sum of the amplitudes at 60N is not sufficent to yield the observed
large negative values of AH, namely -94 m in Fig. 1. To attaim such large
values we need to include the zonal average value of AH; 1.e., wave no.
zero. The zonal mean values are shown in Table 4.

Table 4 - Zonal average value of AH (m)

Latitude December January February

80N + 4 +25 -6
70 + 2 +5 -10
60 -10 -2 -10
50 -18 -11 -11
40 -6 -11 -6
30 + 6 0 + 4

20 + 7 +7 +10

S
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Table 4 shows that for latitudes 40 to 60N AH was negative in all three
winter months. At latitude 20 and 30N, there was a tendency for positive
AH to appear. This effect would increase the west winds near 40N in the
SST warm years relative to the SST cold years. A tendency for the subtropical
jet stream to strengthen significantly in response to sea surface temper-
ture changes in the equatorial Pacific war also noted from numerical
experiments at GFDL (1980),

The slope of the phase lines in Fig. 8 suggest that one of the effects
of the 8ST andomalies might be to strengthen the influence of wave no. 2 in
the "normal" 700 mb height fiecld. 1In the normal field, wave no. 2 is
prominent because of the effect of mountains and continent-ocean contrast on
the._atmospheric circulation (Manabe and Terpstra, 1974).

Discussion

The "normal" 700 mb height field does not seem to be sufficiently different
in December from February to explain the difference between the AH fields
in those months (Fig. 1 and 3). What other effects might have done that?
0f course the possioilities are very large. Among the possibilities, are
the actual ‘dctailed varfations in SST not only in the tropical Pacific but
also in mid-latitude SST variations, Numerous empirical studies (e.g. Namias,
1979) and many theoretical studies discuss relationships between central
Pacific SST and aspects of the atmospheric circulation. For example Fritz
(1980) has found that the correlation between the SST in the central Pacific
and the mean monthly 700 mb height at 60N, 170W was positive in all winter
months and in two sepafate dccades. Therefore it might be useful to examine
the SST in the central Pacific for the "warm years" aad the "cold years" in
Table 1. We note again that, on average, the SST in central Pacific would
tend to have opposite signs from the SST in the equatorial Pacific (Weare,
et al, 1976).

Another factor might have been the SST in the Atlantic, Rowntree (1976)
had shown that the SST in the Atlantic would affect the circulation of the
atmosphere over the Atlantic, Perhaps a large SST anomaly in the Atlantic
produced the observed large negative value of AH (-90 m) in the Atlantic
in December (Fig. 3). Depending on whether anomaly in the Atlantic were ,.
in phase or out of phase with the SST in the Pacific, the Fourier wave
number components of the AH pattern might be affected in different ways.
Other factors might be the snow and ice distributions. These would not
only vary from November to February but also from one year to the next.
The southward extent of snow and ice, and the thicknesses would of course
influence the surface temperatures. Can differences in the surface
temperatures, due to ice and snow, also influence the general circulation
of the atmosphere, in addition to sea surface temperature effects?

In December (Fig. 9), the slop. of the phase line of wave no. 1 is
differeat from the slope in February (Fig. 8). Although, there is some
ambiguity about the slope direction between 60N and SON, from 50N to 30N,-
the slope is opposite in December from the slope in February, In Decehber
for wsve no. 1, the slope is more like the slope of the "normal" wave
no. 1 phase. Theshift of the wave no. 1 minimum in December from the
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Pacific north of 60N to the Atlantic sector at 40N and 50N, {is connected
with the large negative value of AH (-95) in the Atlantic in December.
Whether this shift was caused by a large SST anomaly in the Atlantic
Ocean is unknown at present,

The possibility that the SST in the Pacific and Atlantic might
affect the large scale circulation simultaneously raises many possibilities.
For example, the Pacific and Atlantic Ocean gyres have different periods
(Reiter, 1979). If the gyres carry with them SST anomalies, then observed
cyclic variations in the atmospheric circulation might be related to
combinations of two or more periodic variations of SST in the two ocenna.‘

Earlier Fritz (1980) showed that the lowest 700 mb height anomaly at
60N, 90E tended to occur at 10 year intervals. Specifically, in the sum .
of wave no. 1 and wave no. 2, the lowest 700 mb height at 60N did occur
at about 90E in 1948, 1957, 1958, 1967, 1968, 1977, 1978. To see what
happened in all the years from 1948 to 1978, the 700 mb height departure
from normal (DN), is shown in Fig. 15. The similarity in the DN's for the
decade 1948-1957 and 1968-1977, is striking. Moreover even in the decade
1958-1967, the years 1958, 1959, 1966, 1967 follows the trends in the other
two decades. Fourier harmonic analysis of the data in Fig. 15 show that the
period 10/4 = 2.5 years had the largest amplitudes in the decades 1948-57
and 1968-1977. The time resolution of the data by Fourier analysis is not
very detailed. It is nevertheless interesting to note that 2.5 years is
not far from the quasi-biennial period; also 2.5 years is not very far
from 28 months, twice _the Chandler wobble period . of about 14 months.
Maksimov (1958) claimed that the surface pressure near 90E in high latitudas
exhibited a periodicity which he attributed to the Chandler "polar tide"
and to the non-spherical shape of the Earth., Whether periodic SST
variations in the Earth's oceans, or the Chandler wobble, or some other
effect is the "cause" of the regularity in Fig. 15 is at present uncertain.

n .

In summary, the circulation change differences from November to
February (Figs. 1-4) in relation to SST seem consistent in same respects
but different in other respects. The cause for the difference are unknown;
perhaps surface effects or atmospheric effects such as vertical stability
might be causative factors. It will also be interesting to extend the .
analysis to other months, pe: haps for the whole year July to June, extending
Figures 1-4 in both time directions. It should also be interesting to
examine maps such as Fig. 1-4 for sea-level pressure data.
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Figure 1 : Map_for February of AH for 700 md heights. AH = iw -,
where H 1is the average 700 mb height for the 10 years vhef
the tropical Pacific SST vas anomalously warm, and H was the
average height when the SST was cold. Note the circﬁmpollr
ring of negative values, displaced southward along about 90%.

Figure 2 : Map for January of AR. (see Fig. 1).
Figure 3 : Map for December of AH. (see Fig. 1).
Figure 4 : Map for Nevember of AH. (see Fig. 1).
Figure 5 : Wave number 1. Phase and amplitude (m) of the "normal"

700 inb height field. The phase is the longitude of the
minimum height for that Fourier component,

Figure 6 : Wave number 2. (otherwise the same as Figure 5). The bar
shows the range of phases at latitude 30N. December phase was
at the western edge, January at the castern edge,

Figure 7 : Wave number 3. (otherwise the same as Figure §),

Figure 8 : Phase (Longitude of minima) of AH, for February; wave
numbers*®l through 4,

Phase (Longitude of minima) - of AH for December; wave numbers
through 4.

Figure 9

—

Figure 10: Wave number 1. Amplitude (m) for November through March,
from latitude 20N to 80N, of AH,

Figure 11: Same as Fig. 10, except wave number 2,

Figure 12: Same as Fig. 10, except wave number 3,

Figure 13: Same as Fig, 10, except wave number 4,

Figure 14: Same as Fig, 10, except viave number §.

Figure 15: DNWIW2 is the sum of Fourier components fur wave number 1
plus wave 2 of 700 mb height departure from normal (DN) for »
December, at 60N, 90E. The abscissa show the Years arranged

- in 3 decades, 1948-1957, 1958-1967, 1968-1977. The years 1958
and 1968 are repeated in order to include 1978.

Figure "16: "Normal" 700 mb height map for February after latitudinal
average heights were subtracted from mean heights. Zonal average
heights shown in rettangular boxes along longitude 4OE. [Note
this figure not discussed in text, but included for comparison
with Figure 1.]
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1. Introduction

The research of this project is directed towards seasonal climate
variations; that is, fluctuations in the meteorological variables on time
scales of about & month and on spatial scales of 1000's of kilometars.

It is an underlying assumption that the "climate" on these scales can be
resolved if the causes of planetary-scale, quasi-stationary disturbances are
understood. Then, since thare is a correlation between the amplitude and
phase of the planetary waves and the location and intensity of synoptic~
scale disturbances (e.g., Blackmon, 1976, Lau, 1979), it may be possible to
predict the fluctuation in regional climate through the use of empirical
statistics. Although the prediction, per se, is not the object of our
project, it is the underlying motivation for the study of planetary-wave
dynamics, --

The causes of the planetary wave-patterns have been recognized for many
years since the rather successful studies of Charney and Eliaswen (1949),
Smagorinsky (1953) and Doos (1963). Using linear steady-state models, they
were able to explain the existence of the stationary, planetary-scale waves
in middle latitudes. From these early studies the importance of topographic
forcing and thermal heating were recognized.

It i{s somewhat of a surprise, then, that the prediction of the long waves
in forecast models has been so difficult. Apparently, the nonlinear dynamics
of the long waves on a sphere are a more complex process than was visualized
with early models for stationmary flow. Recently, there have been several
developments which have illustrated the important dynamics of planetary waves.

* Spherical geometry is imporcant in the description of ultra-long

waves (Kallen, 1980; Sommerville, 1980).
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* There arc important "teleconnections" between the frrcing in the tropics
lat{tudes and the response in middle latitudes (Morsl and Wallace, 1980;
Opsteegh and van den Dool, 1980).

& Multiple equilibria in a nonlinear dynamical system may exist for
some conditions of mechanical and tharwmul forcing (Charney and DeVore,
1979; Vickroy and Dutton, 1979; Lorenz, 1980).

These developmants give some insight into the possible prediction of
planetary-scale waves and their seasonal variations. That is, it may be
possible to simulate the ultra-long waves beyond the time period of deter-
rinistic forecasting if we can correctly model the dynamic response of the
atmosphere to slowly changing, but persistent thermal and topographic forcing.
The minimum requirements-of such models are:

* Global in lateral extent, two layers.

# Non-linear dynamics.

# Resolution of planetary scales.

* Balanced conditions for pressure/velocity determination.

* Capable of long-term integrations; i.e., energetically consistent

and able to explain long-term changes in the distribution of mass
and kinetic energy.

A low-order, spectral model with these characteristics has been developed
and 1is operating on the GLAS computer (Section 3). A steady-state, geostrophic
versic: of this model has recently been constructed also by Ashe (1979). This
type of mydel recos ‘zes the collective forcing of all scales less than
planetary size only implicitly through an equivalent imposed heating function.

Of coursa, it is a serious limitation to ignore the explicit interaction

of cyclone-scale eddy fluxes with the planetary scale steading waves. However,
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if the forcing by s;noptic, baroclinically unstalle disturiances is really
the most important forcing functiom of plaretary-scale dynamics, efforts to
make dynamic, seasonal climate forecasts are seriously impaired, since the
forecast will depend on statistical products from an fastability process which
cannot itself be forecast more than a week or so in advance. In fact, we
have some evidence that this pessimistic view is not warranted; reasonable
planetary wave structures have been determined by many authors from topo-
gvaphic and external heating sources without resort to explicit forcing by
the transient eddy fluxes. However, this question is by no means settled
(Gall, et al., 1979). To predict the variations in seasonal climates, it

may be necessary to have some explicit knowledge of the transient eddy fluxes.
In that case, two choicé&$ are apparent; the eddy fluxes must be parameterized
or specified from climatic data or contemporary analyses of synoptic-scale
observations.

Another important question for a model of planetary waves concerns the
mechanism of "blocking" which 1s usually associated with stationary waves of
synoptic scale. To explain this phenomenon there are several theories which
have been proposed which use physical mechanisms that are also important in
the dynamics of planetary waves:

NON-LINEAR THEORIES

* Multiple equilibria (Charney and DeVore, 1978; Hart, 1979; Kallenm,
1980; Lorenz, 1980; Vickroy and Dutton, 1979). The possibility of

the existence of multiple equilibria in a nonlinear dynamic system

suggests that the "blocking'" phenomena may simply represent dyramic
solntions in a different attractor set of a stable equilibrium point

which is distinet from the usual case of quasi-periodic flow.
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* Wave: vave interaction resonauce (Egger, 1978). Blocking action

occurs in preferred regions of the standing wave forced by planetary
scale heat’~. and topography. Travelling waves near resonance (C = 0)
interact nonlinearly to create a smaller-scale, persistent distur-

bance resembling a blocked flow condition.

LINEAR THEORIES

* Local resonance of Rossby lee waves caused by topography (Kalnay-Rivas,

1980; Faller, 1980). The response of the atmosphere to topographic
forcing depends on the local flow condition at the mountain ridge and
the existence of a disturbance upstream to deflect the flow.

* Planetary-wave resonance controlled by mean flow conditions, thermal

and mechanical forcing (Tuang and Lindzen, 1980). Medium-scale, propa-
gating waves are excited by fluctuations in thermal forcing or changing
flow conditions over variable topography. These waves are easily
trapped {in the vertical) by the zonal wind field, and under the proper
mean flow conditfans, may be near the resonance for stationary waves,
thereby producing a "blccked" coudition. Blocking by lor.ger, planetary
waves is more unusual, but its influence is felt for a longer period
and over a greater area, even penetrating into the stratosphere.

* Unusual thermal forcing drive both exceptionally large amplitude

stationary and propagating planetary waves to produce an (apparent)
large-scale blocked flow (Austin, 1980). Subsequent steering of cyclonie
storms by the pl:n:tary mean flow reinforce, intensifies and maintains
the blocked flow. Conditions may permit the development of inter-
mediate wave unumbcrs (e.g., wave number 4) which are easily resonant

to the usual mean atmosphere flow conditions; this is the usual scale

of blocking anticyclones.

In general, theories of blocking depend on the strength of the pianetary
thermal forcing or the state of the atmosphere (resonance) or the nature of
the quasi-equilibrium and its dynamic fluctuations. But these same mechanisms

are responsible to some degree for the existence of planetary waves and their

. N AL aAE
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large-scale anomalies. In addition we have already discussed the possible
contribution of cyclone-scale disturbances (transient eddies) to the planetary-
scale flow.

Therefore, we study the dynamics of Planetary-scale waves which are
driven primarily by topography and thermal forcing. We use the global,

truncated spectral model already developed for this purpose.
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2. Review

Recent diagnostic studies, e.g. Van Loon (1973), Lau (1979) and
Boettger (1979) indicate that the seasonal climate, as defined in the
introduction, is determined largely by the long-wave components (wave
number less than or equal to 4). Van Loon (1973) finds, for example,
that 962 of the variance of the winter normal 500 mb geopotential
height 18 contained in the first four wave numbers at midlatitudes.
Blackmon (1976) performed an analysis of the same field in terms of
Fourier series in time and Spherical Harmonics in space, and found
most of the variance concentrated in the long-wave, slow moving (quasi-
stationary or stationary) part of the spectrum. Lau (1979) finds that
the contribution of the stationary components of the local vorticity and
heat transport budget® ex:ceds that of the transient component by a fac-
tor of 2 to 5. Similar conclusions are reached by Wallace (1978) in his
discussion of the role of stationary versus transient components in
maintaining the ga2neral circulation.

The transient components are preseunt at all scales. The short scale
features (baroclinic waves) contain most of the variance associated with
the transient components. Statistically, these waves are correlated with
the stationary ones. Boettger (1979), among others, clearly shows in-
creased cyclogenesis east of stationary long wave troughs.

The transient long waves have becen analyzed by Madden (1979). They
are propagating Rossby waves. They are of some importance to the
stratosphere (Charney and Drazin, 1961; Matsuno, 1970), and some slowly
moving modes near resonancc may contribute to important tropospheric

anomalies (Lindzen, 1980).

= 5 kR, N
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The stationary long wéives are a response to the large-scale atmospheric
forcing fields:

(a) orography,

(b) diabatic heating by turbulent heat transfer from the ground,
release of latent heat, direct radiational heating and cooling,
and radiative transfer within the cloudy atmosphere.

(¢) 1internal mechanical dissipation, and

(d) energy transfer from an ensemble of cyclone-scale disturbances.

The response of the stationary component to forcing was first investi-
gated using linear models on a beta-~plane. Charney and Eliassen (1949)
considered the effect of orography using a linearized equivalent baro-
tropic model. The 500 mb, geopotential field was decomposed on a latitude
circle into a large-scale stationary component and a sherter, transient
component. The predicted height field was accurate enough to establish
the importance of orcgraphic forcing.

Subsequently, Smagorinsky (1953) treated the effect of sinusoidally
distributed heat sources on a simple baroclinic model with constant lapse
rate and wind shear, including friction. He found the response of the
perturbation height field, with a trough east of the point of maximum
heating. These results agree qualitatively with ohservation.

Since the basic state used by Smagorinsky was not entirely realistie,
other investigators have refined his results. Doos (1968) used a lapse
rate and wind shear varying with height. His results are not markedly
different from those of Smagorinsky. Saltzman (1965) considered heating
and orography simultaneously, using a linearized model. Recently, Tung

and Lindzen (1979) performed a similar analysis, but using a multiple

L 24
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perturbation technique. They have proposed an explanation for rare but
large ancmalies in the planetary wavas by a "blocking" mechanism due to
a resonance of & nearly stationary Rossby wave.

All these analyses rely on linearized dynamics. However, they are
limited by (a) the necessity of prescribing an equlibrium basic state,
which is usually assumed to be consistent with some imposed forcing, and
(b) by the resonance effects which may be unrealistic. These shortcomings
are reviewed by Ashe (1979). Furthermore, the studies are carried out in
Cartesian geometry which is not appreopriate for planetary waves and which
may provide spurious reflections of energy by the lateral boundaries.

General circulation models have also been used to analyze the effezts
of the forcing fields. Manabe and Terpstra (1974) computed the influence
of orography in the GEDL model and found significant differences in the
distribution of energy between stationary and transient components, The
response of GCMs to thermal forcing at locations in middle latitudes has
not been very strong (Kutzbach et al. 1977; Houghton et al. 1974). However,
there 1s some evidence that the thermal forcing from the subtropics strongly
influences the atmospheric circulation in the GCM (Chervin, 1980).

The GMCs are, as a rule, unable to reproduce planetary scale, persistent
features (Sommerville, 1980), or persistent "blocked" flow, although
Miyakoda (1980) has been able to show improvement in this respect. There-
fore, it is apparent that studies of simplified models are needed to
clarify the important dynamic processes in complex GCM experiments.

Simplified models attempt to lower the order of the system by
expansion in series of orthogonal functions or by asymptotic expansion.

In some cases analytic solutions are possible (Baer, 1970, 1971); however,

e e i i ol i
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the truncation is necessarily severe. An alternative approach is to
use the methods developed for analyzing systems of nonlinear ordinary
differential equations. These methods are treated in Minorsky

(1962). The methods emphasize the study of the system in phase space in

the vicinity of the points where time derivatives vanish (critical points,

or steady states). In the case of the atmosphere or simple fluid flows
each steady state is identified with a particular flow regime.

Lorenz (1962a, 1962b, 1963a, 1963b) carried out studies motivated by
laboratory experiments with rotating flows, where the fluid exhibits
several flow regimes determined by the imposed forcing (in this case a
thermal gradient and the rotation rate). He found different, steady
state solutinns as the forcing was changed, i.e., the Hadley and Rossby
regimes. The Hadley regime contained a number of subclasses identified
by wave numbers. The behavior of the system near critical points was
examined to show that transitions between states could occur. For other
values of forcing the trajectory in phase space fcrmed by the expansion
coefficients is closed, surrounding two steadystates (vacillation). For
still other values of forcing the trajectory in phase space is chaotic.

Veronis (1963) performed a similar anaylsis for a barotropic, wind-
driven ocean in a square basin, with rather realistic results considering
the approximations made. Stable steady states were found. Under some
conditions of forcing, the system goes into a limit cycle.

These studies suggest that even though the forcing is fixed, a system
can execute transitions from one regime to another. This vacillatory
behavior is suggestive of the variability of seasonal climate.

Charney and De Vore (1979) applied the methods to an equivalent baro-

tropic model forced by orography and a vorticity source, using a channel

-
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model with high truncation. For certain combinations of forcing, multiple
equilibria are found. Three steady states appear for reasonable values of
forcing although only two of these are stable., One solution suggests s
"blocked" flow pattern, while the other corresponds to more normal condi-
tions of small-amplitude waves. This work is suggestive of some atmo-
spheric conditions although lateral boundaries, truncation and the baro-
tropic model limit the application of these results.

Hart (1979) was able to obtain a set of identical equations using an
asymptotic expansion method. This result and others indicate that the
results of Lorenz and of Charney and DeVore are not a fortuitous consequence
of a particular truncation procedure.

Furthermore, Ashe (1979) has found a steady state for the Lorenz four-
variable model'inspheriézl geometry, uéing modes symmetric about the
equator. However, Ashe did not investigate the existence of multiple steady
states nor the nature of solutions near equilibrium. The forcing function
was obtained from observations, and there was some success in predicting
the mean fields.

Charney and Straus (1980) have extended the work of Charney and DeVore
to a baroclinic, two-layer channel midel. Multiple equilibria were confirmed.
The orography is necessary for the equilibria to exist, but the energy
comes from the potential energy of the mean flow. Blocked flows, however,
require unrealistically large thermal forcing. This may he due to the
extreme truncation, to Cartesian geometry, to quasi~geostrophic dynamics,

or. to idealized forring.
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Spherical geometry appears to be mandatory in the study of planetary
waves. Somerville (1980) shows that the use of a global model produces
a significant improvement in the predictability of the long waves, even
compared to a hemispheric model. A study of the observed global anomalies
by Wallace (1980) and Horel and Wallace (1980) finds that teleconnection
patterns in the 500 mb. geopotential fields are global in extent. A
dynamical experiment by Hoskins (1978), who investigated the response of
a linear barotropic model to long-term forcing showed similar results.

The applicability of quasi-geostrophic dynamics to the long waves
was reviewed by Kasahara (1976), who notes from scaling arguments that
the divergence is of the same order as the vorticity for long waves.
Kasahara suggests the use of the primitive equations, but an alternstive
approach is also possible. Lorenz (1962a) has simplified the primitive
equations based on energetic consistency, rather than on scale analysis.
This set of equations i3 superior to the quasi-geostrophic approximation

for planetary wave studies,

ot et o+ are o me
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3.0 Model Equations

The equations of the model are those of the two-layer energy-conserving
model presented by Lorenz (1960). The model consists of prognostic equations
for y and 1, representing respactively the stream field and its vertical .
shear, and © and o, which represent potential temperature and its lapse
rate. A diagnostic equation is employed to obtain the divergent part of
the motion field. We employ the notation of Lorenz (1960),

The model levels are numbered from 0 to 4 with O representing the top
of the atmosphere (p = 0) and 4 representing the ground (p - p_, = 1000 mb).
Variables are subscripted according to which layer they refer. With this

notation, the winds at the upper and lower layers are, respectively,

-

W = KxV(p+T) + VK ¢.1)
A , .
W, = Kx v($-T) -V X (3.2)

The corresponding potential temperature fields are

7

Og= 0-0 : G .4)

O ro G.3)

it

Thus, ¢y and © represent the stream field and temperature, respectively,
at the middle level (500 mb); t and o represent their vertical shear. In

terms of these variables, the equations for y, 1, O, and o are:

Ji__(v"‘q,) =~J (¢, V?s‘-f/')- J‘(C',V"L‘) + kﬂ},&-r} (3.5)
+ ZL Vel FvXs)
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%(vzc) = =T(CVTrf) ¢ T(¢,0°T) - kvt
+ &R VY 4V (fv%)-!iv.(lvw (3-6)

5e = TN - T(T ) b 0%0re) 4 (1Y) 3.7y
0C . —~T( g,0) - T(T &) +h(6-0" +h,s, (3.8)
o€

V. vx

The constants K2 and K4 account for frictional dissipation (exclusive of
Ekman layer forcing which is included in (3.9));and the constants h, and
h& for heat transfer. The function O* represents the surface temperature
and therefore controls the magnitude and phase of diabatic heating.
These equations will be solved on a sphere of radius a. Therefore, there
are no lateral boundary condicions. The vertical boundary conditions will
be specified as: ..

(a) At the upper boundary, the vertical velocity is zero.

(b) At the lower boundary the vertical velocity is the sum of that

caused by Ekman pumping and of flow over opography of prescribed height

hs' This implies that the term X, i3 srecified by:

ViE - —Jig[fv’cs&—w +T(4-Th )] (.9
P

Wnere D is a parameter representing the depth of the Ekman layer, (ZK/f)l'/2

A diagnostic equation for the velocity potential x is obtained from the

thermal wind relation

éc;ovz& = V. (fvp) (3.10)

Where b = ,124
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From equations (3.6), (3.7), and (3.10), we can derive an equation for y.
V.(eVE ) -GV 7, fv(va(v. FOX)) =

Y 4 -
&%) v f v (v (Lic)+ 08
Je
Equations (3.5) through (3.8) are solved prognostically; (3.11) provides

(3.11)

the equations for y.

3,2 Method of Solution

Equations (3.5) through (3.8) and (3.11) are solved by the spectral
method. The prognostic variables are expanded in a series of spherical
harmonics. When the series expansions are substituted into the original
equations, we convert the partial differential equations into a set of
ordinary, coupled nonliqgar differential equations, one equation for each
coefficient in the series expansioq. In practice, the series must be
truncated at some point. The method 15 well-described elsewhere (Platzman,
1960, Merilces, 1968).

In recent years, the transform method has been used to compute
nonlinear interactions because of its computational efficiency. The current
model uses the interaction coefficient method (Merilees, 1968). This is
done for a number of reasons:

(a) In systems with few modes (low-order systems) thic computational

panalty 1is not excessive.

(b) The Interaction coefficients are essential to analytical work.

(¢) The interaction coefficients can be used to filter out certain

types of interactions, for instance, wave-wave interactions.

Thus, it is possible to linearize the model without reprogramming.
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The system of ordinary differential equations which results from the above
procedure must be integrated numerically. In the current version of the
program, a fourth-order Runge-Kutta-Gill procedure taken froms the IBM
Scientific Subroutine Package is used.

The model has been programmed in such a way that any combination of
modes may be specified. The model user is free to select triangular

truncation, trapezoidal truncation, or simply a collection of modes.

3.3 Model Verification

A number of preliminary runs have been made with the spectral model
described in the preceding sections, These rurs are by no means exhaustive,
as their purpose is to serve as a demonstration of the feasibility of the
model. The runs all use the same truncation, time step, and initial con-
ditions; but the forcing is different in each run. We now will describe

these common elements, in addition, a number of ographic resonance experiments

have been performed. These are described in section 4,

3.3.1 Truncation
The modes selected are given in Table 3.1, (called the "12 mode set"
hereafter). The numbers are, respectively, the zonal index £ and the longitudinal

index m of the spherical harmonic

m imd
YC = Ay g /D:’ (¢,1)¢€ (3.12)

Whe e Nm is the normalization factor (Platzman, 1960)

s1

The modes selected are a "minimum triangular truncation"plu.Yg. This
mode was included (a) to give some detail to planetary wave 2, and (b)

to provide a nonzero result for the operator (V-;v) yielding Yg. It

s
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It should be noted that the components of the stream field (v, t) are odd
for symmetric flow (with respaect to the equator, whereas the components of
temperature are even under the same conditions. Therefore, equatorially

symmetric conditions require both even and odd modes to be present.

Table 3-1

Modes Used in all Runs

Zonals Sectorials Tesserals
0,0 1, 1 2,1
1' o zl 3'
2, 0 2, -2 3, -2
» 0 1’ '1 ’ -1

3.3.2 1Initial Conditions

The zonal components of the streamfunction § and tts sheat T
were chosen so as to yleld a reasonable value of the zonal wind at thc upper
and lower levels. The model then calculates an initial temperature field
© from the thermal wind equation (3.10). The static stability fieid (o)
was initially chosen to be a constant 30K, representing a vertical strati-
fication of 30K/500mb in the middle troposphere. Note that the stability
is not constant, as the model employs the prognostic equation (3.8) to

calculate stability.

3.3.3 Tiae Step and Run Duration

The time step was chosen by experimentation as a compromise between
accuracy (judged by energy conservation iroperties) and computational load;
it was fixed at 1.0 hours. It should te wentioned thac the Runge-Kutta

algorithm will eventually be replaced by a more suitable mathod. It is used
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because it is self-srarting, stable and accurate, but it is time consuming and

requires a short time step. Run duration for all verification runs was 20 days. The
constants Kz, K,, hz, and h& were chosen to give a relaxation time for

the model of about 5 days. The run duration is thus a factor of & larger

than this relaxatior time and permitted many runs to be made with a

reasonable expenditure of computer resources.

3.3.4 Results
A series of runs were made using the initial conditions described
in 3.3.2. These runs differ in the forcing used in each case, described
below:
Case 1. Unforced (Benchmark rum). No friction, no heating,
no orograghy.
Case 2. Orogcaphy only. The orographic heights are from Tung and
Lindzen (1979)
Case 3. Heating and Friction only;
Case 4. Heating response runs.
Case 5. Heating plus orography (Phase Plane runs).
Based on the output of the unforced run, it was decided to analyze
the output as a time mean plus a transient component. This follows
standard practice in general circulation and permits onme to examine the
effects of forcing on the stationary components. Presumably with the low
wave numbers employed there is little if any baroclinic activity so that
the model is essentially barotropic in the behavior'of the low wave numbers.
In the absence of forving we should observe, basically, free Rossby-Haurwitz

waves, with phase speed -20M/L{L+1) for the coefficient of mz. In the lowest-order

-
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modes wti.wt;, wzg this 13 exactly what we see, with small amplitude

and phase speed modulations. These waves will heve almost no stationary
component. On the other hand, we expect orography or diabatic heating
to set up some kind of stationary pattern. This is in fact observed in
the runs.

In addition, phase-plane diagrams are obtained for some 2-dimensional
subspaces of the l2-dimensional phase space representing this model. The
results of the runs are described below.

(1) Case 1. Unforced Case

In this case we can observe the appearance of the abovementioued
Rossby-Haurwitz waves after a few days, following the adjustment period
in the model. The run verifies conservation of energy and enstrophy to
better ' tan .1%Z in the-20-day period. No stationary components develop.
Amplitude and phase speed plots for the nonzonal modes versus time would
be a straight horizontal line and are not reproduced.

(2) Case 2. Orography Only

Orography is introduced through the term in psi and tau equations
(3 5) and (3.6), of the form
L Y. ([V’Xo) (3.13)
2
where Xo is obtained from equation (3.9). In these runs, the effect of
the Ekman layer is not included, i.e. D = 0 in (3.9). Orographic forcing

then reduces to

+ €V (fv T (hs $-T)) (3.14)

C
2

where hs is the dimensional height of orography and ¢ is a constant,

The value of this constant was -5.0 x 10-5 in a .uns. The order
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of magnitude of the coefficients of ha is 400 m. There is a nonzero
coefficient for each mode within the truncation limlits.

The effects of orographic forcing or 't. modes wi and W; are the
most pronounced (Figures A.2.a and b). A stationary part appears. The
magnitude of the stationary part is about 20% of the maximum value of
wi and 5% of the value of wg. These coefficients now exhibit both ampli-
tude and phase speed modulations, with tte maximum of phase speed often
coinciding with the minimum of phase speed.

3) Case 3. Heating and Friction Only

Diabatic heating is modeled with a term proportional to the tempera-
ture difference relative to a fixed "ground temperature” ©%, in equations
(3.7) and (3.8). In the run described here, the function 0% was chosen
to be identical to © (t = 0). Thus, the initial contribution of the
hecating term is zero. As the temperature O and © changes, the temperature
differential increases (or decreases) and tends to restore © to its
initial value. The constants h2 and h4 were chosen to be 10-6 sec-l.

Friction is introduced into the ¥ and T equations (A.5) and (A.6)

by linear terms. The proportionality coefficients used are Kz = KA =

The effect of heating and friction in wi and wi are shown in Figures
3.3.a and 3.3.b and on eg in Figure 3.3.c. For comparison, the unforced
behavior of 0§ is shown in Figure A.4. Except for the initial transient
behavior the effect of heating in wi and ¢§ is small. The effect on the

temperature mode ei is to smooth out the fluctuations in the amplitude

and to introduce nonlineacities in the phase curve. These cffects are
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reasonable, inasmuch as the thermal forcing is very small and not chosen
for realism.

(4) Case 4. Heating Response Runs

In this case, the heating was introduced only through the mode egt.

i.e. all other modes of O* were set to zero. Twelve separate runs (three
sets of four runs each) were performed for this case. 1In each run the
amplitude and phase of 0%* remains constant throughout the run. However,
the amplitude and phase of the forcing ei* changes from run to run. Each
set of runs holds eg* at constant phasz and varies amplitude. For the next
set, the phase is changed from the previous set's value and the amplitude
varied. The stationary component of Og, 55, is calculated for each case.
The results are summarized in Table A-2. As one would expect from linear
forcing, the stationary component §§ approaches Og*. The larger thg ampli~

tude of forcing, the larger 52’. The phase adjustment of 52 after 20

days depends on the amplitude of forcing; for large amplitudes of the
forcing, the phase of the stationary component almost coincides with that

of the forciug.
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Table A-2

Response of Stationary Component to Forcing
(After 20 Days)

lf:l; Arg. eg* _§Zl Arg. ég
2 -45° 2.09 -35.4°
7 -45° 3.88 -51.5°
14 -45° 6.40 -49.8°
21 -45° 8.91 -49.0°
2 45° 1.41 -30.5°
7 45° 2.59 11.5°
% _45° 4.92 26.9°
21 45° 7.38 32.6°
2 135° 0.72 -72.1°
7 135° 1.20 147.5°
14 135° 3.59 137.2°

21 135° 6.21 135.7°

-
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(5) Case 5. Heating and Orography

In this run, the effects of heating and orography were combined.
The results are presented in the form of phase subspace plots in terms of
the amplitudes of selocted coefficients. In Figure 3.5.a we see the
amplitudes of wg and wg plotted with time as a parameter. The model is
obviously approaching equilibrium, possibly a tight limit cycle as can be
seen from the spiral behavior of the phase plane plot.

Figure 3.5.b shows similar behavior for (w:. wi) subspace.
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Figure 3.3.¢ The response of the amplitude and phase of the nonstationary
parr. of Eg to heating. Solid lines labeled 1 and 4 are the amplitudes
of the forcing and of the stationary component, respectively. The
broken lines labeled 2 and 3 are the phases of the forcing and of

the stationary component, respectively.



s crir e ‘tn\‘

[Es—

176
H
[
d N
!-mq-..._L..z " i -
i ' ~
1/ ' | | \ —
N Yt N
5' L \
.. o-
i
i
&
34
i — AMPLITUDE
.. — — — Prasg
o s ) m
TIME (DAYS)

Figure 3.4 As in Figure 3.3.c but for the case of no forcing. Sclid

line labeled 1 is the amplitude of the stationary component; dashed

line labeled 2 is its phase.



crar mang

177

Figure 3.5.a Phase plane plot of wg and wg. Trajectory in the phase

subspace shows approach to equilibrium as time increases.
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2
Figure 3.5.b Phase plane pilot of wi and wi.

to equilibrium as time increases.

Trajectory shows approach
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4.0 Rescnance Experiments

4.1 Motivation

The existence of multiple equilibria in approximate, but non-
linear, barotropic systems (Charney and DeVore, 1979; Hart, 1979) {is
intimately connected with the existence of a linear resonance condition.
In fact, the equilibrium associated with a large wave amplitude "blocking"
flow is located close to the linear resonance point, Consequently, as
we will show below, the study of the resonance condition is important
for understanding multiple equilibria.

However, it is instructive to begin with a much simpler system
which exhibits this type of eqﬁilibria, even though it will be in an
ad hoc way. Consider the barotropic vorticity equation with forcing

on a beta-plane:

2 iy = -J el -
é;g v HP = ('Qbs ¥ *';) + [z L

where ¥ is the stream function and F some as yet arbitrary forcing
function. We can find a soluition to (1) on a B-plane of the form

(zonal flow plus a sir,le wave):
f = =0y + Pxe) @

Which reduces (1) to the liuear partial differential equation

o 2%y I~ 3
2 D’“‘(ﬁ' = '/3 W', G Y! +iF @
ot ox* Ik )% ]
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The plane-wave solution for the homogeneous equation {is
/ ¢, (kx-06)  piy-ct)
Yie) = L'e ='C W

with ¢ given by the usual Rossby wave dispersion formula,
C=v '“/3/k;, (5)

We can find a particular solution by setting 2¥/3t = O m eq. (3).

Thea, 1if ;gis the particular solution

-, /:'
Yo = (6)

Kk ‘:-l@//(;

and we now note that, as k + g/y equation (6) becomes resonant. This

is a well-known condition discussed, for example, in Dickinson (1980)
with respect to orography. 1In general the solution to (3) is the

sum of the stationary wave Plus a traveling wave with phase speed given
by (5). Resonance corresponds to the case where the traveling wave
slows down, and interferes constructively wi+h the stationary wave (as
suggested by Tung and Lindzen, 1979).

The unbounded response Predicted by eq. (6) is not expected to
occur in the atmosphere. (Note that the inclusion of friction would
prevent the unbounded resonance in eq. (6) ). Instead, nature will act
in such a way as to prevent the resonance. This can be accomplished

by non-linear interactions between the different waves which will be
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present which will modify the zonal flow away from resonance. Thus
there will be a nonlinear wave-zonal flow feedback mechanism inhibiting
resonance. Therefore, we introduce an ad hoc linear feedback

mechanism between the single wave of eq. (2) and the zonal flow, i.e.
- D
V=AY +@ 7

then we can have multiple equilibrium solutions to the system (6) and
(7) as shown in Fig. 4.1, Here, the solution of the system (6), (7) is
given by the intersection of the straight line (7) with the resonance
curve (6) for a particular value of k.

Fig. (4.1) has been drawn with B>0 and A>0 such that there are
three possible solutions (1,2,3). These correspond to the multiple
~quilibria found by the previously cited authors, who, however, have
introduced more than one wave into the problem and physical mechanisms
representing the ad hoc constants, A and B. The existence of the
equilibria depends on the values chosen for A and B.

Thus, the existence of multiple equilibrium solutions to forced
barotropic {and presumably also to baroclinic) models is closely
connected with the existence of a resonance condition in a forced wave,
and to a feedback mechanism of the wave with the zonal wind. It is
of interest, therefore, to use the model described in the previous sections
and to attempt to induce a resonant state in this model, both for the
baroclinic and barotropic conditions. This work is the subject of

the following sections.
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4.2 Barotropic Resonance Experiments

We consider the 12-mode set described in section 3. 1In this set of
modes, we restrict ourselves to the barotropic case (t=0=0=0) and further
simplify the set by assuming hemispheric symmetry. This is accomplished

by setting all even modes of Yto zero. The remaining modes are given

below.
Mode number 1 3 5 7 10 12
M 2 1 0 0 -1 ~2
L 3 2 3 1 2 3

We retain the mode (2,2) for the orography. 1If c = Li(L1+l) then the

following eigenvalues are equal: 2
¢ T eg =y, 8)a
3% . @)

The spectral form of the Larotropic vorticity equatioa (1) i{s the

following set of ordinary differential equ.tions,

-4

| .
¢ = ‘Z;i/ Y4 + Post 2 Y5 +2, ¢, (9)

[

ffs = -’-353 L/J_;(#5 L I373 %9[’7 * /’(z,/o,f 5%%,, 1“524/»3 (10)
) - (% Iy

[ 4

Gy = f,, 12,5 /72 G+ /-/11_) 1,5 /72- ¢

(11)
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0
¢ 7 = /4?,/2,.7 éz ‘b‘_ + Hfat,? 42 ¢_," (12)

Where Wi is a mode in the stream field (see table) and

“-9

L. ]
LJ/( -~ "/4.‘/4(' (13)

Ck

C- = L (Lo+L )
2

is the eigenvalue of ith mode (14)
q

JiJk 1s the Jacobian interaction coefficient, or "coupling integral."

2; o -TEM
il +y) (15)

15 thie Rossby-Haurwitz phase speed.

Hijk 1s the coefficient of orographic interaction. The notation
¥n means ) ¥n*. 1In general, (8)~(11) would contain other terms
(see e.g. Kallen (1979)) but these drop out because of the Eigervalue

relations (8). Thus, in this case we have no wave-wave -+zonal flow

interactions, Of course, in a two-wave set we cannot have wave-wave-wave

interactions.

-1
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We can obtain a resonance condition by linearizing (9)-(12),

assuming the zonal flow is constant:

o

4’5’ (/’5

(16)

(PZ Z/’;

(17)

We can then solve for a steady state, analogous to eq. (6), by taking

3fl = 0 in eq. (9). The result is
dt
—— ’ haond
¢, .= —H e (18)
Ly V7 +32,
Where H

1™ Hys51hpe

Fquation (18) 1is the analog in a spherical spectral system of eq. (6).
Since ;i is the earth's angular momentum, it is very unlikely that

we will ever encounter this particular resonance in practice, However,

a different set of modes would exhibit similar behavior (Kallen, 1979).

The resonant value of_\l77 (zonal flow) is given by eq. (18):

7, - - gl 7
P = -2 a sazdhel g,
X
1371

using a reasonable value for the orographic mode hz (Tung and Lindzen,

1979) we can plot eq. (18), which is shown as the broken line in Fig. (41).
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It is interesting to observe the behavior of the system when the non-
linear equations are used. Accordingly, a series of experiments were
performed with the model to determine the shape of the resonance curve
for the nonlinear case of eqs. (9)-(12)., Since the numerical model
cannot solve for the steady state, the steady state must be found by
averaging. Fig. (4.2) shows the results of these experiments. The
solid curve represents 71, found by averaging over a period of 30 days.
The ordinate is the initial value of ?7. which for practical purposes
is the average value of V7 since it does not change very much over the
run. It can be seen that the response curve is broader than that
predicted by (18) but that resonance occurs in about the right place.
As predicted by (18), the traveling portion of the disturbance was found

to slow down as resonance was approached.
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4.3 Baroclinic Resonance Experiments

We consider the effect of baroclinicity in the resonance conditions.
We will use the 12-mode sét, restricted to odd modes in ¥ and 1 and even
modes in O and x. The stability o is taken to be constant. In order to
simplify the analytical werk we will consider only the ¥ and < equations.
This will bypass analysis of the "omega equation" for the variable X
which is not rfgorously justified, However, the principal results will
be obtained anyway.

Using the same mode designation as before, we have the following

equations:

-

;1 = Ly ¢, ¢ ¢+ 'z;r" G ¢ Z * Hasi (g L‘)“"'E ¥ (20)
[4 —— -
e Ly Tt I G L G v Ly BY 4R 1 Xyt (21)

Mgy ($s-G )4 (22)
3= zlo I%C%T')"‘Z“/’o o *

T (23)
.3 = HZJIO/3 }'),2 ( 4’3 - L3’> + c_?-g‘z‘.g

Y1 2 cee (+11) (24)
oo (25)
¥s = Jee (12) (26)
1'.5 = 2 (27)

The linearized analysis pProceeds by taking the zonal flow and its shea

to be constant:

— = 28

Ve = & s =0 (28) ;
G = (29) i
~ (Pz ~C7 -~ t,? i
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The equations for the highest order wave mode (mode 1) are

¢ = (1"7, "//7 fJZ‘)L//, + II7IT:7 S‘; t Hy, (-‘/:;-"7'—5) (30)

t,- = (177, (417 +~52—/> ¢ ot II?I T; v, +9xz-/"lu, (9:5-1.;.)(31)

We will now assume that the term X, represents thermal forcing, denoted

by x*; while ’.he ocograhic term will be denoted by H*. Also letting

- A
( Lm T “57'/) = q}f (32a)
A
— -~
(J’l?‘l (/7 t ‘2/ ) = T}.
- (32b)°
We have the following set of equations for the wave:
. A A 4 *
G = ¢ + L, G +H (33)

HZ:Z (fj +~ lZé..I; 4-:X;*“/¥ A

«f
i

(34)

AR
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The steady state solution (cf. (18) and (6)) 1s given by:
- A A A
» - *
\F' = '—// ("/Iz f??)"' Lz%
g Ai (39)
- b
K, r A #
.z-.' _ :ﬂ (‘/’..’“-%)'f‘“vbz)(
' 1’22 _ o2 (36)
é et 3
The resonance condition is then
A A
-
"/'z -t =20 (37)

Whereas in the barvtropic case ¥ =0 {g the resonance condition (from (13)
and 32a). Since fu; a4 westerly positive stream flow T, is negative, a
higher value of Wz 1s needed to obtain the resonance than in the baro-
tropic case. That is, the zonal wind required to obtain resonance in

the baroclinic case is higher (for negative T, corresponding to winds
increasing with height).

A series of numerical experiments with the numerical mcdel were
perforiced to examine the nonlinear resonance case. The experiments
consisted of selecting values for mean wind V7 and shear 5 and finding
the steady state Vl by averaging over a 30-day period. The results
are shown in fig. 5.3, which displays the resronse of the wave ?1 for
various values of W7 and T, The results are Iin agreement with equation
(37); we note that as shear increases, a correspondingly high value of

w7 is needed to cause a resonant response.

42
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cl

fig 4.1 Schematic illustrating multiple equilibria ohtained by solving
equations 5.6 and 5.7 simultaneously.
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fig 4.2 Amplitude of the stationary component of ‘l’§ as a function of

the zonal flow \1’(1) for the barotropic case., Dasgshed line is

linear case, solid line is nonlinear result.
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5.0 Conclusions

The model described in section 3 has been verified by demonstrating
that the mcdel yields reasonable results, In the absence of any forcing,
and with reasonable initial conditions, we find free Rossby waves
propagating with the correct phase speed. When orographic forcing is
added, a stationary component develops. Jhe nonstationary component has’
an instantauneous amplitude and phase speed which changes with time.

This 18 to be expected from the interactions with orography. When
diabatic heating is added, the response of the stationary temperature
fieid 1s roughly linear.

The phase plane plots show an approach to equilibrium as one would
expect from constant forcing without feedback, Further judgements,
based on the l:mited amount of runs performed thus far and on the lack
of verisimilitude og.the thermal forcing, would be unwarranted at this
time.

The barotropic and baroclinic resonance experiments are intended as
preliminary steps in understanding the mechanisms underlying the
existence of steady, or quasi-steady, states in the atmosphere. The
theory of resonance for the cases covercd :n the existing literature
(zonal flow and two waves), are verified and extended by the model.

The effect of shear on the resonance curves is also investigated.
For positive shear (1) the zonal wind required to obtain resonance is
very high.

Further work in this direction will proceed along the lines of

investigating more rea. .tic mode structures both in zonal flow and
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in the wave structures. Considering first the barotropic case, the
addition of more waves raises the possibility of wave-waie-wave inter-
actions, some of which may also produce resonance leading to stationary
situvaticns. A guide to this possibility is the numerical results of
Egger (1978, 1979) who has simulated blocking situations by wave-wave
interactions in & barotropic, forced, channel mode. The extensior of
this work to spherical coordinates now underway. Further experiments
with both barotropic and baroclinic analogs of Egzer's experiments is
planned. Also, analiytical work based on these experiments is beinw
carried out.

The results of this study should have an important bearing on both
the atmospheric response to imposed forcing and feedback mechanisms,
but also on the nature and existence of multiple equilibria. But these
two topics‘are inti;Qtely connected, as we have shown.

Thus we are addressing the fundamental cause of planetary-wave
generation and their (nonlinear) interaction with other waves and the
zonal flow to form occasional, smaller scale "blocks" in the atmospheric
circulation. The role of multiple equilibria in this process involving

several scales is of great importance.
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6. Multiple Flow Equilibria and Chaotic Behavior

We have undertaken an investigation of the occurrence of multiple stable
equilibrium states in simple but heuristically valuable models of large-scale
atmospheric flows. Our aim is to expand upon the recent results along these
lines of Charpey and his colleagues (1,2). They have shown that multiple stable
equilibria de sccur in highly truncated spectra; models of both barotropic aéa
baroclinic flows which are topographically or thermally forced at the lower
boundary. By numerical integration of an associated grid-point model for the
topographic forcing, having m;hy more degrees of freedom than the spectral model,
they have verified the presence of these equ’libria. The equilibria can be
viewed heuristically as being capable of undergoing transitions among themselQes
due to small-scale perturbations. From this-viewpoint, one of the transitions

,
. bears a striking resemblance to the often observed shift of the zonal westeriies
to persistent blocking patterns.

Our work centers on several of the difficult mathematical issues involved
in analyzing the dynamics of spectral models like those considered by Charney
and his colleagues, Ultimately, one would like to characterize the attractor sets
of these dissipative, nonlinear dyn:mical systems. The determination of equilib-
rium states entails solving relatively large systems of polynomial equations that
express the algebraic conditions for an equilibrium. The number of equations
and unknowns equals the number of degrees of freedo:. of the spectral model. The
only known systematic solution method for finding all of the isolated solutions of
a polynomial system is the so-called homotopy continuation method (3). We have
developed a computer implementation of the ii—Yorke homotopy continuation algorithm
(4) to provide an appropriate numerical solver for our investigation. Our aim is

to usc the computer capability to find all of the equilibrium states for Chammey-like
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models, especially for cases with relatively large numbers of degrees of freedon.

Our solver has been tested on a Charney model having six degrees of freedom.
We have thusly rediscovered all the equilibria indicated by Charney and DeVore
in (1) for selected model parameters. In (1) it was shown that the problem of
solving the particular polynomial systems that arose was reducible to simpler
subproblems which enabled the authors to find all of the equilibria in a finite
region of the dynamical phase space. We are as yet uncertain if other equilibria
exist outside this region and are pursuing the question. The next application of
our solver will be to the ba;oclinic models introduced in (2) where twelve degrees
of freedom are involved. In this case it is almost certain that the equilibria
already found do not exhaust the totality.

Other efforts under consideration include (a) applying the solver to the
global baroclinic model of Rodenhuis, et al. and (b) applying recently discussed
techniques (5) for estimaging the dimension of the dynamical attractor set to the

most meteorologically interesting of the spectral models studied.

gree,
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Abstract

A steady-state linear, two-level primitive equation
model is used to simulate the January standing wave pattern
as a response to mountain, diabatic and transient eddy effects.
The model equations are linearized around an observed zonal
mean state which is a functic: of latitude and pressure. The
mountain effect is the vertical velocity field resulting
from zonal flow over the surface topography. The diabatic
heating is calculated using parameterized forms of the
heating processes. The transient eddy effects, that is the
flux convergence of momentum and heat by transient eddies,
are computed from observations. Separate responses of the
model are computed for each of the three forcing functions.

The amplitude of the response to diabatic heatiing is
small compared to observed values. The verticai struct re
is highly baroclinic. At the_uppar_level, the phase of the
waves is approximately in agreement with the observations.
The amplitude éf the response to mountain forcing is comparable
with observations. The wavelength of the response in the
Pacific sector is shorter than observed. The vertical
structure is equivalent barotropic. The combined response to
diabatic heating and mountain forcing is dominated by the
contribution from the mountains. The phase shows some agree-
ment with the observations, but the Aleutian low is located
too far to the west and an unrealistic high appears to the

west of the dateline.

we
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The amplitude of the response to transient eddy effects
is comparable to the observations in middle and low latitudes.
At high latitudes the amplitudes are much too large. The
assumption of linearity is not valid for strong for:ing &<
high latitudes where the zonal wind is very weak. The vertical
structure of the response is almost equivalent barotropic.

A comparison of the responses to mountain and transient
eddy effects show an interesting phase relationship. The
troughs produced by the transient forcing are found in the
lee of the troughs produced by the mountains (very close to
the ridge) indicating that transient forcing is organized
by the mountain effects.

The combined model response to all three forcing functions
shows a good agreement with observations except at very high

latitudes.

we
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IX. A Numerical Simulation of the Influence
of the Hadley and Ferrell Circulation
on Forced Stationary Planetary Waves
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ABSTRACT

The influence of the Hadley and Ferrell circulation on planetsry waves,
resulting from a local heat source in middls latitudes, the subtropics
and the tropics is investigated with a linear steady-state primitive eguation
model. The model has been linearized around the obizerved zonally averaged
January mean state. This msan state 1n.¢:1uau the mean meridional circulation
(MMC). Both simulations with and and without the MMC have been performed.

It is shown that incorporation of the MMC causes a shift in the resonance
ugvelcngth towvards waves with lower zonal wavenumber. The inclusion of a
small amount of friction has a very significant influence on the quasi-resonant
waves. However, it appears that the solution is not sensitive to the particular
value of the friction coefficient.

As a consequence of tropical heating a strong VWalker circulation can be
observed with large meridional gradients in zcnal momemtum. This means that
the advection of zonal momentum with the mean meridioral wind must be an im-
portant process and therefore @:he inclusion of the MMC has a significant
influence on the tropical Walker circulation. However, the remote response
at middle and high latitudes is cnly slightly damped and the phase of the
mid-latitude planetary waves does not change. ' |

Heating in the sub-tropics generates a strong jet in the tropics. How-
ever the structure of this jet is completely different from a Walker ciruclation.

+ It is much more geostrophically tied to the pressure pattern. The Hadley
circulation has again a large influence on the strength and position of this
jet. But in addition, also the mid-latitude pressure pattexn changes sig-

nificantly.
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X. Infrarcd Radiative Transfer Through A Regular
Array of Cuboidal Clouds

by

Harshvardrhan
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A. INTRODUCTION

There is a need for an adequate radiative parameterization of clouds
in climate and general circulaticn models. To date, all models have
utilized plane parallel theory to construct parameterization schemss
although a significant portion of the total clcocud field is broken.

The particular case of monochromatic radiative transfer through isolated
cuboidal clouds has been studied in both solar and infrared wavelenths
(McXee and Cox, 1974; Davies, 1978; Liou and Ou, 1979, and others).
However, in any broken cloud field, each element cin not be considered
independently as there is cloud-cloud interaction and for incident solar
‘.radiation, there may be partial shading of neighboring cloud slements.
Ellingson and Kolczynski (1980) have used the technique of avaste (1969)
to compute heating rates in the atmosphere in the presence of an array
of bla'ck'cylindrical clouds.

The present study considers a regular array of identical e\'x.boi.dll
clou;ls, as in Aida (1977), overlying a non-reflecting surface. Only
infrared radiative transfer is considered and the theory of transmission
through the array and emission from the cloud field is first developed
for black isothermal clouds. The work is then extended to 1Cym radiation
interacting with a cloud field having prescribed radiative properties.
For this, the two stream solution to the isolated cloud problem (Harshvardhan
et al., 1980) is used in conjunction with the black cloud results.
Computations are made for both fluxes and radiances as a function of

the cloud fraction.
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B RADIATIVE TRANSFER THROUGH A BLACK ARRAY

Consider an idealized hroken cloud field in the form of an extended
regular array of cuboids. A portion of this array is illustrated in
rig. 1, from which it follows that the arsa of the top and bottom face
is A, w32 and of each side face, A = sz*, We define the aspect ratio
of each element as

§ as E. - g: (1)
If the spacing between each slement is equal in the x- and y- directions,

then the fraction of the field covered by clouds wvhen viewed normally,

v \? (2)
£=\s0

For an isothermal cuboid, the monochromatic power emitted by the top

the cloud fraction, is

face is TBoAp and by each side face, TBoA; where Bo (To,A) is the Planck
function. Half the energy emitted by the side faces escapes to space
when the.cloud is isolated. When the cloud is embedded in a field as
in Fig. 1, a fraction, F, of the energy diffusely emitted by each side
face is intercepted by the faces of neighboring clouds. 1In this case,
it can be shown that the total power emitted to space by each isothermal
cuboid is

P = TBA, [1 + 2a (1-F)] (3)
We define the power ratio analogous to emittance in plane parauoﬂl theory
as

p=i=— =14+2a (1-F) (4)

MBoAp

We also define the effective emittance of a broken cloud array as the

pover emitted by a region containing the array in the absence of ground

emission to the power that wouldv be enitted by the region if it were

P A

w-wd
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entirely covered by a black surface at the same temperature. 1If there are
N identical clouds of tops i o '8 in the presint model, then it is evidert
that the effective enittance is

Es= -:{Thg = fp (s)
because f = Niy/Ag, where Ag is the total area of the region. The effective
transmittance through an array of black clouds is given by energy hhnco,

Twl-g - (€)
Thus, the power emitted to space from a broken cloud array at T, Over a
black ground at temperature, T,, is

pout - ﬂhghv! + WB;AyT (7)
‘and the flux per unit area of the field is given by

Pout
n-.i_a.';.. TB,E + WB,T (8)
The above equation 12 similar to that obtained by the plane parallel theory
with E blayinq the role of the cloud fraction. We therefore introduce the

concept of effective cloud fraction, £~ E, such that

M= TBL + TBy(1-f,) (9)

l. Effective Cloud Fraction

The computation of f, essentially involves the computation of F as
they are related through eqs. (4) and (5). Alternately f may be obtained
by measuring the transmission of diffuse light through an opaque array.

We have attempted both methods, the former by using the theory of angle or
configuration fectors (Sparrow and Cess, 1978) and the latter by sestting up
an array of black blocks on a light table and measuring the flux with a
Tektronix Model J 16 digital photometer with a cosine corrected ramote
illuminance prcbe. The probe was moved around and the mean of a mumber of

readings was used.to compute f, for each configuration. The theory is expected
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to give good results as long as shading is not too serious a problmm but

as £ increases it becomus increasingly 4ifficult to estimate F. The results

are given in Pig. 2 with a it to the data and theory given by
¢ = +28 (140,15¢)) ¢ (10)
. +2af (1+40.15¢)
The curves follow .nc genexal pattern of the results mbontod in Ohwril
and Epik (1978) and Ellingson and Kolczynski (1980). It may bs noted that
as £+0, f.-r(1+2a)!, which is the correct limit for an isolated cubvid,

2. Pluxes

A consequence of the finite nature of each cloud in the array is to
increase the effective cloud fraction bocause '2. is always greater than £,
This implies that energy loss to space from a broken cloud array is less
than that computed using the cloud fraction without considering the sides
of the clouds. The effective black body emission tempsrature >f a broken
cloud array at 255°k overlying a black ground at 290°K is shown in rig. 3.
The curve marked a = 0 is the flat plate or plane parallel case. It is
evident that errors of 5° - 10°K can h- nade for clouds of aspect ratio
unity, which is a common value for fair weather cumulus.

Furtharmore, there is a change in the cooling rate across the cloud
layer because of the radiation mtuccﬁtod by the sides of the cloud, For
a black isothermal cloud in a nun-participating atmosphere, it can be shown
that

(&) ,

AZ] finite = e (11)
AM £
(ﬁ anfinite

Thus, the cooling rate in the atmospheric window could be two to five times

that obtained by the flat plate assumption.
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3. Radiances

If the array is composed of black isothermal blocks, the radiance in

“ any direction depends on the field of view obscured by the clouds. When

viewed from on top, only the cloud fraction obscures the ground, whereas

from any lower observation angle, the sgides of the cloud also obscura the
ground. This effect is shown in Pig. 4 in which the radiance at ¢)- o°

for an isothermal regulat array of cuboids of aspect ratio unity ir given

az a function of zenith angle. The clouds are again at 255°x while the ground
ig at 290°K. A plot of the brightness temperature when ¢ = 450 i= also shown

for £ = 0,1 and 0.2 illustrating the effect of viewing diraction., 1It is seen

that the radiance drops off rapidly as more of the clouds and less ground i3

visible. This suggests that the brightness temperature measured by a satellite
instrument can not be rélated to the cloud top temperature for hroken cloud

fields without considering the geometry of the array and the viewing angle.

AR o h e
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C. MONOCHROMATIC RADIATIVE TPANSFER THROUGH A NON-BLACK AKRAY

let us now consider a regular cloud array as in Pig. 1 but relax the
assumption that the cloud faces are black emittors. We shall consider 10ym
radiation and assuma the clouds to be water droplets with a Cl size distribution,
Furthernore, the clouds are isothermal and the ground is non-reflecting. We
shall try and use the results obtained for the black array to solve for fihx-l

and radiances.

1, 1Isolated Cloud

The radiation field in an isolated cuboidal cloud has already been obtained
using the two gtream approximation by Harshvardhan et al., 1980. It is sufficient
to note here that fluxes lcaving the faces of a cuboid may be expressed in terms
of a function, Lo, whicli'is obtained from the solution of a diffusion type
equation. If the flux leaving the face is disignated M, then at the X = %

face, M = M(y,z) and so on, We can also obtain the mean flux leaving

each face, M, If the cuboid has equal sides, s, then it is obvious

that (ﬁ)xa% -(ﬁ)yn;. Using this information we may construct the boundary

conditions to solve the array problem,

2. Boundi.v Conditions

In the isolated cloud problem it is assumed that the side fac;l see the
ground wheveas if fhe cloud is in an array, the side faces receive flux from
neighboring clouds as well as the position of the ground that is visible.

If the diffuse emittance from the side faces was independent of position,
such that M(y,z) = ﬁ, then the boundary condition on the side face.cun be

shown to bes

(M) s = FM + (1-F) B (12)
xmg ?}
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where F is the angle factor between the face in question and all the other
faces visible from it, and B, is the ground emission.

However, even if we nl:u;; the exiting flux to be diffuse we can not
agsume that it is uniform and the error introduced by eq. (12) will be con-
siderable as the cloud fraction, £, increases. In the limit, £+1, we know
that the input to the side face is exactly the output of the neighboring

face, puint for point., We have therefore chosen to weigh the boundary

conditions as follows

(Fi)x_; -0 (i 5+ (-0) [+ a-m B) (13)
"whero ¢=0 when f<f£*
and ¢=1 - 4 J!) when £>f*
£
with £* = -3 -

The problem can then be solved as for the isolated cloud using the values
of F obtained in the previous section. It may be shown that the upward
flux from this array is

2a (1-£) (140,156)¢ 1 + £up + (2= B, (14)

1+2af(140.15f) l1+2af(140.15¢)
where M is the flux out of each gide face and M4 is the flux out of the top

face,

3. Results

Computations have been made for a=1l and the radiative model mentioned
earlier for which the single scattering albedo, e 0.64 and asymmuetry perrameter,
g = 0.86 at A= 10um. Fig. 5 shows the flux escaping to space from a regular

array of cubes of optical depths varying from 0.5 to 20, Results are presented

as an effective black body temperature and may bs compared with the curve marked

.

A 5 S
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a=1 in rig. 3 to note the departure from the black case. It is evident
that an optical depth of 10 or greater may be approximated quite well
by black cuboids.

This is shown further in Pig. 6 in which the radiar - at ¢= 0 is
plotted for various cloud fractions for a regular array of cubes f
optical depth 10x10x10. The ground and cloud temperatures are as before
and the plq; may be compared with Pig. 4 which is the black case. For
zenith angl;u less than 600, the two plots are very close indicating that
finite cloud fields may be approximated by totally opaque diffusz emitters

for purposes of modeling the radiative field axiting the array.

D. Summa
Finite cloud fields have becen modeled by a reqular array of cuboids.
It is shown that the role of the sides of the clouds is very important in

computing radiative quantities. Using an approximate technique to solve

the isolated cloud problems, results have been obtained for radiative transfer

through a participating array of cuboids, One conclusion of this study is that

clouds may be modeled by black c~aque emitters if the optical dimensions
exceed 10 on each side, which is true in the infrared for virtually all

cloud fields.
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FIGURE CAPTIONS

Schematic showing regular array of cuboids.

Effective cloud fraction, f,, as a function of the cloud fraction, £,
for various aspect ratior.

Upward flux from array expressed as effective black body temperature for
To = 255°K and T, = 2909K. Aspect ratios are marked on individual curves.

Radiance vs. zenith angle expressedoas brightness temperature for two
azimuth angles, ¢ = o® (—) and ¢=45"(-==); a=l, T, =2550K, T, = 2900K.
Cloud fractions marked on individual curves.

Same as Fig. 3 but for non-black clouds of unit aspect ratio. Radiative
properties given in text. Optical depths marked on individual curves.

Same as Fig. 4 but for non-black clouds of unit aspect ratio at ¢=0°,
Optical dimensions are 10x10x10. Radiative properties given in text.
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Figure 1

Schematic showing regular array of cuboids.
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Figure 2

Effective cloud fraction, fe. as a function of the cloud fraction,

f, for various aspect ratios.
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Upward flux from array expressed as effective black body

temperature for To = 255°K and T, = 290°K.
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Figure 4

Radiance vs. zenith angle expressed as brightness temperature
for twe azimuth angles, ¢ = 0%(-) and ¢ = 45%(---); a = 1,
To = 2559, T1 = 290°K. Cloud fractions marked on individual

curves.
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Same as Fig. 3 but for non-black ¢l
Radiative properties given in text.
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Same as Fig. 4 but for non-black clouds of unit aspect ratio

at ¢ = 0°. Optical dimensions are 10x10x10. Radiative

properties given in text.
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1. Introduction

Doppler radars can now measure directly the details of the horizontal
wind components. While great uncertainty still exists about the vertical
components (Miller, 1978), it appears that under certain circumstances
it is also possible to deduce that compunent as well (Carbone et al., 1980;
Clarke et al., 1980; and Gal-Chen, 1979)., The radars cannot, however,
measure directly the three dimensional structure of thermodynamical
variables sugh as density and pressure fluctuations. These latter
variables are nevertheless essential in studies of convective systems,

The ideal solution would be to develop instrumentation capable of directly
measuring thermodynamical variables with a spatial and time coverage
comparable to that of Doppler radars. Unfortunately, the technology

for that kind of network does not exist and one must use indirect methods.
Recognizing the above c{;ed limitations, several investigators (Hane and
Scott, 1978; Leise, 1978; Gal-Chen, 1978; and Chong et al., 1980) have
proposed indirect techniques whereby the combined use of the relevant
hydrodynamical equations and the observed winu will permit a unique
determination of the density and pressure fluctuations.

In this paper the basic methodology for obtaining density and pressure
fluctuations is outlined. This is followed by a discussion of possible
approaches to verification and error analysis. The last section dqntains
some demonstrations how the method works with real data. Temperature and
pressure fluctuation deduced from Doppler radar observations of the boundary

layer (Gal-Chen and Kropfli work in progress) are presented. The results

of Chong et ai, (1980) and Gaillard and Gillet (1980) who used Doppler wind
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data to estimate the thermodynamical structure of weak convective cell

v

generated by the passage of a front are also discussed.
2, The Basic Methodology

Because the method has been described in great details elsewhere
(Gai-Chen, 1978), only a brief description will be given here. The
governing hydrodynamical eqs. for conservation of momentum in x-y-z

directions (z-the vertical; x-y-the horizontal directions) are written as:

ap/ax = -poDu/Dt + fy = F (1)
ap/ay = -poDv/Dt + f, = G (2)
pg + 3p/az = -po,Dw/Dt + f3 = i (3)

where p-pressure fluctuations; p-density fluctuations from the basic
density-po; u, v, w-velocities in the x-y-z directions respectively;
t-time; f, (i =1, 2, 3) - forces other than pressure gradients that can be
specified in terms of the observed kinematics (e.g., turbulent friction,
coriolis force); g-gravity; Du/Dt, Dv/Dt, Dw/Dt - accelerations in the
x-y-2 directions respectively. The right hand side of Eqs. (1), (2). and
(3) are presumably known or can be calculated from the observed kinematics
and are therefore denoted symbolically as f, G, and H.

Inspection of (1) and (2) reveals that the system is overdetermined,
it will have a solution if and only if

aF/ay = 3aG/ax ' (4)
If the measurements were error free and the modeling assumptions (e.g.,
the formulations of turbulent frictions) are exact, then one is assured
that (4) is satisfied. In practice (4) is not satisfied and thus (1)
and (2) do not have a solution in the usual sense. The system can

nevertheless be solved in the 1eést square sense, i.e.,
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[[Uapsax - F)2 + (ap/ay - G)?] dxdy = Min  (5)
This .is a standard variational problem (Courant and Hilbert, 1953,
PP. 164-274). The resulting Euler Eq. is a Poisson Eq. for the pressure

fluctuations
azp/axz + azp/ayz = 3F/ax + 3G/ay (6)
with the Neumann boundary conditions
(ap/ax)nx + (ap/ay)ny = an + Gny (7)
Here N and py are the direction cosines of the normal to the boundary,

Eq. (6) with the boundary conditions (7) can be solved at each horizontal
level where kinematics measurements are available,

Inspection of (7) reveals that if a solution to (6) oxists, it is
not uniquely determined. Instead, if p(x, vy, zo) fs a solution at a
particular level z = 25, the p(x, ¥, zo) + c(zo) is also a solution. To
remove this spurious co&éonent one can subtract from the pressure

its horizontal average. Thus, the method allows the estimation of the

deviation of the pressure from its horizontal average. The vertical

profile of the horizontally averag.d pressure need to be estimated by
other means (Gal-Chen, 1978),

To deduce the density fluctuations-p, one substitutes the calculated
pressure fluctuations in Eq. (3). Because only the deviations of the
pressure from its horizontal average are given, the same is true for
the density; -onsequently, one modifies the calculated H (Eq. 3) by

subtracting from it its horizontal average.
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3. Possible Approaches to Verification

4., Statement of the Problem

Because the method outiined in the previous section is {ndirect,
verifications of the derived density and pressure fluctuations are
critical, Before discussing verifica*ion techniques, it is useful to
outline possible error sources. These could be the following:

(1.a) The given kinematics, while qualitatively correct is not
accurate enocugh to allow calculations of derivative of velocity produ:t

2u. vzv. vzw. etc. These quantities are

such as auw/3z, 3avw/az, awzlaz. v
needed in order to estimate F, G, and H (Eqs. (1), (2), and (3)).

(2.a) The scanning rate is not fast enough to capture the temporal

evolution, This again, may lead to a significant error in the estimation

of F, G, and H (Gal-Chen, 1978).

(3.0) The data is ésrrect. but does not satisfy the particular
modeling assumptions., For instance, in the case of a three dimensional
cloud model, the turbulent friction parameterization may be wrong and
if turbulent friction contribute substantially to the F, G, H estimation
(Eqs. (1), (2), and (3)) a serious error may resulti. Another common
source of error is the use of finite differences to estimate spatial
and temporal derivatives. At least five points/wevelength are needed
to get a fair estimate of the first derivative.

While obviously direct verifications are the most desirable, they

are very difficult to come by, particulary, with respect to pressure

Se

fluctuations., Consequently, we are concerned in this review on three

indirect verifications, They are: numerical simulations; momentum
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checking; and time continuity and physical plausibility. These verifi-
cation methods are only partially objective and a lot remains to be done
before one can confidently claim that the technique is verified.

~ee Va

b. Numerical Simulations as a Guide to Verifications

To test the viability of the numerical procedure, and also to get
an order of magnitude estimate of the sensitivity of the method to
observational errors, numerical models have proven to useful., Gal-Chen
(1978) and Hane, Wilhelmson, and Gal-Chen (1981) have used wind data
generated by numerical models as a replacement for observations. From
this data, they deduced the density and pressure fl:ctuations and
compared them to the "exact" density and pressure. The sensitivity of
the method is assessed by inserting simulated errors into the “observed
kinematics, and examiniqg the resulting "error” in the temperature and
pressure field., The simulations indicated that errors of +25 cm/sec for
boundary layer studies and +50 cm/sa2c for convective storm studies can
be tolerated. It was also found that a scanning rate of 2 min/volume
for boundary l.yer observations and 4 min/volume for convective storm
studies is acceptable. It must be stressed however, that the numerica)
sfmulati~ns do not take into account many other sources of systematic
errors such as pulse volume averaging or incorrect lower/upper boundary
conditions of the vertical velocity (Larbone et al., 1980). They'qlso
by definition cannot evaluate errors which are due to incgrrect modeling

assumptions,

o
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To simulate boundary layer observations Gal-Chen has used Deardorff
(19743) model, For severe storm simulations, Hane et al. have used the
. Klemp-Wilhelmson (1978) cloudvmodel. With no errors addeduthe procedure
recovers exactly the vertical velocities, buoyancy, and pressure. To
test the sensitivity of the procedure to observational errors we have
contaminated the data as follows: (a) addition of random noise to the
"observed" horizontal velocities +15 cm/sec for the boundary layer
case and 150 cm/sec for the severe storm case. (b) We have taken
"observations" which are 2 min apart in the boundary layer case and 4
min apart in the severe storm case, This simulates the fact that radar
measurements are non-simultaneous. In both models the actual time step
(i.e., interval between successive time integration) is the order of
10 sec. Thus, the models. generate data every 10 sec, but we “"observed"
it every 2 or 4 minutes. The results for the boundary layer case are
summarized in Fig. 1 and for the severe storm case in Fig. 2. In:

Fig. 1 four curves are plotted as a function of z: 1) {|e'|D here o'

is the potential tempcrature deviation from the horizontal average, ||

s a symdol for ahsolute value and < > is a symbol for horizontal average;
2) <(]e'] -<|e'|))2>]/2 i.e., the standard deviation associated with
Lo'>s 3) <Jue' DEJet - e'obsl> where @' .. is the "observed"

potential temperature deviaiion, |A9']i§ the "observed" absolute value

of the "error"; and 4) k(lAe'l ~.<|AG'[>)%>]/2, the standard deviation .
of the—absolute value of the erfor. In Fig. 2 we have also plotted l

the temperature statistics as'a function of z. Solid Yine is the

P 3
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retrieved temperature, broken line is the standard deviation cf the
temperature. Short dashed lines (near axis) is the measure of the error
(average and standard deviation). From these simulations we have concluded
that our procedure may be a viable one.

c. Momentum Checking

It has already becn mentioned (section 2) that only under error free
conditions the deduced horizontal pressure gradients will exactly balance
the right hand side of the horizontal momentum Eqs. (Eqs. (1), (2)); rather
they are a least square fit to these equations. The quantity Er defined
by,

[IUap/ax - F)2 + (ap/ay - )2 dxdy (8)

E
1/IF2 + 6%] dxdy r

could be used as a measure of how good the retrieved pressure gradients
are. When Er = 0 the fit is perfect. If F, G are generated by white
noise then one can show that E. = 0.5. On the other hand, if F, G are
perfect (i.e., 3F/ay = 3G/ax) but Eq. (6) is solved by second order
finite diference approximations rather than exact'ly,Er = 0.25. Overall
when E. >-0.5 we suspect that the retfieved pressure gradients are
virtially useless., It is also worth noting that low Er values are
necessary, but not sufficient indicators of good quality retrieved
pressure gradients. For instance one can generate artificially a'.
kinematic flow field which is also potential (i.e., v x U = 0) under
that condition Eq. (4) is automatically satisfied and consequently

the fit is perfecf; but incorrect.




e -Cﬂ‘

234

Gal-Chen (1978) finds typical Er values in the order of .1. These
values are obtained for simulated boundary layer flows with 100 m
horizontal resolutions. The flow fields are perturbed by random white
noise of theorder #15 cm/sec. The scanning rate is of the order of
2 Min/Vol,. Ga]-Cheﬁ and Kropfli, on the other hand, find typical
Er values of the order of .35. The wind data that they have used is
based on dual Noppler radar nbservations of the planetary boundary layer.
The spatial resolution is 250 m in the horizontal and 200 m in the
vertic:1. The scanning rate is about 90 Sec/Vol. Table 1 summarizes
these results for 5 vertical levels and for selected volume scans.
Because time tendencies 3/3t are needed for the calculations of F and G
(Eqs. (1) and (2)) one scan is actually a combination of two scans. Thus
scan 1 is a combination of scan 1 and 2, etc. Because there is a gap of
100 sec between scan 2 and 3, it is not possible to retrieve the piessure
for scan 2, Taking into account the courser resolutions of the rédars
(compared to the simulated flow) the results are very encouraging.
Smaller Er values could most probably be obtained for more organized
convective systems (e.g., severe storms, squall line) provided that one
can be assured about the quality of the retrieved vertical velocities.

Clearly, momentum checking is an important simple consistency check
that should be used prior to any scientific interpretations of the

retrieved pressure.

TR,
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d. Time Continuity and Physical Plausibility as a Guide for

* Verification?

This kind of "verification" is necessarily qualitative and subjective
and must be pursued with caution and skepticism. In Figs. 3 and 4 we
have plotted the pressure fluctuatiun deviations from ité horizontal
averages for two scans which are approximately 200 sec apart. The wind
data which forms the basis for the pressure retrieval is deduced from a
dual Doppler-radar measurement taken in September 1978 as part of
PROJECT PHEONIX (Kropfli and Hilderbrand, 1980). The height where they
are piotted is 500 m above the ground, roughly half the height of the
mixed layer for that particular day. The boundary layer at that time
seemed to be weakly unstable. Because the larger scale features of
wind field have shown same continuity and persistence from scan to scan,
it is reasonable to expect the pressure fluctuations to show similar
behavior. This is indeed the case. The magnitude of the pressure

2 2

fluctuations is 0.5 - 2 pascals (.5 x 107° =2 x 10°° mb) in agreement with

values obtained by Deardorff (1974b) fbr nuhericallyvgimu1a£ed planetary
boundary layer flows. The correspohd{ng Er values (Eq. 8) are 0.33
for the first scan (Fig. 3) and 0.26 for the second scan.

The Tow Er values, the time continuity of the pressure field, and

2 mb are expected for a weakly

the fact that values of the order of 10~
unstable planetary boundary layer, gives some confidence in the
viability of the method. Direct verifications of such low pressure

fluctuations is impossible with present technology. On the other hand,
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pressure fluctuations play a crucial role in the dynamics of unstable
bounqary layer (see e.g., Zeman, 1981) and great uncertainty exists
about the proper modeling of the pressure terms in the eqs. for the
second moments statistics of a turbulent fluid.

As another 1llustration of the potential of the technique,
we present the results of Chong et al. They compute the horizontal
gradients of various terms in the vertial Eq. of motion. Fig. 5 presents
these components in a horizontal plane which is approximately 2500 m
above the ground. The upper part displays the horizontal gradient of the
vertical acceleration [3(Dw/Dt)/ax, 3(Dw/Dt)/3y)]; the middle part is
the horizontal gradient of the perturbation potential temperature
[ae/ax, 86/3y]; the lower part is the horizontal gradient of the
vertical pressure force [-3/ax (ap/az), -3/3y (3p/sz)]. For comparison
purposes these gradientg.are normalized and presented as °K/km. Two
distinct relative maxima in the vertical acceleration are apparent, one
at the left and one at the right. The left updraft has positive
bouyancy associated with it, and a vertical pressure gradient opposite
in sign to the bouyancy force. The right updraft has negative bouyancy
and again a vertical pressure gradient of a opposite sign. In the former

case, the updraft is associated with thermally unstable air which enters

the cell from the west, approximately 1500 m above the ground (note the
display is for air 2500 m above ground). Thus, in that case, the rising
motion is due to thermal instability with pressure gradient as a retarding
force. In the latter case, the air enters the cell at an even lower

altitude (=1000 m) where it is thermally stable. In that case the rising
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motion is due to pressure gradient forces (probably induced by surface
convergence) with bouyancy as a retarding force. The role of the non-
hydrostatic pressure as revealed by this study, corresponds closely to that
suggested by conceptual models (Cotton, 1975) and seems highly plausible.

Gaillard and Gillet alsn use dual Doppler radars to study convection
forced by the passage of cold fronts, Their retrieved pressure at.
the lower levels appears to agree qualitatively with surface measurements,
It curves out cyclonically at upper levels as is to be expected.
4, Summary and Conclusions

It appears that the combined use of the equations of fluid dynamics
and the three dimensional kinematics field derived from multiple Doppler
radar observations also permits deduction of pressure and density
fluctuations, In order for the method to work several conditions must
be satisfied: | ) |

(a) high quality wind data that will allow calculations of spatial
and temporal first and second derivatives,

(b) sufficiently fast scanning rate to capture the temporal
evolutions of the spatial scale resolved.by the radars, and

(c) a good fluid dynamical model of the phenomenon under study.

Studies using real data are encouraging. It appears that pressure
fluctuations with 30% accuracy can be retrieved. Retrieved tempefqture
and pressure demonstrate the importance of non-hydrostatic pressure gradients
in convective dynamics and appear to display continuity and coherence.

Firm verification of these results, as well as further technique developments
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(particularly in retrievals of vertical velocities) should be pursued

with'vigor. Almost everything in this vast and difficult problem still

remains to be done,

S i il
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TABLE CAPTIONS

- Table 1: Values of E_ (Eq. 8) for selected scans and vertical levels.

It took approximately 100 s to scan a volume. The vertical distance
between consecutive scans is 200 m, Er is a measure of the average

relative error of the retrieved pressure gradients,.
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TABLE 1
scan|
| 3 4 5
LEVED
) .31 .28 .44 .37
2 .35 .29 .35 .30
3 .33 .26 .38 .32
4 .36 .45 .32 .32
5 .44 .23 .37 .42
sl
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FIGURE CAPTIONS

Figure 1, Statistical analysis of the calculated virtual potential
temperature deviations 6' = o - (6> for the boundary layer simulation.
Curve A is a vertical profile of (|6'|>; curve B is £{|e']| - <|e'|))2>”2.
i.e., the standard deviation associated with A; curve C is the avcfage '
"observation error” a8’ |>; curve D is the standard deviation associated

with C,

Figure 2. Same as Figure 1, but for the severe storm simulations, Solid
1ine is for the retrieval temperature, broken line is the standard
deviation of the temperature, and short dashed lines (near axis) is the

measure of the error. --

Figure 3. Pressure deviations (from its horizontal average) for level 3
(=500 m above the ground) and scan 1 (corresponding to the first 100 s
of the experiment), The horizontal resclution §s 250 m, The values of the

pressure deviations are given in Pascals (1 mb = 100 Pa).

Figure 4. Same as Figure 3, but for scan 3. Scan 3 and scan 1 are
approximately 200 s apart. Note that larger scale features do exhibit

continuity and persistence from scan to scan.

Figure 5. Horizontal gradient in vertical acceleration of air motion.
Horizontal gradient in potential temperature perturbation e'. Horizontal
gradient in vertical pressure force. In oder for the three gradients to be
comparable, they are all normalized and represented in °K km'l (Source;

Crong et al., 1980)

-
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