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ABSTRACT

using the 280 family of microcomputer components. Data collected from the
experiment allows fast and efficisnt postprocessing, yielding both energy-
spectrum and pitch-angle distribution of energetic particles in the D and ¥
regions. Advanced microprocessor system architecture and software concepts
are used in the design to cope with the large amount of data being processed. ﬁ
This requires the Z80 system tc operate at over 80% of its total capacity. . j

This report describes the realization of an erergetic particle experiment i
|

The microprocessor system was :ucluded in the payloads of three rockets
launched during the Cnergy Budget Campaign at ESRANGE, Kiruna, Sweden in
November 1980. Based on a preliminary examinction of the data, the performance

of the experiment was saiisfactory and good data were obtained on the energy g
spectrum and pitch-angle distributinn of the particles, 1
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1. INTRODUCTION

Study of energetic particles in the D and F regions require several
pieces of information, including particle type, energy spectrum and pitch
angle distribution.

The microprocessor experiment described in this report gives good
spectrum information between the limits of about 14 to 128 keV. Also
available is pitch angle information from four detectors in 32 sectors of
rocket azimuth. The types of particles can he deduced from the comparison
of flux in pairs of detectors.

Section 2.1 demonstrates the importance of energetic particle
information in relation to the SAR arc phenomena occurring at middle latitudes.
Daiva from the microprocessor experinient not only holds the key to the SAR arc,
ktut also to auroral events.

The first-generation microprocessor experiment was actually launched
into a SAR arc (see Section 2.1.4), while the second-generation system,
described in this report, was launched into auroral activity near Kiruna,
Sweden, and showed very high count rates (see Chapter 6).

The first-generation microprocessor experiment is briefly discussed in
Section 2.2 leading up to a general discussion of the second-generation
system in Section 2.3. A detailed account of the system is provided in
Chapters 3 and 4.

Chapter 5 outlines the u<e of various diagnostic tools used in the
development of the microprocessor system,

A discussion of the testing and calibration of the experiment can be
found in Chapter 6 together with preliminary results from Taurus Orion 33.009.
The flight data lead to the conclusion that the experiment was successful in
providing good spectrum and pitch angle information (Chapter 7).

The microprocessor system can be used in future flights with almost no
changes, however the continuing advancements in VLSI technology and computer
architecture will no doubt result in a third-generation microprocessor system.

Two interesting possibilities are given in Chapter 7.
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2. ENERGETIC PARTICLES IN THE D AND E REGIONS
2.1 Introduction
Some of the most magnificent atmospheric displays are the polar auroras
which have been observed for many years, yet just beyond the visual intensity

threshold lies perhaps an ever more spectacular display. The Stable Auroral
Red (SAR) arc or M arc, which occurs at middle latitudes, has an amazing
spectral purity (630 nm), and may persist through an entire night in contrast
with the more transient polar auroras. |

The SAR arc was first observed by Barbier in 1956 from Haute Provence in ]
southern France [Barbier, 1958] and its origin has puzzled scientists for
many years.

2.1.1 Observed features. SAR arcs generally occur at middle latitudes

and are distinct from their polar counterparts which occur several degrees
of latitude northward [Hoch and Clark, 1970]. Treir pnsition corresponds
to geomagretic L-shell values between 2 and 4.

The arcs are usually stable, homogeneous, and extend several hundred

o R E T T T R

kilometers in the north-south direction occurring in the region from about
300 to 700 km in height.
Current observations show the arcs extend at least around the night side
; of the carth and probably encircle the earth. The OGO 4 satellite showed
that the arc of September 1967 was globe encircling [Reed and Blamont, 1968].
The arcs are almost always accompanied by poleward aurora; however
there is not enough evidence that they always occur together [Hoch and (Clark,
* 1970].
The signature of every SAR arc is its characteristic spectral emission
of the atomic oxygen transition 0 I(SP - 102) at 630 nm (see Figure 2.1).
The absence of any other spectral lines, most importanti, the 557.7 nm line
of oxygen, implies a low-energy excitation of the oxygen atom since only 1.97
¢V are required for the 1D transition. Spectroscopic studies of the March
1970 SAR arc show the 630 nm line by far the dominant radiation with slight
traces of (0I) 557.7 nm and (NI) 520 nm [Hernandez, 1972].
The 630 nm emission rate ranges from barely detectable above the
airglow level to several kilorayleighs with the most intense SAR arc
recorded at 18 kR in August 1972 [Shephard et al., 1976]. The mean

intensity during the last solar cycle was about 6 kR [Roach and
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Roach, 1963}, however, the mean intensity is much lower this cycle.

The fact that SAR arcs are only observed during times of magnetic storms
indicates a strong correlation between SAR arc occurrence, solar activity,
and the solar cycle [Rees and Akasofu, 1963].

SAR arcs generally persist throughout the night and the mean lifetime
has been set at about 10-12 hours [Roach and Roach, 1963].

Concurrent sightings of SAR arcs in both Northern and Southern Hemispheres
at about the same geomagnetic L-values would indicate magnetic conjugacy.

The M bands in Figure 2.2 indicate the regions of occurrence of SAR arcs.

Increased electron temperatures in the F region were found during the
geomagnetic storms of June, August, and September of 1965 using the incoherent
Thomson scatter technique [Evans, 1970]. Gatellite measurements have shown
that the electron temperatures inside the arc are enhanced relative to
surrounding regions (see Figure 2,3).

The electron density in the region of the SAR arc, at the F2 peak, is
observed to be considerably reduced compared to densities outside the arc
[Reee and Roble, 1975].

Ion temperatures within SAR arcs have always been measured lower than
the electron temperatures while neutral temperatures show very little en-
hancement.

An ac electric field was measured by the OGO 6 satellite during the SAR
arc of August 8-9, 1970, The magnitude of the field was about 100 mV m'1
greater within the SAR arc than outside the region of the arc. No dc field
enhancements were detected [Nagy et al., 1972].

The position and brightness of the March 8-9, 1970 SAR arc were correlated
with changes in the H and D components of the ground-based geomagnetic
field deviations [Okuda et al., 1971].

2.1.2 Proposed hypotheges. Prior to observations of high electron
temperatures in the region of the SAR arc exothermic reactions of oxygen were
thought to be the source of energy driving the arc.

The first hypothesis was put forth by Xing and Roach [1961] and involved
the pair of reactions:

ot + N, > Not + N (2.1)

and

NO* + e+ N+0+ 2.72 eV (2.2)
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The second reaction will leave enough energy to excite oxygen to the 0(10)
state, but not the 0(18) state thus explaining the 630 nm emission line., It
was later pointed out by Dalgarno and Walker [1964] that the second equation
has a very low reaction rate and could not account for the production of the
630 nm wavelength.

The following reactions were also proposed:

o'+ 02 -+ O; +0 (2.3)
O;*e-»0+0+6.9ev (2.4)

but were rejected since 6.9 eV is sufficient to produce the 557.7 nm linc which
is not observed.

Rees [1961] and others proposed that an electric field acting perpen-
dicular to the geomagnetic field lines would provide energy to the ambient
electrons and ions sufficient to excite the oxygen atoms to the O(ID) state.

A field on the order of 100 mV m'1 could excite the arc [Megill and Carleton,
1964]. It was later shown that this hypothesis is inconsistent with satellite
and ground observations.

Cole [1965] proposed a heat conduction mechanism in which F-region
electron temperature is maintained by conduction of heat from the magnetosphecre
along geomagnetic field lines into the ionosphere. The SAR arc is then excited
by energetic electron impact with atomic oxygen. This hypothesis is somewhat
supported by the observations of Evane [1970].

Coulomb dissipation alone may not be sufficient to supply SAR arc
heating rates and therefore another energy transfer mechanism between energetic
ring current protons and plasmapause electrons is proposed.

During the main phase of a magnetic storm the ring current is enhanced
by protons injected from the magnetospheric tail. During the recove:y the
plasmapause expands slowly outward eroding the symmetric ring current along
the inner edge,

It has been argued that ring current protons dissipate most of their
energy into ion-cyclotron wave turbulence instead of Coulomb interactions
when ring current instabilities occur [Cormwall et al., 1971]. Particle
precipitation will also accompany due to pitch-angle scattering.

It has been postulated that the ion-cyclotron wave turbulence is an
important source of heat for the SAR arc electrons.
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There are several steps in which the energy is transferred: ring current
protons just inside the plasmapause give energy to ion cy-iotron waves and
some are precipitated by pitch-angle scattering; these waves are then Landau
absorbed by thermal electrons, and the heat is then thermally conducted to
the ionosphere. Proton Coulomb dissipation is still important, however, for
warming plasmaspheric electrons [Cormwall et al., 1971].

Near the boundary of the plasmapause and ring current instabilities
occur and proton Coulomb dissipation begins electron hcating. Landau resonant
energy exchange will not become dominant until the elecc.ron encrgy cxceeds 0.6
eV [Cornwall et al., 1971]. The electron temperature and heat flux will
continue tu increase until it is balanced by strong diffusion heat conduction
to the ionosphere.

According to Rees and Roble [1975] elect?>»n heating was not needed as a
primer for Landau resonant energy exchange to take place at the plasmapause.

It was argued that proton Coulomb interactions were not a sufficient
source of heat for magnetospheric electrons based on measurements by Smith
and Hoffman [1973] and Williams et al. [1973] during the December 17-19, 1971,
geomagnetic storm and the ion-cyclotron wave hypothesis was further developed
as the principal source of electron heating

It was again pointed out that Coulomb collisions of ring current
particles may be a sufficient heat source after all. Calculations by Rees
and Roble [1975] estimated heat exchange only for conditions near the
equatorial plane, where as Cole’s [1965] estimate was made all along the tube
of force. It is shown that ring current particles exchange energy with back-
ground electrons at a greater rate the further they are from the equatorial
plane, thus increasing the heat available by Coulomb collisions. It was
suggested that if ion-cyclotron radiation be involved, it would be an
additional energy source but not the major transmitter of energy [Cole, 1975].

The main problem with the previous theories of Cole [1975] and Cormwall
et al. [1971] is that electrons heated in the equatorial region of the
magnetopause must transfer their heat down to the ionosphere.

Anomalous transport produced by kinetic Alfven wave turbulence was
proposed as a solution to this problem.

A kinetic Alfven wave is a shear Alfven wave which has certain kinetic

properties and meets some special requirements. This shear Alfven wave has
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a finite perpendicular wavelength on the order of the ion gyroradius and can
cause anomalous transport through Cerenkov resonance [Hasegawa and Chen, 1975].

There are ‘wo mechanisms available for excitation of kinetic Alfven
waves. It can be excited by a magneto-hydrodynamic surface wave through a
resonant mode conversion process and also by drift wave instability in a
plasma with B(*Zu@nu 77%2) larger than the electron-to-ion mass ratio me/hi
(Mikhailovekii, 1967].

It is shown that these waves are universally excited and can produce
localized enhancement of electron temperature along with being selective in
L value.

The kinetic Alfven wave has a wavelength comparable to the length of
the geomagnetic field line and is accompanied by a parallel electric field.
Resonant heating of electrons occurs at the plasmapause and the particles
are easily transported down the field lines [Hascgawa and Mima, 1978] thus
explaining SAR arc phenomena.

2,1,3 Comparisons of the various hypotheses. Figures 2.4 and 2,5 give
diffecent perspectives of SAR arc formation in relation to ring current
instabilities and illustrate the hypotheses of Cormwall ¢t al, [1971] and
Recs and Roble [1975].

The similarities and differences bhetween the current hypotheses of
Cornwall et al. [1971], Reee and Roble [1975], Cole [1975] and Hasegawa and
Mima [1978] can easily be pointed out using the block diagrams of Figures
2.6, 2,7, and 2.8.

All agree on the necessity of geomagnetic disturbance, electron energies
of approximately 2 eV in the upper F region, collisional excitation of atomic
oxygen to the O{lD) state, and 0630 nm emiszion in the 300 to 700 km
region, Of the four hypotheses Hasegawa's is most different (Figure 2.8).

Figure 2.6 illustrates the hypotheses of both Cole [1975] and Reee¢ and

Roble [1975]. While the figure is basically the same for both, their hypotheses

are quite different. The disagreement occurs over the importance of ion-
cyclotron radiation with Landau damping and Coulomb intecraction between ring
current protons and plasmapause electrons. Cole claims that Coulomb inter-
action is by far the dominant heat source for electrons in the plasmapause
while Rees and Roble argue that ion-cyclotron radiation with Landau damping
is dominant.
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Cornwall's hypothesis (see Figure 2.7) makes use of Coulomb interaction,
ion-cyclotron radiation, and Landau damping but places different emphasis on
the three phenomena. Coulomb interactions are first naeded to heat plasma-
pause electrons to a point where ion-cyclotron waves can be generated, Landau
damping can then occur which further heats the electrons.

The hypotheses illustrated by Figures 2.6 and 2.7 require thermal
conduction of heated electrons down the magnetic flux tubes to the region
where the SAR arc occurs,

Hasegawa on the other hand proposes an entirely different method of
transporting thermal electrons via kinetic Alfven waves and resonant electron
heating as can be seen in Figure 2.8,

2.1.4 Obsgervationa eupporting the various mecharnisme. It has been
observed that during the recovery phase of the December 17, 1971, storm there
was more than enough energy loss from the ring current to drive a SAR arc
[Williams et al., 1976]. Also observed is an injection of ring current
particles following the onset of a magnetic storm aleng with a drastic reduction
in the size of the plasmasphere. SAR arcs were observed at the L-value
associated with the position of the plasmapause during the recovery phase of
the storm [Chappell et al., 1971].

One very important aspect of these theories that has not been discussed
yet is particle precipitation. The proposals which include Coulomb heating
and ion-cyclotron radiation also predict pitch-angle scattering of ring
current protons which implies that more of these particles will be scattered
into the loss cone and precipitated into the lower to middle F region. This
was in fact observed by Hultquist et al. [1976] and Lundblad and Sorcas [1978]
during March 1969 SAR arc observations. On the other hand the kinetic Alfven
wave hypothesis would predict that electrons would be precipitated along the
magnetic lines of force by an electric field parailel to these lines. Enhanced
fluxes of precipitating electrons were observed during the storm of August
1972 in which unusual SAR arcs were observed [Shepherd et al., 1976].

Data from Nike Apache rockets launched from Wallops Island give a
different perspective. Two flights may be compared: one flight was made into
mildly disturbed conditions while the second is believed to have been
launched into a SAR arc.

The electron-density profile in Figure 2.9 for Nike Apache 14.534 is

e e o e e
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typical of mildly disturbed conditions [see also Vose and Smith, 1979];

the electron-density profile for Nike Apache 14.533 is similar in the E region.
More interesting are the clectron temperature profiles in Figures

2.10 and 2.11. Figure 2.10 stkows a typical measurement while Iigure 2,11

shows a tremendous enhancement in electron temperature.

Figure 2.12 shows that there is definitely energetic proton precipitation
along the magnetic field lines. The tendency for the energetic particles to
mirror is indicated by the two peaks close to 90 degrees.

Energetic proton precipitation is predicted by Cormwall et al. [1971]
and is in agreement with rocket data. High electron temperatures in the lower
F region are expected due to thermal conduction and are again verified
by rocket data.

2.1.5 Conclusion. In view of the facts, it is believed that
Hasegawa's hypothesis plays the major role in the production of SAR arcs,
however, Cole's and Cornwall's hypotheses cannot he completely ignored.

Along with Hasegawa, the arcs are seen as a large-scale resonance
phenomenon of the geomagnetic L-shells during disturbed conditions. It is
interesting that a correlation has been made between D and H components of
the earth's geomagnetic field and SAR arc position and intensity. Additional
work needs to be done in this area. The conclusion by Shepherd et al. [1976]
that plasma heating occurs over widely separated regions in the magnetosphere
would again indicate large-scale resonance and an ac electric field enhance-
ment measured within the arc of August 1970 is easily explained by Hasegawa.

Energetic proton precipitation as observed by Nike Apache 14,533 on
January 5, 1978, can be explained by the plasmapause and ring current inter-
actions proposed by Cole [1975] and Cormwall et al. [1971]. Coulomb interaction
probably plays a larger role in particle precipitation than ion-cyclotron
radiation since there has never been direct verification of “he ion-cyclotron
radiation, while we can be fairly certain of Coulomb interactions. However,
as far as their contribution to SAR arc phenomena these two interactions awve
probably minor.

Further examination of these hypotheses is possible since there is
such a massive amount of data yet to be analyzed. We need even
more detailed measurements in the future of magnetic and electric field

variations, energetic particle precipitation, electron densities and electron

G

e




| p,-—w—-"w‘”"“—*m

I K] - il‘
ORIGINAL PAGE IS
OF POOR QUALITY
v v v r v v v v '
200 |- -
KD-Q
L X s|268° -
8 Hz LP DATA
TIP PROBE
190 = o
180 = -
'70 P~ =
‘g 160 = -
z
w i 7
o
-
= 150 -
o
< L A
140 |- —
°
i DESCENT ¢ASCENT
'30 P L ] o
120 b~ -
* NIKE APACHE 14.534
1O = I0 AUGUST, 1977 -
000! .EST (0501 UT)
N WALLOPS ISLAND, VA i
o
oo ' o I3 A 1 l 1 i 1 1 l
500° 1000° 1500°
ELECTRON TEMPERATURE (K)
Figure 2.10 The electron-temperature profile for Nike Apache

14.534. The poirts connected by the broken line are

five-point average values [Zimmerman and Smith, 1980].

18

wes




- ng

19

paaAIasqo aanjexadwdsl y3ry ATowoxixe ayg

‘[0861 Y7725 pup uvLIBLLILZ]
sassadoxd Surjzeoy swrliydtu [emrou yO swId3 Ul paureldxs aq jouued IY3T[F STYI SuTInp

*SanTeA 98ex19Ae UTOd-d9ATF oIe SUTT UdYOIq

aul Aq paldduuod sjuTog ¢Syl dyoedy 9YIN X0F d11yoxd arneradwusl-uoIIdSTd Yy [1°Z aInd1y
() JuNIVHIINIL NOM1D313
<LO00¥ «00S§ <000¢ #0062 «0002
R J L § . 8 J Ll v L4 v - L] v J. v ° d cm—
viva 1IN3ISY
WA ‘ONVISI SJOTTWA -jov!
(1n 10S0) 1S3 100G
816" ‘ANVINVE G ]
CES P IHIVAY DMN
4 osi
[ £ ]
y 4 091
<t
.
- ]
..A..m
M..m. Hon
o
o )
4 o081
4
L ]
3804d diL -1 061
Vivd d7 ZHOSH
o8 V9I=X
g=9y
- o002
2 M 3 o ] 2 2 1 1 N M | I S 1

(wy) 3FqnLiLv

i AL

-

LN B



"

A b

e

INTEGRAL FLUX (RELATIVE UNITS)

- g

az90*

o PRECIPITATING ~——ay

e

az9%0*

2%

(]
(o]
L]

>
T

S
| |

v v T A v 1 T T Y Y S

NIKE APACHE 14.533
0001 EST “
S JANUARY, {976 ]
WALLOPS, ISLAND

Ep 240keV R

Figure 2.12

ROCKET AZIMUTH (BIN NUMBER)

SAR arc pitch-angle plot showing
energetic proton precipitation
near 90° [Voss and Smith, 1979].

20

wes

L e e




*3
e maoag

-

temperatures, plus direct evidence of ion-cyclotron waves in the magneto-
pause during magnetic storm recovery.
Barbier discovered the SAR arc over 23 years ago, yet today in spite of
a wealth of data, its origin remains a mystery and a challonge to scientists.
2.2 Experiment Used in the JASPIC Program
F The fundamental parts of the JASPIC system are shown in Figure 2.13.
The magnetometer signal digitizer supplies the microprocessor with a
4-bit sector number (16 sectors) indicating the rocket azimuth bin. This
sector number can be monitored by PIO #2 port A.

p Six bits of pulse-height and detector-number information are available
at PIO #] port A. The A/D converter supplies 4 bits of pulse-height in- 1
formation (16 energy bins) connected with 2 bits of detector information
(4 detectors). This information is input to the PIO as it is available.

Data output synchronization is accomplished with the help of the CTC.
Each time the CTC channel 1 decrements to zero it generates an interrupt at
which time one byte of data is output through PIO #1 port B. The data is
converted to an analog signal in the range 0 to 5V,

Energetic particle data is cataloged and stored in 2K of RAM and the
: operating system resides in 2K of EPROM.
| A detailed discussion of the original microprocessor system can be
found in Davie et al. [1979].

The experiment described in this report has the same input and output
facilities at its disposal, however the data organization of the microprocessor
system and software are quite different.

The main hardware differences are in the magnetometer signal processing
and the telemetry output. Davies et al. [1979] used a PIO port to monitor
the magnetometer signal in digital form. Another PIO port was used to send
digital output to a D/A converter which was connected to the telemetry out-
put. Only 2K of RAM was used.

The current system eliminates the 2 PIO ports mentioned above and in-
creased the amount of RAM to 8K. The new system added an SIO chip for
communication, replacing the D/A ronverter.

The most radical change is in the software: Davies et al. [1979] used the
, mode 1 interrupt structure; the new system uses the mode 2 vectored interrupt.

The sector is calculated off board in Mr. Davis' system while the
current version used the TC to calculate the sector interval and number.

i

s R

[700 R sh s 3 s S R R - . - -~ N WA T e AL o e ot e DRy o




e A .-wwnm‘ i

22

Y ]
Z2~80 EPROM RAM
CPU 2K BYTES 2K BYTES
’ DATA BUS
Dt i ADDRESS BUS
CONTROL SIGNALS
PIO®2 pio #*
0%e io* cte
PORT A PORTA PORT B
MAGNETOMETER
SIGNAL FIFO D/A
DIGITIZER
L___.....‘
PAYLOAD
MAGNETOMETER A/D TELEMETRY
SYSTEM

PULSE

HEIGHT

ANALYZER

SYSTEM

PARTICLE DETECTORS

Figure 2.13 The microprocessor system of Davies et al. [1979].
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Doublinyg the number of azimuth bins has increased the memory require-
ment from 2K to 4K bytes of data,
2.3 General Desoription of the I[mproved System

The rocket-borne microprocessor experiment allows real-time processing
of energetic particle data in the lower ionosphere (70 km to 180 km).

The data processed by the microprocessor experiment holds energy-
spectrum (Figure 2.14) and pitch-angle information (Figure 2.15), which is
the particles angle relative to the earth's magnetic field. Further analysis
will allow identification of the kinds of particles (electrons, protons, etc.)
encountered by the detectors.

Figure 2.14 and 2.15 are results of data analyzed from Nike Apache 14,542
which carried the first-generation version of the microprocessor experiment
[Davis et al., 1979]. Hardware and software problems with the first
generation experiment demonstrate the need for self-checking features to be
incorporated into the design of later versions of the microprocessor experiment.

The second generation of the microprocessor experiment reflects changes
in architecture due to new VLSI chips on the market and past experience with
the first generation experiment. Better program development support has led
to sophisticated software which more fully exercises the capabilities of
the Z80 micrcprocessor: in particular the mode 2 vectored interrupt response
feature.

Figure 2.16 shows how the microprocessor fits into the energetic particle
experiment. The solid-state detectors, amplifiers, threshold detectors and
staircase generators are described in Vose and Smith, 1977, and have been
used on several past flights. The other boxes, except for the magneto-
meter, represent new hardware currently under development.

When an energetic particle strikes one cf the four solid-state particle
detectors a small current pulse is formed due to electron-hole pair generation.
This pulse is amplified and ends up as charge stored on a capacitor which is
at the input of an analog-to-digital converter on the pulse-height analyzer
(FHA) board. The output of the analog-tc-digital converter (8 bits) is fed into
an EPROM which contains a log look-up table (Table 2.1) which packs the pulse-
leight data into its logarithmic representation (4 bits). At this point the
respective detector code (2 bits for four detectors) is appended to the pulse-

height information and the resulting 6 bits of information are fed into a
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Teble 2.1 Comparison of the energy ringes obtained without and with

logarithmic compression cf the pulse-height data.

is in units of keV [Smithein Edvards, 1979].

OUTPUT DATA INPUT (LINEAR)®
0 0- 14
1 15 - 22
2 23 - 30
3 31 - 38
4 39 - 46
5 47 - 54
6 55 - 62
7 63 - 70
8 71 - 78
9 79 - 86
10 87 - 94
11 95 - 102
12 103 - 110

13 111 - 118
14 119 - 126
15 127 - oo

1Without logarithmic compression

2With logarithmic compression

The input

INPUT (LOGARLTHMIC)

0-14
15 - 16
17 - 19
20 - 22
23 - 26
27 - 31
32 - 36
37 - 42
43 - 49
50 - 57
58 - 67
68 -~ 79
80 - 92
93 - 108

109 - 126
127 - o
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tirst-in-first-out (FIF0) buffer which is connected to the parallel-input
port of the microprocessor,

As the rocket spins the magnetic aspect sensor (magnetometer) indicates
the rocket position relative to the earth's magnetic field. A typical signal
is shown in Figure 2.17. One revolution of the rocket corresponds to one
cycle of the sine wave, and at each negative-going crossing of the signal, a
pulse is generated (the pulse-generator box in Figure 2.16) which toggles
the non-maskable interrupt line of the microprccessor. Two counter-timer
channels are used to keep track of which one of 32 sectors the rocket is in.

Channel 0 decrements once every 1,638 ms and by counting the number of
decrements the time per revolution can be determined. Channel 1 decrements
once every 51.2 ps which is 32 times faster than Channel 0 and by loading
the time per revelution determined from Channel 0 into Channel 1, there will
be 32 interrupts per revolution from Channel 1 as shown in Figure 2.17.

At this point there is sector, detector, and pulse-height information
ready to be processed. The sector number has been calculated by the CFU and
when the first-in-first-out buffer indicates detector and pulse-height data
are available the parallel I/0 port generates an interrupt. When the data
are fetched they are coun.atenated¢ with sector information to form a memory
address as shown in Figure 2,18. By setting higher order bits the 2K byte
blocks of data can be placed anywhere in memory space. After the address
is formed, the memory location is i1 .remented by one (one particle count).

The memory map is detailed in Figure 2,19, The 2K byte regions
indicated are used for data accumulation and data transmission. While one
region }s being used for accumulation the other region is used for trans-
mitting previously accumulated data. After an entire block of data has been
transmitted the two regions are switched according to the sequence shown in
Figurc 2,20.

Since the amount of timc neeced to transmit 2K bytes of data corresponds
to approximately 20 to 25 spins of the rocket, the end of a block will fall
in the middle of a revolution. In order to keep an integral number of
revolutions associated with the 2K bytes of data accumulated, the processor
waits until the beginning of the next revolution befor: it begins transmitting
the next block of data.

R A R I

b—ic. .

-y




- g

"SUOTSTAIP Z¢ OIUT ST}N UdamIaq durl SPIATP 01 pasn ST [ [auueyd Hj)

"STWN
U99M33q 3uT3 3yl I3[NI[ED 03 pasn g suueyd 319

‘wyltiodie 103095 s1°2 aandty

NOILNTOA3Y/SHOLD3S 2¢

¢e 8 2 02 9 2l 8 12 0

A G2

1dNYYILNI
3T78VISVIN-NON A
TVNOSIS §
4313WO0L3NOVYIN

‘"

M
!
|




T NS TR T T T T

FROM PROCESSED

' 3

30

FROM PULSE HEIGHT
ItMAGNETOMETER DATA IANALYZER BOARD

l‘ SECTOR _I‘oz'recrog{‘ PULSE HEIGHT _l
S S|1S}1S|D PIPI|P|P
) 8 7 6 5 4 3 2 | O BIT#

Figure 2.18 Address calculation.
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2800 H

2400 H

2000 H

ICOO H

1800 H

1400 H

1000 H

OCOOH

0800 H

0400 H

0000 H

ADDRESSES IN
HEXADECIMAL

10 K
RAM

9K
RAM

8K -5
RAM

7 X REGION II
RAM

6K +
RAM

5K |REGION T
RAM

4K -
RAM

3K
RAM

2 K
ROM

I K
ROM

O K

1k=2'° BYTES

Figure 2.19 Microprocessor memory map.
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Figure 2.21 shows what happens if the serial data are plotted against
time. Each sequenceof 8bits correspond to a value on the ordinate from 0
to 255 (2%) and are seen as steps. Each step gives the number of counts at
a given pulse height, for a given detector, in a particular sector all
accumulated over 20 to 25 revolutions during a specific time interval.

Each one of the 16 detector bytes corresponds to a pulse height; however,
pulse-height bin (number) zero always contains noise from the detector which
will, for all practical purposes, be 255 in every case. Figure 2.21 shows an
identification pulse at the beginning of each detector sequence. It was de-
cided that each pulse-height bin 0 should contain the following information:

Detector # Information in bin 0
1 Marker Pulse (255)
2 Record Number (0-255)
3 Sector Number (0-31)
4 Record XOR Sector

The marker pulse in detector 1 flags the beginning of a sector of data.
The record number indicates which block of data is currently being transmitted
and recycles every 256 blocks of data. The sector number indicates which
of the 32 sectors the data was accumulated in and the exclusive OR of the
record and sector is an error check.

The system also features an automatic reset circuit which, if not
addressed at least once every 50 ms, will cause a system reset. A power-
up circuit causes a system Treset several milliseconds after power is
applied to the system. The delay allows any transients due to an instant
power-on to have dissipated before the system is reset and begins operation.

The system diagram (Figure 2.22) illustrates the interconnection of
the various components of the microprocessor. The system is built around
the Mostek Z80 family which include the MK3880 CPU, MK3881 PIO, MK3882 CTC,
and the MK3884 SIO, The 8K bytes of RAM is composed of sixteen 1K-by-4-bit
low-power 2114 static RAM chips and the operating system ROM is a 2K byte
2716 EPROM. Other devices pictured include a 4-to-16 decoder (74LS154), 4-bit
binary counters (74LS393), retriggerable monostable multivibrators (74LS123),
Schmitt-triggered NAND gates (74LS132), inverting buffers (74LS04), AND gates
(74LS08), a 2.5 MHz clock (Motorola K115A) and a comparator (MC3302P).
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The magnetometer pulse generat' * is made up oif the comparator and mono-
stable (in the upper left of Figure 2Z.22) and generates a CPU non-maskable
interrupt by toggling the NMI line once during each spin of the rocket.

The automatic reset circuit is made up of the two monostables in the
upper right of the diagram. The reset circuit timing diagram (Figure 2.23)
illustrates how constant retriggering of the monostable using the ARDY line
will prevent signal 61 from triggering Qé which will reset the system. The
function of the automatic reset is to prevent the operating system from getting
hung up. Data must be strobed onto the PIO port and the CPU must respond
within any given 50 ms period.

The mode 2 vectored interrupt response of the Z80 (sec Appendix 1V),

allows implementation of sophisticated software techniques. The interrupt-vector

table (Figure 2.24) resides at the top of RAM and is set up at initialization
to point to each of the subroutines which service their respective devices.
The ability to alter the table under program control allows the routine
servicing a device to be switched so that any number of routines can service
a single device. This concept was used to service the SIO as it output its
2K byte data blocks. As explained earlier each detector has its respective
bin 0 information, and, instead of using counters to distinguish detectors,
four service routines were written which were linked together through the
interrupt table. When the detector 1 routine had finished outputting its

16 bytes it changed the interrupt table to point to the detector 2 routine
which would link to the detector 3 routine, etc. (Figure 2,25a). Refer to
section 4.2 for more detail.

The general operating system diagram (Figure 2.25b) illustrates how the
regions are switched and how the service routines are linked to the main
program by the interrupt vector table. Each of the region boxes is continually
testing to see if the last byte of a 2K block of data has been transmitted
and if the rocket has finished the revolution in which that byte was trans-
mitted. When the conditions are met the main program jumps to the next
region box, changes the necessary flags and then begin: its own testing loop.

The most critical service routine is that of the PIO since data is input
to the FIFO approximately once every 50 us. 'This implies that the PIO
service routine cannot be longer than 50 us otherwise the FIFO would fill up.

The current execution time of the P10 service routine is about 40 us which
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Figure 2.23 This figure illustrates how the automatic reset
circuit causes a system reset if not addressed
at least once every 50 ms. The time scale of the
ARDY signal has been exagerated to illustrate
the functioning of the reset circuit. ARDY should
be active approximately once every 50 us.
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2800 H
27FF H
27FE H
27FD H
27FC H
27FB H
27FA H
27F9 H
27F8 H
27F7 H
27F6 H
27F5 H
27F4 H

27F3 H

TOP OF MEMORY

CTC
CHANNEL 3

CTC
CHANNEL 2

CTC
CHANNEL |

CTC
CHANNEL O

P10

SI0

v

STACK

ADDRESSES IN
HEXADECIMAL

Figure 2.24 Interrupt vector table addresses.
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(a) SIO service routine linkage using the interrupt

table; (b) operating system diagram showing the
linkage of the varicus service routines via the
interrupt structure.
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includes the 19 clock cycles used to service the interrupt. This means that
servicing the PIO accounts for at least 80% of the total processing capability
of the microprocessor system,

If all the other parts of the operating system are included it is clear
that the system is near capacity and that the incoming data rate cannot be
increased without exceeding the capability of the system,

Chapter 6 will discuss why the data rate is important and Chapter 7
will discuss ways to improve the speed with which the data are processcd,
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3. ROCKET-BORNE SYSTEM ARCHITECTURE
3.1 Central Processing Unit (CPU)

The Z80 central processing unit (CPU) is the hear: of the rocket-borne
experiment. It is here that the programmed sequence of instructions in memory
are executed and control signals for the peripheral devices originate.

The 280 CPU is not a stand-alone device, but depends on its connection
to memory and perirheral devices to define its personality and function, making
it very versatile.

The rocket-borne application requires 2K bytes of read-only memory, 8K
bytes of randon-access memory, a serial I/0 port, a parallel I/0 port, a
counter timer circuit, and a magnetometer-interrupt processor. These arec
described in the following sections.

The 280 CPU coordinates the communication between the pulse-height
analyzer board and itself through the parallel I/0 port. Once the data are
available, they are organized and accumulated in memory and then transmitted
via the serial I/0 port.

The Z80 CPU, powerful as it is, would be quickly rendered ineffective
if it had to concern itself with all the details of timing and communication.
This explains the need for special periphcral devices to handle these func-
tions., These devices are programmed by the Z80 CPU to define various aspects
of thei. function and, once programmed, run by themselves, interrupting the
Z80 CPU only when necessary to trarsfer data or mark certain events. This
leaves the 280 CPU free to concentrate on data processing.

3.2 Memory

The microprocessor memory map (Figure 2.19) shows the memory layout in
1K byte blocks.

The lower 2K (address 0 to 07FFH) is read-only memory (ROM), in which the
operating system resides. The ROM was placed here because of the Z80 hardware
reset feature which branches to location 0 when executed. The hardware reset
is used upon power-up and also if the automatic reset circuit detects a fatal
system error.

Everything from 2K to 10K (address 0800H to 27FFH) is random-access
memory (RAM). For data organization purposes the region 4K to 8K (address
1000H to 1FFFH) is divided into region 1 and region 2. The upper 2K (address
2000H to 27FFH) is used for the interrupt-vector table and the stack. The 2K
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to 4K (address 0800H to OFFFH) region is not used.

The ROM resides in an Intel 2716 EPROM which is ¥ by 8 bits. The RAM
consists of 16 Hitachi HM472114-4 low power memery chips, each chip organized
as 1K by 4 bits.

In order<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>