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ABSTRACT

Laser radar observations of the mesospheric sodita layer often reveal
r

wavelike density fluctuations moving through the layer. It is often assumed

that these features are a layer density response to gravity waves. The

density response of atmospheric layers to gravity waves is developed in two

E

	

	 forms; an exact solution and a perturbation series solution. The degree of

nonlinearity in the layer density response is clearly described by the series

S	 solution whereas the exact solution gives insight into the nature of the

response. It is shown that density perturbations in an atmospheric layer can
t

be substantially greater than the atmospheric density perturbations associated

with the propagation of a gravity wave. Because of the density gradients

present in atmospheric layers, interesting effects are observed such as a

phase reversal in the linear layer response which occurs near the layer peak.

Once the layer response is understood, the sodium layer can be used as a

tracer of atmospheric wave motions.

In order to increase the resolution of lidar data, a two-dimensional

digital signal processing tec:anique has been developed. Both spatial and

f temporal filtering are utilized to enhance the resolution by decreasing shot

noise by more than 10 dB. Many of the features associated with a layer

density response to gravity waves are observed in high resolution density

profiles of the mesospheric sodium layer. These include nonlinearities as

well as the phase reversal !.n the linear layer response.
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1. INTRODUCTION

The availability of lasers has made it such easier to take advantage of

resonant scattering in the remote detection of atmospheric constituents. One

of the initial remote sensing applications of tunable dye lasers was in the

study of the mesospherio sodium layer. The layer has been investigated since

its discovery in the late 1930'x. A review of the early measurements and

theory of the sodium layer chemistry is contained in Brown [1973]•

Mesospheric sodium is believed to be of meteoric origin [Richter and Sechrist,

1979x; Gadsden, 19701. In addition to providing a source of atomic sodium,

recent work indicates meteoric dust may also contribute to the removal of

atomic sodium from the mesosphere [Hunten, 1981].

Before dye laser based lidar systems became available as a tool for remote

sensing, sodium measurements were largely restricted to studying resonantly

scattered sunlight. Ground-based measurements of this type [Blamont and

Donahue, 1961; Gadsden and Purdy, 19701 were able to define seasonal

variations in column abundance, but the sharp layer boundaries were not

revealed until rocket-born dayglow measurements were made [Hunten and Wallace,

1967; Donahue and Meier, 19671. Lidar observations of the vertical structure

of the sodium layer were first made in England [Bowman at al., 19691. Since

then, similar measurements have been reported from a variety of locations

including France [Blamont at al., 1972], Brazil [Kirchhoff and Clemesha,

19731, California [slake at al., 19721, Illinois [Rowlett at al., 19781 and at

high latitudes (Franz Joseph Land, USSR) [Juramy at al., 19811. Because the

daytime sky produces unacceptably high background photon rates in most sodium

lidar receivera, almost all lidar observations of the sodium layer have been
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restricted to the nighttime. In addition, moat lidar observations of the

sodium layer are zenith measurements. Steerable measurements have been made
i

[Thomas at al., 1976; Clemesha at al., 19801 in an attempt to determine the

horizontal structure of the layer and the direction of propagation of wavelike

features in the layer.

The mesospherio sodium layer is generally confined to an altitude range of

f 80-100 km with a sharply defined peak near 90 km where the maximum number

density is usually about 109-1010 m 3 . The upper boundary typically has a

scale height that is less than that of the atmosphere (3-4 km compared to

about 7 km for the atmosphere at this altitude). The lower layer boundary is

even more sharply defined; the sodium density drops an order of magnitude

witi,in a few km at about 80 km in altitude. Seasonal as well as daily and

hourly variations in the layer are observed. A winter increase in column

abundance has been observed in both dayglow [Hunten, 1967; Gault and Rundle,

19691 and lidar [Gibson and Sandford, 1971; Megie and Blamont, 19771

observations. Current theories of sodium layer chemistry [Richter and

Seohrist, 1979b] appear to explain the annual abundance variations. Diurnal

variations in column abundance were observed in ground-based [Gadsden and

Purdy, 19701 and rocket-born [Donahue and Meier, 19671 dayglou measurements.

Daytime lidar measurements [Gibson and Sandford, 19721 have failed to confirm

these observations. _jweverq a pre-sunrise increase in column abundance has

been detected in nighttime obeervatione made at Urbana, Illinois and is

reported in this thesis. These variations are not fully explained by current

theories of the sodium layer.

Short term variations in sodium density are often observed [Kirchhoff and

F
	 Clemesha, 1973; Rowlett at al., 1978; Juramy at al., 19801 and are attributed



s

3

to tidal and gravity wave oscillations. To understand the effects of

atmospheric dynamics on the sodium layer, the response of layers to

atmospheric wave motions must be understood. Fortunately, chemical effects

are reduced in the nighttime sodium layer so that it can more readily be used

as a tracer of atmospheric motions. The linear density response of minor

constituents to gravity wave perturbations has been investigated by several

researchers [Dudis and Reber, 1976; Chiu and Ching, 19781. These results have

been applied to 02('E) airglow measurements [weinstook, 19783, measurements of

the green line airglow at 557.7 nm [Battaner and Moliva, 19801, and the

nightglow emission of the hydroxyl radical [Frederiok, 19793. It also appears

that many of the wavelike features observed in the sodium layar are associated

with a linear layer response to atmospheric waves [Shelton et al., 19801. An

expression for the total layer response to atmospheric waves is derived in

this thesis. Many of the features in experimental data are consistent with

such a layer density response to gravity waves. Features often observed in

the linear response of the layer include a phase reversal and differing

perturbation amplitudes above and below the layer peak. Nonlinearities in the

layer response have also been observed. In regions of large density gradients

or where the linear response is small (i.e. at the point of phase reversal),

nonlinear effects become important. Sodium density perturbations associated

with a double frequency response to gravity waves are consistently observed in

these regions. Because of the nonlinear nature of the sodium layer response,

density oscillations with short temporal periods and small vertical

wavelengths can be present.

A detailed study of the nonlinearities in the layer response to gravity

waves requires high temporal and spatial resolution. Although shot noise

r



places a practical limit on lidar resolution, appropriate filtering can reduce

the shot noise and significantly improve the resolution in lidar profiles.

The spatial filtering technique of Rowlett and Gardner [1979] is expanded in

this thesis to include temporal filtering. As a consequence, spatial and

temporal resolution have been increased and many of the nonlinear features in

the layer response to atmospheric waves have been observed.

In Chapter 2 9 the Urbana lidar system is described and the principles of

its operation are presented. Chapter 3 contains a description of the spectral

analysis and two-dimensional filtering techniques utilized to process the

received photocount profiles. The sodium layer response to atmospheric wave

motions is developed in Chapter u. In addition to explaining many of the

wavelike features observed in sodium density profiles, the layer response

influences column abundance and must be understood in interpreting the spatial

periodograms used in data processing. Observations of the sodium layer made

at Urbana, Illinois between October, 1979 and March, 1981 are presented in

Chapter 5. The wavelike perturbations in density found in many of these data

exhibit the characteristics of a layer response to gravity waves developed in

Chapter 4. All of these measurements were restricted to zenith observations

and, as a result, it is difficult ^o deduce the horizontal structure of the

sodium layer. Since the horizontal layer structure can be influential in

determining the layer response to atmospheric waves it is sometimes difficult

to interpret lidar data when only the vertical variations in sodium density

are known. In Chapter 6, initial results of steerable observations of the

sodium layer are shown. These observations, made at Goddard Space Flight

Center, illustrate a technique which may be used to determine the horizontal

structure of the layer. Chapter 7 describes the stratospheric dust layers
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observed over Urbana following the volcanic eruptions of Mt. 3t. Helens in

1980. Although these observations are not directly related to observations of

the mesospherio sodium layer, they illustrate the flexibility and the many

uses of ground-based lidar facilities. Conclusions and recommendations for

further work are outlined in Chapter 8. The appendix contains a description

of same of the lidar system hardware.
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2. LIDAR SYSTEM DESCRIPTION AND OPERATION

2.1 OVERVIEW

The Urbana sodium lidar facility consists of a Fresnel lens telescope and

the associated receiving electronics, a pulsed organic , dye laser, and a

microprocessor system which coordinates the data collection process and stores

the received data. The output of the dye laser is tuned to the sodium D2 line

at 5890 A in order to induce fluorescence in the atomic sodium of the

mesospheric sodium layer. This increases the effective backsoattering cross

section of atomic sodium substantially. Backscattered photons are collected

by the Fresnel lens telescope where the detected photons are counted. By

periodically sampling these counts, a record of photocounts versus height is

obtained which may be used to determine estimates of the density profile of

sodium with altitude. The processing required to obtain these estimates is

performed off-line on the University of Illinois Control Data CYBER 175

computer.

2.2 RECEIVING SYSTEM

The major elements comprising the receiving system are a Fresnel lens

telescope, photomultiplier tube (PMT) and its associated electronics, and a

counter interface. Each of these items is included in the lidar system block

diagram (Figure 2.1).

2.2.1 RECEIVING TELESCOPE

The collecting element of the receiving system telescope is a 1.22 meter

diameter f/1.56 acrylic Fresnel lens. The lens as well as the remainder of

the telescope are discussed in some detail by Rowlett and Gardner [1979]. A

ra
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Figure 2.1 Blook diagram of the Urbana lidar system. Double lines indioate
light paths while single lines represent electrical oonnections.
Angled lines in light path symbolise beamsplitters and mirrors.
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block diagram of the receiving telescope is shown in Figure 2.2. The Fresnel

Ions focuses the oollected photons onto the plane of a field -stop iris.
i^

' Following the iris, a Nikon 35 mm f/1.4 lens collimates the beam prior to its

passage through an interference filter. Because of the 5 nm bandpass of this

filter, the number of photons due to background sky illumination is reduced

substantially. A focusing lens contained in the PMT cooled housing focuses

r
the photons which are passed by the interference filter onto the cathode of an

RCA C31034A high quantum efficiency PMT. This PMT is thermosleotrically

cooled by a Products for Researoh Model TE-206TS-RF cooled housing. Table 2.1

contains a list of parameters for the telescope. All data presented in this

thesis, with the exception of the measurements presented in Chapter 6, were

collected with this telescope. Mechanical considerations have restricted the

use of the telescope to zenith measurements.

TABLE 2.1 RECEIVING TELESCOPE PARAMETERS

Diameter of objective 	 1.22 m
Area of objective	 1.17 m2
Focal length of objective 	 1.90 m
Bandwidth	 5 nm
Field of view	 3 mrad

2.2.2 PMT ELECTRONICS

The output of the PMT is discriminated by a Princeton Applied Research

Amplifier-Discriminator (Model 1121). The discriminator compares the

amplitude of pulses generated by the PMT to a preset threshold. If the pulse

exceeds the threshold, a 12 nanosecond pulse is generated which is counted by

the counter interface. Discriminator output pulses are NIM standard, i.e. -18

ma minimum into a 50 ohm line terminated in a 50 ohm load. Another mode of

operation for the discriminator is the Pulse Height Analyzer (PHA) mode. The
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FRESNEL LENS122 cm DIA
FOCAL LENGTH x 190.5 cm

COLLIMATING	 FOCUSING LENSLENS(MNDN35mn
450 HOUSINGCOOLED
MIRROR

FIELD-STOP 	 INTERFERENCE
IRIS	 FILTER	 ZPHOTOMUVIPLIER

(RCA C31034A)

Figure 2.2	 Sohmatio diagrm of telescope optics [Rowlett and (Gardner,
1979).
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principal utility of the PRA mode is that the amplitude distribution of pulses

arriving from the PMT can be displayed permitting the determination of the

proper threshold level. In addition, this mode can be used to optimize the

PMT high voltage setting in order to maximize the output signal to dark count

ratio.

There are several possible sources of error in photon counting systems

whir': may introduce significant error at very high counting rates. One such

source is "pulse pile-up". The PMT output pulse has finite width, usually on

the order of 10-40 nanoseconds. As a result, the PMT can act as a paralyzable

detector in that two or more output pulses separated by 1053 than the

resolving time of the tube will result in one larger and generally wider

pulse. Another source of error arises from signal induced noise. It has been

shown that such noise is proportional to signal strength and inveraly	 r

proportional to, t2 9 where t is the elapsed time from the signal pulse 	
r.

[Pettifer, 19751. To minimize these problems and to protect the PMT from

overloading conditions which are possible due to strong Rayleigh scattering

from below 30 km altitude, a gain switching or gating capability has been

added to the receiving system. Prior to its installation, the receiving

system overloaded at low altitudes and required at least 100 microseconds to

recover. As a result, Rayleigh scattering from 30 to 40 km could not be

observed. Since the calibration procedure requires these data, the sodium

data could not be calibrated to yield estimates of the absolute sodium

density.
s

Gating of the PMT is achieved by controlling the voltage on the first PMT

dynode. When the dynode voltage is reduced from its normal state (which is

positive with respect to the cr;thods) to the cathode potential or slightly

---A
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negative with respect to the cathode potential, a significant decrease in

overall PMT gain is achieved. Measurements with this system indicate that the

gain is decreased by approximately 3 orders of magnitude. In addition, the

recovery time is short, on the order of 6 to 10 microseconds. Thus, the PMT

may be electronically switched on and off rapidly enough to permit observation

of Rayleigh scatter from 30-40 km without suffering from overloading as a

result of strong scattering from below 30 km.

In order to synchronize the firing of the laser and the PMT gating, a
r

timing controller was constructed. This element contains a triggering circuit

for the laser and the blanking circuits as well as a free running oscillator

which establishes the laser pulse repetition rate. The timing is adjusted so

that the PMT is blanked 5 microseconds before a laser pulse is initiated.

This insures that the PMT will be completely blanked immediately after the

laser fires when the strongest return signal is present. Approximately 200

microseconds later (corresponding to an altitude of 30 km), the PMT is

blanked and data collection proceeda. Both the blanking and the timing

lrouits are described in greater detail in the appendix.

Figures 2.3, and 2.4 show phot000unt profiles which illustrate the

rfectiveness of PMT blanking. In Figure 2.3 9 overloading has Beverly

latorted returns from below 40 km and data calibration, which depends on

iyleigb returns from 30 to 40 km, is not possible. In Figure 2.4 9 returns

ram below 30 ks have been attenuated by blanking. Above 30 laa, however,

here is sufficient Rayleigh scattering to permit calibration of the spatial

rofile and therefore estimates of the absolute sodium density are possible.
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2.2.3 COUNTER INTERFACE

The discriminated pulses from the amplifier-discriminator are counted by a

free running b bit counter in the counter interface. This device, described

by Kinter [19771 9 contains the logic necessary to periodically sample and

store the contents of the counter. Counter interface operation is

synchronized with the laser firing by a pulse from a photodiode detector (the

Laser Command Pulse, LCP). The counter sampling interval, or range gate

width, is software controlled and may be varied from 1 to 128 microseconds in

1 microsecond increments. All the sodium data presented in this thesis were

collected with a 3 microsecond range gate. In addition to the range gate, a

delay factor must be specified. This determines the delay between laser

firing and the point at which counter sampling begins. Because only 256

photocount samples are available, such a delay may be required to insure that

the sodium layer is included in the sampled region. A 12 bit word is used to

communicate these parameters as well as commands from the lidar microprocessor

system to the counter interface. Any return data, such as photocount samples,

are returned in an 8 bit word. Two additional lines provide handshaking

between the counter interface and the microprocessor system.

2.3 MICROPROCESSOR SYSTEM

A Digital Group Z-80 microprocessor system forms the heart of the

microprocessor system. This system was initially implemented to control the

data collection proceaa, provide a control system which insured that the laser

tuning remained stable, and to monitor the laser spectral linewidth and output

energy [Teitlebaum and Sechrist, 19791• As the lidar system has evolved, so

has the function of the microprocessor system. Currently, the microprocessor

W
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controls data collection and provides a permanent record of the data on

cassette tape.

The Z-80 system permits alignment of receiver and laser, controls data

collection and storage, and transmits the acquired data to the CDC CYBER 175

computer for off-line processing. Rayleigh scattering and returns from the

sodium layer are displayed to facilitate the alignment process. During the

data collection process, the range bin, delay and number of laser pulses per

profile are specified by the user. This permits a great deal of flexibility

in system operation. After each spatial profile of data is collected, it is

stored on cassette tape. Thus, a power or equipment outage will never result

in the loss of more than one profile of data. Data is transmitted to the

CYBER 175 computer via a telephone line at 300 baud. Mhen operated in this

mode, the Z-80 system emulates a remote terminal tied to the CYBER 175•

2.4 LASER

Two lasers were used to collect the data presented in this thesis. Both

lasers are flashlamp puaped, organic dye lasers utilizing Rhodamine 6G

perchlorate in an alcohol and water solution. Photographs of the two systems

are included in Figures 2.5 and- 2.6. Prior to January, 1981, a laser

utilizing a double elliptical cavity was used [Richter and Seohrist, 19781.

The dye cavity was at the common focus of the two ellipses and a flashlamp was

located at each of the remaining fooii. During operation, the quartz walls of

the flashlamps were ablated. Because of a build-up of ablation products, the

flashlamp lifetime was limited to approximately 5000 pulses. The pulse

repetition rate for this Laser was only 0.5 hertz. This rate could not be

exceeded without jeopardizing laser stability.
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Figure 2.6	 Photograph of the Candela dye laser. Photograph (a) shows the
laser head. The power supply and triggering unit is shown in

photograph (b).
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When this laser was replaced in January, 1981, the quality of data

improved dramatically. This was partially a result of an increase in the

laser pulse repetition rate and the extended life of the new flashlamps. The

new laser is a Candela Corporation Model LFDL-5 laser which has been modified

to meet a special narrow linewidth requirement. The. narrow linewidth

modification has not been used in data collection activities. It is

anticipated that this feature will be used in the future to attempt

temperature measurements of the sodium. Table 2.2 contains parameters

describing both the old and new lasers.

TABLE 2.2 LASER PARAMETERS

Old Laser	 Candela Laser
Broadband	 Narrowband

Energy per pulse 100 mj 50 mJ 20 mj
Pulse repetition rate 0.5 Hz 10 Hz 10 Hz
Wavelength 589.0 nm 589.0 nm 589.0 nm
Linewidth 6 pm 1 pm 0.2 pm
Pulsewidth (FWHM) 4 )is 2 ua 2 us
Beam divergence 1 mrad 1 mrad 1 mrad

The operation and characteristics of the Candela laser as well as a means

of measuring the spectral linewidth of the laser output are described by

Nilasen [1981]. The improved system performance is explained by the increased

pulse repetition rate, extended flashlamp lifetime, and increased spectral

energy density at 5890 A. The spectral energy density of the old laser was

approximately 100 mj/6 pm or 16.7 mJ/pm whereas the Candela laser can produce

50 mj/pm in the broadband configuration. In addition, the spatial resolution

is improved somewhat by the shorter output pulse width (2 microseconds as

opposed to 4 microseconds). The increased pulse repetition rate available

with the Candela laser (10 Hz) makes greater temporal resolution possible by
a

i
t

F

B-11
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decreasing the amount of time required to acquire a spatial photocount

profile. Actually, the effective laser pulse repetition rate is limited to

approximately 4 hertz by the Z-80 system. This system requires roughly 250

Milliseconds to collect a laser shot of data and update the video presentation

summarizing the status of the spatial profile.

One of the consequences of the extended flashlamp lifetime is that long

data sets may be collected without dismantling the laser to replace the

flashlamps (as was the case with the old laser). The current system has

consistently run from sunset to sunrise with no mayor tuning or equipment

problems. These long data sets, which contain as many as 128 spatial

profiles, make temporal filtering an attractive addition to the signal

processing techniques which are applied to the photocount data. These

processing techniques are described in Chapter 3.

2.5 DESCRIPTION OF THE PHOTOCOUNT DATA

The lidar equation relates the received photocounts due to laser induced

fluorescence of the sodium layer to the sodium concentration profile. The

contributions of the various lidar system parameters as well as atmospheric

effects are included. The lidar equation derived by Measures [1977] has been

modified to include temporal variations in sodium density.

nA ^(	
f

z

a(z,t)	 R J da 	 dT1(z - T) p(T - o) Y(a,t) 	 (2.1)T— 

0	 -m

Z
/

t)	 -Y(z,	 = 
s(z2t exp 2 I dsa(8)1	 (2.2)

Z	
0

i

r
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where	 a photoelectron counting rate (s-1)

Y = scattering profile (m-3)

R = Ti 1 exp (-2z/cTj) • zZ0 (s-1)

Ti = radiative lifetime of the scatterer (s'.

P = laser pulse shape (J•m 1)

n = overall system efficiency

AR = receiver aperture area (m2)

h = Planck's constant (J-s)

v = optical frequency (s-1)

a = volume extinction coefficient (m- 1)

b = volume backscatter coefficient (m-1)

The backscatter coefficient is proportional to the concentration of sodium and

is therefore the parameter of interest. Note that this parameter is dependent

upon both altitude and time. The altitude dependence is a consequence of the

vertical structure of the sodium layer and layer dynamics account for the

temporal dependence. The volume extinction coefficient is negligable for

heights greater than 30 km. Hence, we have

Y(z,t) a 
(Z' t)	

(2.3)
Z

for the region of the sodium layer. If L(z) and y(z,t) are assumed to be zero

for z>0 , the range of integration for both integrals in equation (2.1) may be

extended to infinity. This results in an expression 'Qr x(z,t) which is a

double convolution.

a(z,t) - nAR L(z) * p(z) * Y(z,t)	 (2.4)
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In this oase, Z(a) and p(a) have the effect of oonvolutionally smearing

Y (z, t) .

The above results apply to the returns from a single laser pulse.

However, the returns from 50 to 500 pulses are integrated to yield a single

spatial profile of data. Also, the lidar system does not measure the

instantaneous photon rate. Instead, it integrates the rate over the spatial

variable, a, by counting the detected photons in each range bin to yield a

photocount, x• The relation between the rate parameter of the counter

Interface (which is the counter sampling period, T) and the range, eh, over

which the photons are integrated is oh-cT/2 where C is the speed of light.

If the counting rate is deterministic, then x is Poisson and the expected

value of the photocounts obtained from one laser pulse occuring at time t is

z+oh

<x(z,t)> _ f
z

dsa(a,t) + <b> (2.5)

(2.6)

or

<x(z,t)> _ <xY (z,t)> + <b>

where <b> is the expected photocount due to additive noise and <xY (z,t)> is the

expected signal photocount. The integration in equation (2.5) may be

expressed as the convolution of a(z,t) with a gate function, g(z), where the

gate function is defined ass

1
0 < z < oh

Ah

g 	 _	 (2.7)

0 ; elsewhere

Men combined with equation (2.4) 9 the expression for the expected signal
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photocounts is seen to contain a threefold convolution.

na
<X (8,0> - hvR R(a) * p(X) * g (X) * Y(a,t)	 (2.8)

or

<xY(s,t)> = f(s) * Y(s,t)	 (2.9)

A
where f(a) _ ( 

rt
hR) i(a)*p(s)*g($). In the spatial Fourier domain, this may be

written as

F *V'

<XY(w8,t)> = F(wa )< r(wa t)>
	

(2.10)

where <X
Y Y
>p <r> and F are the spatial Fourier transforms of x , Y and f,

respectively. w8 is the spatial frequency. In practice, the returns from a

number of laser pulses are summed to yield a spatial phot000unt profile.

These sums are also Poisson. The loss of temporal resolution resulting from

this integration is discussed in Chapter 3. The photocounts available from

the counter interface are the samples of x(s,t) at the points s=koh. Thus,

the phot000unts for the kth range bin and the mth spatial profile may be

expressed as x(Uh,mbT) where AT is the time interval separating spatial

profiles. Since x(Uh,moT) is Poisson, the expected value and variance are

equals

<x(kAh,mAT)> = Var[x(keh,mAT)]
	

(2.11)

The noise phot000unt contained in equation (2.5) is primarily due to

background sky illumination and PMT dark counts. The expected value of this

phot000unt is equal to anT where 
In 

is the noise rate and T is the counter

sampling period. 	 Generally, the noise counts due to background sky
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illumination make the most significant contribution to the total noise count.

The noise source may be reduced by using a narrower bandpass interference

filter in the receiving telescope. Because a Fresnel lens is used in the

telescope, it is not practical to reduce the band pasa of the filter such below

its current value. Since the telescope is not diffraction limited,

oollimation errors begin to introduce significant losses and alignment

becomes extremely difficult. Noise counts due to PMT dark noise are minimized

by cooling the PMT to -20 0 C.

Estimates of sodium concentration are obtained by filtering the phot000unt

data in such a manner that the convolutiunal effects described by equation

(2.9) are minimized. The filtering process is described in Chapter 3.

Calibration of the filtered data yields estimates of absolute sodium density.

This process entails normalizing the data by phot000unts arising fran

Rayleigh scattering and scaling the result to account for the effective

scattering cross section of sodium and the backscattering coefficient of the

atmosphere at the altitude of the Rayleigh scattering. The received

photocounts are related to sodium density through the following equation

[Cerny and Sechristy 19801.

2

zk + ^ 
Nk OR(W)

Pk 	 2	 N a	 "R	 (2.12)
zR	 R eff

where pk = sodium density in the k
th range tin (m-3)

'. PR 
a atmospheric density at range z (2-3)

zk 
s height of the kth range bin (m)

I
Nk = signal phot000unts from the kth raW bin

NR = signal photocounts from the range z
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oR(e) : Rayleigh baeksaatter coefficient (m2)

aeff s effective sodium areas section (m2)

Calibrating the data in this manner results in sodium donsity estimates which

are independent of system variables such as laser pulse energy variations

and overall system efficiency.
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3. SIGNAL PROCESSING

3.1 INTRMUC?ION

Theorstioally, laser pulse length, receiver range gate width, data

integration time and sampling interval place the fundamental limits on the

spatial and temporal resolution of lidar profiles. However, in practice the

resolution of sodium lidar data is usually limited by shot noise. spatial

filtering has been shown to be an effective technique for enhancing the

spatial resolution of sodium lidar profiles by reducing shot noise in the

phot000unt data [Rowlett and Gardner, 19791• Estimates of sodium density are

obtained by spatially filtering the phot000unt data to remove shot noise and

to deconvolve the effects of receiver range gate and laser pulse shape. The

appropriate spatial filter cutoff frequencies are determined by computing the

average spatial periodogram (power spectrum) of the profiles collected wring

the nights operation.

Temporal filtering of the phot000unt data is a logical extension of this

processing technique. Until recently, however, the Urbana lidar system was

not capable of collecting a sufficient number of profiles in one night to

permit temporal processing. In June, 1979 a new receiving telescope was

installed and in January, 1981 a new laser was integrated into the lidar

system. A description of these items is included in Chapter 2. System

performance has imp-oved dramatically and, because of the lengthy data sets

now being colleoted, temporal filtering has become a viable addition to the

data proc683iug techniques used to filter sodium lidar phot000unt data.
i

As in the spatial filtering techniques developed by Rowlett and Gardner,

one of the most critical aspects of the temporal filtering process is the

t
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determination of an appropriate cutoff frequency. Aotuaily, since the

phot000unt data is now being two-dimensionally filtered, the spatial and

temporal filter cutoffs should be jointly determined. The two-dimensional

filter described in this chapter is a separable filter so that the temporal

and spatial filter cutoffs may be selected and implemented independently.

However, because of the deleterious effects of shot noise, tradeoffs must be

made in determining these parameters, i. e., the spatial cutoff may be

extended by sacrificing temporal resolution and vice versa. These cutoffs are

selected by examining temporal and spatial periodograms of the photocount

data. The periodogram, which is used ab an estimate of the power spectrum +r.

the data, is computed using the Discrete Fourier Transform OFT).

3:2 TEMPORAL PBRIODOORAN OF PHOTOCOUNT DATA

The temporal periodogram is used as an estimate of the temporal power

spectrum of photocount data. From this estimate,, the cutoff frequency for a

temporal filter will be determined. However, there are several difficultivm

encountered in computing and analyzing this periodogram. The temporal

variations in the sodium layer density at a fixed altitude are usually a small

percentage of the average background sodium density. This is illustrated in

Figure 3.1 where the signal photocounts in the 80 9 85 and 90 kilometer range

bins are plotted as a function of time for data collected on October 28-29,

1979• At 85 and 90 Ion the average level is very high with rapid shot noise

fluctuations superimposed on top of small amplitude, long term variations. In

addition, there are sharp discontinuities in the temporal data at the

beginning and and of the observation period. The sharp discontinuities along

with the high average level dominate the temporal periodogram and overshadow
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spectral components due to actual temporal variations in the sodium layer.

This problem cyan be ameliorated by subtracting the average sodium background

level from each range bin and then multiplying the resulting temporal data by

a window funct+on to eliminate the discontinuities at the beginning and end of

the observation period. A Hamming window is typically used. The nature of

the Hamming window is discussed in section 3.6.1. The temporal periodogram

can then be compute_,` 5y taking the Fast Fourier Transform (FFT) of the

windowed data and computing the square of its magnitude.

However, it should be noted that windowing does introduce some spectral

distortion. To see this let x (kAh,mAT) denote the photocount in the 
kth 

range

bin corresponding to the nh profile. Ah is the altitude separating successive

range bins and AT is the time increment between successive spatial profiles.

The average photocount level in the kth range bin due to sodium and background
_•47

noise is

N(K	
K-1

h) = R 	 x(kAh,mAT)	 (3.1)
M-0

where K is the total number of spatial profiles collected and N(kAh) is the

sum over all spatial profiles of the photocounts in the 
kth 

range bin. If the

window function is denoted by w(mAT) then the temporal periodogram for the 
kth

range bin is

K-1	 2

lo(k&h,a)I' =	 w(mAT)(x(kAh,mAT) - M h)} a-iumAT	 (3.2)

IM-0
To simplify notation, Ah and AT will be dropped and w, x and N will be

expressed as functions of k and m.

The expected value of the temporal periodogram may be evaluated by noting

that x and N are Poisson. This implies that

1

t
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E
E

	

<x(km) x(k,n)> _ <x(k,m)> <x(k,n)> m # n	 (3.3)

	

<X(km) x(k,n)> _ <x(k,m)> 2 + <x(k,m)> m - n	 (3.4)

	

<N2 (k)> - <N(k)> 2 + <N(k)>	 (3.5)

<N(k) x(k,m)> - <x(k,m)> + <x(k,m)> <N(k)> 	 (3.6)
Taking the expected value of equation (3.2) yields the results

K-1
<I0(k,w)I 2> 	 x w2 (m) <x(k,m)>

M-0

K-1 K-1	
<p(k)>	 <N(k) > iw(m - n)

	

+	 F w(m) w(n) [<x(k,m)> -	 K ] [<x(k,n)> -	 K ] e	 (3.7)
m-0 n-0

K-1 X_-1 1	 <p k

	

+	 K w(m) w(n) . K)
>

-- _ <x(k,m)> - <x(k,n)>] e iw(m - n)
m=0 n-0

Ultimately, this reduces to

<I0(k,w)I 2> _ <r(k,w)> * W( w) _ W(w) I2 _ [<N(k)> + 11 IW(w)I2

K2

K 1
+ I w2 (m) <x(k,m)>
m=0

	where	 K-1	 <N(k)> -iwm	 (3.8)<r(k,w)> - ^ [<x(k,m)> _ K
	

]e
m-o

R-1

W(w) _ I w(m) 
a-iwm

M-0
<r(k ,w)> is just the DFT of the expected photocount variation in the kth range

bin. I<r (k,w)
>I 2

 is the function we are attempting to estimate by computing

I 0 (k, w)1 2•

As can be seen from equation (3.8), JoJ2 will provide a slightly distorted

estimate of I<r>I
2
 . The first term in equation (3.8) is approximately equal

to I<r>I? However, the convolution of <r> with W reduces spectral resolution

and the W/K term introduces some distortion for w<1 1(KAT). The last term in

equation (3.8) is due to shot noise and is approximately equal to <N(k)>. At

td
t

x

V.
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high temporal frequencies this shot noise term is the most significant in

equation (3. 8). To reliably observe temporal variations in the lidar data,

I<r>1 2 (i.e., the first term in equation (3.7)) must be large compared to the

shot noise level. The second term involving JW1 2 is a distortion term which

is significant only at low frequencies where w<(1/KAT). Note also that the

periodogram is a biased estimate of I<r>I 2 . The bias is a constant level

which depends upon the total number of photons counted in the temporal profile

and upon the temporal window, w(m). At w=0 9 the expectation obtained from

equation (3.7) is
K-1	 K-1	 K-1

< 10(k,0) 1 2> _ I L^ 2 (m) <x(k,m)> - [? ( E w(m))] [ E w(m) <x(k,m)>j
M-0	 K m=0	 m=0

<N k > 
rK-1	 2 

rmlo1

	 2+	 w(m)^ 
+	 w(m) (<X (A M)> - N Kk) )	 (3.9)

K2 ^m=0	 J 
If no window is applied, i.e. if w(m) = 1 for all m, then equation (3.9)

becomes zero. (x(k,m) - N(k)/K) is by definition zero mean. However, in the

presence of temporal windowing, w(m)(x(k,m) - N(k)/K) is no longer zero mean.

If no temporal window is applied, the expected value of the periodogram

becomes

<J,t(k,w)12> _<r(k,w)> 12 + <N(k)>

sin( KW sin (4K) 
<N(k > 2	 -iw( -1)

+	 ---^-- - — Re{e	 2 <M, w) > }	 (3.10)
sin(2) sin (2)	 K

where Z( kw) is the DFT of x( k, m). It was assumed that K temporal samples

were collected at intervals of AT. Except for w = 0, at frequencies which are

integer.multiples of (2rt )/(KAT) the third term in the above expreasion is

zero. Since the FFT computes the values of the DFT only at these points, if

t

	

	 the FFT is used to compute the periodogram, this last term will contribute

only for w s 0. At this point, its value will be -<N(k)>. This effectively
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cancels the constant shot noise term permitting the anticipated result that

(in the absence of temporal windowing) <It(k,0)^ 2 =0.

Unfortunately, the periodogram provides a very noisy estimate of the power

spectrum [Oppenheim and Schafer, 19771• In addition, it is often difficult to

obtain a simple expression for the covariance of a periodogram. Such is the

case for the covariance of 10(k, w)1 2 unless it is assumed that the expected

value of photocounts in the temporal profile, <N>, is known. This assumption,

of course, also yields a slightly different expression for the expected value

of the periodogram since <NV K is now subtracted from x(k,m) rather than N/K.

The new periodogram is

2RM 12 _ I

M-0

K 1 
w(m) [x(k,m) -<NK) >] a-iwml

2
(3.11)

and the expected value of this periodogram becomes

K- 1
<102 (k,w)1 2>	 ^<r(k,w)> * W(w)1 2 +	 w2(m) <x(k,m)>	 (3.12)

ma0

ks before, the signal spectrum falls into a constant shot noise level given by

the second term in the above equation. The distortion at low frequencies is

no longer present. The convolutional smearing of the desired power spectrum

by W(w) remains present, however.

To obtain the variance of I'D
2

( k,w)1 2 1 the covariance is first evaluated.

For a photocount periodogram, the covariance is given by

2	 2	
K-cc1 K

c
-1 K-

r
1 K-C1

cov[I't2 (k,w l )I I 102 (klw2)1] = L	 G	 G	 L [<Y(k,j)Y(k, Z)Y(k,m)7(k,n)>
J=0 1=0 m=0 n-0

- <Y(k,j)Y(k, Z)> <Y(k,m)Y(k,n) >] eiw l(j - Z) e iW2 (m - n)	 (3.13)

where	 Y(k,j) - w(j)[x(k,j) - 
<NKk 

>]

The summation 13 broken into special cases: k=Z=mm, k=Z=nbEn, etc. These
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oases are then evaluated by using the property of independent increments and

the required momenta of a Poisson process [3aleh, 1978]. The final result for

the covariance is

cov[1 02 (k, w 1)1 2 , (t2(k,w2)(2l

K-1
_	 W4(m) <x(k,m)> + JW2 (wl - w2) * <X(k,w 1 - w2) >12

M-0

• 1W2 (w1 + w2) * <X(k,w1 + w2)>12

• Me{[,'(w1) * <r(k,wl ) >][W3(wl) * <X(k,w1) >]*}

• Me{[W(w2) * <r (k, w2 ) > l[W 3 (w2) * <X(k,w2) >l*}

• 2Re{ [W2 (w1 + w 2) * <X(k,w1 + w 2) > ] [W(wl) * <r(k,w1) >]*

[W(w 2 ) * <r(k,w2)>]*} + 2Re [W2 (wl - w2 ) * <X(k,w1 - w2)>]

[W(w1) * <r(k,w1)>]* [W(w 2)' * <r(k,w2)>]}

K-1	 iwmwhere	 <X (k, w) > a I <x(k, m) > e-
M=O

K-1
W2(w) _ I u^2We-iwm

m-0

K-1W3(w) = I ra 3We-iwm

M=O

The variance is found by setting w l-w2-w in equation (3.14):

--
Var[14o2(k,w) 12] ' K 1 w4 (m) <x(k,m)> + [ K 1 2 ( m) <x(k,m)>] 2

M-0	 m-0

(3.14).

+ 1W2 (2w) * <X(k,2w)>1 2 + 4Re{ [W (w) * <r(k,w)>][W3(w) * <X(k,w)>]*)

+ 2Re{[W2 (2w) * <X(k,2w)>][W(w) * <r(k,w)>]*2}

K-1
+ 2[	 W2(m) <x(k,m)>] ,W (w) * <r(k,w)>1 2	

(3.15)
M-0
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K-1
As w becomes large, the variance approaches ( I W (m)<x(k,m)>)2.	 Thus,

m=0
in this region the variance is equal to the square of the expected value. One

method of reducing the variance of the periodogram is to average the

periodograms of a number of temporal profiles. This technique (Bartlett's

procedure) [Oppenheim and Sohafer, 19771 has been used to reduce the variance

in spatial periodograms [Rowlett and Gardner, 19797• If the true power

spectrum which we are attempting to estimate does not change from temporal

profile to temporal profile, the resulting average periodogram will have the

same expected value, but the variance will be reduced by a factor of J, where

J is the number of profiles averaged together. Actually, spectral features

will vary with altitude as a result of the nature of the layer response to

wave activity. However, the temporal periodogram is being computed for the

purpose of choosing an appropriate temporal filter cutoff frequency. Thus,

the slight distortion at low frequencies induced by the temporal window and

the effects of averaging a number of periodograms are not significant.

3.3 TEMPORAL PERIODOGRAM OF SPATIALLY FILTERED PHOTOCOUNT DATA

It is instructive to determine the effect spatial filtering has on the

temporal resolution of the lidar photocount data. It is anticipated that the

achievable temporal resolution should be increased in data which have

previously been spatially filtered. The expected value and variance of the

temporal periodogram of spatially filtered data may be found by noting the

fact that, rather than raw photocount data, an estimate of the power spectrum

of data given by

(N-1)/2
y(k,m) _

	

	 h(k - Z)[x(Z,m) - b(m)] 	 (3.16)

Z=
-(N-1)

t
i

r
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is being sought. N is the number of points in the spatial profile. h(k) is

the spatial filter impulse response which is convolved with the photocount

data, x(k,m). b(m) represents the constant background noise present in them th

spatial profile due to sources such as PMT dark counts and background sky

illumination. This is assumed to be a deterministic quantity. In practice,

an accurate estimate of b(m) can be computed from the lidar returns obtained

from above the sodium layer. Thus, y(km) represents the spatially filtered

data for the kth range bin and the 
mth time bin. It is a simple matter to

determine the expected value and the first four moments of y(k,m) which are

required to evaluate the covarianoe of the periodogram.

(N-1)/2
<y(k,m)> *=	 E	 h(k - Z) [<x(Z,m)> - b(m)]	 (3.17)

Z--(N-1)/2

2	 2	 (N-1)12	 2
<y (k,m)> - <y(k,m)> +	 h (k - Z) <x(Z,m)>	 (3.18)

3	 3	 (N-1)12	 2
<y (k,m)> - <y(k,m)> + 3	 h (k - Z) <xY(Z,m)><x(Z,m)>

+ (N-I)l2 
h3 (k - Z) <x(Z,m)>	 (3.19)

(N-1)12
<Y 4 (k,m) > - <y (k m) >4 + 6	 h2(k — Z) <xY(Z,m)><x(Z,m)> a  

	

(N-1)12	 '
3+ 4	 1	 h(k - Z) <xY(Z,m)><x(Z,m)>

Z=-(N--1)/2

(N-1)/2
+ 3	 E	 h4(k — Z) <x(Z,m)>2

(N-1)/2+	 I	 h4(k - Z) <x(Z,m)>	 (3.20)

	

1=-(N-1)12	 {
3

where	 <xY(Z,m)> - <x(Z,m)> - b(m)

t
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The temporal periodogram of the spatially filtered data for the kth range

bin is given by:

	

E'
d (k,w)12	

K
=	

1 
W(m) [y(k,m) - N (k)] e^ 

2

ma0	
K	

(3.21)
s 

The expected value of the periodogram can now be calculated by evaluating the

following expression:

	

X-1 K-1	 N' k
<10 (k,w) 

1 2
> _	 w(m) w(n) < [y (k,m) - Nf(k)

e	
m=0 n=0	

K

<[y(k,n) _ N 
I (k)> etw(m - n)	 (3.22)

As before, W(m) is the temporal window andN I k)!K is the average number of

signal phot000unta in the spatially filtered temporal profile. After some

manipulation, an expression which is similar to equation (3.8) is obtained.
K-1 (N-1)12

< I t (k,w) 2> _

	

	 W2(m) h2 (k - r) <x(r,m)>
m=0 r=-(N-1)/2

+ 
<re (k, 

w)> * W(w) _ W
(W)

 l 

2 
_ <N (k) > + 1 I W(w) 12

K-1
where	 <r8(k,w)> = I0[<y(k,m)>	 <N

F (k)>^ ae-1140	 (3.23)
M 

K-1 (N-1)12

	

<N`(k)> = E	 E	 h(k - r)[<x(r,m)> - b(m)J

m-0 r--(N-1)12

Once again, distortion at low frequencies is encountered and a oonatant

shot noise level is present. Assuming that spatial filtering does not alter

the dominant spectral features in the temporal periodogram (as should be the

case if the spatial filter is selected properly ) p the main difference between

the temporal periodograms of raw and spatially filtered data is in the

I

I
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constant shot noise level. The decrease in shot noise level will be by a

factor of G where G is given by:

X-1 (N-1)/2

1	 ra2(m) h2 (k - r) <x(k,m)>

G = m-0 r--(N-1)12	
(3.24)

K^
1

w2 (m) <x(k,m)>
M-0

The numerator of the fraction in this expression is simply the spatially

filtered version of the denominator. The impulse response of this filter is

the square of the impulse response of the spatial filter. Therefore, as the

cutoff frequency of the spatial filter becomes lower (i.e., the filtering is

more severe), features with longer vertical wavelengths are removed from the

filtered data. However, the effect of the filter in equation ( 3.24) also

becomes more severe and the decrease in shot noise level apparent in the

temporal periodogram becomes more significant. Since the level is lower,

features which were previously masked may now become apparent. As a result,

the cutoff for the temporal filter (which is selected by examining the

temporal periodogram) can be extended yielding better temporal resolution in

the filtered data.

Just as the expected value of the temporal periodogram is affected by

spatial filtering, so is the variance. As before, it is extremely diffioult

to obtain an expression for the periodogram variance when the expected value

of the sum of the spatially filtered photocounts in the k th range bin, <N(k)>,

is not known. As a result, it is assumed that this quantity is know a priori

and the covariance and variance expressions are evaluated. Rather than repeat

such of the development presented in section 3.2, only the resulting variance

expression is presented here. The development closely parallels the previous

work. The variance expression is
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K-1 (N-1)/2

	

var 2a(k,w)I'I - E	 I	 w4(m) h4 (k - r) <x(r,m)>
m-0 r--(N-1)12

+ JH2 (2w)[W2 (2w) * <X(k,2w)>]l2

K-1 (N-1)12

+ I I	 i	 w2(m) h2 (k - r) <x(r,m)>1 2
m-0 r--(N-1)12

• 4Re{ [W(w) * <I'a(k,w) >] IN3 (w) (W3(w) * <X(k,w)>)]*}

• 2Re{[R2 (2w)(W2 (2w) * <X(k, 2w) >)]IW(w) * < r8(k,w)>]*2}

K-1 (N-1)12
+ 2[ 1	 1	 h2(k - r) W2 (m) <x(r,m) > ] 1W

(W) * <T$(k,w)> 12 (3.25)

m-0 r--(N-1)12

K-1 (N-1)12
	frequencies,	

2
At high	 quencies the dominant term is (^	 ^, t^2(m)h2(k-r)<x(r,m)>)

m-0 r--(N-1)12

Thus, as in section 3.2 9 the variance is the square of the expected value for

large w. As in this previous section, the variance of this estimate is

reduced by averaging the temporal periodograms from altitudes between 80 and

100 ka.

Figure 3.2 shows the average temporal periodogram computed from data

collected on October 28-29 9 1979. This data set consisted of 71 spatial

profiles collected at 5 minute intervals. The 3 dB decrease in shot noise

level after spatial filtering is apparent. In this case, the spatial filter

was a deconvolution filter of the type used by Rowlett and Gardner with a

spatial cutoff at a frequency of 0.44 ka-1.

3.4 SPATIAL PBRIODOGRAM OF PROTOCOUNT DATA

Just as an average temporal periodogram is used to determine the

a,,propriate temporal filter cutoff, the spatial periodogram is used to select

a spatial filter cutoff. The nature of the spatial filter is discussed in

k

r

M-'.
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Figure 3.2	 Temporal periodogram of the sodium lidar photocount data
collected during the night of October 28-29, 1979. T16 outoff
frequency for the spatially filtered data is 0.44 km . [Gardner
and Shelton, 19811.
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section 3.7. The spatial periodogram of pbot000unt data has been analysed in

detail by Rowlett and Gardner, [1979) • Their results are presented here for

comparison with the spatial periodogrm of temporally filtered data.

The spatial periodogrm of phot000unt data for the nfh spatial profile is

given by

2	 N-1	 -iwk 2	 -1
	

-tiwk 2le(w,m)1	 I	 x (k,m)e	 I -
 1 17

 [x(k,m) - b(m)]e	 (3.26)
k-0 Y	 k-0	 f

Notice that the background counts are subtracted from the raw photocounts. It

is assumed that this background count is known a priori. Using the fact that

x(k,m) is Poisson, the expected value of (e(w 9m)' 2 is readily found.

N-1

<je(w,m)1 2> -I <x(k,m)> + <e(w,m)
>1 2
	(3.27)

k-0

The first tern is a constant shot noise level and is equal to the expected

total number of photons counted in the spatial profile. The sasond term is

the power spectrum of the expected signal phot000unts. This latter tors is

the quantity we nre attempting to estimate by computing the periodogrm. At

w z 0, the expectation is <P(m )> + <p((M)>2  , where P (m) is the total number of

phot000unts and Y (m) is the total number of signal phot000unts in the mth

spatial profile. As w grows large, the constant shot noise term dominates the

periodogram. The shot noise level is down from the value of the periodogrm

at w a 0 by a factor of

-1	
N^1

<P (m) > 2
Y	 1 + k-0

As mentioned in previous section, if t!

2 -1

-1	 (3.28)

k- 0 
<x(k,m)>

►ia shot noise level is too high, it

will obscure features in the power opectrum. From equation (3.28) it is clear
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that increasing the number of signal photons will decrease the shot noise

level.

The variance of the spatial periodogram has also been derived by Rowlett

and Gardner.

var[je(w,m)
1
2 ] - 2<P(m)> 10(w,k) >1 2 + 2Re(<X(2w,m)>< e*(w,m)>2)

+ 4Re(<X(w,m)><e*(w,m) >2) + I<X(2w,m) >1 2
 + <P(m)>2 + <P(m)>	 (3.29)

N-1
where	 <X(w,m)> _	 <x(k,m)>e-iwk

k-0
At w s 0 9 the first two terns dominate yielding a variance of 4<P(m)><P

Y 
(m)>2.

For large w  the variance is approximately <P(M)>2 . As in previous oases, it

is seen that for large w, the variance of the periodogram is the square of its

expeoted value. Periodogram averaging is used to reduce the variance of this

estimate of the power spectrum by averaging the periodograms of individual

spatial profiles together. This procedure was discussed in earlier sections

on temporal periodograms.

3.5 SPATIAL PERIODOGRAM OF TEMPORALLY FILTERED DATA

Just as spatially filtering the data prior to computing the temporal

periodogram lowers the shot noise floor, temporal filtering Gin be used to

lower the shot noise floor in the spatial periodogras. This permits the

spatial cutoff frequency to be extended by extending the frequency at which

the true power spectrum becomes obscured by the shot noise level. The

temporally filtered data is given by:

	

yt (k,m) _	 g(m - i) x(k,i)	 (3.30)
i--(M 1)/2

ch
:'he periodogram of the 

m 
temporally filtered spatial pro-ile is

A

s
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F

2 ' Iv-1	 ^^ 2
( AT (w.m) I	 [yt(k,m) - b'(m))e	 (3.31)

k-0

b'(m) is the background noise count present in the m th spatial profile of the
temporally filtered data. M is the length of the temporal filter impulse

response. The characteristics of the filter are discussed in section 3.6.1.

The expected value and variance of jyw,m)1 2 may be found in a manner
similar to that presented in section 3.3 where the temporal periodogram of

spatially filtered data was examined. This problem is analogous to the

present problem of evaluating the expected value and variance of the spatial

periodogram of temporally filtered data. In the present problem, however, no

window is applied to the data before the periodogram is computed. The

expected value is

N-1 U1-1)/2
<1A (w,m) ! 2 -	 E	 g2(m - i) <x(k,i)> + <A (w,m)

>1 2
	(3.32)T	

k-0 i--01 1)/2	
T

where j<AT(w,m) >I 2 is the true power spectrum we are attempting to find. The
constant shot noise floor is due to the presence of the first term. At w s 0

the expected value of the periodogram is

^^	 2	 N-1 (M-1)/2 2

k!0 i-- (M-1) /2

rki-o1

	 (M-1)/2	
2

+	 I	 g(m - i) <x(k,i)> - VW	 (3.33)
 i--(R-1)/2

The shot noise floor is below this value by a factor of

N-1	 (M-1)/2 2 -1

g(m-i) <x(k,i)> - b'(m)

R - 1 + -0 i'- 
M-1 /2	 1	

(3.34)-1 (M-I) 2

rj ice- E	 g2(m-i) <x(k,i)>
(IW1)/2

f

0

'^	 f
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The value of temporal filtering in decreasing the shot noise level is also

illustrated by this equation. As the temporal filter cutoff is extended, the

value of equation (3.34) generally becomes smaller until it becomes equivalent

to equation (3.28) when no temporal filter is used. An the temporal filter

cutoff becomes low (i.e. severe filtering), the value of this expression

becomes small. This principle may be demonstrated by assuming that the

temporal filter impulse response is a rectangular function. In order to

insure that the magnitude of the filter frequency response is unity at w = 0,

the value of g(m) must be 11M, where M is the length of the FIR impulse
a

response. As the filter cutoff becomes smaller, the length of the filter

impulse response becomes larger. It is also assumed that x(k,m) = x(k) does

not vary with m. This, of course, is an unrealistic assumption. However, it

simplifies equation (3.34) and serves to clarify the effect that varying the

temporal filter cutoff has on this equation. Under these conditions, equation

(3.34) simplifies to
N-1

R a (1 + E M<x(k)>) -1	(3.35)
k=0

As the filter cutoff is reduced, M grows larger and R decreases. This

indicates that the separation between the spectral peak at w = 0 and the shot

noise floor is increased. Figure 3.3 contains plots of average spatial

periodograms for raw and temporally filtered data. The separation between the

spectral peak and the shot noise level is 11 dB greater after a temporal

filter was applied. In this case the temporal filter cutoff is 0.03 min -1 . In

addition, the spatial periodograms were averaged for the entire data set to

reduce the variance. 	 ,

As in previous oases, the periodogram is a noisy estimate of the power

spectrum. Using the same methodology reported in earlier sections, the

a,
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Figure 3.3	 Spatial periodogram of the sodium lidar photocount data
collected during the night of October 28-29, 1979. The_3utoff
frequency for the temporally filtered data is 0.033 min . The
dashed lines are one standard deviation away from the
periodogram of raw data. [Gardner and Shelton, 19811.
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i

variance expression was found to be

N-
c
1 (M-1)/2

Var[16T (w,m)^ 2] = E	 94(m - i) <x(k, i)> + <R2(2w,m)>I2
k-0 i--(M-1)/2

[N-
CC
1 (M-1)/2	

2
C'}	

G	 G	 9(m - i) <x(k,i)> 2 + 4Re{<6 ,(w,m)><R3*(w,m)>}

k=0 i=-(M-1)12

+ 2Re{<R2(2w,m)><eT*(w,m)>2)

rk!O

-1 (M-1)/2
+ 2	 192(m - i) <x(k,i)	 I<eT(w,m)>I2

 i=(M-1)12	
>

N-1 (M-1)/2

where	 <R (w,m)> - I	 1	 9 (m - i) <x(k,i)>

k=0 i=-(M-1)/2

(3.36)

The form of this expression is quite similar to the variance expression for

the spatial periodogram of raw photocount data (equation (3.29)). As before,

at high frequencies the variance is the square of the mean. To reduce the
	

i

1

variance, the temporally filtered spatial periodograms are averaged.

3.6 TWO-DIMENSIONAL FILTERING
	

i

3.6.1 TEMPORAL FILTER

The periodograms discussed in previous sections are used to determine the

cutoff frequencies for temporal and spatial filters. First the average

temporal periodogram is computed and examined. A temporal filter with the

desired cutoff frequency is designed and applied to the data. At this point,

the spatial filtering technique developed by Row lett and Gardner is used to

complete the two-dimensional filtering process. The implementation of the

temporal and spatial filters are quite different. Aspects of the temporal

filter are discussed in this part of the section and the spatial filtering

A
	

technique is reviewed at the end of this section.
4

A

i
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technique is reviewed at the and of this section.

Because the sodium layer has infinite temporal extent, as opposed to the

limited spatial extent of the layer, temporal windowing was utilized in

computing the temporal periodogram. The limited temporal extent of the data

set presents problems in the filter implementation as well. To avoid

distortion induced by the sharp discontinuities at the beginning and end of

the observation period, a Finite Impulse Response (FIR) filter is used. This

has an added advantage in that it is a simple matter to insure that the filter

has a linear phase response.

Since the returns from a number of pulses are integrated to yield a

spatial profile of data, it is possible to apply a temporal deconvolution

filter to reduce the distortion introduced by this effect. This distortion is

much the same as the distortion introduced by the range bin width in the

altitude profile. If the returns are integrated for 
p 

minutes (by summing

the returns from all the laser pulses in this interval), the returns are

effectively smeared in the temporal domain. This may be illustrated by noting

that the photocounts for each laser pulse, p(k,n), are actually summed over a

period 
T 

to obtain the integrates: photocount x(k,m)•

M -1

x(kAh,mAT) - P, x (Uh,mAT + nAT)	 (3.37)
n-0 P

where 
p 

is the number of laser pulses per spatial profile. More precisely

T = MP AT where AT is the period separating laser pulses. This is actually the

convolution of x(k,n) with a rectangular filter impulse response. The

convolution is equivalent to a multiplication in the temporal frequency domain

by sin(,rfTP MnfTP ) where f is the temporal frequency. The first zero occurs

in this function at f = 11 P , where TP is usually on the order of 2 minutes.
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Examination of temporal periodograms indicates that there is no discernible

structure which can be attributed to temporal variations in sodium density

with periods less than 20 to 40 minutes. Thus, the distortion introduced by

this convolution is negligible in current data and there is little need for a

temporal deconvolution filter.

A linear phase low pass filter will be utilized to reduce the shot noise

contributions in the temporal data. A filter with short impulse response is

desirable in order to insure that the length of the temporally filtered data

set is comparable to the length of the raw data set. The number of points in

the temporally filtered data set (Kr) is less than the number of points in the

original data set M. The relation between K2, and K is

K7,-K-M+ 1	 (3.38)

where M is the duration of the filter impulse response. To maintain linear

phase, the impulse response must satisfy the relation

g(m) i g(M_ - 1 - m)	 (3.39)

This amounts to a requirement that the impulse response be symmetric about its

midpoint. If this condition is satisfied, the filter is linear phase and the

various spectral components in the temporal response of the layer will all

suffer equal delays. This can be an important consideration when trying to

interpret filtered data in terms of a layer density response to wave activity.

In addition to the requirement for a short impulse response, we desire to

have small sidelobes and a sharp transition from the passband to the stopband

in the filter frequency response. Unfortunately, these requirements are at

odds with each other since a short impulse response usually means large
f

sidelobes or a gradual passband to atopband transition. A compromise is made

by selecting a Hamming function as the impulse response. The Hamming
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function, which is a member of the family of raised cosine ourves, • ia defined

as

0.54 - 0.46 cos (Mi) ; 0 < m < M - 1
g(m) _	 (3.40)

0	 elsewhere

The magnitude squared of the * DFT of this impulse response, +G(W)1 2 : has a

stopband which is in excess of 40 dB below the passband. The width of the

passband is 21(MAT), where AT is the interval between spatial profiles. The

passband is defined as the range of frequencies between m = 0 and the first

null in the DFT of the filter frequency response. Figure 3.4 contains a plot

of the magnitude of the filter frequency response for a 13 point Hamming

impulse rezo ponce when AT = 5 minutes. In this case, the cutoff frequency is

0.0308 min- 1 (corresponding to a period of 32.5 minutes). It is evident that

the response in the passband is not flat. Thus, the higher frequency

components in the passband will suffer substantial attenuation as the cutoff

frequency is approached. By selecting cutoff frequencies which are somewhat

greater than the frequency at which the shot noise level dominates the signal

portion of the temporal periodogram, this problem is circumvented to some

extent. Unfortunately, the requirements for a flat pasaband, linear phase and

short impulse response cannot all be meet simultaneously. The Harming impulse

response filter is a reasonable compromise.

The effect of temporal filtering on the expected value and variance of the

photocount data is easily determined. Since x(k,m) is Poisson, the

photocounts collected in non-overlapping time or range intervals are

statistically independent. The expected value and variance of filtered data

corresponding to the kth range bin and the m th spatial profile, y(k,m), are
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1
i

,

(M-1)/2
<yT (k• m)> =	 I	 g(m - i) <x(k,i)>

i--(M-1) /2

(M-1) /2
Var[y(k,m)] _	 g2(m - i) <x(k,i)>

The signal to noise ratio (SNR) at the filter output, defined as

<y?,(k,m)>2

SNR ' Var[yT(k,m)]

is seen to be

(M-1)/2	 2

L	 I	 g(m - i) <x(k,i) >1
SNR = 

--(M-1)12	 „-
(M-1)/2

I	 92(m - i) <x(k,i)>
i-- (M-1)/2

The next step in the processing technique is spatial filtering.
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(3.41)

(3.42)

(3.43)

(3.44)

s

3.6.2 SPATIAL FILTER

The spatial deconvolution filter which is applied after temporal filtering

was developed by Rowlett and Gardner [19791• In equation (2.7) the lidar

equation was used to express a spatial profile of data as the three-fold

convolution of the radiative lifetime of the sodium, 1(z), the receiver range

gate, 90), the laser pulse shape, p(a), and the sodium scattering profile,

Y(a). The application of temporal filtering does not affect the nature of the

spatial deconvolution filter. It can be seen by examining equation (2.8) that

the proper deconvolution filter is simply

f

H ( w) _	 (3.45)
0	 > w

C

where w  is the cutoff frequency determined by examination of the spatial

periodogram of temporally filtered data and H(w) is the DFT of the spatial
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filter impulse response, h(k)• The background count is subtracted from each

spatial profile and the resulting profile is transformed via FFT techniques.

At this point, the spatial deoonvolution filter, H(w), is applied to the

temporally filtered data by multiplication in the spatial frequency domain.

After an inverse Fast Fourier Transform, the spatially and temporally filtered

data are range squared corrected (i.e., the filtered data are multiplied by

the square of their range). By applying the calibration technique discussed

in Chapter 2, the final estimates of sodium density can now be calculated.

The expected value and variance of the two-dimensionally filtered data are

easily found.

(N-1)/2

	

<x(k,m)> =	 I	 h(k - j ) [<yt (j ,m) > - b(m)]	 (3.46)
j--(N-1)/2

(N-1)12	 (M-1)12

var[z (k,m)] -	 I	 I	 h2(k - j) g2 (m - i)(<x(j,i)> b(m)) (3.41)

j--(N-1)12 i--(M-1)12

where bon) is the background count present in the m th spatial profile and

z(k,m) is the two-dimensionally filtered data. It is assumed that b(m) is

known a priori. The signal to noise ratio may be expressed, as in equation
4

(3.43),

SNR -

(N-1)/2	 (M-1)/2	 (N-1)/2	 2
1	 1	 h(k- j)g(m- i) <xQ i) > -	 I	 h(k- j)b(m)

.j--(N-1212 i-- (M-0 /2	 j--(N-1)12

	

(N-^)/2	 (M-0/2 c 	

2	 2

	

L	 h(k - j) g(m- i) <x(j,i)>
--(N-1)12 i=-(M-1)/2

(3.48)

As mentioned previously, this procedure ultimately yields a

two-dimensionally filtered data set for which the two-dimensional filter is

separable. The frequency response of this filter is given by G(W T MWS),where

3
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W  is the temporal frequency and w  is the spatial frequency. The parameters

and implementation of each filter are independent. The order in which the

t	 filters are applied has no effect on the filtered data. Temporal filtering
r

has been applied first simply because a more dramatic decrease in shot noise

level is apparent in the spatial periodogram than is evident in the temporal

periodogram after spatial filtering. The temporal and spatial cutoff

frequencies may also be chosen by examining the two-dimensional periodoEram of

the photocount data. The characteristics of this periodogram are discussed in

the next section.

3.7 TWO-DIMENSIONAL PERIODOGRAM

The two-dimensional periodogram discussed in this section can be used to

choose the optimal set of cutoff frequencies for the spatial and temporal

filters discussed previously. The constant background count, b, is subtracted

from each spatial photocount profile. It is assumed that this quantity is

known and, to simplify the following analysis, is constant from spatial

profile to spatial profile. Once again, the nature of the temporal variations

in sodium density present a problem. These variations are a small percentage

of the background sodium density. Unlike the temporal periodogram, however,

the average photocounts at each altitude cannot be subtracted since the

spatial variations in the data set are also of interest. A temporal window is

applied to prevent the large discontinuities at beginning and and of the data

set from contributing significantly to the periodogram. The periodogram is

expressed ast

i
r

t ^

1
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JT(wS.wT) 
1 2

N-1 N-1 K-1 K-1	 iw,(k- Z) iw (m-n)
•	 w(m) w(n) xY (k,m) xY (Z,n)e ^	 e T	 (3.49)

k•0 Z•0 m•0 tt•0
ws and wT are spatial and temporal frequencies, respectively, and xy(m,n)

x(m,n) - b. w(m) is the temporal window. The expected value of this
i

expression is evaluated yielding the result:

N-1 X-1
<IT(wS .wT)I 2> .	 w2(m) <x(k,m)> + IW(wT) * <r(wS ,wT) >1 2 	(3.50)

k-0 m-0

where W(wT ) is the DFT of w(m) and <r(wS,wT)>j2 is the two-dimensional power

spectrum we are attempting to estimate. As in previous periodograms, a

constant shot noise level is present.

The variance expression for the periodogram is now evaluated. This is

accomplished by evaluating the covariance, cov[IT(w
Sl'wTl )l2 ' (T(wS2'wT2)1239

for wS1 = wsl and wT1 = w
T2 . The covarianoe expression for a two-dimensional

photocount periodogram is given by:

N
C
-IN 1 NC-IN 

CC 
1 J^-1 K-1 K-

CC 
IX -1

cov[ T(wS1 ,wT1 )1 2. T(wS2 , wT2) 12
1
 - L	 L L	 L	 w(O w(n) w(e) w(t)

k-0 1-0 p-0 r-0 m-0 n-0 a-0 t-0

• [<xY (k,m) xY(Z,n) xY (p, a) xY (r, t)> - <z ^m) xY (l,np< Y (p, $) Y(r,t,']	 f

Y'	 I

eiwsl (k - Z) eiwS2 (p - r) eiw rl (m - n) 
eiwT2 

(e - t)	 (3.51)	 (
1

The eightfold summation is broken into special canes: k=tzrn=n=p=r=e=t,

k=l:enan=p=r=eAt, etc. in order to apply the property of independent

increments and the first four moments of a Poisson process.

<xY (k,m) xY (Z,n)> - <xY(k,m) ><x,(Z,n)> k 0 Z m# n	 (3.52)

	

<xY2 (k,m)> . <xY (k,m)>2 + <xY (k,m)>	 (3.53)

i
<xY3 (k,m)> - <xY (k,m)> 3 + 3<xY(k,m)><x(k,m)> + <x(k,m)> 	 (3.54)	 '
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<x, (k,m)> _ <xr (k,m)>4 + 6<x.((k,m)>2<x(k,m)> + 4<x.((k,m)><x(k,m)>

(3.55)
+ 3<x(k,m)>2 + <x(k,m)>

After tedious algebraic manipulations the oovariance expression is found to be

2	 N-1 Kr-1 4
cov[IMS,'WTI)I 2 , IT(wS2 •wT2)I ] _

	

	 L w (m) <x(k,m)>
k-0 m=0

+ <S(wSI+4S2'wTl+wT2)> * W2(wT1+wT2) 12

+ <S(wSl wS2' wTl wT2 )> * W2 (WTI-W2'2)
 12

• 2Re([<T(wS1 ,wT1 )> * W(wT1 )][<S(wS1 . wT1 )> * W3 (wT1 )]*)

• 2Re([<T(wS2,wT2)> * W(wT2 )][<S(wS2' wT2)> * W3(wT2)]*)

+ 2Re([<T(wSr wT1 ) > * W(wT1 )I[<T(w
S2' wT2)> 

* W(wT2)]

1<S(wS1+wS2'0'Tl+wT2)> * WZ(wT1+wT2)]^ 
+ 2Re([<T(wS,,wTl )> * W(wTl)]

[ <T (wS2, wT2 )> *W(wT2 )] [<S(wSl-wS2, wTl-wT2)> * W2 (wTl-wT2 )] * }	 (3.56)

N-1 K-1	 _2wSk -iw2rn
where	 <S(wS,wT)> _ I E w(m) <x(k,m) >e	 e

k=0 m=0

K-1

W(WT) _1 w(m)e-iwrt
►t

nr=0

K-1

n (w
T) _ I run (m) a_ ^twlm

M-0

Setting wSl 2 wS2 
a 
wS 

and w
Tl wT2 2 

wT Yields the variance expressions
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;A

rk-10-
Var[IT(wS, Y1 2 	 1

2	
1 2 (m) <x(k,m)	 <T(wS,wT)>*W(wT)12

 m-0	
>

• 2Re([<T(wB,w j > * W(wT)]2 [<S(2wS 2wT)> * W2(2wT)]*)

• 4Re([ < T(wS .wT)> * W(wT)][<S(wS,wT)> * W3(wT)]*)

 N-1 K-1 4
+ I <T (2wS, 2w,,)> * W2 (2wT) 1 2 + I	 I w (m) <x(k,m)>

k-0 m-0

N-1 K-1
+

	

	 i w2 (m) <x(k,m)> 2	 (3.57)
k-0 m-0

When wS andwT equal zero, the first two terms dominate and the variance

is approximatelys

Var[IT(0,0)12]

N-1 K-1	 N-1 K-1

4 1	 E w2 (m) <x(k,m)>	 I w(m)(<x(k,m)> - b) 2	
(3.58)

k-0 m-0	 k-0 m-0

As w  and wT increase, the second term falls off rapidly because of its 2wS,

2w  dependence. For large w, the last term dominates. Since the variance

does not approach zero as w  and w  grow large, this is not a consistent

estimate of the two-dimensional power spectrum. As was typical of the

periodograms analyzed previously, the variance is the square of the expected

value for large frequencies. Following Oppenheim and Schafer [1977] 9 a

possible method of reducing the variance of the periodogram is to apply a

spatial window, u(k), before computing the periodogram. This has the effect

of smoothing the periodogram and thus reducing its variance. Note that the

same effect was observed when the temporally windowed temporal periodogram was

analyzed. Applying the spatial window has the effect of convolving the

frequency response of the window, U(wS ), with the spectral content of the
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signal. The variance expression becomes modified by this windowing so that

y

the term which dominates at large frequencies is

rk

-1 K-1 222
w (m) u (k) <x(k,m)>

-0 m-0

and at ws and w  = 0 9 the variance is

Var[IT (0.0)12,

N-1 K-1N-1 K-1	 2

..4 1	 1 w2 (m) u2 (k) <x(k,m)>	 I w(m) u(k)(<x(k,m)> - b)
k-0 m-0	 k-0 m-0

The expected value of the periodogram becomes

(3.59)

(3.60)

2	
N-1 K-1 2
	 2	 2

<JT4,^, WT)I > - 
E	

1 w (m) u (k) <x(k,m)>+,<r(wS,wT) ** V(wS) W(WT)
	 (3.61)

k-0 m-0

where the second term is the two-dimensional convolution of the spectrum of

signal phot000unts and the two-dimensional frequency response of the window,

U(WS) W(wT).

We see that when wS and wT a 0 the ratio of the variance to the expected

value is

N-1 K-1 
2	

2	 N-1 K-1	 2
4 1	 E w (m) u (k) <x(k,m)>	 I w(m) u(k) (<x(k,m)> - b)

Var	 -0 m-0	 k-0 m-0	
(3.62)<> - N-1 K-1 	 2	 -1 K-1	 2

E W2(M)  u (k) <x(k,m)> +	 I w(m) u(k)(<x(k,m)> - b)
k-0 m-0	 k-0 m-0

and for large frequencies this ratio is

Var	 N-1 K-1 2	 2
<> _	 w (m) u (k) <x(k,m)>	 (3.63)

k-0 m-0

0ppenheim and Schafer ( 1977] have estimated the variance reduction ratio,

which is the ratio of the variance after windowing to the variance before

windowing. For raised cosine curves which are expressed as

V,
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u(k) - 8 - acon 2vk	 (3.64)

they estimate the reduction in variance to be a faci,;,r c:

R a 2a2 + b2 (3.65)

where N s length of the window and d : 0.54 and a z 0.46 for a Hemming window.

Under these oonditiona, R x 0.3974. However, it is clear from the variance

expression derived here that the variance at high frequencies is still the

square of the expected value. unfortunately, this is the region where the

power spectrum is obscured by the shot noise level. Further, the reduction in

variance is fairly meager and is obtained by sacrificing spectral resolution.

As a result, spatial windowing does not ueem to offer much improvement.

The two-dimensional power spectra should yield more insight into the

nature of sodium layer dynamics as well as provide a more precise means of

determining appropriate filter cutoffs. Unfortunately the variance of the

periodogram cannot be reduced substantially without sacrificing the spectral

resolution of the periodogram. Further, the temporal variations in

photocounts become masked by the large average levels upon which they are

superimposed. This F=^blem was solved by subtracting the average counts from

each altitude in the case of the temporal periodogram. This technique cannot

be applied here without destroying the spatial variations in phot000unts which

are also of interest. Thus, little can be done to correct these shortcomings.

The drastic decreases in variance possible by averaging the periodogram is

not possible because we have only one sample of the two-dimensional

periodogram.

L.%.
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4. THE LAYER RESPONSE TO GRAVITY WAVES

4.1 INTRODUCTION

Lidar measurements of the nighttime sodium layer often reveal wavelike

density perturbations moving through the layer. It appears that the motion of

these features is associated with the propagation of internal gravity waves

[Rowlett at al., 1978; Clemesha at al., 1978; Megie and Blamont, 19771. Thus,

in order to interpret sodium layer dynamics the response of an atmospheric

layer to wave activity must be considered.

In this chapter two mechanisms by which atmospheric waves may perturb the

atomic sodium density are considered. The first mechanism, the corkscrew

mechanism, is considered only briefly because it is most effective only in the

upper half of the sodium layer. Further, it is difficult to account for the

large density variations observed in the sodium layer, particularly in the

lower half of the layer, by this process alone. The layer density response to

atmospheric waves, which is derived in section 4.4, appears to provide a more

satisfactory explanation for the observed sodium layer dynamics. This

mechanism is discussed in some detail. It is found that the layer response
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can be highly nonlinear in certain areas of the sodium layer.

Although it appears that gravity waves are responsible for many of the

observed sodium layer dynamics, the results presented in this chapter are more

general in nature and may be applied to other types of atmospheric waves.

Gravity waves, however, are an important type of wave motion at mesospheric

t

	 heights, probably dominating atmospheric motions [Houghton, 19771. Since some

e
	 of the results in this chapter are discussed in terms of gravity wave

parameters, a brief re iea of internal gravity waves is included in the next

section.
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4.2 INTERNAL GRAVITY WAVES

Internal gravity waves are a type of atmospheric wave which can exist in a

stably stratified fluid. Since the medium is stably stratified, a small fluid

parcel which is displaced vertically from its equilibrium level will be

subjected to a force which tends to return it to its equilibrium position.

Once an atmospheric parcel is displaced and released, a wave may be generated.

Internal gravity waves are a very important subset of the general class of

gravity waves. Internal gravity waves exhibit phase variations with height

while the remaining type of gravity wave, sometimes called an external gravity

wave, does not. Thus, only internal gravity waves propagate vertically. Many

of the gravity waves observed in the region of the sodium layer are probably

generated much lower in the atmosphere and propagate upward to mesospheric

heights.

The linear theory of gravity waves is well developed and has been

considered in detail by Hines [1960). Rather than repeat the mathematical

development describing these waves, results which are applied in following

sections are summarized. The assumptions made in obtaining these results are

as follows;

1. Perturbations are sufficiently small to permit nonlinear effects to

be ignored.

2. The atmosphere is stationary in the absence of wave activity (no mean

winds are considered).
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3. Only forces due to pressure, gravity, and inertia are considered. It

is assumed that the gravitational field is constant in magnitude and

direction.

The linearized equations of motion ( 4.1) 9 adiabatic state ( 4.2) 9 and

continuous , mass conservation (4.3), as given below, are solved to obtain the

perturbations in pressure and density and the horizontal and vertical

velocities associated with the propagation of internal gravity waves.

(	 (4.1)
..	

pOla = p^ 	

-

3t +- = 	 C2 La + V' Vp0] 	 (4.2)

(4.3)

at + V'Vp0 + p0V 'v o

From the solution to these equations it is found that the wave numbers and

i

wave frequency are related by the dispersion equation;

W4 - W2C2 (K2 + K22 ) + (Y - 1) g2K2 + iygW2Ka = 0

where W = wave frequency (3-1)

c = speed of sound (m/s)

x = x = horizontal wave number (m-1)

Ka = x + Z/2H= vertical wave number (m-1)
Y = ratio of specific heats

g = acceleration of gravity (m/s 2)

P = pressure (N/m2)

p = density (g/m3)

I
V = velocity (m/a)

H = atmospheric scale height (m)

x.

(4.4)
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The solution has the fora;

P -PO	 p -pA x a
pP	 pOR	 = X	

Z = Aexp[i (wt - Kx - Kas)]	 (4.5)

The unperturbed density and pressure are given by p  and P O , respectively.

Because of the complex nature of $, the amplitudes of the density and

pressure perturbations and the vertical and horizontal winds are seen to grow

exponentially with altitude. The polarization factors, R, P, X, and Z,

determine the relative magnitudes and phases of these quantities. It may be

shown that they have the form

P - Yw2Xa - iygw2/C2 	(4.6)

R - w2Kz + i(Y - 1)9 x2 - 
iygw2

/C2 	(4.7)

K - w jzC2 - igw x( 4.8 )

Z - w3 -
 
w x2C2	 (4.9)

An examination of equation (4.4) reveals that for any pair of real wave

numbers (k^ and kz ), two d13tinotp real values of w exist. One of these

values must be greater than wa - Yg/2C (the natural frequency) and the other

must be smaller than wb - (Y-1) 
1/2g1C (the Brunt-Vaisala frequency). w  is

always greater than wb . If w > wa, the wave is an acoustic wave. Likewise,

if w < wb , the wave is an internal gravity wave. No internal waves will

propagate in the frequency gap wb < w < wa.

In this chapter, only internal gravity waves are considered. These

atmospheric oscillations will always have a period greater than the

Brunt-Vaisala period, TV At 90 1®, Tb is approximately 4 minutes. In
s

addition, the processes of reflection and dissipation serve to restrict the
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possible values of kx , ks , and w. Because of the structure of the atmosphere

below 90 1®, regions where T b > 4 minutes exist. Specifically, near 54 1® the

Brunt-Vaisalla period is probably closer to 8 minutes. This will have the

effect of preventing some of the higher frequency waves from reaching the

sodium layer. In contrast to this effect is viscous dissipation which becomes

stronger with increasing altitude. This effectively places an upper limit on

the propagation of these waves which is a function of the frequency and wave

number of the wave. Figure 4.1 [Hines, 19601 shows the allowed propagation

modes at meteor radar heights.

Although this figure indicates that waves with periods less than 10

minutes can be present, only longer period perturbations in sodium density

have been observed. If a low frequency approximation is made, the

polarization relations become much simpler. On the basis of experimental

data, this simplification appears to be justified. If w << wb , the relation

between the horizontal and vertical winds and the density perturbations

become;

	

Y 
a X P - P O - 

Zkxg 
wIyH - g(Y - 1)	 P	 PD	

(4.10)
X R PO	w iw2 + g (Y - 1)Kz	 PO

Y	
rpo—pol 

_gw(1 - iYHKz rpo PO (4.11)
z R 	 iw2 + g (Y - 1)Kz

The winds are expressed in terms of density perturbations to simplify the

formulation of the layer density response to these waves in a subsequent

section.

It is interesting to note that under the conditions

k 2 >> wQ/o2	 (4.12)

and

t.

2w « wb	 (4.13)
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Figure 4.1	 Gravity wave propagation modes at mesospheric heights. Gravity
wave periods, measured in minutes, are shown in boxes on the
corresponding constant period contours (solid lines). The
limits of the permitted spectrum as determined by viscous
damping are shown for heights of 60, 70, 80, 90, 100, and 110 km
(dashed lines). Modes lying above and to the right of these
curves are excluded. The modes subject to reflection at heights
of 54 and 79 km are also shown (dotted lines). Modes lying
below these curves cannot proceed from the lower atmosphere to
the upper (Hines, 19601.
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the dispersion relation simplifies to

	

w2k2 = m2k2	
(4.14)

a	 bx
and the polarization relations can be reduced to

Z -kx

X	 k	 (4.15)
z

R _ Z(Y - 
1)12	

(4.16)
X	 c

In this case, energy flow is almost horizontal while the phase progression is

nearly vertical. As in all internal gravity waves, the vertical component of

phase progression will be opposite to the vertical component of energy flow.

Thus, an upward transfer of energy accompanies a downward phase progression.

Since many of the gravity waves at mesospheric heights probably originate

lower in the atmosphere and transfer energy upward, they should be associated

with a downward phase progression.

4.3 CONVERGENCE OF IONIZATION

The motion of long-lived ions, such as Na + in the nighttime mesosphere,

can be very sensitive to neutral winds. A magnetoionio process exists through

which horizontal winds blowing across the geomagnetic lines of force impart a

vertical velocity to ionization. As ions are swept along by the neutral wind,

a Lorentz force will be established due to interactions with the magnetic

field. Ions will acquires a velocity perpendicular to their previous velocity

and the direction of the magnetic field. Above 145 km, the ion-neutral

collision frequency is quite low (much less than the ion-gyrofrequency). In

this case, the ions are effectively trapped on a line of magnetic force and

will exhibit little vertical motion due to horizontal neutral winds. At lower

i

a
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heights, below 90 km, the ion-neutral collision frequency is much greater than

the ion-gyrofrequency. In this case, the ions will be swept along by the

neutral wind. However, in the region between approximately 90 and 145 km, a 	
i

net vertical motion will be imparted to the ionization due to the Lorentz

force.

A wind blowing towards the east across the geomagnetic field will produce

an upward welling of positive ionization in this region. Similarly, a wind

blowing towards the west will cause a downward movement of ionizaton. If the

winds are produced by a gravity wave, for example, a region where the wind

blows towards the east will be bounded above and below by winds blowing

towards the west. At the interface where westward winds are above eastward

winds, ionization will tend to converge. Where an eastward wind is above a

westward wind, ionization will be depleted.

This mechanism has been used to explain sporadic E [Chimonas and Axford,

1968; Macleod, 1966; Axford, 19631. Gravity waves which propagate upward will

exhibit a downward phase progression. Thus, layers of ionization trapped at

the wind nodes will move downward and be dumped around 90 km where this

mechanism becomes ineffective. Figure 4.2 [Chimonas, 19691 contains the

result of a computer simulation indicating how ionization can be collected and

transported downward by a gravity wave. Richter and Sechrist [1978] have

calculated the Na+ ion drift velocity (Figure 4.3). Below 90 km these drift

velocities are quite small. However, this mechanism can cause layers of

sodium ions to be swept downwards and dumped in this region. When these ions

are converted to atomic sodium, corresponding enhancements in Na density would

be apparent in lidar observations of the sodium layer. Since the

[Na]/[Na+] ratio is high (probably 30 to 90 [Richter and Sechrist, 1978]) 9 it
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Figure 4.2	 Computer simulation of the downward motion of ionization under
the influence of gravity wave motions. Initially the ions were
equally spaced in altitude (at T z 0). The downward motion and
accumulation of the ions is indicated by the solid lines.
Dashed lines indicate the motion of the wind nodes. A maximum
horizontal wind of 50 m/s and a vertical phase velocity of 1 m/s
were assumed. [Chimonas , 19791.
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Figure 4.3

	

	 Theoretical values for Us + drift velocity. The neutral winds
are assumed to be zero at 120 km. Drift velocities below 105 km
are multiplied by 100 [Richter and Sechrist, 19781•

146.
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appears that this mechanism is not responsible for the large sodium density

variations observed in the nighttime layer. The mechanism is not very

effective below 90 loo where the largest fluctuations in density are found.

These large density variations are more readily explained in terms of

perturbations in the neutral layer associated with the passage of atmospher-c

waves.

4.4 LAYER DENSITY RESPON39

4.4.1 RESPONSE TO PERTURBATIONS; THE CONTINUITY EQUATION

Although we are primarily concerned with the mesospheric sodium layer, the

following development is less restricted in nature and applies, in general, to

atmospheric layers composed of a neutral minor constituent. The density

response of a neutral atmospheric layer to wave activity may be found by

examining the equation of continuity;
an
8t+V*OD - P - Q	 (4.17)

where	 n = density of the minor constituent

V = velocity of the minor constituent

P = source terms

Q = loss terms

The velocity field, V, associated with an atmospheric wave can, in

general, be written as follows;

V - AS exp(i(wt - K-r))	 (4.18)

where A = wave amplitude

6 = eX + 028

w = wave frequency
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K= K t+ K B z wave vector
— x	 s
r z = + s8 z position vector

V is expressed as a complex exponential in order to simplify the problem.

Because equation ( 4.17) is nonlinear, only the real part of V should be used.

However, for the first order approximation made in section 4.4.2 little error

is introduced. In the perturbation aeries solution presented in section 4.4. 3

the back-coupling of high frequency perturbations to lower frequency

perturbations is neglected because of this approximation. The oscillatory

density variations associated with the second order terms are accurately

represented. Higher order terms suffer larger errors. However, the

contributions of the higher order terms to the total layer response are not

significant for low amplitude waves.

In general, 0  
and a  are expressed in terms of other quantities perturbed

by wave activity. These relat -hips may be deduced by utilizing the

polarization relations of the tyN wave activity being considered. We

desire to express the layer density response in terms of the wave induced

atmospheric density perturbations. Letting A exp(iwt - iK-r) represent the

atmospheric density perturbations, the polarization relations are used to find

the appropriate S. In this case, 
8  

relates the magnitude and phase of the

atmospheric density perturbations to the horizontal wind, Vc , and 
a  

relates

the magnitude and phase of the density perturbations to the vertical wind, Va.

Several other assumptions are made in obtaining the volutions presented in

this section. It is assumed that the diffusion time of the minor constituent

forming the atmospheric layer is much greater than the period of the
Lf

atmospheric waves inducing the observed density perturbations. This implies

III

i
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that the velocity field of the minor constituent equals the atmospheric

velocity field. Only wave induced dynamics are considered; no chemical

effects associated with atomic sodium or sources of new atomic sodium are

included in these solutions. This has the effect of reducing the source and

loss terms, P and Q in equation (4.17) 9 to zero. Finally, it is assumed that

the sodium layer has a density profile, % (r), in the absence of wave activity

that is a function of position vector only. Time variations in this
i

background or steady state profile are not considered. Under these

conditions, two expressions for the solution of the continuity equation are

found.

4.4.2 THE EXACT SOLUTION

It is assumed that the solution of equation ( 4.17) has the form

n(r,t) - efna (r + e)	 (4.19)

The factor, e^, represents an "amplification" term which will induce

perturbations in the magnitude of n8 . In addition, the argument of n8 is

perturbed by the factor, e. a has a horizontal component, ex , as well as a

vertical component, ez , since n8 is a function of both horizontal and vertical
i

variables. This term accounts for vertical and horizontal displacements in

the layer as it is swept along by the atmospheric waves. Vhen equation (4.19)

is substituted into (4.17), three differential equations describing m, e ,x

and ea are obtained.

- -(-iK • s + s•VO) Aexp (i(wt - K - r))	 (4.20)at
aex

at - —(ax + 
9•vex) Aexp(i(wt - K-r))	 (4.21)

ae
at - -(Sa + B • Vez ) Aexp(i(wt - X• r))	 (4.22)
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In each case, as I approaches zero, m, 6x , and 6$ must also approach zero.

The solutions to these equations are not immediately obvious. However,

power series techniques my be used to solve them. Note that all three

equations have the general fors

at = -(a + a •VY) AN	 (4.23)

a and A are complex constants. AN is the source function. In this case, it

is seen that AN = A exp(iwt - iK • r). The solution of equation (4.23) is

expressed in power series form;

yr _	 YR	 CR(AN)K	 (4.24)
R=1	 R=1

By substituting (4.24) into (4.23) and collecting terms which contain similar

powers of AN, the coefficients, Cv may be determined.

	

ay	
R

2tR 
RiwCR(AN)

and
X•VYR = -Ri(a• X) CR(AN)K

Combining these results, it is concluded that

-a( 1•1)R-1

	

CR	
R (iw) 

R

CD
and

=

	

1=1	 R(iw)R

It is seen that

(4.25)

(4.26)

(4.27)

(4.28)

This result mazy be simplified somewhat by utilizing the following

relationship;
n

RnQ - a) _ -^[Ln—]
	

(429) 

As a result, it is seen that

a•K
Y = a.K Rn 1 - w AN	 (4.30)

is a solution of equation (4.2?)•
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This result is now used to find the solutions for #, ex , and e s . To

obtain the solution of equation (4.20) 9 we let 1-P and a-K • B. To solve

equations (4.21) and (4.22), we let a = S and a - 0  and a - 13 , respeotively.

The results of these manipulations are

K•V

-in1 - —	 (4.31)
W

-iVK•y	 (4.32)

6-XVinl- w
-•-

Thus, the exact solution for the layer density response is given by;

i V	 K• V
n$ r - K•j, in 1 - w

	 (4.33)

K-Vj

1 --
W

At this point, the gravity wave polarization relations have not been utilized

so that the solution is valid for a variety of atmospheric waves. The

numerator of the solution is simply a nonlinear mapping of the steady state

layer profile, ns . The shape of the layer is distorted further by the

amplification factor;	 1

JI K•V

--
W

If wave induced perturbations are small, equation (4.33) may be simplified.

Specifically, if IK • 3/wI << 1, the layer density response may be approximated

by

K•Vl	 iV

n (r, t) = 1+ w ns r+ w
	

(4.34)

The argument of n  is perturbed by a sinusoid with the same temporal and

spatial dependence as the atmospheric wave responsible for the density

perturbations. If the steady state density profile is a function of altitude

only, the argument is perturbed only by the vertical component of the wave

1

M..
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t induced wind. Under this condition, a wave with a period of 180 minutes and a

maximum vertical velocity of 1 meter/aeoond (such as some low frequency

gravity waves) would perturb the argument of % by as such as 1.72 I=. Since

the sodium layer is typically 15 to 20 km wide and contains large gradienta,

such a shift in the layer's features would be quite obvious. Lower frequency

waves and larger vertical velocities would create larger displacements in the

layer's features. It should also be noted that the maximum upward

displacement in features occurs one quarter of a wave period after the maximum

vertical wind. This is a reasonable result. Features are swept upward by the

vertical wind, attaining their maximum height when the upward wind becomes

zero. As soon as the vertical wind changes direction (1/4 of a period after

the maximum upward wind) the layer features will begin to be swept downward.

The undulatory behavior of the sodium layer's topside., bottomside and peaks

are consistent with the layer behavior indicated by these arguments. Such

periodic oscillation in the structure of the sodium layer has been observed in

many lidar data sets collected at the University of Illinois [Richter et al.,

1981].

In addition to the perturbation in the argument of n8 , equation (4.34)

indicates that the layer density is influenced by the amplification factor,

(1 + K. Y10. For low frequency gravity waves, the phase of this amplification

factor with respect to the vertical perturbations in layer features gives rise

to an interesting effect. It is still assumed that the steady state density

profile is a f•.;retion of altitude only. Using the polarization relations for

low frequency gravity waves, the amplification factor may be related to

atmospheric density perturbations by noting that

K- _v	 -1
W - 

Y - 1 Aexp[i(wt - K-r)]	 (4.35)
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where y is the ratio of specific heats. further, the atmospheric density

perturbations will lag the vertical wind by 1/4 period for low frequency

i
gravity waves. Thus, the amplification factor will lead the vertical wind by

1/4 of a period, i.e., the amplification factor is at a maximum 1/4 of a

period after the vertical wind is at a minimum and at a minimum 1/4 of a

period after the vertical wind is at a maximum. One quarter of a period after

the maximum vertical wind, thb largest upward displacement of layer features

occurs as does the smallest amplification factor. Conversely, when the layer	
a

features are perturbed to their lowest height, the amplification factor

reaches a maximum. Obviously, the magnitude of the resultant layer density

perturbations at a fixed altitude are very dependent on the local density

gradients of the layer. However, the density perturbations below the layer

peak will generally be larger than those above the peak as a resul` of the

relative phases of the amplification factor and the perturbation in the

argument of n8.

In addition to the imbalance in the size of density perturbations above

and below the layer peak, the layer density perturbations below the peak are

180 degrees out of phase with atmospheric density perturbations. Above the

steady state layer peak, these perturbations are in phase. Of course, there
i

are general observations and the specific layer response can only be
i
4

determined when an exact description of the layer is known. The phase	 3

reversal in the layer density response mentioned above is easily explained if

a steady state density profile which is symmetric about a single peak is

assumed. The atmospheric density perturbation is at a maximum 1/4 of a period

after the maximum vertical wind. At the same time, the layer peak reaches its 	 a
Y	 ?

maximum upward displacement. Above the steady state location of the layer 	
'F

s
i
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peak, this has the effect of enhancing the density of the minor constituent.

Below the layer peak, the layer density is depleted as the low density

portions of the layer are swept upward by the wind. The net effect is that

when the atmospheric density perturbation is at a maximum, the minor

constituent density reaches a maximum above and a minimum below the layer

peak. A similar argument may be used to show that when the atmospheric

density perturbation is at a minimum, the layer density perturbation will be

at a minimum above the layer peak and at a maximum below the layer peak. As a

result, tte density perturbations of the minor constituent are generally 180

degrees out of phase with atmospheric density perturbations below the layer

peak and in phase above the layer peak.

Although equation (4.33) is a concise expression for the exact solution of

the continuity equation and yields insight into the layer response, it is not

necessarily the simplest formulation of the solution to work with. Another
i

form of this solution may be obtained which separates the linear and nonlinear

portions of the layer response. This is accomplished by expanding the

solution given in equation (4.33) in a Maclaut•in series. It comes as no

surprise that the results obtained in this manner are identical to the

complete perturbation aeries solution presented in the next section.

4.4.3 THE PERTURBATION SERIES SOLUTION

In order to separate the linear and nonlinear portions of the layer

response, a series solution of equation (4.17) is sought which has the

following form;

n(r,t) _

do	 Go	

I I n 	 tjo P (AN) l	(4.36)
two

r

i	
S

I

Y

i
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As in section 4 . 4.2, AN - A exp(iwt - iK•r). This solution is, in fact, the

perturbation series solution of equation ( 4.17). It is apparent that n 1 will

be the linear response and n2 will represent the nonlinear portion of the

response associated with a double frequency oscillation in density. In

general, the ith term will describe the portion of the layer response

associated with density oscillations whose frequency is the 
ith 

harmonic of

the atmospheric wave.

To determine P1 , equation ( 4.36) is substituted into (4.17) and terms of

equal power in ON are collected. This is the same technique used in obtaining

the power series solution for the exact layer response (section 4.4.2).

Unlike this example, however, the coefficients, P i , are functions of the

position vector, r. By applying the boundary condition

tim n(r,t) = ns (r )	 (4.37)
AN-*O

it is determined that PO = ns (r). The coefficients of higher order terms must

satisfy the recursion relation;

^K•S	
i	

2P1
-1	 aPk-1P1	

l w	 P1-1 + T Sx 8x + Sz 8z	 for 1 > 1	 l=.•38)

and the series solution is given by;

n(r,t) = n (r) + K S
	
c [P^,+S

8P1-1 +S "Z-1
(AN) k	(4.39)s-	 l w 1=1	 -1 iK •0 x 8x	 z 8z

L

In order to simplify the result, it is assumed that n
s -
(r) = n (z); the
 s

density profile in the absence of wave activity is a function of altitude

only. This is not an unreasonable restriction. Without this restriction on

the horizontal variability of n s , the expression for the series solution

becomes quite cumbersome. The simplified result is;

m	 K• 3 m	 i6 1	 d*'n (z)
n(r,t) _	 A w	 K•z	 am 1	 exp[im(wt - K•r)]	 (4.40)

M-0 1=0	 - S	 dz
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where	 a	 = 1
M,0

_ 1
m,R m! [mam-1,R + m-1,R-1] R < m

am,R = 
0	 R > m

Therefore, the first three terms in the series are;

n0(r,t) . na(a)

x•a	 is do
nl (r,t)	

A W n0 + K• s da8 
exp[i(wt - K•r)]

K • s 2	 is do	 i8 2 d 
2 
n

n2 (r,t) _ w- n0 + 2 K—s	 + 2 K•6	
2s

-	 - da

exp[2i(wt - K-r)]

(4.41)

(4.42)

(4.43)

Note that derivatives of na (a) up to the ith order are contained in the ith

test.

The polarization relations for gravity waves may now be used to determine

the nature of the layer density response to gravity waves. Since low

frequency gravity craves are apparently responsible for mmiy of the dynamic

`	 features observed in the sodium layer, the polarization relations for low

frequency gravity waves [Hines, 1960) are used to relate 6 
x	 a

and s to wave

induced perturbations in atmospheric density. Using these relations, which

are expressed in equations (4.10) and ( 4.11), it can be shown that;

K s
(4.44)

w	 Y - 1

KSB	 Y^ + K	
(4.45)

--	 a

i

t
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The linear layer response obtained by utilizing these relation is

identical to the linear layer response reported in previous results [Chia and

Ching, 1978; Weinstock, 19781.

n 	 -A	
1 +	

dn8
exp[i(at - K•r)]	 (4.46)

n0 Y - 1	 n8 dz	 — —

Experimental evidence indicating such a response in atmospheric layers has

been reported for the mesospheric sodium layer [Shelton et al., 19801, in

02 C E ) airglow measurements [Weinstock, M81, and in nightglow emissions of

the hydroxyl radical [Frederick, 19791•

Several of the characteristic features of the linear layer response are

summarized below. The density perturbations in the atmospheric layer

associated with the linear response can be substantially larger than the

atmospheric density perturbations associated with the gravity wave. This is a

result of the advection of density gradients. In general, large density

gradients will give rise to large "amplification" factors, i.e., large

perturbations in the density of the minor constituent. As a result of the sum

in the righthand side of equation (4.46), density perturbations below the

layer peak (where dn8/dz is generally positive) will typically be larger than

those above the peak (where dn8/ dz is negative). In addition, a phase
yH do

reversal in the layer response occurs at the point where 
n d
z8 - -1. Below

a
this point, atmospheric and sodium density perturbations are 180 degrees out

of phase while above this point these density perturbations are in phase.

Recall that this type of behavior was deduced by examining the exact solution.

Since the nonlinear part of the layer response dues not generally approach

zero at the point of phase reversal, the layer response will usually be

dominated by the nonlinear terms in this region. Evidence of such

F.
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nonlinearities in the sodium layer response has been reported [Shelton at al.,

19801.

4.4.4 SPATIAL POWER SPECTRUM OF THE LINEAR LAYER RESPONSE

The vertical structure associated with the linear layer response

complicates the interpretation of lidar data. One of the consequences of the

phase reversal in this response is that peaks in the sodium layer will not

necessarily be separated by distances equal to the gravity wave's vertical

wavelength. The spatial power spectrum will reflect this fact. If it is to

be used as an interpretive aid, the effects of the vertical structure of the

layer response on the power spectrum must be understood. If only the linear

portion of the layer response to gravity waves is included, the sodium layer

density may be expressed as;

(T
A 1do (z)

n(r,t) = n(z) - 	i{n8 (z) + YH az	 'exp[i(wt - xx - Kzz)] (4.47)

The spatial Fourier transform of this equation is readily found. The power

spectrum due to the linear layer response is simply the square of the

magnitude of this transform. The transform will be expressed as a function of

the vertical spatial frequency, f
z 

, where K z - 2nf
z
 . The following equations

are written as functions of spatial frequency rather than wave number because

estimates of the power spectrum calculated from experimental data are

traditionally plotted as functions of spatial frequency. The Fourier

transform relating the spatial variable, z, to fz is evalgated yielding the

result;	
jl

N(x,fz ,t) z N8 (fz) - 
lY A 1, 

exp[i(wt - xx)1

-[(l  + i2nf yB) 8 (fz ) J * d (f'z - fz )	 (4.48)

i
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or

N(x, fz , t) = N8 (fz) - 
lY A 

1) 
 exp [i (wt - Xz) l

• [1 + i2n(fz - fz) yH] Na (f'' - fz)	 (4.49)

N and N8 are the Fourier transforms of n and n8 respectively and fz, = 1/1z

where X  is the vertical wavelength of the gravity wave. The transform of the

linear portion of the layer response is in the righthand side of each of these

equations. The linear response, as expressed in equation ( 4.46), is the

product of a complex exponential, exp(iwt - iK.r), which describes the time

and space dependence of the sinusoidal variations in density and an envelope,

-1	 dn8
(Y - 1 (n8 + Y dz )), which determines the vertical structure of the magnitude

of the density oscillations. The transform of the linear response is the

convolution of the transform of this envelope and the transform of the complex

exponential.

The power spectrum is easily found.

((	 2

IN(x,f,,t) I2 = I N8 (fz ) I 2 + 
lY 

a 
11 

I (1 + i2w (,fz - fz ) YH) N8 (fy - f ' ) j 2

-
 ( ^- 1 , Re{exp[i(wt - x x) ] (1 + i2+r (f' - f ) y ) N* (f) N (' - fz)'

Y	 ^c	 z	 z	 s z	 s z	 z	 (4.50)

In practice, the average spatial periodogram of experimental data is

evaluated. In order to make direct comparisons con-enient, the average

spatial power apectr IM ( ASPS) is found by averaging equation ( 4.50) over one

period of the gravity wave. The resulting equation is;

2

ASPS = IN8 (fz )I
2 
+ 

lY 

A 
1) I(1 + i2n (f' - fz ) YH) 8(f$ __fz )I 2	 (4.51)

This expression is very dependent upon the transform of the steady state layer

profile, ll^(f ) . The nature of this dependence may be examined by evaluating
lu
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a special Case.

The steady state sodium layer density profile may often be approximated by

a gaussian shape. Thus, it is assumed that

z^)2
n8 (z) - Pexp	

2	
(4.52)

2a

where P is the peak density, z 0 is the altitude of the layer peak and a is

related to the layer width. The ASPS for such a layer becomes;

2
ASPS = 2na 2P2 [exp(-Or2a2Tz) + (Y 

A 
	 (1+4n2(f^ - fz ) 2 Y2H2)

• exp[-4w2a 2 (fa - fz)21]	
(4.53)

The second term in the above equation peaks at

^	 1	 1 _ 1	 _
fz - fz ± 7r Q2 Y2 -2

H
fz ± ^fz	 (4.54)

This behavior may be understood by examining equation ( 4.48). For a gaussian

layer, the peaks of 0 + i2rrfzyH)N(fz ) occur at f' - ±Afz . These peaks are

shifted by the convolution in equation ( 4.48). A plot of the calculated ASPSs

for several values of A and several vertical wavelengths are shown in Figure

4.4. Aside from the lack of a constant noise level, these ASPSs are very

similar to the periodograms used to estimate the power spectra of experimental

data. One of the unusual consequences of the vertical structure of the layer

response is that a local minimum occurs in the ASPS at the spatial frequency

corresponding to the vertical wavelength of the gravity wave. At this

frequency, the contribution to the ASPS from the linear layer res;owe is

approximately (A/(Y - 1))2.

ii

w

i

F
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Figure 4.4	 Plots of the simulated average spatial power spectra resulting
from the linear layer density response to gravity wave
perturbations. The wave amplitude is given by A. The vertical
wavelength of the gravity wave is (a) 10 km, (b) 5 km, and
(c) 3 km.
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4.4.5 COLUMN ABUNDANCE VARIATIONS

The Fourier transform of the layer response as given in equation ( 4.49)

has another interesting use. By evaluating this expression at fz = 0 9 the

column abundance of the layer may be fau ►:l. However, high order terse (i.e.

nonlinear effects) also contribute to column abundance variations. If the

perturbation series solution (equation 4.40) is integrated over the spatial

variables z, an expression for the total column abundance is found.

ro
11

C(x,t) = Re
if 

dzn(r,t)} = Re{j dz	 ni(r,t)^	 (4.55)

0	 1	 0	 z=0

Because n(r,t) is zero for a < 0, the lower limit of integration may be

extended to -co. The resulting expression for column abundance is;

l	 (m m

=0 

K•9m
C(x, t) = ReU 

m 
(x, t) r Re{ 1	 (AZ:w=,

0	 1	 `m=0 i

_	 R

XaBz 
am 

t 
N
8 
(MK z ) exp(2m(wt - Kx)) 

I 
(4.56)

The mth order term is responsible for variations in column abundance with a

temporal frequency of mw. The linear term ( m z 1) dominates the variations in

column abundance. This becomes obvious when the magnitudes of the first

several terms in this series are examined. Recall that % = 2nfz.

CO = Na (ffz = 0)	
(4.57)

Cl 
= _(T A

 1](1 + i2nfaYH) N8 
(fa fz )	 (4.58)

2

C2 = lY A 1, (1 - 2n 2f$2Y 2H2 + i3^rf'yH) N
8 
(f2- 2f

s )	 (4.59)

The gravity wave polarization relations have been used to obtain the above

expressions. The factors responsible for the rapid decrease in the magnitude

of m 
with increasing m are the dependence of Cm on (A l (y - 1))m and the value

of N8 at fz - mfl. The magnitude of the gravity wave, Aq is quite small so
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that Am rapidly decreases with increasing m. Typioally, N8 falls off rapidly

with increasing fx . For example, if % is gaussian (as given in equation

(4.52)), then

N8 (fx) - i2_ir aP exp[-21r
2
v2T8 1 exp[-i2nfx$0 1	 (4.60)

As a result, the magnitude of m decreases with increasing m sit the

approximate rate of

(	 m	 ^

lY 

A 
1, exp [-2n`o2 (mfy^) 2 J (4.61)

due to these factors. This decrease is opposed, to some extent, by an

increaso in the sire of the coefficient of N8 (fx - mfg) in the expression for

Cm (equation 4.56)).

Because the magnitude of the mth term, Cm , decreases rapidly as m

increases, the column abundance is usually described adequately by the first

few terms in equation ( 4.56). As a result, the approximate column abundance

is obtained by utilizing only the first three terms from this equ&4*n.

C(x,t) = Re
(CO 

+ Cl + C2
)

	
(4.62)

It is evident that C(x,t) varies sinusoidally about Re{ 8(0)). For a

gaussian layer given by equation ( 4.52) the column abundance becomes;

C(x,t) = 2^ oP 1
1 - !y - 1, exp[-2w2a2fZ2]

• (1 + 4u2f'2y232)1/2 cos(wt - Kx + tan 1 (2nfl yH) - 2wflaO)

(TA+ 	 1,2 exp[-8n2o 2fl ] [(1 - 2,r2f 2Y2X2 ) 2 + 9n`f^2y2X2J1/2

3*f'YX
cos 2wt - 2K^x + tan-'	 2x 2 2I - 4arfax0	(4.63)

1-21r f$ 2YX

This expression contains the sum of three terms; a cons^ant (the zero order
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E

term), a tern with a temporal frequency of w (the first order tern), and a
f

term with a temporal frequency of 2w (the second order torn). Variations in

column abundance due to the linear layer response are associated with the
i

first order tern. The magnitude of the linear variation in column abundance

normalised by the average column abundance is given by;
t

4C	 A axp[-2n2a2f' 2 ](1 + 4n2f' 2Y2H2 ) 1/2 	(4.64)
1 Y-1	 s	 s

AC 1 is the magnitude of the normalized variation in C(x,t) due to the linear

layer response about its mean value. Figure 4.5 shown how the ratio of GC1 to

A varies with Xz and a. For a gaussian layer, the largest column abundance

variations occur when fz'	 1	 1 _ 1	 At this point, the ratio of
2n (,,2	 Y2X 31

4C to A is approximately 0.6065 • YH/(a (y - 1)). If a:3, this corresponds

to a gravity wave with a vertical wavelength of 19. 8 ka and column abundance

variations whose magnitude is roughly 5.2 times the maw tude of the

` atmospheric density variations. It is clear from Figure 4.5 that large

variations in column abundance will be evident when the layer is narrow (i.e.

a is small).

The magnitude of the column abundance variations associated with the

second order term in the layer response (equation 4.59) for a gausaian layer

are

12	
64C2 s ^Y 

A 
1, exp[-8v2a2fa 2 ][(1 - 2'w2 fz'2 

Y
2 
H

2 ) 2 
+ 9n 

2 
fx' 2 2 2 1/2

Y H ]	 (4. 65)

Figure 4.6 shows how the ratio of 
6C  

to A 2 varies with a and aa . Although

i	 AC2 is usually such smaller than SC I , for large wave amplitudes and vertical

°

	

	 wavelengtha, nonlinearities become more important. Figure k.7 shows the

maximum wave amplitude, A, as a function of as and a for which 4C I Mac 2 . It is
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Figure 4.5	 Plots of the ratio of the normalized perturbation in column
abundance due to the linear layer response (AC 1 ) to the wave
ampl{.tude (A). A gaussian layer With width a has been assumed.
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Figure 4.6	 Plots of the ratio of the normalized perturbation in oolumn
abundanos due to the seoond order layer response (AC 2 ) to the
crave amplitude squared (A2 ). A gaussian layer with width a has
been assumed.
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	 The wave amplitude (A) for which the linear and second order
Perturbations in column abundance are equal. A gauasian layer
with width a has been assumed.
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clear that AC2 can safely be neglected for 0k 3 b and A.115 k s.

Because of the presence of high order terns in equation (4.56), column

abundance variations with temporal periods less than the period of the gravity

wave may add significantly to CO M . As is apparent from ek!'uation (4.63)9

the relative magnitudes and phases of these nonlinear terms are v% r7 dependent

on the layer shape and the vertical wavelength and amplitude of the. gravity

wave. To illustrate, the percent column abundance variations due to C1 and C2

for a gaussian layer are plotted in Figure 4.8. As the layer becomes narrow

and as the wave amplitude increases, the relative contribution of the first

nonlinear term, C29 increases.

4.4.6 NONLINEAR NATURE OF THE LAYER RESPONSE

The degree to which the sodium layer response is nonlinear depends upon

several factors. Since the layer density response is highly dependent on the

density gradients occuriag in the layer, the steady state layer density

profile becomes very important. Large density gradients encourage

nonlinearities in the layer response. Two other important factors are the

amplitude and the vertical wavelength of the gravity wave inducing the density

perturbations. The degree to which these two factors influence the nonlinear

nature of the layer response has been investigated. Recall that the

polariz.;tion relations for low frequency gravity waves are being used. Since

the sodium layer shape can often be approximated by a gaussian funotion, this

shape was used as the steady state sodium density profile for simulations in

which the gravity wave amplitude and vertical wavelength were varied. In each

case, a gaussian density profile centered at 90 km with a - 3 km was assumed.

The dependence of the total AM error on vertical wavelength and wave

k
{

i
r

t
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Figure 4.8	 The percent variations in sodium column abundance due to linear
and second order density perturbations. The variations are
plotted for 2 periods of the gravity wave. A gaussian layer
with width o has been assumed. The dependence of AC  + AC  on
A and c is.-Illustrated.



amplitude is given in Figure 4.9. days amplitudes are given by the peak

percent atmospheric density variations associated with the wave propagation.

The total MS error was calculated by taking the square root of the ratio of

the integrated, squared nonlinear layer density response and the integrated,

squared total layer density response as indicated in the Figure. Equation

(4.33) was utilized to oompute the total layer response and the nonlinear

layer response was obtained by subtracting the linear response from this. The

time integrals were performed over one period of the gravity wave, and the

limits of the spatial integral were 70 and 110 km. Outside of this altitude

range the density perturbations are negligibly small. If the layer response

were completely linear, the total RMS error would be 0S. Similarly, if the

layer response were completely nonlinear, the total EMS error would be 100%.

Figure 4.4 indicates that the degree of nonlinearity is only slightly

sensitive to vertical wavelength, but very sensitive to wave amplitude for

gaussian steady state layers. Even for gravity waves which create only 5%

peak atmospheric density variations, at least 27% total RMS error will be

incurred by assuming a striotly linear response.

An shown before, the nonlinear portion of the layer response will tend to

dominate in restricted regions of the layer. Figure 4.10 shown an MS error

analogous to that of Figure 4.9. In this case the altitude integral is not

performed and the resulting error expression is a function of altitude, wave

amplitude, and vertical wavelength. Since the errors are relatively

insensitive to changes in vertical wavelength, a vertical wavelength of 10 km

is assumed and the simulation results are displayed as F. function of altitude

and wave amplitude only.

89
s



f
1	 j

3

I^

90
i

N \ N `

C N C
ewl ewe

*moo

'D

v

'O
N N

L 1

M

0

W

Q
O

0O0
N

Q

O
0
N

Q

O
0
Q

ti	 I	 N o0

QQ
	 E

2
JO jN Q
3

a
H

O ^

I
f

w

,q n
9 d

^aa

^ a

o^

n^

a

Vo
^16 w

^ V

e g g	 i

,g N3	 1

T
a'

( 1N30a3d ) U0883 SWa



O	 In

CLN3083d) 8ONN3 SHN

0 N

ub

e

M
Q

0

O O

^r
O

n

a s

30

o^

1!

0
a

r^

EYv

D ^

Q

D

OO

—^N

	

!V=%	
N•.

C

8Wc! 8W iv v —

	

f•	 r..

l	 ^

M

Ir
O
ir
crW

cr

t
c

r

r	 __



"T

92
4

Figure 4.10 shows that the RIB error peaks to 100% at 90.92 ka. This

corresponds to the point of phase reversal in the linear layer response, i.e.

the point where the linear layer response is zero. In general, the AM .4 error

is smaller below than above the layer peak (which occurs at 90 km) because the

linear response is larger below the layer peak. The NO error approaches 100%

as the distance from the layer peak increases. The nonlinear terms in the

perturbation series solution dominate the linear term in these regions. dote,

however, that the sodium density perturbations become very small at these

extremes where the layer is quite tenuous. Figure 4.11 illustrates the size

of density perturbations associated with n l , n2 and n3 . The envelope of

perturbations for each term has been plotted. The gravity wave amplitude was

chosen to be consistent with 5% peak to peak variations in atmospheric

,density. It in quite evident that the second order term, n 2 , dominates t&%

layer response in the 90.3 to X1.2 ka regions dote, however, that the third

order term, n3 , is larger than the second order term at times.
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5• 30DIUM LIDAR OBSERVATIONS AT URBANA, ILLIUOI3

5.1 BACKGROUND INFORMATION

residence of wave activity ..s often found in lidar observations of the

sodium layer made at Urbana, Illinois. These observations are made with the

lidar system pointing at zenith. Because low frequency atmospheric waves say

be responsible for many of the observed layer dynamics, data sets spanning

long observation periods are essential. In some data, density oscillations

with periods as long as 8 and 12 hours are present. Extended observation

periods are necessary to detect these low frequency oscillations. The length

of the observation periods varied with each data set. The period of

observation as well as other pertinent parameters are summarized in Table 5.1.

The Va indicate that data was collected with the original laser. If no a is

present, the Candela laser was utilized. Not all data were calibrated. In

some oases, overloading distorted all Rayleigh scattering making calibration

Impossible. In each case where calibration could be aohieved, the tine

variations in column abundance are presented. After !larch 11-12, 1981 the

overloading problem was permanently solved by gating the PMT. This was

accomplished by electronically switching the first PMT dynode voltage as

discussed in Chapter 2. As a result, all data collected after March 11-129

1981 have been calibrated.

5.2 DATA COLLECTED WITH THE ORIGINAL LASER

5.?-1 OCTOBER 13-14 9 1979

t
	 On the evening of October 13-14 9 1979 the lidar system operated for almost

3 hours collecting 49 spatial profiles at 3 minute intervals. During this
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Period 5 profiles were lost due to equipment failure. These profiles were

replaced with *stints& obtained by applying a linear interpolation procedure

to the remaining profiles. The Average Temporal Periodogram (ATP) is shown in

Figure 5.1. It was discovered that the ATP was only slightly affected by

leaving the 5 interpolated profiles out entirely. This indicated that no

significant error was introduced by using interpolated data to replace the

missing profiles.

The shot noise floor in the ATP is 10 dB below the peak at 0.0083

sin- '. This peak corresponds to a temporal period of roughly 120 minutes.

Recall that the low frequency portion of the ATP is distorted somewhat by the

effects of windowing. It is clear, however, that the dominant temporal

variations in sodium density have long periods. Because this data set is

fairly short, the spectral resolution of the ATP is not very tweat. The first

null in the DFT of the window occurs at 0.012 mini 1 . As a result, there is

significant distortion at frequencies lower than this. The nature of the

distortion is described by equation (3.8). In addition, the convolutional

smearing of the ATP, as desoribed by equation (3.8), is fairly severe.

Although fine detail is obscured by this smearing, a cutoff for the temporal

filter may still be chosen Trom the ATP. In this case the shot noise level

dominates the ATP at frequencies greater than 0.024 sin-1 . Because the

passband of the temporal filter is not flat, a cutoff at 090444 min -  was

chosen. This insured that the gradual rolloff of the filter passband did not

significantly alter the signal spectrum below 0.024 mini 1.
i

The Average Spatial Periodogram (ASP) of the temporally filtered data is

shown in Figure 5.2. There is a significant amount of energy at the spatial

frequencies 0.166 and 0.255 has' 1 . At these points, the valin of the ASP is
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Figure 5.1	 Plot of the normalized average temporal periodogram of data
collected on October 13-14, 1979. The temporal frequency
associated with the gravity wave (0.0083 min') is indicated
at a.
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Figure 5.2	 Plot of the normalized average spatial periodogram of temporally
filtered data collected on October 13-14, 1979• The spatial
frequency associated with the gravity wave (0.21 km -1 ) is
indicated at b.
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about 22 dB less than the peak value. It is olear, therefore, that features

with vertical wavelengths of 3.9 and 6 . 0 tan are present. This ASP is quite

similar to the simulated power spectrum plotted in Figure 4.4(b). Taking into

account the nature of the linear layer response as developed in Chapter 4 9 it

appears that a gravity wave with a vertical wavelength of a s is responsible

for these spectral peaks, where 1/a
a 
=.5(0.255+0.166) km-1 . The amplitude of

this wave may be estimated by noting that the magnitude of the periodogram at

fa - 1/as is roughly 3.1 X 10- 3 and, therefore, the amplitude of the gravity

wave is approximately (y-1),T.i_f_W-3. Thus, a gravity wave with a vertical

wavelength of roughly 4.7 km associated with 4% peak to peak variations in

atmospheelo density may be present. Since the shot noise level dominates the

ASP for frequencies greater, than 0.5 km- 1 , a spatial filter cutoff at this

frequency was chosen. This filter was applied to the temporally filtered data

to yield the final two-dimensionally filtered data.

A plot of the spatial variations in estimates of the sodium density is

contained in Figure 5.3. The layer is fairly narrow; it does not extend below

83 km nor above 102 km. Further, the main layer peak gradually moves from 90

km at 2330 to 88 km at 0112 CST. The peak initially located at 87 km moves

steadily downward with a velocity of 0.64 m/s. Although the relative

amplitudes of the layer features above 90 km change, it is more difficult to

discern the same consistent motions above the layer peak. The diagonal lines

drawn in this figure indicate the apparent phase progression of the wavelike

features. These lines are separated vertically by the previously deduced

value of 4.7 ft. Below 90 wa peaks in sodium density lie on the lines. Above

90 km, these peaks become valleys. The valleys appear to share the peaks'

downward velocity of 0.64 m/a. Note that the peaks below 90 km are more

i
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	 Time history of th., estimated altitude profiles of sodium
density observed on October 13-14 9 1179. The spatial and
temporal filter cutoffs ae. •e 0.5 1®' and 0.044 min" ,
respectively. The diagonal lines indicate the apparent phase
progression.
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pronounced than the valleys above 90 km. It appears that density

perturbations below the layer peak are greater than those above the peak.

This change in the magnitude of wavelike features and the observed phase

reversal near the layer peak are characteristic of a layer response to gravity

waves.

Another way of displaying sodium density variations is shown in Figure

5.4. The temporal variations in sodium density about their means at specific

altitudes have been plotted. Each of these temporal profiles is then

normalized so that the peak to peak variations are equal at each altitude. A

downward phase progression in the density variations below 90 In is evident.

Associated with this wave motion is a 120 minute period and a 4.8 Wa vertical

wavelength. The wavelength is consistent with the ASP and the downward phase
	 r

velocity matohes the velocity of the layer features observed in the spatial

profiles of sodium density. A gravity wave with this temporal period and

vertical wavelength would have a horizontal wavelength of approximately 120

km. At an altitude of 89.1 km, a double frequency oscillation with a period

of 60 minutes is noticeable. This is consistent with the prediction that

nonlinearities should be present in the layer response, particularly near the

layer peak. Above 90 km, these periodic fluctuAtions in sodium density are no

longer as apparent. Instead, a gradual decrease in density is observed. This

may be caused by temporal ohanges in the steady state sodium profile or it may

be a layer response to atmospheric waves of much lower frequencies than can be

observed in this short data set.

INS
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Figure 5.4 Plot of the temporal variations in sodium density observed on 	 j
October 13-14 9 1979 • 	The a	 tial and temporal filter cutoffs
were 0.5 tae- 1 and 0.044 min-, respectively.	 The diagonal lines
indicate the apparent phase progression.
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5.2.2 OCTOBER 28-29 9 1979

The lidar system operated for approximately 6 hours on the evening of

October 28-29, 1979. 71 spatial profiles were collected at intervals of 5

minutes. The ATP for these data is shown in Figure 5.5. The effects of the

temporal window on this ATP have been discussed in Chapter 3. Two distinct

peaks near 0.0059 min- 1 and 0.0118 min-1 are obvious. These frequencies

correspond to temporal periods of 170 and 85 minutes, respectively. The fact

that the second frequency is twice the first suggests that nonlinearities in

the layer response to wave activity may be observable. A temporal filter with

cutoff at 0.033 min- 1 was applied to the photocount data. The ASP of the

temporally filtered data is shown in Figure 5.6. A single large sidelobe is

present. If this sidelobe is attributed to the layer response to a gravity

wave, it would appear that the vertical wavelength of this wave is greater

than or equal to the wavelength associated with the local minimum in the ASP

at 0.102 km- 1 . Thus, it is probable that the vertical wavelength of the wave

is greater than 9.8 km. The portion of the ASP due to the steady state layer

profile dominates the portion of the ASP resulting from the layer response to

waves since the latter is confined to small spatial frequencies. As a result,

the exact vertical wavelength cannot be determined from an examination of the

ASP. This is apparent in the simulated power spectrum shown in Figure 4.4(a).

However, the ASP is used to select a spatial filter cutoff at 0.44 km-1.

Two-dimensionally filtered spatial profiles are presented in Figure 5.7.

In order to conserve space, estimates of the spatial variations in sodium

density are plotted at 15 minute intervals. In addition, a three dimensional

plot of . these data is presented in Figure 5.8. Below the layer peak, which

occurs near 90 km, a great deal of activity is present. The peak, which is

initially located near 88 km, moves down to 84 km over a period of 4.25 &>urn.
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Plot of the normalized average temporal periodogram of data
collected on October 28-29 9 1979•
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filtered data oolleoted on October 28-29, 1979.



tJ

104

OCTOBER 28-29,1979
110

100	 - - - - - -
E
v
0 go--------

H

J 80

70-x'

	

2235	 2333	 0033	 0133	 0233

TIME (CST)

	Figure 5.7	 Time history of the estimated altitude profiles of sodium
density observed on October 28-29, 1919. The spatial land
temporal filter cutoffs were 0.44 km - and 0.033 min- ,
respectively. Profiles are plotted at 15 minute intervals.



-0 qy-

0

I

11

1

105

OCTOKR 28-29, 1979
SPATIAL CUTOFF @ 2.29 kin
TEMPORAL CUTOFF @ 30 min

H
W2
O
W

H
Q

Figure 5.8	 Three-dimensional view of the estimated profiles of sodium
density observed on October 28-29 9 1979•

;H



i
106

Y	
t

V
I

r

Near 0100 CST, this secondary peak has almost disappeared. As a result, the

layer becomes narrower and then broadens as the secondary peak reappears.

Temporal variations in the two-dimensionally filtered data are shown in Figure

5.9. A downward phase progression of wavelike features is apparent.

Associated with this phase progression is a vertical wavelength of 12 IQs and a

temporal period of 170 minutes. Both the temporal and spatial periodograms

are consistent with these parameters. clear 91 ka density oscillations with a

period of 85 minutes appear. These are probably associated with the second

order (double frequency) portion of the layer response and are related to the

peak in the ATP at 0.0118 min- 1 . They appear at this altitude because the

linear response becomes small dust above the layer peak near the point of

phase reversal. At the point of phase reversal, the linear layer response

vanishes. This phase reversal, as discussed in Chapter 4 9 is apparent in

Figure 5.9.

Figure 5.10(a) contains a plot of the maximum and minimum sodium densities

observed during the evening's data collection (dashed lines). The average

altitude profile of sodium density is shown by the solid line and is seen to

be roughly gaussian. A gaussian layer with a:3 ka centered at 90 ka was

utilized to predict the maximum and minimum densities associated with the

linear layer response (Figure 5.10(b)). There is good correlation between

Figures 5.10(a) and (b) in several respects. The amplitude of the density

variations below the layer peak are greater than those above the peak. For

the gaussian layer, the largest density perturbations occur at 87.6 ks and are

9.1 times larger than the atmospheric density variations. The magnitude of

the density variations in experimentrl data are approximately the same. This

indicates that the amplitude of the atmospheric density variations associated
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with the gravity wave are probably near 33 (i.e., A 20.03). The closest

approach of the curves desoribing maximum and minimum density profiles in

Figure 3.10(a) occurs at 91.5 km 0 km above the layer peak at 90.5 km). This

point probably corresponds to the point of phase reversal. The two curves do

not meet at this point because higher order terms (especially the second order

term) in the layer response are not zero at this altitude. The altitude of

the point of phase reversal deduced above corresponds to the point of phase

reversal observed in the plot of temporal variations in density (Figure 5.9).

For the gaussian layer, the point of phase reversal occurs 0.92 km above the

layer peak. This is approximately the same as the separation of the layer

peak and the point of phase reversal deduced from experimental data.

5.2.3 DBC6M88R 13-14 9 1979

On December 13-14, 1979 a series of 58 spatial profiles were collected at

time intervals of 5 minutes., The ATP of these data is shown in Figure 5.11.

Because the data spanned less than 5 hours, the low frequency distortion

introduced by windowing the ATP must be considered. The first null in the DFT

of the window occurs at 0.0069 mini 1 . The peak of the ATP, which occurs at

0.0031 min- 1 , is well within this region. As a result, the temporal frequency

of density oscillations cannot be precisely determined by examining the ATP.

It is clear, however, that the or^illations 'have a very low frequency. The

period of the oscillations is probs"y in excess of 300 minutes. There is

significant energy at temporal frequencies below 0.022 min- 1 . At higher

frequencies, the shot noise floor dominates the ATP. In order to pass

spectral components with frequencies less than 0.022 min-1 without significant.

distortion, a temporal filter cutoff at 0.033 min- 1 was "looted and applied

to the photocount data.
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The ASP of the temporally filtered data is shown in Figure 5.12. This

lot is interests	 eap interesting because it indicates that a aeries of peaks in the AN

exist which grow smaller with increasing spatial frequency. It is difficult

to explain this in term of a single gravity wave unless the magnitude of the

nonlinearity in the layer response is large. The magnitude of the higher

order components in the layer response are quite dependent upon both the wave

amplitude and the steady state layer profile. As the wave amplitude and the

density gradients in the steady state layer become large, so do the higher

order components of the layer response. Other possibilities are that several

waves are present or waves are "breaking" into structures with smaller scale

due to nonlinearities in the propagation of the waves. These last

possibilities have not been treated in this thesis. On the basis of the ASP,

a spatial filter cutoff at 0.345 W 1 was selected and applied to the

temporally filtered data.

Plots of two-dimensionally filtered spatial profiles are contained in

Figure 5.13. Estimates of the profiles of sodium density are plotted every 10

minutes. The layer is observed to be fairly broad. It generally extends from

77 to 103 ks. The initial bifurcated layer grows into a single peaked layer

over a period of 2.5 hours. Near the end of the observation period, the layer

is once again becoming broader as the wavelike features below the layer peak

grow in amplitude. The changes in layer width can be explained in terms of

the layer response to gravity waves. Because of the phase reversal in the

layer response, waves with vertical wavelengths of the sass order as the layer

thickness can have the effect of causing the layer thiokness to osoillats.

The layer appears to become narrow when a minimum in atmospheric density

occurs above the layer peak and a maximum occurs below. Conversely, when a

i
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maximum occurs above the layer peak and a minumum occurs below the peak, the

layer seems to broaden. This last effect may partially explain the

bifurcations often seen in sodium lidar data. The highest peak may correspond

to a peak in atmospheric density forced by a gravity Wave. The sodium density

maximum found below the layer midpoint may correspond to a minimum in

atmospheric density. Since the sodium density perturbations due to the linear

layer response and the atmospheric density perturbations are 180 out of phase

at this point, a peak in sodium density Would result.

Temporal variations in sodium density are shown in Figure 5.14. Moat of

the density variations observed are consistent with very low frequency

oscillations. The observation period, in this oase, was not long enough to

cover one full period of the oscillation. The ATP was used to predict these

lox frequency oscillations. Near 92 and 97 1®, higher frequency density

oscillations are observed. These may be associated with higher order terms in

the layer density response.

5.3 DATA COLLECTED WITH THE CANDELA LASER

5.3.1 FEBRUARY 24_25, 1981

A series of 97 spatial profiles were collected during this observation

period. Five minutes separated the starting times of successive profiles.

Because of the long observation period (roughly 8 hours), the severe low

frequency distortion in the ATP is confined to temporal frequencies below

0.004 min- 1 . An examination of the ATP shown in Figure 5.15 indicates that the

main peak at 0.0033 min- 1 is on the edge of the region of distortion. The

shot noise floor is approximately 14 dB below the spectral peak and appears to

dominate the signal spectrum at frequencies greater than 0.022 sin -1 . An a
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Figure 5.14 Plot of the temporal variations in sodium density observed on
1	 December 13-14 1 1979• The spacial and temporal filter cutoffs

were 0.345 Icm- and 0.033 min- , respectively.
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filtered data collected on February 24-15, 1981.
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result, a temporal filter cutoff at 0.0267 min-1 was selected. The ASP of the

temporally filtered data is shown in Figure 5.16. The shot noise floor is

38.3 dB below the spectral peak and appears to dominate the periodogram at

spatial frequencies greater than 0.4 W 1 . The spatial filter cutoff was

chosen to coinoide with this frequency.

Taro-dimensionally filtered spatial profiles are contained in Figure 5.17.

There is much activity below the main layer peak. This peak is located near

94 km at 2230 CST and by the end of the observation period has moved down to

90 km. A ledge in the sodium density between 82 and 86 km is present at 2300.

This ledge disappears by 0030 and reappears by 0130. After 0300 the ledge

disappears permanently. One of the interesting features that later data also

share is a high altitude increase in sodium density occuring in the

pre-sunrise hours. Begining at 0200 9 the sodium density above 100 ka appears

to steadily increase.

The temporal variations in sodium density shown in Figure 5.18 make it

clear that the increase is not confined to high altitudes. This plot was

obtained by examining the temporal variations in calibrated data. An increase

in column abundance appears as a general increase in sodium density at all

altitudes above 82.2 km. Previous data could not be calibrated and, as a

result, the temporal variations in sodium density were obtained by assuming

the column abundance did not vary. In addition, these data did not typically

span long periods and did not extend into the pre-sunrise hours when column

abundance increases are observed. The enhanced sodium densities associated

with the early morning hours tend to mask wavelike features in the temporal

plots. To alleviate this problem, the temporal variations in sodium density

have been plotted assuming no variations in column abundance ocoured (Figure

g
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Figure 5.17 Time history of the estimated altitude profiles of sodium
density observed on February 24-15, 1981. he spatial and
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Figure 5.18 Plot of the temporal variations in sodium density observed on
February 24-25, 1981. The apitial and temporal filter cutoffs
were 0.4 km- and 0.0267 min , respectively.
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Figure 5.19 Plot of the temporal variations in sodium density observed on
February 24-25 0 1981. The spatial and temporal filters used in
Figure 5.18 from used. These data have been normalised to
remove the effects of large column abundance variation. The
diagonal lines indicate the apparent phase progression.

r

f



120

5.19). This removes the effects of the dramatic increase in column abundance

and makes wavelike features clearer. The dominant features are apparently

related to a gravity wave with a vertical wavelength and temporal period of

11.5 kit and 300 minutes, respectively. A horizontal wavelength of roughly 500

Im would be associated with such a wave. Recall that the ATP contained a peak

at 0.0033 min- 1 . This corresponds to a period of 300 minutes. At a spatial

frequency of 0.087 ka' 1 , corresponding to the wave's vertical wavelength, a

valley occurs in the ASP contained in Figure 5.16. This is consistent with

the predicted power spectrum presented in Chapter 4. hear 88 km a double

frequency component with a temporal period of 150 minutes appears. In

addition, a phase reversal in the features exhibiting a 300 minute period is

evident near 88 to 90 km. This probably corresponds to the phase reversal

associated with the linear layer response. The double frequency oscillations

become evident in this region because of the small size of the linear term.

Figure 5.20(a) shows the average density profile (solid line) and the

maximum and minimum densities observed during the evening (dashed lines). The

layer peak at 92 km 1s evident. Additionally, it is seen that the density

deviations below the layer peak are greater than those above the peak. Figure

5.20(b) contains curves representing the maximum and minimum densities (dashed

lines) predicted by a linear simulation of the layer response assuming the

average density profile of Figure 5.20(a) and gravity wave induced

perturbation in atmospheric density of 63 peak to peak (4:0.03). The point of

phase reversal is observed at approximately 93 km. Figure 5.20(o) shows the

result of a similar simulation in which the first nonlinear term, n 2 from

equation (4.36), is included. This second order simulation agrees more

closely with the experimental observations. It is clear that the second order

r
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or double frequency term makes significant aontributions now the layer peak

and to a lessor extent nw r 82 ka. These simulation results are consistent

with the temporal profiles contained in Figure 5.19. The double frequency

components observed in this figure appear at altitudes where the simulation

indicates the second order tern should make substantial contributions.

The time variations in column abundance are shown in Figurs 5.21. Because

of laser alignment problems, estimates of the absolute column abundance could

not be made. The relative changes in abundance can be determined, however.

It is clear that the column abundanoe more than doubled between 2230 and 0500

CST. The enhancement progresses rapidly after 0230. This was roughly 3.5

hours before ground sunrise. The regions in which the largest abundance

increases occur are also described by Figure 5.19. Five kilometer slices of

the layer were examined and the temporal variations in the column content for

each slice are plotted. It is clear that the main increases in column content

are due to enhanced sodium densities above 85 ka. Temporal variations in

column content due to the layer density response to wave activity should be

apparent. However, these variations are obscured somewhat by the morning

enhancement. Three peaks in the total column content are apparent at 2310,

0150 and 0355 CST. The peaks at 2310 and 0355 are separated by 285 minutes.

The fact that this period is close to the 300 minute period estimated for the

gravity wave indicates that these peaks may result fra y. wave activity (see

Chapter 4).

5.3.2 MARCH 11-12, 1981

Occasionally, lidar observations, such as those made on March 11-12, 19819

r
indicate a great deal of activity in the sodium layer that canart clearly be
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Figure 5.21 Temporal variations in the relative column abundanoe observed on
February 24-25, 1981. Curves (a), (b), (o), (d) and (s)
represent the total oolumn abundance and the column oontent in
the 80-85 9 85-90 9 90-95, and 95-100 Is rams, respectively.
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attributed to the layer response to a single atswspherio wave. On this

evening 68 spatial profiles were collected at 5 minute intervals. The ATP, 	 i

i
shown !a Flare 5.22, indicates a great dal of activity. 1 aks occur at

temporal frequencies of 0.00278, 0.011 0 0.0175 and 0.0262 min- , , Because of

the length of the observation period and the effectu of temporal windowing,

features at frequencies below 0.0059 min 1 are distorted. A temporal filter
t

with a auto" at 0.031 min' 1 was applied to the data. The ABP of the

k	 temporally filtered data is shown in Figure 5.23. Since the signal spectrum

seems to disappear into the shot noise level near a spatial frequency of 0.358
f

W-1, this frequency was selected as the outoff of the spatial filter.

r Two-dimensionally filtered spatial profiles are contained in Figure 5.24.

The layer pe k occurs now 91.5 km. It is diffioult to discern any sustained

movement in the layer's features. In general, however, the layer appears to

broaden as the evening progresses. This growth is not confined to the upper

reaches of the layer, however. The bottonside of the layer moves from 83 In

at 0025 to 79 ka at 0505 CST. The large density gradient at 95 lea beocass

such smaller by the end of the observation period as a result of the upward 	 j
i

expansion of the layer.
i

Temporal variations in sodium density are plotted in Figure 5.25. :*sese

curves have been normalized to remove the effects of inoreases in column

abundance and male the wavelike variations in density clearer. There are many

wavelike features present in these profiles that may result from the presence

of several waves. As a result, it ',r very difficult to determine the

parameters of any single wave. Temporal variations in column abundance are

plotted In Figure 5.26. An increase in the column abundance by a factor of

mare than 2.5 is evident between 0025 and 0505 CST. This dramatic increase



i

100

Oa
0 10 

vv^
W
N

2 102
cr	 0.0	 0.025 0.050 0.075	 0.100
O
Z	 TEMPORAL FREQUENCY (mid'

Figure 5.22 Plot of the normalized average temporal periodogram of data
collected on March 11-12, 1981.

rr
W 

10°

O 10
IL

10 102
WN 103
J
Q 104

1
Z1(55

0.0 0.2	 0.4	 0.6	 0.8	 1.0

SPATIAL FREQUENCY (km' )

Figure 5.23 Plot of the normalized average spatial periodogram of temporally
filtered data collected on March 11- 12, 1981.

R
4



125

MARCH II-12 , 1981

110

E 100	 - - - -- - -- -
ac
^-	 95	 -

1'— 85--- - - - -

Qso- ' - -- - - -- - - - --

75

0025	 0055	 0125	 01

17 -̂- -------

TIME (CST)

110

105 -- - -- - -- - -- - -- - - -- - --------

E100 -- -- - -- - - - - -- - -- - - ------

W
v 95 ----	 - - - - -

j 90 ------- -	 -

Q 80-r-- - - -- - -- - -- - -- - -- - ---..---

0255	 0325	 0355	 0425

TIME (CST)

Figure 5.24 Time history of the estimated altitude profiles of sodium
density observed on March 11- 12, 1981. The spatial and temporal
filter cutoffs were 0.358 km - and 0.031 min- , respectively.
Estimated profiles are plotted at 10 minute intervals.
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Figure 5.25 Plot of the temporal variations in sodium density observed on
March 11- 12, 1981. The artial and temporal filter cutoffs were
0.358 km- and 0.031 min , respectively. These data have been
normalized to remove the effects of large variations in column
abundance.
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occurs primarily in the 90-100 km region. Approximately 75% of the total

increase is accounted for by the increased column content in this altitude

range. 42% of the increase occurs between 90 and 95 km and 33% occurs between

95 and 100 km.

5.3.3 MARCH 12-13, 1981

On the evening of March 12-13 9 1981 103 spatial profiles spanning 8.58

hours were collected. The ATP for these data is presented in Figure 5.27•

This ATP differs slightly from previous ATP's in that the spectral peak is

broad and the shot noise floor is quite low (-22 dB). It appears that two

overlapping spectral peaks are present. Even though the first spectral peak,

at 0.0022 min- 1 9 is in the region of distortion, it is slightly larger than

the peak at 0.0040 min- 1 . Because of windowing, the spectral features below

0.0039 min- 1 are distorted. This distortion, in general, decreases the

magnitude of the periodogram below 0.0039 min- 1 . These peaks indicate the

presence of long period waves (450 and 250 minutes, respectively). Although

the frequencies at which these two peaks appear suggest that the second peak

may be associated with the second harmonic of the 0.0023 min- 1 oscillations,

an examination of the filtered data indicates the presence of a separate wave

with a frequency of 0.0040 min- 1 . A temporal filter with a cutoff at 0.0308

min-1 was applied to the data. The ASP of the temporally filtered data is

shown in Figure 5.28. The low shot noise level (at -47.0 dB) results from the

large number of signal photons in each spatial phot000unt profile and the

effects of temporal filtering. No distinct peaks appear in the ASP and the

magnitude of the ASP falls off gradually indicating a narrow sodium layer.
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Figure 5.27 Plot of the normalized average temporal periodogram of data
collected on March 12-13 9 1981.
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filtered data collected on March 12-13, 1981. The temporal
filter cutoff was at 0 .0308 min 1.
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A spatial filter with a cutoff at 0.476 1®' 1 was applied to the data. The

resulting spatial profiles of sodium density are shown in Figure 5.29. As

anticipated, the sodium layer remains narrow during most of the evening.

Before 0300 CST its e' 1 width varies between 7 and 8 kilometers. After 03009

the layer rapidly grows wider attaining a width of over 13 ka after 0515•

Peaks separated by 5.8 km are present below the layer peak. There is a

striking and consistent downward movement of these features at 0.4 m/a. The

k temporal period associated with this motion (240 minutes) corresponds to the

spectral peak at 0.004 min- 1 in the ATP. The bottamside of the layer also

appears to oscillate up and down as these peaks sweep downward. The 5.8 km

spacing of the peaks is lost near the main layer peak. This probably results

from the phase reversal in the layer response. The diagonal lines in Figure

5.29 indicate the apparent phase progression of the wave. The phase reversal

appears to occur slightly above 90 km. Below this altitude, peaks in sodium

density are aligned with the lines. Above this altitude, valleys in the

sodium layer appear on the lines. These valleys are not as distinct as are

the peaks below the point-of phase reversal. This probably results from the

fact that the density perturbations below the layer peak due to the linear

layer response are, in general, larger than those above the layer peak.

Temporal variations in sodium density are plotted in Figure 5.30. The

phase progression so evident in the plots of spatial profiles is not clear

because of the confused fumble of wavelike features in this plot. This may

result from the superposition of 2 dominant waves. A peak in the ATP also

000ured at a very low frequency (0.0022 min' 1 ). Low frequency density

oscillations may be contributing to this confusion. In addition, the narrow
1F
t 	

nature of the layer serves to inorease the magnitude of the nonlinearities in

k

r
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Figure 5.29 Tim history of the estimated altitude profiles of sodium
density observed on !larch 12 -13 9 1981. The spatial and temporal
filter cutoffs were 0.476 la.- and 0.0308 min- , respectively.
8stimated profiles are plotted at 15 minute intervals. The
diagonal lines indicate the apparent phase progression.
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Figure 5.30 Plot of the temporal variations in sodium density observed on
March 12- 1 3 9 1981. The spitial and temporal filter outoffs were
0.476 ks- and 0.0308 min , respectively. These data have been
normalized to remove the effects of large variations in column
abundance.
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the layer density response. A double frequency component with a temporal

period of roughly 125 minutes is definitely present near 87 and 94 b. The
i

oombination of layer nonlinearities and the presence of two waves may explain

the many wavelike features apparent in this figure.

Temporal variations in column abundance are shown in Figure 5.31• The

peaks in abundance occuring at 2325 and 0345 C3T may be induced by the 250

minute wave discussed previously. In addition to these peaks, a general

increase in abundance is observed. The column abundance for the first 100

minutes of the observation period was roughly 1.85 X 10 13 atoms/22. This

increased by 43% to 2.65 X 10 13 atoms/m2 by the last 100 minutes of the

observation period. As in previous eveninge, most of this increase occured

above 90 ka.

5.3.4 MARCH 13-14 9 1981

The ATP for data collected on this evening is shown in Figure 5.32. 113

spatial profiles collected at 5 minute intervals were collected during the 9.5

hours of this observation period. As a result of the length of this data sett

the low frequency distortion in the ATP resulting from windowing is confined

to temporal frequencies less than 0.0034 min- 1 . A spectral peak near 0.002

min- 1 is evident indicating the presence of long period oscillations in sodium

density (with periods near 500 minutes). A temporal filter with a outoff at

0.0308 min-1 was applied to the photocount data. The ASP of the temporally

filtered data is shown in Figure 5.33• Because the shot noise level dominates

the ASP at spat'-,l frequencies greater than 0.4 km-1 1 a spatial filter outoff

was selected at this point.

Is
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Figure 5.31

,
i

Plot of the temporal variations in column abundance observed on
March 12-13 9 1981. Curves (a), (b), (o), (d), and (e) represent
the total column abundance and the column content in the 80-85,
85-90 9 90-95, and 95-100 ka ranges, respectively.
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Figure 5.32 Plot cf the normalized average temporal periodogrm of data
collected on March 13- 14 9 1981.
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Figure 5.33 Plot of the normalized average spatial periodogram of temporally
filtered data collected on March 1 13-14, 1981. The temporal
filter cutoff was at 0.0308 mini .
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The filtered spatial profiles are plotted in Figure 5.34• The layer is

not generally as narrow as it was on the previous evening. At 2025 CST the

e- 1 width of the layer is 10 km. It narrows until attaining a width of 6 ke

at 0030. After 0100, it broadens, finally reaching a width of 11.5 ko at

0540. A region in which the density gradient is large moves downward from its

Initial location near 95 km between 2200 and 0100 CST. Nowever, the obvious

downward movement of features apparent on March 12-13, 1981 is not present.

Plots of the temporal variations in density are shown in Figure 5.35. The

diagonal lines indicate the apparent phase progression of a wa ys with a

temporal period of approximately 490 minutes and a vertical wavelength of

roughly 25 km. A phase reversal occurs near 95 km (above the layer peak at

92.5 km). In addition, higher frequency density oscillations are present now

89 and 95 km. The latter oscillations occur near the point of phase reversal.

Large density gradients occur at both of these altitudes. Since large

gradients promote nonlinearities, these high frequency oscillations appear to

be evidence of the nonlinear layer response. The 490 minute period of the

wave suggests atmospheric tidal wave activity.

The variations in column abundance are plotted in Figure 5.36• A 50

increase in column abundance begins to occur two hours before ground sunrise.

As in previous observations, the large increases in column abundance are

associated with a broadening of the sodium layer and an increase in column

content at high altitudes in the pre-sunrise hours.

5.3.5 MARCH 16-17, 1981

On the evening of March 16-17, 1981, 128 spatial phot000uat profiles were

collected over a period of 10.66 hours. The ATP of this data is shown in

_1
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Figure 5.34 Timms historic of the estimated altitude profiles of sodium
density observed on !larch 131 14 9 1981. The spatial and temporal
filter cutoffs were 0.40 110 and 0.0308 ais , respectively.
Estimated profiles are plotted every 1S minutes,
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Z ŷ2̂ ^ 15\2 I

TIME (CST)
Figure 5.35 Plot of the temporal variations in sodium density observed on

March 1314, 1981. 	 The spatial and temporal filter cutoffs were
0.40 km-	and 0.0308 min	 , respectively.	 The diagonal lines
indicate the apparent phase progression. 	 These datahave been
normalized to remove the effects of large variations in column
abundance..
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Figure 5.36 Plot of the temporal variations in column abundance observed on
March 13-14 9 1981. Curves (a), (b), (c), (d), and (e) represent
the total column abundance and the column content in the 80-85.
85-90 9 90-95, and 95-100 I= ranges, respectively.
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Figure 5.37• This ATP is unusual because the shot noise floor is so far below

the spectral peak (-17.5 dB). This is a consequence of the large number -of
i

signal photons in each temporal profile and the size of the temporal

i
variations in density. In addition, the ATP falls off into the shot noise

level fairly rapidly. The temporal window used in computing the ATP results

in distortion of spectral features below 0.003 min - 1 . The spectral peak occurs

below this point at a frequency of 0.002 min -1 . Because of the rapid fall off

of the ATP with increasing frequency, a temporal filter cutoff at 0.025

min- 1 was chosen. The ASP of temporally filtered data is shown in Figure

5.38• Since the signal spectrum falls into the shot noise floor near a

spatial frequency of 0.476 km- 1 , a spatial filter cutoff was selected at this

frequency.

Spatial profiles of two-dimensionally filtered data are plotted in Figure

5.39. The layer is seen to evolve from a broad layer early in the evening

into a narrow, sharply peaked layer at 0330 CST. By 0500 9 the layer is once

more becoming broad. One of the major factors contributing to the formation

of the narrow layer at 0330 is the decrease in amplitude of features below 90

km at this time. The undulatory behavior of atmospheric layers discussed in

section 4.4 is evident in this figure. A peak in sodium density near 95.3 km

is observed at 2005 CST. This peak steadily moves downward reaching a minimum

altitude of 91.2 km at 0150. By 0450 9 the peak has moved upward to 93.5 km.

The period of this oscillation is approximately 11.5 hours. The exact

movement of the layer peak is plotted in Figure 5.40. In this figure, the

I
peaks and valleys for each spatial profile of sodium density collected during

the evening are plotted. The movement of the layer peak is clearly evident

here. Since the period of this undulation is near 12 hours, this behavior is

i

r
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Figure 5.37 Plot of the normalized average temporal periodogram of data
collected on March 16 - 17, 1981.
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Figure 5. 39 Time history of the estimated altitude profiles of sodium
density observed on March 16- 1 7 9 1981. The spItial and temporal
filter cutoffs were 0.476 Icon- and 0 .0308 min , respectively.
Estimated profiles are plotted every 15 minutes.
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suggestive of atmospheric tidal activity. If this is the asse t the movement

of the layer peak indicates a maximum upward wind 000ured near 1700 CST. The

amplitude of this wind may be estimated by observing the maximum displacement

of the layer peak. In this case, it is estimated that the maximum vertical

wind was approximately 0.3 m/s. In addition to the undulatory motion of the

layer peaks there are large density variations between 85 and 90 km. Many of

the features in this region have peak to peak separations as small as 2 or 3

km. The period of oscillation of these features is much less than the 690

minute period associated with the movement of the main peak. This fine

structure may be a layer response to gravity waves. Thus, the total layer

response appears to be due to the presence of more than one atmospheric wave.

Since the layer response is, in parts nonlinear, there can be an interaction

between the responses to these various waves. This can cause density

oscillations whose periods are not a harmocic of any of the atmospheric waves.

Such nonlinear interactions have not been treated in this thesis.

Temporal variations in sodium density are plotted in Figure 5.41. Density

oscillations with a temporal frequency of 290 minutes appear to be present.

The vertical and horizontal wavelengths associated with the wave apparently

responsible for these oscillations are 18 km and 800 kms respectively. These

observations are tentative, however, because of the difficulty in clearly

establishing the phase progression of the wave. It does appear that some form

of wave activity is present in addition to the possible tidal motion discussed

previously.

An increase in column abundance in the early morning hours was observed in

these data as in previous observations. This is illustrated by Figure 5.420
i

The column abundance doubled from about 1.7 X 10 13 atoms/m2 to over	 i

1
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Figure 5.41	 Plot of the temporal variations in sodium density observed on
1 March 16-17, 1981.	 The spatial and temporal filter cutoffs were

0.476 km-	and 0.0308 min 1 , respectively.	 These data have been
normalized to remove the effects of large variations in column
abundance.	 i
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Figure 5.42 Temjwral variations in column abundance observed on March 16-17,
1981. These data have been normalised to remove the effects of
large variations in ociumn abundance.
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3.5 X 10 13 atoms/m2 during the 3 hours before ground sunrise. As in previous

observations, most of this increase resulted from an increase in the column

content above 90 ks.

5.4 SUt+MY OF OBSERVATIONS

It has been demonstrated that many of the features in the sodium layer

behave in a manner consistent with the layer density response to atmospheric

waves. The features associated with the linear layer response are often

observed. These include phase reversals in density fluctuations and larger

density variations below the layer peak than above it. The periodic changes

in thickness and the appearance and disappearance of bifurcations in the layer

are probably associated with the layer response to atmospheric waves. In

addition, the amplitude of atmospheric waves required to induce the observed

sodium density perturbations are reasonable. Evidence of nonlinearities in

the sodium layer response is evident and appears to cluster around the point

of phase reversal in the linear response and around regions wners large sodium

density gradients are located. Spectral features in both temporal and spatial

periodograms are consistent with a layer response to gravity waves.

An unexpected feature in these observations is the early morning sodium

i
enhancement that was observed in every calibrated data set. This enhancement

appears to be associated with the influx of atomic sodium in the upper half of

the sodium layer. Yet, Jit is difficult to explain this enhancement with

current theories of sodium layer chemistry. It may be the result of meteorio
4

deposition of sodium. The morning enhancement which was also observed during 	 1

our lidar measurements at the Goddard Optical Facility (Chapter T) is

discussed further it Chapter 8.



149

6. STSERABLE SODIUM LIDAR OBSERVATION3

6.1 MEASURBMSNT TECHNIQUE

Steerable lidar measurements have been used by some groups to study

horizontal density variations in the sodium layer [Thomas at al., 1976;

Clemesha at al., 1980). These measurements are important for several reasons.

The existence of significant horizontal structure in the steady state sodium

layer (i.a. in the absence of atmospheric wave activity) will be reflected in

r
the nature of the layer response to wave activity. As a result, the

horizontal structure of the layer must be considered to accurately predict the

layer response. If such horizontal structure exists, estimates of the

magnitude and direction of the background wind may be made by observing the

structure as it is carried along by the wind. Additionally, the horizontal

wavelength of waves which are inducing density perturbations in the layer may

be deduced from steerable observations. Without steerable measurements, this

quantity must be inferred from estimates of the vertical wavelength and

frequency of the gravity wave obtained by examining data collected at a fixed

pointing angle.

In most cases, these measurements are made with a steerable lidar

operating at a fixed elevation angle and pointed at several azimuth angles.

Typically, three azimuth angles separated by 120° are chosen and spatial

profiles of data are collected at each azimuth angle in a sequential manner.

I
a	 As a result, every third spatial profile is collected at the same azimuth

angle. Large horizontal separations can be achieved by decreasing the
i

elevation angle. Decreasing the elevation angle also introduces larger losses

due to atmospheric scattering and absorption. 'Thus, more laser pulses are
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required to generate data profiles of equal quality as the elevation ankle

grows smaller. This effectively decreases the temporal resolution of the data

since the rate at which profiles can be collected is reduced.

The reduction in signal strength as a function of elevation angle is shown

in Figure 6.1. For mesospheric heights, the vertical atmospheric transmission

factor, T, is approximately 0.6 [Bhattacharyya at al., 19781. Thus, at an

elevation angle of 600 9 it is anticipated that only 64% of the energy received

when the system is pointed at zenith will be available. At elevation angles

below 400 9 the effects of atmospheric attenuation become prohibitive. When

thr,se azimuth angles are scanned at an elevation angle of 60% the temporal

resolution is reduced to approximately 21% of the resolution which could be

achieved with zenith measurements. This factor takes into account both

atmospheric attenuation and the reduction in the profile collection rate

resulting from the scanning of the lidar system. Therefore, insight into

horizontal variations in sodium density can be obtained by sacrificing

temporal resolution.

6.2 PAST OBSMATIONS

The first steerable lidar measurements of the sodium layer were made

between September, 1975 and January, 1976 at Minkfield, U. K. (51.40N 9 0.70W)

[Thomas at al., 19761. Some of these observations indicated changes in the

height distribution of sodium 000uring over small horizontal separation@

(approximately 15 km) and short time periods (approximately 2 to 3 minutes).

These density fluctuations were attributed to perturbations induced by gravity

wave activity. The remaining observation, however, failed to indicate any

significant differences over horizontal separations as great as 100 ko.
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Subsequent measurements by the same group (collected in August, 1976) led to

the conclusion that the diffevenoes in density observed at t ►uref, points

3ep+►rated by 60 km were due to horizontal variations in the steady state

sodium layer rather than time variations in the density of a horizontally

uniform layer (Thomas et al., 19771. It should be noted, however, that in the

majority of the data it was difficult to detect any systematic density

variations and therefore no conclusions were reached. In addition, long term

variations in sodium density could not be observed since the data sets did not

span more than 2 hours.

More extended observations have been made in the southern hemisphere by

Clemesha et al. (1981] at Sao Jose dos Campos, Brasil (2303, 450M). On the

evening of July 21, 1979, ten hours of scanned data were collected at an

elevation angle of 69.1 0 and at three azimuth angles. The horizontal

separation of points achieved in this manner was roughly 60 km. A

crosb-oorrelation analysis was performed for data collected at heights between

82 and 99 km. Velocities were calculated from time-shifts derived in this

manner. These velocities were round to vary in an oscillatory manner with

amplitudes increasing with height. The east-west component of wind showed a

vertical wavelength of approximately 10 km and the north-south component

showed a vertical wavalength of 5 km. Mind velocities were estimated to vary

between 6 and 146 als.

On August 25-26 0 1979 9 using the same stserable system, this group

observed a dramatic enhancement in sodium density [Clemesha at al., 1980].

This enbanoement, associated with a tenfold increase in sodium density at 95

km, was restricted to a narrow time interval and a height interval of little

f	 more than 2 km. It was concluded that this enhancement was probably due to

r
t
f

t

t
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the influx of meteoric material. The time lags associated with the passage of

this patch of enhanced sodium suggested a velocity of 205 m/s at a heading of

201.
0
 In addition, it was estimated that the extent of the patch in the

direction of motion was on the order of 100 km. The horizontal extent of the

patch perpendicular to the direction of motion was considerably greater.

Deducing the motion and shape of this patch illustrates one of the problems

inherent in estimating velocities from this type of data. Both the shape and

velocity of the patch affect the density variations observed at widely spaced

points. A simple time lag approach is not sufficient to deduce wind

velocities since the shape of the patch also determines the nature of the

observed density variations.

6.3 EXPERIMENTAL RESULTS AT GSFC

In May and June, 1981, a 48 inch telescope located at the Goddard Space

Flight Center Optical Test Site was usea in conjunction with components of the

University of Illinois sodium lidar system to make steerable lidar

observations of the mesospheric sodium layer. The telescope facility, located

at 39.1 N, 761W, consists of a 48 inch Cassegrain astronomical telescope

with Coudof focus and supporting equipment which enables this instrument to be

used in a variety of laser ranging experiments. The telescope aperture area

is approximately the same as the objective area of the receiving telescope

used in Illinois. However, as well as making steerable measurements possible

because of the sophisticated telescope mount, the high quality optics permit a

small receiver field of view. This serves to reduce the noise counts due to

background sky illumination. Photographs of the telescope are contained in

Figures 6.2 and 6.3.
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A photograph of the telescope facility is shown in Figure 6.2. The

telescope rests under the dome at the top of this photograph and access to the

Coude focus is on the ground floor. The inteferenoe filter and PMT are

positioned near the focal point of the telescope. No collimating lens is

required due to the long focal length of the primary/secondary mirror

combination in the telescope. The aperture of the focusing lens in the PMT

cooled housing limits the telescope field of view to less than 1 mrad. This

field of view can be reduced further by inserting a field stop iris in front

of the PMT. Figure 6.3 contains a photograph of the telescope body showing

the location of the laser head. The head was mounted on the telescope to

insure that the laser beam tracked the telescope motions accurately.

Coincidence of the transmitted laser beam and the telescope field of view was

insured by adjusting the folding mirror (seen to the right of the laser head

in Figure 6.3). Because the laser beam divergence angle was larger than the

telescope field of view, a beam expander was inserted in the optical path

between the laser and the folding mirror. This served to reduce the beam

divergence to roughly 0.1 mrad. Laser tuning was monitored by examining the

scattering of the laser output in a grating spectrometer (for rough tuning)

and in a sodium cell (for fine tuning to the sodium D2 line). A fiber optic
t

cable was used to couple the laser output to these instruments.

The position of the telescope was computer controlled and therefore the

telescope was easily and rapidly positioned at the desired azimuth and

elevation angles. The range of permissible angles was rather restrioted,

however, by mechanical considerations related to the laver head. The cables

and hoses connecting the laser head to the dye reservoir and power supply were

only 15 feet long. Since these last two items remained stationary, the
i

Y
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azimuth angle could only be varied by 70 or 800 . In addition, the elevation

angle could only be varied from 6 0 to 900 because of the telescope mount

design. It was not possible to move the telescope past zenith. 3teerable

measurements were initially attempted on the evening of June 8-9, 1981. The

telescope was scanned between three points; point A (azimuth =2770,

elevation_900 point B (azimuth-2770 , elevation=700 ), and point C

(azimuth=3070 , elevation=700 ). A greater horizontal separation was achieved

in later observations of the sodium layer. In order to examine 3 points which

were equally spaced horizontally, the observations alternated between zenith

measurements and measurements at an elevation angle of 60 0 while the azimuth

angle was varied by 60 . Observations of sodium density at the increased

horizontal spacing were made on June 17-18 9 1981. The locations of the points

at which sodium observations were made on both evenings are shown in Figure

6.4. Within the mechanical constraints mentioned above, an attempt was made

to select points over Sparsely populated regions in order to avoid areas where

sodium vapor lights were used in large numbers. It should be noted that

because data was gathered at depressed elevation angles, the horizontal

separation of the observed points was a function of altitude. For the data

collected on June 17-18, 1981, the observation points were separated by 50 km

at an altitude of 100 km whereas at an altitude of 80 km the separation was

only 40 km.

Nine spatial profiles of phot000unt data were collected on June 8-9, 1981.

Each profile consisted of the integrated returns from 500 laser pulses.

Because only three phot000unt profiles were collected at each pointing angle,

it was not possible to temporally filter the data. Receiver range gate and

delay times of 3 us and 60 U3 9 respectively, were utilized at all three
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3 Q=60°
k P =310°

A JUNE 8-9, 1981
O JUNE 17-18, 1981

Figure 6.4	 Horizontal spacing of observation points corresponding to an
altitude of 90 1® for measurements made on June 8-9, 1981
(points A, B, and C) and June 17-16, 1981 (points 1, 2, and 3).
The elevation angle (a) and azimuth angle (B) are given for each
point.
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pointing angles. The ASP of the three prof ilea collected at zenith is plotted

in Figure 6.5. The large peaks at 0.12 lcm- 1 , 0.17 km- 1 , and 0.28 km-1

indicate that wavelike features are present. These data were spatially

processed in the manner described in Chapter 3. A spatial filter with a

cutoff at 0.4 km- 1 was applied to the zenith data. An effective cutoff of 0.4

km-1 for vertical variations in sodium density can be achieved for the

remaining profiles by taking into account the elevation angle of off-zenith

observations. As a result, a spatial filter with a cutoff at 0.376 km- 1 was

applied to the data collected at a zenith angle of 300.

Plots of the estimated sodium profiles for each pointing angle are shown

in Figure 6.6, 6.7 and 6.8. A narrow, sharply defined peak in sodium density

at 95 km is apparent in all three figures. This peak is approximately 2.5-3.0

Ion thick. The main layer peak appears near 90 km. Additionally, a peak in

density near 102 km evolves during the 90 minutes covered by these

observations. It is unusual to observe distinct features at such high

altitudes. Above the main peak, layer features are consistent at each

pointing angle. Below the layer peak, however, features are not so well

behaved. Features below 90 km in the profiles collected at points B and C are

similar whereas the profiles collected at point A differ more markedly from

these. To illustrate, at 0346 EDST (point B) and 0356 EDST (point C), peaks

in sodium density at 84 and 87 km and a valley at 87.5 km are observed. At

0406 EDST (point A), a peak at 84 km is apparent but no valley is observed at

87.5 km- The similarity in profiles at B and C is not surprising since B and

C are closer to each other than to point A. The variability of the layer

below 90 km indicates that variations in sodium density with small horizontal

scales (perhaps as small as 30 km) are present. Layer features also appear to
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Figure 6.5	 Normalized average spatial periodogram of zenith data collected
on June 8-9, 1981.
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Figure 6.6	 Altitude profil$s of the estimated sodium density observed at
point A (a = 9j ) on June 8-9, 1981. The spatial filter cutoff
was at 0.4 km-
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Figure 6.7	 Altitude profiles of the estimated sodium density observed at
point B (a = 70°, g= 2770 ) on June 8-9, 1981. The spatial
filter qutoff was chosen to give an effective vertical cutoff at
0.4 km- , as discussed in the text.
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Figure 6.8	 Altitude profiles of the estimated sodium density observed at
point G (a a 70°, S a 3070 ) on Juns 8-9 1 1981. The spatial
filter jutoff was chosen to give an effective vertical outoff at
0.4 km 9 as discussed in the text.
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change significantly within a 60 minute period. Unfortunately, these

observations span only 1.5 hours and it is not possible to deduce details

concerning the horizontal structure of the layer or the direction of

propagation of atmospheric waves which may be present.

Because of poor weather, additional data could not be collected until June

17-18 9 1981. On this evening, a series of 81 spatial profiles were collected. 	 j

Recall that three points, separated horizontally by 45 km at an altitude of 90

Wag were observed (Figure 6.4). Each spatial profile consisted of the

integrated returns from 500 laser pulses. A 3 to range gate and a 198 us

delay factor were used in obtaining this data. The delay factor was chosen to

insure that Rayleigh scattering from 30 1m as well as sodium return zould be

received as the elevation angle was varied from 900 to 60°. The integration

time for each profile was approximately 2 minutes and a new profile of data

was started every 4 minutes. Thua, 12 minutes separated data profiles

collected at the same pointing angle. Because of ;ser malfunction, data

was not collected between 0120 and 0200 BDST. For the purpose of temporal

filtering, an interpolation procedure was utilized to provide estimates of the

missing profiles. The temporal and spatial processing techniques described in

Chapter 3 were adapted to process the off-zenith data.

The average temporal periodogram for zenith measurements is shown in

Figure 6.9• To inaure that no temporal variations in sodium density were

inadvertently removed, a temporal filter cutoff at 0.033 min-1 was chosen and

applied to the data collected at all three pointing angles. The average

spatial periodograms of the temporally filtered data are shown in Figures

6.10 9 6.11 and 6.12. For off-zenith measurements, spatial frequencies have

been scaled to reflect spatial photocount variations in the vertical rather
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filtered data collected on June 17-18, 1181 at Point 3• The
temporal filter cutoff was at 0.033 min .
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than the slant range. As a result, the off-zenith periodograms may be

t compared directly with the periodogram of zenith photocount data. A spatial

filter with a cutoff at 0.4 km -1 was applied to the temporally filtered zenith

data and a spatial filter with a cutoff at 0.345 km 1 was applied to the

off-zenith data. Taking into account the elevation angle of the off zenith
t

data, tYl-z last filter gives an effective cutoff at 0.4 km- 1 in the vertical

direction. Thus, wavelike features with vertical wavelengths of 2.5 tan or

less will be removed from all three sets of data while features with longer

wavelengths will be retained.

	

The two-dimensionally filtered data is presented in Figures 6.13, 6.14 and 	 j

	

6.15. It is evident that the data collected at each pointing angle are very 	 j

	similar. The most significant difference is the presence of a pronounced peak	 i

near 95 ke, at the start of the observation period in data sets 1 and 2 and its

absence in data set 3. A great deal of activity is evident in all three data

sets. In each case, the peak located near 98 km is observed to move downward,

reaching 95 km by 0430. In addition, the sodium density associated with this

peak approaches the density of the main peak at times. This behavior is

observed in all three data sets. All three data sets also contain very large

	

density gradients at the bottomside of the layer. In some cases, the sodium 	 t

density increases from a very small to a very large value in 0.9 km. The

	

spatial profile in Figure 6.16 contains such a feature. Sodium densities have 	 j

been calculated from temporally filtered ohotocount data and two-dimensionally

filtered data. In each case, the sodium density is observed to increase from

0.07 of its peak value at 82.35 km to 0. 63 of its peak value at 83.25 km. As

a result, the vertical sodium density gradient in this region is approximately

5	 46.5 % 10 Na atomslm.

4	 ^	 ,
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Figure 6. 13 Altitude profilers of sodium density obberved on June 17-18, 1981
at point 1 (a=90^). The apa^tial and temporal filter cutoffs
were 0.4 loot- and 0.033 min , respectively. Interpolated-data
are indicated by dashed lines.
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Figure 6.14 Altitude profiles o of sodimm density observed on June 17-18, 1981
at point 2 (a =60 , s =250 ). The filter parameters are given in
the text. Interpolated profiles are indicated by dashed lines.
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Figura 6.15 Altitude profiles  of sodium density observed on June 17-18, 1981
at point 3 (a z680 ,  S=310°). The filter parameters are given in
the text. Interpolated profiles are indicated by dashed lines.
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Figure 6.17 shows the temporal variations in sodium density associated

with data set 1 (the zenith measurement). These variations are plotted in the

same fashion as the temporal profiles presented in Chapter 5. It is difficult

to discern any evidence of a systematic movement of features. No phase

progression is clearly evident and therefore it is difficult to conclude that

wave activity is causing the density variations observed in these data sets.

By plotting the locations of peaks and valleys in the layer, it should be

Possible to determine the direction of propagation and horizontal wavelength

associated with waves inducing density perturbations in the layer. Figure

6.18 contains such a plot. Unfortunately, it is not clear that a single wave

is responsible for the observed motions of the layer 's peaks and valleys. If

a single wave were responsible for these density variations (assuming there

were no horizontal structure to the steady state sodium layer), the curves in

this figure would differ from each other only by a phase delay. However, this

is not the case. The observed activity could be the result of the

interactions of several waves or it could indicate that a sodium layer with

horizontal structure was being swept overhead by the mesospheric :vjan winds.

The motion of the layer peak near 88 lee is consistent with the motion of a

patch of enhanced sodium density moving at approximately 90 m/s towards the

southwest (at a heading of 220 0). The extent of the patch in the direction of

motion is approximately 300 km. It is not possible to accurately determine

the extent of the patch in the direction perpendicular to the direction of

motion. These deductions were made by examining the upward movement of the

layer peak near 0230 EDST. The motion of the layer peak which, at 2330 EDST,

is located at 98 We does not indicate the presence of a region of enhanced

sodium density sharing the characteristics listed above. In tact, the peak
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Figure 6.17 Temporal variations in sodium density observed at point 1 on
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observed at position 1 is consistently above the peaks observed at positions 2

and 3• The conjectured region of enhanced sodium density responsible for the

motion of the layer peak at 88 km does not appear to extend to 98 km. A more

complete explanation of the observed density variations would include the

effects of wave activity and the effects of a mean wind on a horizontally

structured layer.

Figure 6.19 shows the time variations in column abundance for each

pointing angle. The spatial profiles of sodium density used 6u -:-lculate the

column abundance have been spatially, but not temporally, filtered. The same

spatial filter cutoffs used to obtain the profiles in Figures 6.13 9 6.14 and

6.15 have been used. The laser malfunction which interrupted data collection

at 0120 also rendered the laser tuning suspect. It is possible that the

spectral output linewidth of the laser was increased as a result of optical

misalignment in the laser cavity. This would have the effect of decreasing

the effective sodium backscatter cross section. As a result, the estimates of

column abundance for data collected after 0200 may be too low. Relative

in these estimates after the interruption in data, however, will remain

accurate. An examinacion of Figure 6.19 seems to confirm this suspicion. The

calculated column abundances indicate a sudden drop between 0120 and 0200.

After 0200, however, a steady rise in column abundance at all three pointing

angles is apparent. This is consistent with data collected at Urbana,

Illinois which is presented in Chapter 5 indicating a morning enhancement in

sodium density. As indicated in these data seta, this enhancement begins near

0300 (about 3 hours before ground sunrise). The differences observed in the

column abundance measurements after 0200 between each pointing angle may

indicate that there was significant horizontal structure to Lhe sodium layer.
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A general eastward increase in column abundance is observed. The horizontal
i

gradient in column abundance calculated at 0400 ®ST indicates the maximum

increase occurs at a heading of 110° (just south of due east). This is

interesting since the region of highest meteor deposition occurs in this

general direction at 0400. The region of maximum meteor deposition rate is

inferred from meteor radar observations. These observations typically

indicate a maximum meteor radar echo rate occurs near 0600 local time

[McG'.aley, 1961]. The differences in column abundance at each pointing angle

become smaller as the sodium density enhancement pmZresses and sunrise

approaches.

Before 0130, the column abundances at each pointing angle were roughly

equal. The sharp decrease in abundance near 0000 9 observed at all three

points, is probably an artifact that arose as a consequence of a drift in

laser tuning. Laser tuning was checked after each zenith photocount profile

was collected to minimize problems of this type. After 0200, the abundance

variations at points 2 and 3 closely track each other. A sudden increase iu

abundance at 0300 EDST is soon at these two points but not at point 1. No

periodic variatioons in column abundance which could clearly be associated with

atmospheric waves are evident.
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7. LIDAR OBSERVATION3 OF STRATOSPHERIC AERO300 OVER URBANA l ILLINOI3

7r1 INTRODUCTION

A mayor eruption destroyed the summit of Mt. 3t. Helena in southern

Washington (46.20 N, 122.18 M) and projected massive amounts of volcanic ash

and dust into the stratosphere on May 18, 1980. Prevailing winds carried the

dust clouds eastward over much of the United States. The vertical plume of

dust and ash initially rose to more than 19 km above sea level (as measured by
Y

Portland airport's weather radar). The subsequent advance of clouds of dust

at 3koa, 9ka, 16ka and 18 km altitudes are shown in Figure 7.1 [SCAN Bulletin,

19801. Some of these clouds reached central Illinois by noon on Hay 20. On

May 25, the dust clouds reached Europe [Meixner at al., 1981; Hauchecorne at

al., 1980; Ackerman at al., 1980). Initially, layers of dust were located at

low altitudes (near 13 km). Hear July 10 9 however, stratospheric layers near

21 km were observed over France [Lefrere at al., 19811 and Italy [D'Altorio at

al., 1981). The initial dust clouds passed Japan on May 27 [Iwasaka and

Hayashidn, 19801 and wer-3 observed over Hawaii on July 7 [Deluiai at al.,

19801.

In order to take advantage of this geophysical event, the Urbana lidar was

reconfigured to observe scattering from stratospheric heights. Measurement&

of the height distribution of the volcanic dust began on May 20 th. Receiver

range gate and delay factor* of 21is and 4 y s, respectively, were commonly

	

utilized in collecting the data presented here. The laser output wavelength 	 t

was 589.0 nm• The combined effects of receiver range gate and laser pu13e

shape limited the altitude resolution to approximately 750 meters. Reosiver

aperture and laser energy were reduced from the values listed in Tables 2.1
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Figure 7.1	 Paths traveled over North America by clouds of volcanic ash at 3
km, 9 km, 16 km, and 18 km altitude. Tick marks along each line
show positions of ash cloud fronts at that altitude every 24
hours (at noon GMT). The date at each tick mark is indicated.
[Sean Bulletin, 19801.
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and 2.2 to prevent overloading of the PMT from the strong low altitude

Rayleigh returns. Because the laser and receiving telescope were separated by

10 meters, their fields-of-view did not completely overlap for altitudes below

6 lam. Individual profiles were obtained by firing the laser and accumulating

the returns from each laser pulse over periods ranging from 2 to 10 minutes.

7.2 LIDAR MEASUREMENTS OF THE BACKSCATTER RATIO

Lidar aerosol measurements are usually made by utilizing elastic

backscattering in which the received signal is at the same wavelength as the

transmitted laser pulse. The lidar equation (equation 2.1) may be used to

express the relationship between the expected photoeount and the volume

trackscatter coefficient.

Z

<x(z)> = h R 
?c S(2 exp -2 

J 
dea(a) + anT

Z	 0

where <x> = expected photons detected in the interval (t-T, t)

n = overall system efficiency

AR = receiver aperture area (m2)

by = energy of one photon at frequency v (J)

an z photoeount rate due to background and dark noise (s-1)

P = laser pulse energy (J)

S z volume backscatter coefficient (m-1

a z atmospheric extinction coefficient (m-1)

e z speed of light (m/s)

s

fi

r'

(7.1)
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R	 ^

T = receiver gate time (a)

M
t
r

Because elastic baokscatter is considered rather than resonant scattering, the

lifetiv .j of the excited state included in equation (2.1) is no longer of

`

	

concern. In addition, we have ignored the effects of laser pulse shape on the 	 1
i

received photocounts.	 i

Both the volume backsoatter and atmospheric extinction coefficients are
i

composed of molecular (Rayleigh) and aerosol (particulate) components.

O(z) = B
R(z) + sA(z)

(7.2)

a(z) = aR(z) + Yz)	 (7.3)

It is often convenient to analyze lidar aerosol data in terms of the

backscatter ratio, R(z). This is defined as the ratio of the total

backscatter coefficient to the Rayleigh backscatter coefficient.

	

BR (z) + 8A (z)	 BA(z)
R(z) =	

8 (z)	
= 1 + B (z)	 (7.4)

R	 R
i

A common means of determining R(z)exists which depends upon scattering from

an altitude at which $ and the losses due to atmospheric attenuation are known

[McCormick, 1975, Russel et al., 19791• This altitude is known as the

normalization height, z * . The losses due to atmospheric attenuation were

accounted for in equation (7.1) by the factor

Z

	Q 2(z) = exp - 2 f dsa(s)	 exp[-2tzl	 (7.5)

0

where Q(z)is actually the atmospheric transmissivity andT z is the optical

thickness of the atmosphere between 0 and z. Quite often, z is in excess of

s

i

r.9
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20 km or 30 km. At these high altitudes most of the baoksoatter can be

attributed to Rayleigh baoksoatter since few aerosols are present. R(z) can

be derived from the lidar measurement as follows;

2 Q2 (z* SR	 Y(z*) <x(z)>
R(z) i z *

2 Q2 (z) OR(z) <xy(z*)>	
(7.6)

Z

where <xY(z)>=<x(z)>-J►nT. Q(z) is usually provided by an atmospherio model

which may be updated using lidar data.. SR(z) is determined from radiosonde or

satellite data or from an atmospheric model. A scattering ratio of 1

indicates that few aerosols are present and large scattering ration generally

indicate large aerosol densities. The aerosol backscatter coefficient, SA(z),

can be determined from R(z) and 0
R
 (z). If the scattering properties of the

aerosol are also known, the aerosol density can be computed once S A (z) is

determined.

If Rayleigh scattering is present from an altitude where there are few

aerosols, computing R(z) is straightforward. Since the atmospheric aerosol
*

content is not known beforehand and S=SA+SR must be known at z , an initial

choice of the normalization altitude above regions where aerosols often reside

is made. For this reason, 30 km is typically used. Using an atmospheric

model, Q(z) can be estimated. For these measurements, values for Q( z) Were

assumed based upon direct measurements of aerosol concentrations and

properties from 5 to 28 km by Rosen [1966] in a series of six balloon flights.

SR can be estimated if the backscatter cross section and the atmospheric

density are known. Radiosonde measurements often supply atmospheric pressure

and temperature as a function of altitude for heights less than 30-35 km.

Using the ideal gas law and these data, the atmospheric density can be

approximated.
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P(z) = R—'T( )
i

s	 where p : number density of the atmosphere (mole-273)

p s atmospheric pressure (N-m 2)

T : atmospheric temperature (°K)

R' : gas constant ( 8.3143 J-mole- l-K-1)
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(7.7)

If radiosonde data are not available up to the desired height, an

exponentially decreasing density is assumed which matches the density computed

from the highest available radiosonde measurements. The atmospheric scale

height is used to determine the rate of decrease of the assumed density

profile. The volume backsoatter coefficient, SR(z), is given by

OR (Z)- a,, P (z)	 (7.8)

where a. is the backscatter cross section. Temperature effects on the cross

section are ignored with little resulting error. Combining Q(z), SR(z) and

the photocount data, R(z)can be computed according to equation (7.6).

The initial choice of z must sometimes be altered since the aerosol

content of the atmosphere is not known a priori. O R and SA are non-negative

so it is clear from equation (7.4) that R cannot be less than 1. At z * , R 21

because it was assumed that no aerosols were present at this altitude. As a

*
result, an iterative procedure may be required to select z , compute R(z), and

insure that the computed values of R(z) are not consistently less than one.

In effect, a search for an aerosol-free altitude takes place. In most oases,

scattering from 30 km is due almost entirely to molecular scattering and no

iterations are necessary.

t
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7.3 EXPERIMENTAL DATA

The first clouds of volcanic dust associated with the eruption of Mt. St.

Helens passed over Urbana, Illinois at approximately noon on May 20 9 1980. A

preliminary report on lidar observations of these clouds is contained in

Gardner at al., (1980]. Figure 7.2(a) shows the scattering ratio computed

from the average of 5 photocount profiles collected between 0004 and 0034 CDST

on May 21. Four distinct layers at 7.5 km, 9.9 km, 12 km and 13 ka are

apparent. The scattering ratios associated with these peaks are 2.5, 5.5 9 33

and 36, respectively. The layers at 7.5 km and 9.9 km may be associated with

particulate matter from a large forest fire which was burning in northwestern

Ontario at this time. The two peaks near 12.5 km actually appear to be one

bifurcated layer. Radiosonde measurements obtained over Salem, Illinois,

approximately 185 km south of Urbana, at 1800 CDST on May 20 were used to

compute atmospheric density and, thus, 0R W. Since measurements such as

these are routinely taken at Salem and are readily available, radiosonde data

is used to deduce SR for each data set presented in this Chapter. Because the

density associated with these dust clouds was much greater than the aerosol

concentration included in the model provided by Rosen, Q2 (z) was

underestimated. This generally results in estimates of R(a) which are too

low. In addition, the dust clouds on the evening of May 20-21 were so thick
4

and dense that the transmitted laser pulse failed to penetrate them. As a R

consequence, scattering ratios above 14 km cannot be estimated since no

backscattered radiation was received from above this altitude. The scattering

ratios may be seriously underestimated above the regions where losses due to

scattering and absorbtion from the dust clouds was great. However, other

lidar measurements of R(s) made over Illinois on the same evening tend to
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Figure 7.2	 Scattering ratio profiles derived from Urbana lidar data
collected on May 20-21, 1980.
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confirm the scattering ratios plotted here. During the late evening of May 21

and early morning of May 22 an airborne aerosol lidar operated by NASA-Langley 	 r

made measurements approximately 75 miles south of Urbana [MoCormiok at al.,

19801. At 2325 CDST, aerosol layers at 13.81 and 12.61 km associated with

scattering ratios of 71 and 3.5 were observed (Figure 7.3). These data,

collected with a ruby laser operating at a wavelength of 694.3 nm, uompars

favorably with the Urbana lidar measurements.

The scattering ratios observed later during the same evening, between 0105

and 0117 CDST, are plotted in Figure 7.2(b). The peaks below 11 km have not

changed in the span of 30 minutes separating the plots in Figures 7.2(a) and

(b). The peaks associated with the bifurcated layer near 12.5 km have changed

in magnitude, however. The maximum scattering ratio, observed at an altitude

of 13 km, is now 40. It appears that this large layer may have some

horizontal structure associated with it.

Balloon. measurements of temperature and wind speed and direction show an

interesting correlation with R(z). Figure 7.4 shows the wind speed and

direction measured over Salem at 1800 CDST on May 20, 1980. Note the marked

change in wind direction above 10.5 km, shifting from 270° at 10.8 km to 2380

at 13 km. It appears that the main bifurcated layer between 11 and 14 km was

associated with a southwesterly wind component over southern Illinois. The

bifurcated layer also occurs at the same altitude as a wind speed minimum (20

knots at 13 W. Figures 7.5 and 7.6 show the temperature profiles measured
over Salem on the evenings of May 20 and May 21 9 1980, respectively. While a

temperature minimum and a maximum are present near 11 km and 12.5 km,

respectively, on May 20th, there is only an inflection present on May 218t.

The bifurcated layer near 12.5 km is no longer present on May 21st. This is

t	 {

i
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Figure 7.3	 The profile of scattering ratio observed from an airborne lidar
75 miles south of Urbana. These data were collected at 2325
CDST on May 21, 1980 (McCormick et a'., 1980).
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illustrated in Figure 7.7(a). Seventeen profiles were collected during the

evening and in each case the aerosol layers were penetrated by the laser pulse

allowing the normalisation height to be chosen above the layers of volcanic

dust. A single distinct layer at 13 . 5 km is present associated with a maximum

scattering ratio of 27. At time during the observation period this prominent

layer did show evidence of a minor bifurcation. However, at no tZms was this

bifurcation as pronounced as that observed on May 20th. By comparing the

received signal strengths at 12 ka and 15 km, the optical thickness of the

layer at 13.5 ka was calculated to be 0.82. The layers evident below 11 ko on

the previous evening are no longer distinct.

	

Poor weather prevented additional measurements until the evening of May 	
i

25-26 9 1980. The scattering ratios observed on this evening are plotted in

Figure 7.70). Once again, a bifurcated layer centered at 12.5 ke is evident.

However, the maximum scattering ratio has decreased by an order of magnitude

over a period of 4 days to 2.9. The layer at 12.5 km seemed to persist for

several weeks. In Figure 7.8(a) the profile of scattering ratio observed on

June 17, 1980 is plotted. Once again, a layer at 13 km is present. The

-maximum scattering ratio has decreased to 2.0. It is not clear whether this

layer resulted from a subsequent eruption on June 13 9 1980 or was a residual

from earlier volcanic eruptions.

ti A stratospheric layer of volcanic dust was observed at 21.5 ka on July 25,

1980 (Figure 7.80)). The scattering ratio at 21.5 ke was 3.0. The

appearance of this high altitude layer was confirmed by other lidar groups at

f 110AA-Boulder (Deluisi et al., 19801 9 NASA-Langley (McCormick st al., 198010

and the University of Wisconsin (Cloranta, 19801. This high altitude layer

was also observed on the following evening (Figure 7.8(0)). The peak

i
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Figure 7.7	 Scattering ratio profiles derived from Urbana lidar data
collected on (a) May 21-22, 1980 and (b) May 25-26 9 1980.
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	Figure 7.8	 Scattering ratio profiles derived from Urbana lidar data
t	 collected on (a) June 17-18, 1980, (b) July 25-26, 1980,

(c) July 26-27, 1980, and (d) the evening of August 31, 1980.
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scattering ratio has decreased to 2.1 over the preceding 24 hours. This layer

is probably associated with another eruption at Mt. St. Helens on July 229

1980. By August 31 9 1980 9 no distinct layers of aerosols are apparent.

Figure 7.8(d) shows the scattering ratio profile computed from photocount data

collected on this evening. The peaks near 10 Ion are apparently associated

with sub-•risible cirrus clouds. Subsequent observations have also failed to

reveal evidence of distinct layers.
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	 8. CONCLUSIONS AND RECOMMENDATIONS
s

8.1 Conclusion

Laser radar studies have revealed the dynamic nature of the mesoapheric

aodim layer. These data consist of photocount profiles which are used to

estimate spatial and temporal profiles of sodium density. Because phot000unt

data is subject to the degrading effects of shot noise, appropriate filtering

techniques are required to increase the spatial and temporal resolution of the

data. Rowlett and Gardner 1 19791 developed a spatial processing procedure

that deconvolved the effects of laser pulse shape and receiver range gate as

well as removing shot noise effects and improving spatial resolution. This

technique has been extended to include a two-dimensional filtering technique

which utilizes spatial and temporal filtering to further reduce shot noise and

increase profile resolution. The most critical aspect of the two-dimensional

filtering process is the determination of the appropriate spatial and temporal

cutoff frequencies. This is accomplished by examining the spatial and

temporal periodograms of the photocount data. Filter cutoffs are selected at

the frequencies where the signal spectrum no longer dominates the periodogram

and shot noise contributions are important. Expressions for the expected

value and variance of the temporal and spatial periodograms before and after

spatial and temporal filtering, respectively, are developed in Chapter 3. In

addition to their use in determining filter outoffs, the periodograms are

useful in interpreting the phot000 l nt profiles.

An expression for the layer response to gravity waves has been developed

that gives insight into the nature of the response and is required to

correctly interpret the spatial periodogram. In addition to describing
a

k

Y
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spatial and temporal variations in sodium density, variations in column

abundance induced by gravity wave perturbations are explained. If the layer

has no horizontal structure, the linear layer response is characterized by

density oscillations with the same horizontal wavelength and temporal period

as the gravity wave. The vertical variations in density, however, are very

dependent on the vertical sodium density gradient. A phase reversal in the

linear layer response occurs near the layer peak. Below this point

oscillations in sodium density are 180 degrees out of phase with atmospheric

density; above this point sodium and atmospheric density perturbations are in

phase. Because of the vertical structure of the linear response, a local

minimum may be observed in the spatial periodogram at the vertical wavenumber

of the gravity wave. Consequently, the layer response must be understood

before the spatial periodogram can be interpreted.

At points where the linear response is small or in regions where large

sodium density gradients exist, nonlinearities in the layer response become

important. It is convenient to use the perturbation aeries solution presented

in Chapter 4 to determine the relative magnitudes of the nonlinear

oscillations in density. The nonlinear terms are associated with sodium

density oscillations with temporal frequencies which are harmonics of the

temporal frequency of the gravity wave. Density perturbations consistent with

nonlinearities in the layer response have been observed experimentally.

Lidar observations over Urbana, Illinois are presented which contain

wavelike features that are apparently a layer response to gravity waves. In

addition to nonlinearities in the layer response, which are moat readily

observed in temporal profiles of sodium density, many other layer features

associated with a layer response to gravity waves are observed. These

i
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features include phase raversals in density perturbations which are apparent

t
in both spatial and temporal plots of sodium density and larger density

ti

± perturbations below than above the layer peak. Simulations of the layer

response based upon theoretical and experimentally observed sodium profiles

are consistent with observations. Steerable observations have been made at

Goddard Space Flight Center in Maryland which may be used to deduce the

horizontal structure of the layer. In addition to its influence on the layer

response to atmospheric waves, the horizontal structure of the layer can be

used to infer background winds at mesospheric heights.

Column abundance variations induced by gravity wave perturbations in

sodium density have been observed. In addition, a systematic increase in

sodium density above 90 km has been observed during the pre-sunrise hours.

The resulting increase in column abundance is quite dramatic. In one case the

column abundance almost tripled in a span of four hours prior to sunrise. The

increase is apparently related to the influx of atomic sodium rather than the

response of the sodium layer to atmospheric wave motions. Meteoric ablation

is probably the mayor source of mesospherio sodium [Hunten, 19811. It is

interesting that the mean meteor rate and the column abundance both increase

i
in the early morning hours. The meteor rate reaches a maximum at

approximately 0600 local time [McKinley, 19611. This is illustrated in

Figure 8.1. Because the lidar measurements presented here did not extend

beyond sunrise, the daytime behavior of the sodium oolumn abundance and the

time of maximum abundance are not known.

Early dayglow measurements indicated a marked diurnal variation with the

column abundance increasing from sunrise and reaching a maximum at noon. The

revening abundance declined to the same value as the morning abundance.

199
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observations, and (d) forward scatter radar observations.
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Daytime absorption measurements indicated such smaller diurnal variations than

the dayglow observations. These observations are summarized in Brown [1913]•

Daytime lidar observations [Gibson and Sandford, 1972] failed to reveal any

substantial diurnal variation. In making dayglow measurements it is

generally assumed that all the observed emission is due to a resonance line

(i.e., sodium D1 or D2). This assumption may not be justified [Grainger and

Ring, 1962; Noxon, 19681. If the observed emission is contaminated by sources

other than resonant emission, the abundance will be overestimated. This may

explain some of the discrepancies in different experimental methods. Lidar

observations at Urbana and Goddard Spaue Flight Center have also revealed an

early morning increase in column abundance. It is clear that further

observations are required to resolve the discrepancies.

8.2 SUGGESTIONS FOR FUTURE WORK

b.2.1 Experimental Efforts

In order to resolve questions concerning diurnal variations in sodium

density, daytime measurements should be made. While the observations reported

here indicate a pre-sunrise enhancement in sodium density, daytime lidar

observations have failed to reveal any systematic variation [Gibson and

Sandford, 19723. Because of the narrow field-of -view possible with the

telescope at Goddard Space Flight Center, the collection of high quality

daytime data is feasible. By narrowing the telescope field-of-view and the

bandpass of the interference filter in the reosiver, the daytime background

noise level may be reduced sufficiently to permit data collection.

Observations spanning the period of morning increase in abundance and

extending into the daylight hours should be made.

i



i

	

202	 r

i

Additional steerable observations should be made. By scanning the
a

	telescope in azimuth while collecting data, a series of peofiles is obtained 	 i

	

which describes the vertical and horizontal variations in the sodium layer as 	 j

well as temporal variations in density. If a sufficient number of

horizontally spaced points are observed, data processing may be extended to

include spatial filtering in the horizontal direction. This would yield

three-dimensionally filtered data and would further reduce shot noise and

increase profile resolution. Profilee of -+odium density detailing the

vertical and horizontal structure of the sodium layer as well as temporal

variations in density at each observed point could be estimated. These

estimates would be very useful in determining the horizontal structure of the

layer thus permiting layer dynamics to be modeled more accurately. A

horizontal gradient resulting from the morning enhancement in sodium density

would be revealed in this type of observation. Because a large number of
,

points would be scanned, these measurements would require rapid data

collection and would have to take advantage of the 10 Hz pulse repetition rate

of the Candela laser.

Correlative observations have been made in which the University of

Illinois meteor radar and the sodium lidar made near aimultaneour observations

[Tetenbaum, 19811. Mesospheric winds revealed by the meteor radar can be

I compared to lidar observations of sodium density to study the the effects of

atmospheric motions on the sodium layer. In effect, two independent

techniques can be utilized to estimate meaoopherio winds. Radar methods, used

to track the ionized trails left by meteors, and lidar observations of the

sodium layer density response to ^tmoapheric waves may both be utilized to

deduce atmospheric motions at mesoopherio heights. Because the lidar is

s
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adjacent to the meteor radar, interference prevents the lidar from operating

when the meteor radar is transmitting. Thus, extended, uninterrupted lidar

observations oaanot be made when the mettwr radar operates. Consequently, it

i is not practical to temporally filter the 1,,hot000unt data and, in generals the

resulting resolution and short observation periods make it difficult to

observe any periodic variations in sodium density. This makes comparisons of

meteor radar winds and sodium density profiles difri o?ult. The correlative

observations made to date are promising but not conclusive. Comparisons of

the two measurements can be made more readily if the lidar system can be

shielded from the meteor radar sufficiently to permit simultaneous operation.

Sodium temperature measurements can be made. Because many of the chemical

reactions responsible for the nature of the sodium layer are temperature

dependent, further insights into sodium layer chemistry could be obtained from

these measurements. Mother means of monitoring atmospheric motions would be

provided if the oscillations in temperature associated with the propagation of

atmospheric waves could be observed. Sodium temperature may be inferred by

obtaining estimates of the shape of the D2 emission line at 5890 L The

temperature may be deduced from the doppler broadening of the line. The line

shape is be observed by scanning the laser output frequency through the D2

line. In order to obtain the required spectral resolution, this method

requires the laser to have a very narrow spectral output (much less than the

width of the D2 line). Since the D2 line is approximately 1 pm wide, output

linewidths near .1 or .2 pm are necessary. In addition, accurate measurements

of the center frequency and output linewidth must be made. Because of laser

instabilities, it may prove di."ficult to maintain laser tuning for the time

necessary to make extended observations. M alternative approach is to soan
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the receiver tuning across the D2 line while the laser is aligned for a broad

spectral output. In this case, the spectral width of the laser output should

be at least as broad as the D2 line. Consequently, laser tuning is more

easily maintained. The receiver efficiency may be reduced :ecause of the very

narrow bandpass and tunability requirements of this system. The receiver'

bandpass must be much less than the width of the sodium D2 line, so the

required bandpass is roughly 0 or .2 pm.

8.2.2 Theoretical Development

Because the sodium layer response to gravity waves is in part nonlinear,

the layer response to several gravity waves will include interactions between

the layer responses to individual waves. The nonlinear interaction may make

interpretation of experimental data difficult. For example, the data

collected on March 11-12 9 1981 (presented in Chapter 5) contains many wavelike

	

features which cannot be attributed to the layer response to a single gravity 	 j
l

wave. It is probable that a spectrum of gravity waves rather than a single

wave is usually present. As a result, the layer response to several gravity

waves should be developed. It is anticipated that a "beating" effect occurs
1

in which density oscillations appear whose temporal frequencies are the sum

	

and difference frequencies of the gravity waves. The effects of the wave 	 j

interactions on spatial and temporal periodograms require investigation.

In Chapter 4 9 the effects of a background wind have been ignored. If the

sodium layer has horizontal structure, the background wind will cause changes

in sodium density as features are swept overhead. These density changes may

be used to deduce the mean wind if the horizontal structure of the layer is

known. This is one of the motivations for making steerable lidar
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observations. There will be interactions between density perturbations

induced by atmospheric waves and density changes associated with the

Interaction of a background wind and a horizontally structured layer. Correot

interpretation of lidar observations requires that the layer response to both

background winds and atmospheric waves be known.

The morning enhancement observed in data presented in Chapters 5 and 6 is

not understood. It appears to be associated with the influx of atomic sodium

into the sodium layer. The mechanism for this influx must be explained. In

addition, the influx affects the sodium layer response to atmospheric waves by

changing the steady state layer profile. In developing the layer response,

source and loss terms were ignored in order to simplify the development of

the solution. It might be instructive to include a souroc term which reflects

the observed increases in sodium density during the early morning hours.

The layer density response has been used to investigate sodium layer

dynamics in terms of a layer density response to gravity waves. Atmospheric

tides will also induce density perturbations. The motion of the layer peak on

March 16-17 9 1981 (with a period of 12 hours) was suggestive of tidal

activity. The response of the layer to tidal oscillations should be

developed. In addition, tidal-gravity wave interactions in the layer response

should be investigated.

A complete study of sodium layer dynamics must include sodium layer

chemistry as well as the corkscrew mechanism. The corkscrew mechanism my be

Important only in the upper half of the layer, but chemical effects could be

quite important now the sink of atomic sodium at the layer bottomside. The

layer chemistry and descriptions of the sink for atomic sodium are still not

completely understood. Even though these effects are negleoted 9 many of the

dynamical features of the sodium layer are explained by the analysis in

Chapter A.

i
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APPENDIX I

DESCRIPTION OF PMT BLANKINO AND TIMINO CONTROL CIRCOIT3

Because the PMT is subject to overloading as a consequence of strong

backscatter from below 30 ko, a blanking circuit has been added to the
3

receiving system. The PMT gain is reduced by decreasing the first dynode

voltage to the cathode voltage. The circuit which performs this task is given

in Figure I.I. When a low TTL level (0 volts) is present at the blanking

input, the output of the opto-isolator (TIL 11 1.) will be high (5 volts). As a

result, transistors Q2 and Q3 will be turned off and the first dynode voltage

will not be influenced by the gating circuitry. The current through the chain

of bias resistors in the PMT housing is much greater than the leakage current

from collector to emitter in Q3• Mhen the blanking input is +5 volts, the

opto-isolator output is near 0 volts and Q2 and Q3 are turned on. The first

dynode voltage is pulled do-,a to the cathode voltage and the PMT is blanked.

For safety reasons the PMT anode is maintained at approximately 0 volts

and the cathode voltage is adjusted to -2000 volts. The opto-isolator

protects the timing controller and operators from the high cathode voltage.

The 5 volt supply which provides the bias voltage for the opto-isolator and Q2

is referenced to the cathode voltage (i.e. the bias voltages are +5 volts

with respect to the PMT cathode).

The timing controller synchrou!"a laser firing and PMT blanking. Its

schematic is given in Figure I.2. The LM555 operates as a free running

oscillator and establishes the later pulse repetition rate. The oscillator

frequency and, therefore, the laser pulse repetition rate may be varied frog

roughly 0.3 to 30 Rz by adjusting RA. An external input has been supplied
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which enables the lidar system computer to gate the oscillator output. Men 	
4j

$1 is in the "Computer Gate On" position and 0 volts is placed on the computer

gate input, the oscillator output is interupted and the laser will not be 	 j

triggered. A +5 volt input will enable the oscillator and the laser will

pulse at the rate established by the setting of R4. The oscillator is

continuously enabled when 31 is in the "Computer Gate Off" position.

The PMT gating control output is normally at a 0 volt level. When an

oscillator pulse triggers the monostable multivibrator (C) and S2 is in the

"Gating On" position, a +5 volt pulse is sent to the blanking circuit. This

blanks the PMT and prevents overloading. The duration of this pulse is

nominally 205 us, but may be adjusted with R6. If S2 is in the "Gating Off"

position, the PMT is not blanked. However, the laser trigger continues to be

generated.

The oscillator pulse which triggers the blan1C_ng pulse also triggers

another monostable (A). The output of this monostable is a 5 us positive

Pulse. The falling edge of this pulse triggers the remaining monostable (B).

The output of (B) is delayed by 5 us as a result. The duration of the pulse

generated by (B) is nominally 6-10 u s. Q1 is used to increase the pulse

voltage to approximately 12 volts. The resulting 12 volt, 10 us pulse

triggers the laser. The PMT gating control remains at +5 volts for another

200 us (as determined by R6) insuring that the PMT is protected from

overloading below 30 km.
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