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SECTION 1
INTRODUCTION AND SUMMARY

This rc,-ort describes the MDTSCO/IBM study of packetization of the

Spacelab data handling system, including the alternate approaches considered and the
supporting rationale. The material presented is the result of a six-month study for
the Marshall Space Fligh. R..:nter (MSFC) to define a practical implementation.

1.1	 STUDY BACKGROUND

The coming trend in telemetry systems is toward "packetization" of data.

Whereas systems of the past have drawn a single sample from each instrument

consecutively and commutated the samples for downlinking, the packet concept

devotes an entire downlinking frame or "packet" to each instrument. There are

several important advantages to this approach and several reasons why it is becoming

more feasible.
An immediate benefit from packets lies in the fact that the task of data

stripout on the receiving end is standardized, allowing a user to get his data faster

and at less cost. A second advantage is that the capability of the downlink can be

more efficiently apportioned among competing data sources. Rather than sampling

every instrument on every commutating cycle, data is taken onl y when a packet is

complete.
The pacing technology item which is making the packet concept feasible

is the advent of fast, low-cost storage devices such as are possible with large scale

integrated circuits and bubble memories. It is becoming practical now to store large

quantities of data on-board at the source for the formation of packets. As data

processing and storage technology advances, an ever increasing trend toward "smart

sensors" and extensive data reduction at the source is inevitable.

In anticipation of the trend toward packetization, the National

Aeronautics and Space Administration through its Goddard Space Flight Center

(GSFC) developed a proposed standard: Guideline 3.3, Space Data Packetization,

Issue 1979-11-05 (ref. 0. The goal is to standardize all space telemetry systems to

the packet format so that a common ground facility can process all space telemetry

data.	 Both the Goddard Center and the let Propulsion Laboratory are

1
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actively working toward applying packet standards to their future spacecraft . The

Marshall Space Flight Center, which is re,Donsible for design and development of the

Space Telescope, has s pecified a pacteetized system for data handling on this major

new satellite.

NASA Headquarters has Initiated a comprehensive effort to ascertain how

Spacelab can be converted to packet standards and the associated cost. This consists

of threc concurrent efforts: tJ) the Flight System Study by MDTSCO, of which this

report is a part; (2) the Ground System Study by Ford Aerospace and Communications

Corporation; and (3) the Instrument Study, which is currently an internal NASA

effort.

1.2	 FLIGHT SYSTEM STUDY

The Flight System Study was a six-month effort initiated in September,

1980, as a modification to MDTSCO's Spacelab Integration Contract. The objective

was to determine the most cost effective approach to packetization of Spacelab and

to estimate the cost of conversion. The study was limited to the Spacelab flight

system, the associated ground support equipment (GSE), prelaunch processing at the

Kennedy Space Center (KSC) and the High Rate Demultiplexer (HRDM). Operational

ground systems and the flight instruments were excluded, and the costs of

packetizing these must be added to the estimates from this study.

Three major ground rules were applied to the flight system study:

(1) Space Data Packetization Guideline 3.3 (Nov. 5, 1979 Issue) was

a mandatory guideline for the study.

(2) Spacelab's performance capability was not to be upgraded or

downgraded by packetization.

(3) The Orbiter and TDRSS downlink were assumed to be transparent.

The November 5 1 1979 issue of Guideline 3.3 was chosen as the basis for

the study because it is the most recent version to receive wide acceptance both at

GSFC and at NASA Headquarters. Later versions were examined and it is believed

that the differences would have no significant effect upon the cost data or

conclusions concerning the flight portion of the system. The second ground rule was

adopted to ensure that only the cost of packetization is obtained. In the event that

Spacelab is actually converted to packet format this ground rule should be suspended

to allow consideration of other changes for concurrent implementation.



'"CaA I"1171.L	 Use or disclosure of the dAta herein Is sub*t to

AD0U 4-4:0 s^	 the restriction on the title ps" of this docent.

Doe. No WC G8371

The Spacelab data handling system is really two systems in one: a system
for handling data from low data rate experiments (less than 35 Kb/s) and a different

s	 system for high data rate exNri.ments (up to 16 Mb/s). High rate data can be

. b packetized either within Spacelab or the experiment, because Spacelab merely relays

high rate data streams transparently to the ground. It is not appropriate to packetize
the low rate data within the experiments however, because Spacelab performs certain

non-transparent operations on these data streams after they leave the experiments.
Because of the foregoing considerations, it was decided to divide the

flight system study into two phases. The first phase assumed Spacelab would be
required to have the onboard capability to build data packets for all experiments.
The second phase assumed Spacelab would have to build packets only for the low data

rate experiments, with the high data rate experiments building their own packets.
The two phases were conducted independently of each other.

Phase I occupied the first four months of the study and resulted in the

conceptual design of a "full" system capable of packetizing both low and high rate
data. The full system is implemented by completely replacing Spacelab's Hlrsh Rate
Multiplexer (HRM) with a "High Rate Packet Multiplexer" (HRPM). The HRPM is a
microprocessor based device requiring a three-year development cycle.

Phase 11 of the study was conducted during the last two months and
evolved the conceptual design of a "hybrid" system, which builds packets only for low
data rate experiments. Two hybrid options were investigated: (1) performing
packetization of low rate data within Spacelab's existing Experiment Computer, or (2) 	 f

adding a new component called a "Dedicated Low Rate Packetizer" downstream of
the Experiment Computer to perform the required operation without disturbing the

Experiment Computer. It was determined that the Experiment Computer cannot
perform the packetization function because it has insufficient memory and processing
speed, and does not have access to the Subsystem Computer data bus. Consequently, 	 1
addition of the Dedicated 'Low Rate Packetizer is necessary if Groundrule No. 2 is to 	 !I
be satisfied.

The crude cost analysis performed as a part of the study places the total
cost of development of the hybrid systm at $3.3 million as compared with $12.1
million for the full system. These figures include design, development, qual testing 	 i
and delivery of three flight units and the ground support equipment necessary for
prelaunch processing at KSC.

i
q
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It is the conclusion of the study that, from a technical standpoint, it is
well within today's state-of-the-art in microelectronics to implement either the full
or hybrid packet data system on :,ou.d ')pac..—iAb. Of the two the hybrid system Is
preferred because of he significant cost saving. It is further recognized that the
hybrid approach can be implemented within the ground based portion of the data
handling system with theoretically , identical performance, becaus-1 the Spacelab
IiRM/HRDM downlink is v-.atoned to be transparent (Minimum Impact Approach).
The ground based hybrid approach saves the flight qualification costs as well as the
costs for two additional flight units, and avoids any weight, volume or electrical
power penalty to Spacelab.

Section 2 of this report gives an overview of the concept of packetized
data and packet data handling systems. Sections 3 and 4 describe the full and hybrid
approaches to the packetization of Spacelab respectively. The stud y conclusions
appear in Section 5. Highlights of the present Spacelab data handling system are
included as Appendix A, and the Payload Operations Control Center format standard
is reproduced in Appendix B for easy reference. References are given in Appendix C
and abbreviations are listed in Appendix D. Appendix E gives a detailed description of
KSC support for Spacelab and discusses packetization impacts to it. 	 Q
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SECTION 2

SPACE DATA PACKS 1rIZATION

Because of the critical importance of data communications to American
and international space exploration programs, the National Aeronautics and Space
Administration (NASA) is devoting considerable attention to the advancement of
space communications thin data handling systems. These efforts are converging
toward a standardized packet format for all space rri^ , asurement data, and a common
packet handling system. The major goals are to:

	

o	 Deliver high quality data products to the user rapidly,
efficiently, and inexpensively.

	

o	 R rmit instruments to acquire and transmit data at
an instantaneous rate appropriate for the phenomenon
being observed.

-, Adaptively allocate portions of fixed downlink bandwidth.
R

	

o	 Encapsul^tt ►s, at the source, all the necessary data for

the interpretation of a set of experimental observations

(provide "data autonomy"):

- employ a high degree of standardized interfaces,

protocols and data structures across missions

maintain a constant interface to an Instrument

throughout its life cycle (bench test, integration,

and flight operation).

	

o	 Facilitate modular expansion and contraction of capacity

without compromising system integrity.

o Provide a data transport process which is transparent

to the end user, and which automatically routes data

products to their appropriate destinations.

	

o	 Provide end-to-end accountabiity and individually tailored

error control.

automatically monitor quantity, quality, and continuity

of data

S
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provide unambiguous identification of transported data
- allow simple message-billing of users based on resources

omnsumed
i^.ic} ° r a high degree of management visibility.

o	 provide a data transport capability which is usable
by both near-earth and deep-space missions.

This section will briefly describe the packet format, the packet-handling
system and the manner in which the Spacelab data handling system can be embedded
into the common system.

2.1	 PACKET FORMATTING

A source packet is a well-defined sequence of bits which may correspond
to a single observation made by a particular spaceborne instrument,, A source packet
may contain other kinds of data such as engineering or ancillary data. While it must
conform to certain standards in order to be compatible with multi-mission facilities,
many of its attributes can be determined by Its end consumers in a way that
maximizes its In tell igibillty. The basic structure of a packet is presented in Figure 2-
1. It has a header containing control bits, a data set consisting of bits originated by a
sensor and a trailer providing error control.

An example of how these segments may be further defined is presented in
Figure 2 1, taken from Guideline 3.3 (ref. 1). A packet has a primary header for
control and a secondary header containing ancillary data (time, orbit, and/or
attitude). The "SOURCE ID ii bits unambiguously identify the instrument to which
this particular packet is dedicated. The "MISSION IDii serves \ similar purpose for
the spacecraft carrying that instrument. Since each nstrument gives rise to an
infinite sequer=ce of packets, the "SOURCE SEQUENCE COUNT" identifies the
sequential order of the particular packet. Although this field recycles modulo 216,
two packets bearing the same source count can be distinguished from one another by
referring to the time code in the secondary header. The "PACKET LENGTH" field

}	 indicates which packet length in a set of canonical packet lengths applies to this
particular packet. The "SECONDARY HEADER IDENTIFIER" specifies the types and
locations	 of	 an illary	 data	 within	 the	 secondary	 header.	 In

b

r
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Figure 2-1. PACKET COMPONENTS
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order to minimize the probability of a packet being mis-routed, the "SOURCE ID

RARiTYii field provides an added degree of error control.

Rackets may include a snort "E i<ROR CONTROL PARITY" field.

Exporiments requiring a nigh degree of error protection are free to employ as many

parity bits as necessary.

Ancillary data may be downlinked in either of two ways, depending on the

needs of the particular users. to can be placed in the secondary header of a packet

along with instrument source data. Alternatively, it can be placed in its own "utility"

packet which would be appropriately registered with respect to source packets. If

utility packets are used for downlink of ancillary data , it will be necessary to time-

correlate source packets with the corresponding utility packets. Interpolation may

then be required to adjust the values in the ancillary data to the exact times of the

data in the source packets.

The source packet format for each instrument is defined, in conformance

with specified requirements, by the end users of the data. This is done during the

design phase of the mission. A packet is not subject to processing which deliberately

alters the information content of its Source Data. It is conveyed from the spacecraft

to its sink(s) and is presented to a sink in the same form as it had when It was

generated. A sink may be a professor's terminal, a data base, or some special device.

After delivery to the sink, the packet may be subjected to whatever information

processing is deemed appropriate.

Downlinked packets may contain instrument data, ancillary data, or

engineering data. Some packets may be generated on the ground. For example, a

packet may ^,ontain link quality statistics from the space-to-ground data acquisition

session (which may take from several minutes to a few hours for a satellite or deep

space mission). Other pickets may be used to transport corollary data from ground

instruments, such as a rainfall gauge. Thus, universal data handling facilities can

handle all kinds of data.

Packet telemetry is compatible with current telemetry frame standards in

that the downlinked bit stream it quantized into frames having sync bits and control

'j	 headers. However, rather than placing instrument data into fixed word assignments,

j '	 packet telemetry fills the frames with packet data. The telemetry frame (or

t

8
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"transport frame") format prescribed by Guideline 3.3 is presented in Figure 2-3.

Leading the frame is a header which contains various types of control data. A sync

field is followed by the "XM' ,V,.JD,_ It, which identifies the currently selected

options of the t ^Iernetry system (e.g., transmission rate, coding mode and

multiplexing options). following this is a "FRAME SEQUENCE COUNT" field which

allows reordering of telemetry frames into chronological order if the order is

disturbed for some rea;;. . ;he "FRAME FORMAT" field defines the length of the

transport frame along with the number of 16-bit words contained within the "STATUS

INSERT" field. The "SEGMENT NUMBER" field identifies how the packet contained

within the transport frame Is segmented.

The "STATUS INSERT" field provides a means whereby

engineering/housekeeping telemetry can be synchronously multiplexed onto the

telemetry channel concurrent with the transmission of applications data packets.

If the mission elects to use variable packet Lengths, some packets may be

too long to fit wholly within a single transport frame, which is itself of constant

length. In such case, the packet may be broken into segments which are downlinked

in sequence by a series of transport frames. An example of this process is presented

in Figure 2-4. If the mission elects to use a single packet length, each packet is

enclosed entirely in one transport frame, with fill bits in the unused portion of the

"PACKETIZED DATA" field.

2.2	 RACKET-HANDLING SYSTEM

A block diagram of an end-to-end packet data handling system is shown in

Figure 2-5. The system consists of spacecraft components, space-to-ground

transmission equipment, ground-based data handling elements and user facilities.

Source packets originating on board the spacecraft flow through the system, entering

the appropriate data bases and arriving at the correct user destinations. Command

and control data are uplinked to the spacecraft in a similar way, but at much lower

i
	 data rates.

°	 2.2.1	 Spacecraft Subsystem

k	 A functional schematic of the spacecraft subsystem is shown in Figure 2-

4 6. Data fromthe various experiments on the spacecraft and time information are

inputs to the Onboard Information Processor. This is a generic function which

subjects raw telemetry to preliminary editing, filtering, or transformations. Thus,

9
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SOURCE PACKET (Fig. 2-?)
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Figure 2-3. TRANSPORT FRAME FORMAT
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Figure 2-4. EXAMPLE OF EMBEDDING SOURCE PACKETS
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the Onboard Information Processor alters the information content of data, and is not

a function geared towards data tra , sport. Since some experiments may require very

i "ecise time registration, and since the transformations or other processing

performed by the Onboard Information Processor may introduce indeterminate time

delays, it is necessary to merge the time and telemetry data streams immediately at

the Onboard Informatoin Processor input port. All the instruments on the spacecraft

may share the same Onboard Information Processor, or each may have its own.

The workspace used by packet-forming logic is a "packet buffer' s . Since

the frame-forming logic must be prevented from reading a buffer while the packet-

forming logic is writing into it, dual buffers are usually required for each instrument.

(The exception to this is the case where the instrument can fill a buffer and then wait

for the buffer to be emptied prior to beginning to fill it again.) The mechanism for

m4 iiaging these dual buffers is similar to that for controlling the "ping-pong ss buffers

used in some conventional telemetry systems, since the reading function and the

writing function are alternately switched between the two buffers. However, buffer

control for packet telemetry is slightly more complicated. This is because it may not

always be possible to guarantee that the frame-forming logic will be finished reading

from its packet buffer at the same time as the packet-forming logic is finished

writing into its packet buffer. The read/write channels must not be switched until

both functions using the packet buffers release them. This is unlike the highly

synchronizea bituation in some conventional telemetry systems, where the read/write

time intervals are fixed for a particular telemetry format.

Since the packet-forming processes for all the instruments are

independent of each other, it is likely that there may be several buffers

simultaneously holding completed packets waiting for downlink. Sequential merging

of packets into the downlink is accomp)lshed by the Queuing and Packet Selection

logic. There are at least two different ways for this function to obtain information

about which packet buffers contain completed packets ready for downlink. In one

approach, the packet buffer control functions are given the responsibility for actively

informing the packet selection function that a packet is ready. This method can be

particularly efficient when packets appear infrequently. Another approach is for the

packet selection function to actively poll each of the buffer control functions for a

13



1

i!i

^i

MCDONNG l.p	
Ute or disclosure of the data herein It tu4Ject to

l70tJGt.Ari ^""—"'
	 the restriction on the title Page of this document.

Doe. No. MDC G8371

Packet Ready indication. If data from some instruments are more urgent than from

	

j	 others, this can be reflected in the polling schedule by polling some instruments more

	

.^	 frequently.
Whichever 4, proach is used, Packet Ready indications will probably be

written into a table or queue. This table can be periodically scc.nned by the packet
j selection logic. The use of this logic provides a major advantage of packet

telemetry: instrument date .an be downlinked only when necew, y. If an
instrument's controller decides that nothing interesting is being observed by that

i
instrument, no packet will be created and therefore no downlink bandwidth will be
wasted. When packets do appgar, they are downlinked in their turn. Thus, downlink
bandwidth can be allocated adaptively among the instruments on board on the basis of
their current data transfer requirements by the queuing and packet selection logic.

2.2.2	 Space-to-Ground Link

Within the spacecraft, transport frames art, passed to a communications
device which converts them to radio signals for transmission to earth. Transmission
may be directly from the spacecraft to the ground station, or it may go through the
Tracking and Data Relay Satellite Sys%em (TDRSS). Telemetry packets are viewed by
space.. "o-earth transmission processes merely as a stream of bits requiring reliable
transport. The processes are therefore transparent to packets. At the receiver, bit
synchronization and transport frame synchronization retain the traditional roles of
locating bit and bit field boundaries.

Due to the use of fixed transport frame lengths the receiver enjoys the
advantages of a sync pattern appearing at a known fixed interval. The output of the
space-to-ground segment is a sequence of synchronized transport frames.

2.2.3	 Ground-Based '..:silents

Once transport frames have been received on the ground, source packets
must be re-assembled, accounted for, and sent on their way to the end users. These
functions are performed by the Data Staging Facility and the Data Transmission
Network (Figure 2-5).

Packet re-assembly is achieved ,-sing information contained in the
tral sport frame headers. If segments of a long packet have been embedded within a
sequence of transport frames, the SEGMENT NUMBER COUNT fields in the headers
of those frames permits the successive reconstitution of the original packet. At the
end of the packet re-assembly process the transport frame protocol has been stripped

14
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away, and a stream of whole packets is produced. This process is accomplished
automatically under computer control by a facility which may be shared by many
missions. The adherence b f those missions to format standards permits this
generalized facility to successfully and inexpensively process their telemetry,

In spite of the use of error control measures, packets with bit errors or
missing segments are certain to appear. The disposition of such packets is a matter
of mission policy. Soma experimenters may wish to see packets even if they are
known to contain errors. Such packets would be flagged and sent on. If erroneous
packets are not desired, they would be logged and then discarded.

Other data staging functions may be performed at the ground station, or
at some other centralized or decentralized NASA facility. In the latter case, a data
communication network must provide an online connection between the ground
station and the other facility. Data staging may include the following functions:.

	

o	 Provision of a short term (approximately 48 hours)
data base,

	

o	 Reversal of bits received from playback of a spaceborne
tape recorder.

	

o	 Deletion of redundant data.

	o 	 Conversion of incoming data rate to match capacity
of the out-going data transmission network.

	

o	 Conversion of data cataloging from a mission/data
acquisition session basis to a user's time line basis.

	

o	 Sorting of incoming telemetry packets Into individual
instrument data sets.

	

o	 Creation of user data sets which may include telemetry
packets for a specialized user, accounting and quality
control information, and possibly copies of other user's
telemetry packets.

	n 	 Identification of "holes" in data sets caused by missing
packets.

"Store and Forward" may be a mode of operation in data staging for some
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missions. Packets are gathered from the data acquisition network, some or all of the
functions listed above are performed, and periodically, by an agreed-to schedule, the
user data sets are gene"ated and output to the data transmission network.

Another responsibility of data staging relates to the transmission of data
sets to their end consumers. It is likely that many of these users will require an
online connection to data staging;. The communications network providing such
connections will establish a node ID for each user. Since the Mission ID and Source
ID in the header of a telemetry packet would be meaningless to this network, data
staging must maintain a table indicating which users are to receive data sets from
which instrument. The table will be a set of correspondences between Mission/Source
ID's and node ID's. As data staging turns over each data set (and perhaps multiple
copies of a data set) to the data transmission newtork, it must affix a destination
code which is understandable by the network. This process is accomplished
automatically.

Online connections are required between the ground station and the Data
Staging Facility, and also between the Data Staging Facility and primary destinations
of data sets. The types of links selected, be they wire, terrestrial microwave or
domestic communications satellite, correspond to the particular data transfer
requirements of each connection. These links may be leased lines, commercial (value
added) networks or a combination during peak traffic periods or for direct
transmission to smaller users. To the extent feasible, this network will employ
packet switching under international standard protocols such as X.25. In cases of
very high bit rates, circuit switching may be employed instead.

It is important to distinguish between telemetry packets and
communications packets. just as the transport frame format is optimized for
conditions encountered in the downlink, communications packets are optimized for a
terrestrial network. A sequence of telemetry packets is viewed by the terrestrial
network merely as a bit stream requiring transport. This stream will be segmented in
an arbitrary manner, placed into communications packets, carried to the destination,
and re-assembled into its original form. Since the packet switching network is self-
managed and accomplishes its own routing and error control, it is transparent to its
users.

It is also important to distinguish between primary data sinks and other
sinks. Primary data sinks are data bases, control centers and certain online real-time

16
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users. Dissemination of data products from these primary sinks to other consumers is

accomplished by a data distributior ietwork. It is recognized that for end users not

i ving an urgent need for rapid delivery of data, magnetic tapes may be the most

cost-effective means of data transmission. The packetized format is preserved by

magnetic tape.

2.3	 CONVER51011' SPACELAB TO PACKET FORMAT

It would be straightforward today to design Spacelab to be compatible

with packet standards. However, the design of both the flight and ground portions of

the Spacelab data handling system pre-date packet formats by several years.

Consequently, the issue at this point is how to gain the maximum benefit from

packetization of Spacelab with an acceptable impact to the tremendous investment

already made in the existing system.

The Spacelab data handling system can be divided into two different

parts: a low data rate section and a high data rate section (Figure 2-7). The low data

rate section acquires experiment data via Remote Acquisition Units (RAU's) which

pass the data to the Experiment Computer via a common data bus (See Appendix A

for a more detailed description.) The RAU's and Experiment Computer perform

certain non-transparent operations on the data (e.g., analog-to-digital conversion, on

board di_,alay, etc.), in addition to multiplexing with housekeeping data for downlink

on a common channel (the ECIO channel).

Because of the dual nature of the Spacelab system it was decided to

divide the study into two phases. The first phase was based on the premise that

Spacelab must have the capability to packetize all experiment data. In the second

phase it was assumed that the high rate experiments would be able to packetize their

own data; consequently, Spacelab would packetize only the low rate data acquired via

the RAU's. These two priases resulted in the defintion of two distinct design

approaches: the so-called "full" system and the "hybrid" system.

The full system approach assumes that a multi-spacecraft packet data

handling system already exists on the ground, and that Spacelab is modified to

interface with it it (Figure 2-8). The modification consists of replacing the High

Rate Multiplexer" (HRM) with a "high Rate Packet Multiplexer" (HRPM) which

completely synthesizes packets on board. The HRPM delivers a transport frame

stream to the downlink which complies totally with Guideline 3.3. On the ground

17
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common data processing facilities handle data packets from Spacelab as well as

packets from other compatible spacecraft. These facilities perform all necess=ary

Bata handling functions including n-vir ^al thr- j0play for payload monitoring and

contr( , connections f--r User IGSE O and processing and delivery of data products.

Operational costs of the common facilities are billed to individual users (including

Spacelab) according to a rate schedule of the services rendered.

The second approar l, , le "hybrid" system, assumes that all high data rate

experiments .-,,)rm their own packets and that the existing HRM-HROM downlink can

be W ised as is to relay these packets t^ the ground. The only modification to the

Spacelab flight system is the insertion of a "Dedicated Low Rate Packetizer" to

packetize low imte data entering Spacelab via RAU's (Figure 2-9). On the ground the

POCC and SLDPF are maintai- d intact with the following changes. The POCC Is

modified to display dat , from packet formats and the SLDPF is modified to interface

with a common	 data Stuaging and distribution system.

It should be noted that, as a part of the flight system study, packet data

formats were defined at the flight/ground system interface for both the full and

hybrid approaches. This was done so that the flight system could be sufficiently

defined to prove technical feasibility and permit estimation of the cost of conversion.

The formats are believed to be reasonable, but they should In no way be considered

binding upon the ground and expeirment Studies. The formats recommended by the

ground study will be assessed for impact upon flight system and KSC costs, and if

warranted, the cost estimates adjusted accordingly,
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SECTION 3

'7ULL SYSTEM

3.1	 9VERVIUW

This section briefly describes the full packet data system for Spacelab,

the design rationale, an fl :ie estimated development schedule. Cost data are

provided in Section 5. The full system concept was first presented at the Packet

Data Conference held at the Marshall Space Flight Center on 21-22 January 1981. As

a result of that conference the following clarifications and changes were agreed

upon:

(1) Spacelab will contain no reversing logic for data from

High Data Rate Recorder (HDRR).

(2) Transport frame format will contain a time code in

the "STATUS INSERT" field.

(3) Multiple length packets are permitted on high rate

channeis, provided they have vatic' sync patterns and

lengths.

(4) The transport frame length is a mission choice and

can be any value up to 512 words (8192 bits).

(5) The HRPM performs ECIC decommutation and packetization.

Figure 3-1 shows an overall block diagram of the full packet data system.

All features of the existing system %. igure A-3) are retained, with the exception that

the HRM sampling switch is replaced by the High Rate Packet Multiplexer (HRPM).

Interfaces to the payload and to the Orbiter are identical. The requirements for the

HRPM are summarized as follows:

16 Experiment Channels

2 Direct Access Channels

2 CDMS Cnmputer Channels

3 Voice Channels

I PLR Playback

I HDRR Playback

Max Channel rate 16 Mb/s

-	 Max Channel rate 50 Mb/s

-	 25.6 Kb/s and 51.2 Kb/s

-	 128 Kb/s

-	 1 Mb/s

-	 21 4, 8, 12, 16, 24, or 32 Mb/s

21
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The header is made up of five fields: A 24-bit synchronization pattern, an

8-bit "FRAME ID" field, an 8-bit packet segment counter, a 16-bit "FRAME COUNT",

and a "STATUS INSERT" field. Tl 5,,ichi uni..ation pattern is a fixed code for all

SpacAe,db missions, seat; °ted to have a good autocorrela,tion value. The probable

number is 75121314 octal, MSB first.
The TRAME 111" field is an 8-bit code which identifies Spacelab as the

originator of the transport fr ... The ID is assigned by the agency operating the

ground network responsible for capturing the data, and its primary purpose is to infer

the format of the transport frame. A secondary purpose for this field is to identify

the type of data carried by the transport frame; live data, previously recorded data,

fill bits, or DACH data. The bit positions and codes used for data type identification

are TBD.

The packet segment counter indicates which segment of the packet is

contained in the data field of the transport frame and how many segments the packet

consists of all together. (See subsection 3.2.2 for a discussion of packet

segmentation). The "FRAME COUNT" field is a modulo 2 24 counter which increments

once for each new frame being downlinked. This field is used on the ground to make

sure that frames are received in the order sent and to detect missing frames. The

counter together with the time code in the STATUS INSERT is also useful in

identifying where "FRAMES"" previously recorded on board Spacelab should be

inserted into the live data stream. The "STATUS INSERT" field contains the

Coordinated Universal Time in IRIG B format at which the frame was output from

the HRPM for downlinking or recording.

The "PACKETiZED DATA" field contains source packets or fill bits as

described in subsections 3.2.2 and 3.4.1 respectively. There are no restrictions on this

field except that the 24-bit synchronization pattern must not appear periodically

within the data field. (It is acceptable for it to occasionally appear randomly). A

16-bit cyclic redundancy code (CRC) can be added at the end of the frame for error

control if desired.
The length of the transport frame is set during the planning phase of a

mission and cannot be changed during the mission. The maximum length is 512 words

(5192 bits). The data field efficiency for the maximum length frame is 98.4%, as

shown in Figure 3-3. Shorter frame lengths lower the efficiency.

24
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Words	 512

HEADER	 PACKETIZED DATA	 E.0

Words ^s---- 7 -----+^---^--	 504	 ^{ 1
I

Data Efficiency	 5- 7 = 98.4%

FIGURE 3-3. DATA EFFICIENCY FOR MAXIMUM
LENGTH TRANSPORT FRAME

3.2.2	 Source Packets

The source packet format selected for use in the full Spacelab packet

data system is in full compliance with Guideline 3.3 (See Figure 2-2).

The length of the source packet can be any integral number of 16-bit

words allowed by Guideline 3.3, provided it does not require more than 16 transport

frames. The maximum allowable length of source packet will depend upon the

transport frame length chosen for the mission. For example, if the maximum frarne

length of 512 words is chosen, the maximum packet length is the usable data field

length per frame (504 words) times the maximum number of frames per packet (16).

This results in a maximum allowable packet length of 504 x 16 : 8064 words or

129,024 bits. Table 3-1 lists all the packet lengths allowed by Guideline 3.3 (Table

3.3.2) which do not exceed 129,024 bits.
Five types of source packets are produced by Spacelab: Voice packets,

Subsystem Computer Input/Output (SCIO) utility packets, Experiment Computer

25
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Table 3-1. ALLOWABLE SOURCE PACKET
LENGTHS FOR SPACELAB

CODE LENGTH CODE LENGTH CODE LENGTH CODE LENGTH CODE LENGTH
(HEX) (WDS) (HEX) (WOS) (HEX) (WDS) (HEX) (WDS) (HEX) (WDS)

I,	
00 8 28 48 48 192 68 768 88 3072

02 9 29 50 49 200 69 800 89 3200

'	 04 10 2A 52 4A 208 6A 832 8A 3328

06 it 2B 54 48 216 6B 864 88 3456

08 12 2C 56 4C 224 6C 696 8C 3584

OA 13 2D 53 40 232 60 928 8D 3712

OC 14 2E 60 4E 240 6E 960 BE 3840

OE 15 2F 62 4F 248 6F 992 OF 3968

10 16 30 64 50 256 70 1024 90 4096

11 17 31 68 51 272 71 1088 91 4352

12 18 32 72 52 288 72 1152 92 4608

13 19 33 76 53 304 73 1216 93 4864

14 20 34 80 54 320 74 1280 94 5120

15 21 35 84 55 336 75 1344 95 5376

t	 16 22 36 88 56 352 76 1408 96 5632

`1
	 17 23 37 92 57 368 77 1472 97 5888

18 24 38 96 58 384 78 1536 98 6144

19 25 39 100 59 400 79 1600 99 6400

lA 26 3A 104 5A 416 7A 1664 9A 6656

10 27 30 108 5B 432 78 1728 9B 6912

1C 28 3C 112 5C 448 7C	 ' 1792 9C 7168

10 29 3D 116 5D 464 70 1856 9D 7424

iE 30 3E 120 5E 480 7E 1920 9E 7680
IF 31 3F 124 5F 496 7F 1984 9F 7936

20 32 40 128 60 512 80 2048

21 34 41 136 61 544 81 2178

22 36 42 144 62 576 82 2304

I	 23 38 43 152 63 608 83 2432

24 40 44 160 64 640 84 2560

_	 25 42 45 168 65 672 85 2688

26 44 46 176 66 704 86 2816

27 d6 47 184 67 736 87 2944

G	 NOTES: 1. Lengths are given in terms of 16-bit words

2. Length codes are given in 2-digit (8-bit) hexadecimal code.
The two digits are "E" and ''M" respectively in the following
formula:

r
L = (128 + 8M) X 2E = Packet Length in bits.

26
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Input/Output (ECIO) utility packets, low rate: experiment packets, and high rate

experiment packets.

1.2.2.1	 Voice Packets

The HRPM accommodates three analog voice channels coming from the

Spacelab Intercom Master Station in the module configuration and, if required, from

the Orbiter Audio Centrs l `:ontrol Unit (ACCU) in pallet-only configurations. A

voice digitizer converts each analog voice signal to a 32 Kb/s digital signal using

delta modulation. Each digitizer circuit transmits 4 parallel bits at a sampling
frequency of 8KHz (Figure 1.4). If a "CHANNEL ON/OFF" control line is in the "ON"

state, packets are synthesi;,ed for that channel and inserted into the packet switch

queue for downlinking. The placket length is 32,768 bits (length code 80 in Table 3-1),

resulting in the generation of one packet per second per voice channel. Each voice

channel produces a packet with a unique Source ID so that voice data can be
distributed to all interested experimenters by the ground distribution network. The

Figure 3-4. VOICE PACKET GENERATION

27
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secondary header contains only a time tag indicating the time at which the packet

was synthesized.

Two features should be considered in voice packetization for Spacelab to

improve the capability of the present system. They are in-flight changes of Source

ID, and voice operated keying. The first allows routing of packets to different

destinations on the ground a° . junction of the mission timeline, and the latter

suppresses downlinking of unmodulated packets.

	

3.2.2.2	 SCIO Utility Packets

The subsystem computer transfers blocks of 80 words 20 times a second to

the HRM, completing the 1600 word frame shown in Figure 3-5 once each second.

When overhead is subtracted there are approximately 1300 words of usable data per

SCIO frame. The packet length is chosen at 1472 words (length code 77 in Table 3-1),

resulting in the generation of one SCIO utility packet each second.

The SCIO utility packet has a unique source ID which is the same for all

missions. The secondary header contains a time tag and the Orbiter state vector.

The packet does not contain error control parity. The positions of variables within

the SCIO frame and therefore within the source packet data field are mission

dependent because of mission-to-mission reconfiguration of Spacelab.

	

3.2.2.3	 ECIO Utility Packets

The Experiment Computer transfers a 160-word minor frame 20 times per

second to the HRM, completing the 3200 word frame shown in Figure 3-6 once per

second. The frame can be divided into three parts: Overhead, 200 words; PCMMU

downlink redundant data, 1100 words; and low rate experiment data, 1900 words. In

the packetized system the ECIO frame is divided into two kinds of packets, the

PCMMU portion which becomes the ECIO utility packet, and the low rate experiment

portion which is discussed in the next subsection. A length of 1280 words (length

code 74 in Table 3-1) is chosen for the ECIO utility packet, resulting in the

generation of one packet per second. The packet has a unique source ID which

remains unchanged from mission to mission. The secondary header contains a time

tag and the Orbiter state vector, and the packet carries no error code.

28
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Figure 3-6. EXPERIMENT COMPUTER FORMAT
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:3.2.2.4	 Low Rate Experiments

The low rate experiment 4a p-rtion ul: the ECIO is decommutated and
encap dated into pack-t q of various lengths for the various low rate experiments by
the HRPM. These packets have unique source ID's and secondary headers. The data
format is of course mission dependent with the attendant mission unique HRPM
sof tware.

3.2.2.5	 High Rate Experiments

The Spacelab packet data handling system offers 16 parallel channels to
high rate users (16 Mb/s/channel maximum). Each of these channels which is used in
a given mission for raw measurement data is allocated a packet length of the user's
choice from Table 3-1, and a unique source ID. The contents of the secondary header
and source data :Fields are at the discretion of the user, within Spacelab constraints.
Each channel which is used for experiment-originated packets can accept multiple..
length packets, provided they are separated by sync patterns and have valid lengths.

3.2.3	 Ancillary Data

The Spacelab Packet Data System synthesizes a secondary header within

each source packet which it generates, for the purpose of encapsulating ancillary
data. As a minimum, the secondary header contains a time tag indicating the time at
which the final data word for that packet was received from the experiment. In
addition, the user may specify as ancillary data for his packet, any data from the
SCIO and ECIO. As with the time tag, these additional ancillary data Items normally
are read immediately after the final data word is received from the experiment. A

F certain time skew is inherent in the sampling of ancillary data, and the user should
take this into account in specifying the sampling order. Parameters not in the IO
lists cannot be specified as ancillary data.

The ECIO contains measurement data from low-rate experiments, and in
some instances an experimenter may desire certain measurements from another
experiment to be incorporated into his source packets as ancillary data (e.g., the
horizon detector on Mission 1). This. requirement can be met by the full system from
a technical standpoint. However, permission to do so must be granted by the owner
of the instrument generating the data.

In the case where a sophisticated experiment builds its own packets, the
experiment is responsible for encapsulation of any required ancillary data. While
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experiments are provided with time code, the SCIO and ECIO buses are not available

to experiments.

A user may specity as long as a list of ancillary data as he desires.

However, he should realize that the more ancillary data he uses the more downlink

bandwidth he must have in order to downlink the same measurement data rate. The

Secondary Header format codes and ancillary data format are TBD.

3.2.4	 Embedding of Source Packets

Source pac„ats are embedded within transport frames according to the

following rules, in accordance with Guideline 3.3. A typical sequence of transport

frames is shown in Figure 3-7.

1. When the system is ready to downlink a new source

packet, the "FRAME COUNT" field of the next available

transport frame is incremented by one and the "SEGMENT

NO," field is reset.

2. If the source packet is shorter than the "PACKETIZED

DATA" field, the remainder of the field is completed

with the fill bit pattern, such that overall length of

the transport frame is maintained at the constant presetting

for the mission.

3. If the source packet is longer than the "PACKETIZED

DATA" field, the excess is carried forward to the

next transport frame and the "SEGMENT NO." counter

is incremented. This segmentation process is repeated

until the entire packet has been embedded within consecutive

transport frames (16 maximum).

4. When no source packets are available for downlinking,

the "PACKETIZED DATA" field of each transport

frame is loaded with the "fill bit pattern".

.5.	 Transport frames containing consecutive segments

of a packet must be downlinked consecutively. Other

transport frames cannot be interleaved until the last

packet segment has been transmitted.
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3.2.5	 Packet Data Efficlency

Packet data efficient , is defined as the percentage of bits in the
d vnlinked stream, of transport frames actually devoted to source data (ancillary as
well as measurement data). This number is dependent upon the transport frame
length chosen for the mission, the mix of packet lengths and the ratio of fill frames
to data frames. If we ass,-^^ that the transport frame length is 512 words, that all
packets are the maximum length of 7936 words (code 9F from Table 3-1) and that
there are no fill frames, the efficiency may be calculated as follows-,

Useful Data Words
Efficiency	 "	 Total lTame or s

Packet Length - Packet Overhead
rame Length X Frames/Packet

7916-5	 7931 Words
512 X I6	 Tf Mw or s	 P

96.8%

3.2.6	 Deviations from Guideline 3.3

The formats outlined in Section 3.2 deviate from Guideline 3.3 to the

extent shown in Table 3-2. The rationale for these deviations is also given in the

table.

3.3	 DESIGN DESCRIPTION

The HRPM utilizes microprocessor (j..t P) design concepts to assemble

asynchronously-arriving Input data Into standard packet data format and to control

the downlink sequencing of completed packets. Although various logic units exercise

some memory sequencing autonomy, the overall implementation is that of the muitl-

microprocessor configuration shown in Figure 3-8. The input channels labeled SCIO

and ECIO are .flexible CDMS computer to HRPM links. Initial Program Load (IPL),

operating time, HRPM commands, subsystem status, RAU derived experiment data

and Orbiter GPC via EC data are examples of the transfers.

r The other inputs do not require the extensive processing associated with

the computer link. However, each channel has its own asynchronous serial-to-parallel

interface. Parallel data bus transfers route data between a channel interface, its

assigned packet buffer and the bit serializer, upon control processor command.

33
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Fable 3-2. DEVIATIONS FROM GUIDELINE 3.3

DEVJATt_ON.
	 RATIONALE

q PAC; ETFORMAT

A NO DEVIATION

o TRAN5PORT FRAME FORMAT

"DATA TYPE" FLAGS ADDEO tO
"TRANSMIT NODE 10" FIELD.
NAME ?"NAHjtV,

"FRAME SEQUENCE COUNT"
IS INCREASED TO 24 BITS.

"FRAME FOAWO FIELD DELETED.

"SEGMENT NO." FIELD SHOWS TOTAL
NUMBER OF FRAMES IN PACKET RATHER
THAN "LAST SEGMENT" FLAG.

• PERMITS DETECTION OF LIVE, RECORDED AND FILL DATA
FOR MORE EFFICIENT GROUND PROCESSINO,

• COUNTER RECYCLES LESS OFTEN MAKING IT EASIER TO FIND

HDRR OVERLAPS.

NOT NEEDED IN SPACELAB BECAUSE FRAME LENGTH IS FIXED

THROUGHOUT A MISSION.

NUMBER OF FRAMES IN PACKET IS NEEDED FOR MANIPULATION
OF ECIO DATA.

	3.3.1	 INPUT Management

Data arriving at an input channel will be sequentially stored in the data

field of that channel's assigned packet image currently designated for "INPUT". The

transport frame header, the packet header and the designated ancillary data will also

be required, to assemble a complete downlink packet message. The completed

p^:cket's memory image is then designated for "OUTPUT" and its companion packet

image changes its designation from "OUTPUT" to ''INPUT". When packet images are

available for downlink, downlink must be accomplished during their OUTPUT

designation. A memory image of a typical packet as It attains OUTPUT designation

and is queued for downlink Is shown in Figure 3-9. Notice that packet lengths

requiring multiple transport frames have the transport frame headers residing within
the packet's memory image.

	3.3.2	 OUTPUT Management

As packet images attain OUTPUT designation they are placed in the

downlink queue. The lowest downlink queue position always designates ^a section of

memory containing an easily identified fill frame. The sole purpose of the fill frame

is to maintain continuous downlink synchronization in the absence of transmittable

packets. Fill frames are recognized and discarded at the last downlink synchronizing
element.

The higher priority downlink queue positions contain packet transmission
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Figure 3-9. PACKET IMAGE IN MEMORY

sequence pointers based on nominal data rates, packet lengths, and on an adaptive
algorithm. The adaptive algorithm weights the current polling sequence with recent
polling history. Sequencing data into the bit serializer output stream at a rate
capable of maintaining the selected downlink bit rate is accomplished at the highest
data management priority. All input channels are scheduled or enabled to eliminate
resource contending with the bit serializer Input. Transport headers and packet

headers are mostly "static" data loaded into HRPM memory at IPL. Sequence count
fields of the headers will require updating. Ancillary data necessary to compl-te a
packet's memory image require more extensive and dynamic data management.

Ancillary data variables are extracted from the ECIO and SCIO data
streams and placed in a memory array. The memory array is the shopping list for all
ancillary data. Extracting identifiable ancillary variable values from the ECIO 3200-
av c)rd format shown in Figure 3-6 and routing each wor-1 (or bit) for the low rate field

r	 36
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3 Output ports selectable kinder program control

I GMT Time Code

o Plu ; compatible with HRM

o Existing Spacelab power

The HRPM can accept raw measurement data or finished packets from

the experiments. Packets f - n the experiment channels are merged with those from

the voice digitizer and the recorders for downlinidng or recording. Ancillary data can

be placed in the packet by the experiment or by the HRPM. The output packet

stream meets Guideline 3.3, and can be delivered to any KUSP or recorder input port.

3.2	 FORMATS

3.2.1	 Transport Frame

The format for the transport frame (Figure 3_2) consists of a 112-bit (7..

word) header followed by the packetized data field. This format complies with

Guideline 3.3, but is a minimum overhead format designed explicitly to satisfy

Spacelab data handling needs.

SPACELAD TRANSPORT FRAME DIAGRAM

DITS
	

24	 8	 8

FRAME FRAME SEG. FRAME STATUS PACKETSYNCH. ID NO. COUNT INSERT 1YED DATA	 ERROR
COOS

d
24	 48	 16	 I

Frame Parity
Source Packe4

tR1GD Time Code

Modulo 224 Frame Sequence Counter

Packet Segment Counter, Segment
i of n where 1 n 1, 2, ..., n,
n • 1 to 15
Spacelab 10 plus type-of-data flags;
Live, recorded playback, fill
bits, DACH

Standard Synch Patternt 75121314 Octal
MSD First.

Figure 3-2, SPACELAB MINIMUM OVERHEAD TRANSPORT FRAME

23
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respective (o(ie of tvpically 20 pairs) INPUT packet image is accomplished by

lary data processor.

Packe' perity I •	 igned only after all other bits in the packet have

rd their 011 I PUT values.	 The CRC code ran be generated either by

processor software or by an offline bit serializer with a CRC chip. A more

ed trade study is necessary in order to determine the better method.

Tape Recorder Managem ent

Two of the inputs to the HRPM are playback data from the Spacelab high

to Rate Recorder and the Orbiter Payload Recorder. The HRPM is required to

-ave playback data with live data, presenting the composite data stream to the

for downlink.

The HDRR records data whenever the space-to-ground link cannot be

The HDRR is played back in the reverse direction when the downlink is

ble and is interleaved with live data. Typically the recorder plays back at a

higher bit rate than the live data. On the ground the composite data stream is

_fated into live and recorded data and the HDRR data is recorded on High Density

t.i pe (HI)T). The HDT is played back later offline at a slower rate in reverse, and

is, the bit stream is in the same order as it came from the source

•nts.

When the HDRR is played back on board, the reversed hit stream is loaded

ew transport frames but not into new packets. An identifying flag is set in the

-r of each frame carrying playback data so that ground equipment can strip off

"new" transport frames before routing the data to the HDT. In this way the bit

i arrivinK at the HDT on the ground matches that leaving the HDRR or orbit.

Control

The subsystem computer 10 (SCI0) is used for Initial Program Loud (IPL)

,r issuing commands to the HPRM. The commands are used to execute built-In

quipment (RITE) sequences, request status or memory, select clock rates and

anti output routing.

Packaging

Three packaging options were considered for the HRPM (Table 3-3), the

rrec. approach being exact replacement of the HRM with a new box which is plug

y in compatible.	 The overridinh advantage to this approach is that no
)s are required to any Spacelab hardware.
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Table 3-3. HRV ^ACKAGING OPTIONS

AI^OACH	 AOrAM 1 AQ S	 01 SAl1TAM r At.E S

1. ttMT UPIACUEMT Of .1wt	 u 40 COtFICATICM TO ALIT S/AC LAM

Atli	 I
Z. lblkftk MWIFICATION Of	 • SALVAGES PWT OF Twit mm

1!M	 C I CCU 1 TWT

1. AWI ;IOl OF A SICO10 901 	
I	

n W WAKS LOST OF W mom

gu ll 1 OI TWIL Mel

o ►ACIITIIIII MAY NOT FIT
YITT1111 CO MIRAINIS

o tKy W1 MAT MOT FIT
W TWIN 1400

o IGLOO WIIIIO C0161"IMIS
M,fgt)11111T LOCATING
Mt., W1 1101510I IGLOO

With this aM)roach the design envelope for the HRPM is identical to that

of the HRM-0

 
	 Dim,	 (LWH):	 15.4 X 1 4.6 X 7.6 In.

o	 Lim	 .s:	 21.9 Kg

o	 EIe. cal Power:	 24 - 32 VDC (a 4.55 Amp

o	 liez.t Dissipation:	 118.5W

o	 Interface:	 Plug and Pin Compatible with HRM

Recent advancement In the state of the microelectronics art is such that

the HRPM easily fits within the above constraints, even though it contains far more

storage and logic than the HRM.

The other packaging options were considered because, from a functional

standpoint, most of the logic in the HRM can also be used in the HRPM. The

disadvantage in trying to salvage the HRM circuitry is that it will Consume most of

the available volume and thermal capacity, leaving little for the packetizer. if the

packetizer Is put In a new box outside the HRM and the existing HRM modified and

retained, there may not be enough room in the igloo for the new box. (The CDMS is

houstad %ithin s pressurized container called the "Igloo" for pallet-only flights. The

igloo is mounted In front of the forward-most pallet in the hard vacuum environment

of the cargo bay.) The new box probably cannot be put outside the igloo because of

pin limitations at the feed-through connectors. Consequently, total replacement of

HRM appears to be the onl y practical packaging approach.
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The 1`1111,M has the same operational features as the HRM:

(1) Outputing of live data to the 2 0 4 and 50 Mb/s ports of the

Orbiter Ku n-nd Signal Processor (KUSP).

(2) Outputing of "direct dump" data from either the Spacelab

High Data Rate Recorder or the Orbiter Ilayload Recorder

to any of the above ports.

(3) Outputing of live data to either of the above recorders.

(4) Interleaving of live data with data from either of the above

recorders for downlinking.

(S) Outputing of either of the two DACH's to the 50 Mb /8 port

of the KUSP.

(6) Outputing of either of the two DACH's to the High Data

Elate Recorder.

(7) Digitizing of 3 intercom voice channels (creating separate

voice packets).
The HRPM can be programmed to deliver a synchronous transport frame

stream at any rate shown in Table 3-4. The output rate must be sufficiently high to

exceed the sum of the average input rates plus packet and transport frame overhead.

They output bit rate remains constant regardless of fluctuations in packet traffic

levels. The HRPM accomplishes this by insertion of "fill bits" in all unused transport

frarnes. The output bit rate normally is changed only at predetermined times in the

timeline. Currently, there is no provision in Spacelab to adaptively change bit rates

to aecnmodate high data rate experiments when they encounter unpredictable targets
of opportunity.

Three types of data may be carried by Spacelab-originated trart3port

frames: live, pre-recorded playback and fill bits. A code within the "FRAME ID"

field indicates which type of data is contained within the data field of each transport

frame. The most common data type is live data downlinked direct)y from the High

Rate Packet Multiplex on board Spacelab. The Spacelab data handling system has the
oap̂ ability to record digital data for playback downlinking at a later time. This
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Table 3-4. PRO( a APLE -UTPU" RATES
FROM .
	 1

- F;ZAKS /SEC S

iK	 40.7

^K 15 iK	 81.39

OK _ iK	 162.76

iK	 325.52

w iK	 651.04

tw 3K	 1.302K

OK	 2.604K

•. 1M	 5.208K

7M	 10.417K

3M	 15.625K

on a frame gth of 192 words

3rily	 to	 prese a data acquired during the	 times when	 the

;I ut of radio ron ct with the TDRSS.	 The data stream going to

tical	 to a dow inked data stream.	 Time tags and sequence

at the time of ueuing.	 On playback the reversed data stream

ort	 frames	 wit time	 tags and	 frame	 counters	 assigned	 at

)le	 3-5 shows	 t - data rates available for live data when the

.ed back.

elab	 Packet	 D a	 System	 has	 the capability	 to	 transmit	 a

I transport f ram, whenever Orbiter is in radio contact with the

,en tirne no sour , packets are ready for downlinking, the HRPM

l it" pattern into ie data field of each transport frame and sets

lit" in the header. ie fill oit pattern is TBD, but can be chosen to

4w	 4 :.: h provides a knc • n monitor pattern, thereby serving as a link

40

`R



Q

Q I^

Q .Lu

r-+ W

LWr X
I= W

C4. W
C.) Q

h4
x

2

0 F--

t(^

I

M

S11
r
.D
ny
H

N

4`.

Na.!

Q

O
W

d

t
O1

t°-

a
a
m

^ 1

_..._^^...:.._	 1

ORIGINAL PAGE IS	 I
OF POOR QUALITY

Use or ditciosure of the daft hoveon is subliKt to

DOlIGLA^ ..''{•/	 the rbstriCtion on the tttle page of this dotty"'.

Doc. No. MDC 08371

o
ra 1 u9

^cN
nC

X sc x x x x
In

o I c ,n

Ncoo x x x x x L-nI
N N

x (
O Ln

^N
x X x x r

L(Y
m
4Ln I

O O In

N^ x x 1 x x N 7 w

r

, X I
Ln

1 Oto x x x
In
N n m
N r.- NI

P"

0 0
In

0
Ln

Ln
x x x N N

m d'r r^

(
p  N

N 4OY X X
Ltl

m

I

r eY 01 4

In in

O O N tO0 N Ln t^f!
N In O ul

^^	 y	 N	 t[9 O I O O O O %n

f'7	 LO	
fQ"1 N Ln O

	

Q. I

	 no
Ln

r

Y 1

I	
J	

^ N	 w Co 
%0 r'f v

	

i	
E .lo	

SLuo E jauue40
Z 4^	 (	 dSri)i,.	 d nN

s"
U
a ^

t
Nw

E	
N

Lo	 0

LL Ln

U. 	 11

Ca ~
C L{1 O
C

Lq U N

r
U

In L 
II

1+ O I-

r N C4

N
v
0

41



MCt7CiNN[3LL ^iW.^..
[)gUGI.F►17! ea

OF POOR QU LITV Use or disclosure of the data herein Is subject to
the restriction on the title pope of this docuaent.

Doc. No. MDC G8373.

e

The Spacelab CDMS provides two "direct access channels" which allow the

user to bypass the HRM and feed data directly to the Orbiter Ku-Band Signal

Processor. In the packetized data system these channels are used to accomodate

sophisticated users who generate their own transport frames. Although Spacelab

provides this service, it does not monitor the DACHs or warrant that the transport

frame format, bit rate, and quality are compatible with packet standards. Obviously

the sequence numbers of packets entering the system via a DACH will not be

correlated with those issued to FIRPM - originated packets.

	

3.4.2	 Packet Mix

The packet mix downlinked by Spacelab in general is a function of both

the flight configuration and the mission timeline. Two of the packet sources, the

SCIO and ECIO, are synchronous fixed data rate inputs which operate at 1472 and

1280 words nor second; respectively. For a transport frame of 192 words, this

translates into 8 transport frames per second for the SCIO and 7 for the ECIO

(excluding low rate experiment data). When all three intercom voice channels are

being downlinked (a function of the mission timeline), transport frames are generated

at the rate of 33 per second. Thus, the fixed synchronous load is 48 frames per

second. The portion of the HRPM bit rate left over after accomodating the above is

available for use by the high rate experiment channels, low rate experiments, (on the

ECIO), and the High Data hate Recorder (See Table 3-5). It can be seen from the

table that, when there is no interleaved recorder playback, channel 2 of the KUSP

can handle up to 600 transport frames per second of high rate experiment data.

Interleaved playback of the recorder forces use of channel 3 of the KUSP, providing

data rates of 600 to 14,875 frames per second to the high rate experiments.

	

3.4.3	 Payload/Mission Planning Function

The payload/mission planning function for the packet data handling

system involves some additional aspects beyond the current system. The mission

manager has the responsibility of assigning "SOURCE ID i" numbers to each

experiment data source from the list of numbers available to the payload. More

importantly the mission manager must allocate the available packet memory to the

experiments by selecting the length of packet for each experiment. For example,

with a 16-bit, 256K packet memory, approximately 50K is preallocated for Spacelab

overhead. The remainder can be divided among the experiments in whatever way the
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mission manager sees fit. A general rule of thumb is that the memory allocation

must be twice the length of the packet for each data source. (It is more for short

packets.) The total storage capacity of the HRPM is independent of the length of

transport frame selected. When longer trans port frames are used, fewer can be

stored in packet memory.

3.5	 DEVELOPMENT SCHEDULE

It is anticipated that the High hate Packet Multiplexer development

would be approximately a 33-month program. It is assumed that five units would be

required: a qualification unit, three flight units and a spare. Also assumed is that

two sets of special test equipment (STE) will be required to support qualification

tests and factory tests. The following sections give a more detailed explanation of

the schedule and the required manloading. The estimated cost is provided in

Section 3.

The HRPM development schedule (Figure 3-10) shows the major

milestones, phasing and approximate manloading on each task. A work breakdown

structure is shown in Figure 3-11. The first major task is SYSTEM

ENGINERING/TECHNICAL MANAGEMENT. This is a three-man level effur; for the

first year with two men assigned to the HRPM and one to STE. These individuals

would develop conceptual designs, write specifications, and conduct the NASA

reviews. At critical design review (CDR) conclusion, this effort would drop to 2 men,

one HRPM and one STE. These two individuals would be responsible for overall

technical management of the program through installation and checkout.

The next major task is hardware design. This is broken into three main

areas: electrical design, mechanical design, and microprocessor (application) system

design. This effort begins immediately after the preliminary requirements review

(PRR). Betwen PRR and CDR one additional electrical and two additional mechanical

designers are added to perform the detailed design required at CDR. Two individuals

will concurrently develop the microprocessor system design. One will be a hardware

designer and the other a software engineer. After CDR an additional software

des igner/program rn er is added until first delivery.

The HRPM fabrication and checkout task begins immediately after CDR.

This	 effort	 does	 not	 require	 an	 exotic	 technological	 specialist,
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and the packaging is similar to the existing HRM: single layer PC type cards and a
back plane. This is a six-man level of effort through delivery of the fourth unit.

The next major task is the special test equipment development. It is
assumed that there does not exist any test equipment which could be utilized to
support factory test and environmental testing. Special test equipment therefore will
be required, but a large part may be commercially available equipment supplemented
with tailored interface designs. This effort begins at program start because the STE:
will be required to support factory checkout of unit #1 at approximately the sixth
quarter. One man initially develops the required specifications and supports the
PRR. This increases to two men (one mechanical and one electrical) to support the
preliminary design review (PDR) The level jumps to five to perform the detailed
design and fabrication. STE set #1 would be delivered to support factory test, and
set #2 would support qualification tests.

The rni -a lification testing is assumed to require three to four quarters and
is assumed to be active testing. The initial effort required is to develop test plans

and procedures, and is at a two-man level for one quarter. The level then increases

to three and four to perform the detailed electromagnetic compatibility (EMC),

thermal and mechanical testing. Actual testing is estimated to require two or three

quarters.

The documentation task begins at PDR and requires three men. This

effort will be devoted largely to development of assembly drawings, electrical

schematics and wiring lists. The data output from this initial effort will largely

constitute the CDR data package. This effort reduces somewhat for the remainder

of the program, and the outputs would consist of the operational and maintenance

requirements specification document (OMRSD), design description, operation and

maintenance manual, and updates to drawings as required.

The final efforts shown near the bottom of the schedule are configuration

management and SR&QA functions. The configuration management effort is required

to incorporate all drawings and documents into the Spacelab configuration

management system and to maintain configuration control of documentation and

hardware. The SR&QA functions shown on the schedule begin at PRR and continue

through delivery of the final unit. This effort is required to perform supporting

analyses required for CDR and to monitor development of both flight hardware and

test equipment.
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3.6	 PRE-LAUNCH GROUND PROCESSING

The most significant change which must be made to the prelaunch ground

processing equipment in order to accomodate the full packet data system is the

replacement of the HRDM with a "Packet Demultiplaxer" (I DM). The Packet

Demultiplexer is a new development which accepts a serial packetized data stream of

up to 50 Mb/s as produced by the HRPM. The PDM performs bit synchronization,

transport frame sync pattern recognition and packet switching to multiple output

buffers. These buffers store packets from each source ID and clock out the packets

at the proper bit rates. Separate output ports are provided for HDRR outputs ECIO

and SCIO utility packets, voice packets and analog, low rate experiment data and

high rate experiment data.

Figure 3-12 shows the data flow for Level IV and Level 111/11 ground

processing at K.9C. The shaded blocks- a,-° the alvements that would be impacted if

Spacelab were converted to the full packet data configuration. In both levels the

HRDM is replaced with a PDM. The present PCM Decommutacors are compatible

with packet protocol and can continue to be used. In Level IV the Computer

Interfacing Device (CID) is compatible with packets, but some software modifications

are necessary in both of the Interdata 832 computers (PCU and ECEP). The HRM I/O

Test System (HITS) computer software in Level 111/11 will require similar changes.

The cost estimate for ground processing given in Section 5 is only for

development of the PDM. More study is needed to estimate the other costs.
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SECTION It

IiYBRID SYSTEM

4.1	 OVERVIEW

The hybrid packet data system concept is based on the premise that all

high data rate experiments (those designed to interface with one of the 16 high rate

input channels of the HRM) will have their own dedicated experiment processors

MEN). These DEP's either already are programmed or can be reprogrammed to

produce packet formats. In this scenario the HRM-HRDM downlink path can be

maintained essentially intact, since it is transparent to the packets. Packets entering

the HRM input channels on orbit will emerge from the corresponding HRDM channels

on the ground unaltered.

Figure 4-1 shows a functional block diagram of the end-to-end hybrid

system. The experimenter can route data to the Experiment Computer for on-board

display and downlinking. He can also route data directl y to the HRM for downlinking

via the Orbiter Ku Band Signal Processor to the earth stations at JSC and GSFC. At

JSC the user can attach his own Instrument Ground Support Equipment (IGSE) to his

raw data stream via ports within the POCC. He can also display some of his data via

POCC systems, provided he meets certain format restrictions.

At GSFC Instrumentation Data Tapes (IDT's) can be created for the User.

He can also have his data recorded on Computer Compatible Tapes (CCT's) with

HDRR overlap removed or have it entered in a packet distribution network, provided
his data is in packet format.

Low data rate users (those who enter their data into the system via

RAU's) can obtain some of the same services at JSC and at GSFC. The ECIO data

stream is decommutated in real time at the POCC, and experiment parameters can

be displayed. There is also provision for four direct ports to IGSE. At GSFC low rate

data can be decommutated from the ECIO.

Two key issues arise in attempting to implement the hybrid concept;

(1) What format restrictions should be placed on the high

rate channel user?

(2) What can be done to facilitate the handling of
ECIO data?
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These two questions formed the basis for phase II of the study to define the hybrid

system. The approach taken was to answer the high rate question first and then apply

the same format requirements to the decomriutated ECIO. Subsection 4.2

summarizes the results of the high rate format study and the following paragraphs

along with subsections 4.3 and 4.4 cover the ECIO decommutation problem.

Dour options were identified for solving the ECIO problem;

(1) A dedicated on-board packetizer inserted between the

Experiment Computer and the HRM

(2) A redesign of the Experiment Computer and its operating

system to perform the necessary decommutation and

packetization

(3) An ECIO/SC:IO dec;ommutator and packetizer located on the

ground (possible derivative of the HITS/ECEP system at KSC)

(4) Addition of a low rate pre-mu% to the HRM for low rate

experiment data, along with an operational constraint

excluding any low rate experiment data from the ECIO which

requires SLDPF processing.

Of these, Options 1 and 2 are discussed in subsections 4.3 and 4.4

respectively. Option 3 is outside the scope of this study, but is recommended as

a candida,e for further study. (See section 5). Option 4 does not appear as

attractive as the others unless a ;lditlonal justification for developing a low-rate

pre-mux is forthcoming.

4.2	 HIGH RATE DATA FORMATS

In the context of the hybrid system the format restrictions imposed

upon the high data rate user are a function of the ground services desired; i.e.,

the more ground services desired, the more restrictive the format. Table 4-1

illustrates this. If no ground services are desired, or if the experimenter only

wants his raw data stream routed to his own IGSE, then the only restriction is

that his instrument not exceed the maximum bit rate expected by the HRM by

more than one percent, An excessive bit rate causes the HRDM to overflow,

losing some of his data.'
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If the experimenter desires recording of his raw data via GFE recorders at

any ground facility, he must, in adjition to the above, guarantee a minimum bit rate

within one percent of the nominal in order to ba compatible with IDT recorders. This

restriction applies to the KSC Level IV and prelaunch operations, 3SC POCC and

GSFC SLDPF. As a result of this restriction an experiment producing packets must

generate an idle pattern when no packets E­ ready for downlinking. This restriction
negates one of the advantages enjoyed by the tuix packet data system; viz, downlink
bandwidth is allocated to a data source only when it has valid data to downlink.

The next level of restrictions applies to the situation where the user

Desires post-mission data staging services from the SLDPF. Examples of such

services are the creation of computer compatible tapes with the HDRR overlaps

removed and the delivery of source packets via commercial networks. It is projected
ghat in the packet era the SLDPF will have been converted to the hybrid

configuration of Figure 4-1. In this configuration the SLDPF will require an

adaptation of the Guideline 3.3 format for any processing of digital data beyond the

creation of IDT's - hence the format restriction shown in the table.

Table 4-1. FORMAT RESTRICTIONS VS. GROUND SERVICES

LEVEL OF DESIRED GROUND SERVICES
FORMAT RESTRICTIONS

MAX MIN PACKET MINOR
BIT BIT FORMAT FRAME/
RATE RATE MAJOR
(+)x) (-I%) FRAME

FORMAT

(1) ROUTING FROM ARUM TO IGSE

(2)	 IDT's FROM GFE RECORDERS

(3) POST MISSION PROCESSING S STORAGE

(4) DISPLAY ON POCC TERMINALS ^ v, 3

!i
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Finally, if the user desires display of some of his data on POCC terminal$

and/or recording on POCC stripchart recorders, he will have to meet the POCC

minor frame/major frame requirements as well as the bit rate tolerances. Perhaps

the most profound result of this restriction is that a single channel of the HRM-

HRDM may have only one length of packet or one fixed packet string (major frame in

PCM terminology) for ony HRM format configuration.

It can be seen from Table 4-1 that a user desiring both POCC display and

SLDPF processing must meet both the minor frame/major frame and the packet

format requirements. Figure 4-2 shows the minor frame/major frame format required

for POCC display, as taken from the POCC Format Standard (Appendix B). The

minor frame can range in length from 56 to 4096 bits, and the major f rame can range

from 4 to 256 minor frames (224 to 1,048,576 bits). This means that a high data rate

source can generate repetitively a fixed string of packets up to 63,488 16-bit words

in length, using the maximum length minor frame of 4096 bits (256 16-bit words) with

the 8-word overhead in Figure 3-2. Every minor frame must have a 24-bit sync

pattern and an 8-bit frame count.

Figure 4-3 shows a typical example of the recom ended format for the

high data rate users of the hybrid system. It is an adaptation of the Guideline 3.3

format of Figure 2-4 which meets the POCC requirements of Figure 4-2. The

illustration in Figure 4-3 is a serial bit stream which might be generated by a typical

experiment and presented to one of the high data rate input channels of the HRM for

downlinking. In this example the experiment DEP has merged packets of different

lengths from three different sources (A, s and C) and has embedded them within

transport frames. This three-packet string is repeated in the same order throughout

the mission whenever the experiment is sending data. The "FRAME COUNT" and

"FRAME ID 11 fields in the transport frame header are interchanged from Guideline 3.3

to comply with POCC usage. The packet format is in complete compliance with

Guideline 3.3.
The bit stream in Figure 4-3 will emerge unchanged from one of the

HRDM output channels at the SLDPF. It is fed into a "Packet Synchronizer" where

the transport frames are stripped off. The same bit stream emerging from the

HRDM at the POCC is interpreted as a minor frame/major frame sequence. The

minor frame corresponds to the transport frame and in this example the major frame
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Figure 4-2. POCC FORMAT REQUIREMENTS
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corresponds to five minor frames. (The major frame can contain up to 256 minor

frames.) Any variables within the packets or the transport frames can be designated

for POCC display or stripcharting. The time code in the "STATUS INSERT" field of

the transport frame is used to drive the time scales of the displays and stripchart

recorders at the POCC.

It can be seen from the foregoing example that it is feasible to satisfy the

format requirements of both the POCC and Guideline 3.3 simultaneously. The only

modification necessary at the POCC is a software change to drive the displays and

stripchart recorders from the frame "STATUS INSERT" field rather than the present

time code fields.

4.3	 DEDICATED LOW RATE PACKETIZER

The first option to decommutating the low rate experiment data is the

"dedicated low rate packetizer." The low rate data packetizer is a computer driven,

dual input/output, special purpose format generator. The hardware design is driven

by the conflicting concepts of real time display (at the POCC) and packet data

delivery (at GSFC). This subsection discusses t 1he various system concepts applicable

to Spacelab data management and presents a microprocessor based implementation

for a general purpose packet formatter.

4.3.1	 Format Concepts

Data from Spacelab experiments classified as producing low rate data are

acquired via RAU under EC/ECOS control. Each acquired data message (less than 32

words) is assigned downlink positions within the ECIO format based on the triplet

execution rate (sample frequency).

This is time division multiplexing at the message/sub-message level. All

data acquired by each triplet execution must be downlinked before the next execution

of that triplet. Utilizing this concept the 3200-word ECIO format does not exist as

an entity within EC memory. An ECIO format occurs serially within the 51.2 Kb/s

downlink data stream one time per second, as 20 minor frames, each consisting of 160

words. All downlink formats must retain the repetitive minor frame, major frame

structure necessary for sync detection by ground systems.

56



r

MGAtaN041z 
tDOUGL.Aif ..

n

it
is

^f

r

Use or disclosure of the data herein Is subJett to
the restriction on the tit le page of this dOCUabnt._

Doc. No. MAC G8371

The SCIO format is similar to the ECIO; however, the subsystem data rate

is only 25.6 Kb/s and a minor frame is 80 words in length. The formatting task

becomes one of transposing a time division multiplexed (TDM) data stream at the

message/sub-message level to a TDM data stream at the multiple message level.

A typical ErIO packet compatible format could maintain the 160 words

per minor frame of the current format; however, 240 minor frames occurring over a

12 second interval would be required to complete a typical format (major frame).

The minor frame length must be less than 512 words (16 bits each) with the total

tormat not exceeding 256 minor frames in order to meet POCC requirements

(Appendix C). A packet compatible major frame as shown in Figure 4-4 would

contain in the data field 8 minor frames dedicated as an EC utility packet and 232

minor frames available for low rate experiment packets. Each low rate experiment

ID must be assigned at least one minor frame per major frame (maximum packet

length 156 words per minor frame) and may be assigned additional sequential minor

frames as required to encapsulate a packet. Assuming 20 low rate experiment ID's,

the average packet length could approach 1800 words of 16 bits each with a maximum

possible packet length approaching 36,000 words. The actual format would be of

composite structure to maintain features of the current format (POCC compatible)

while incorporating a packet (GSFC) precurser.

Consider the composite format shown in Figure 4-5. The format retains

the 24 bit sync pattern, frame count and auxiliary data field of the current ECIO.

The functional capabilities of these fields are very similar to the functions associated

with the transport frame of Guideline 3.3. The remaining unassigned sequential

words of each minor frame contain sequentially a packet or for long packets a

segment of a packet. The packet data fields are not restricted to a particular packet

or non-packet format; however, all experiment user ID sequences begin as a sync in

the fifth minor frame word. The composite format consisting of 240 minor frames of

160 words each can be decommutated by standard telemetry hardware to yield a

serial packet data stream with sync packet delimiters.

4.3.2	 Downlink Options

A data flow diagram for the composite format and for two alternative

concepts is shown in Figure 4-6. The EXTRA CHANNEL and the COMBINED 10 seek

to solve conflicting format requirements by keeping the current format while adding

a packet format.
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Figure 4-4. PACKET-COMPATIBLE MAJOR FRAME
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Figure 4-5. COMPOSITE FORMAT
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Utilization of an HRM high rate channel to downlink unpacketized format

for POCC use while simultaneously transmitting the packetized ECIO and SCIO data

has been suggested. The concept suffers from requiring Incre ,,sed downlink

bandwidth to transmit the extra copy. All multiple copy concepts increase the

already severe constraints on the experiment timeline during periods of analog/video

activity.

4.3.3	 Hardware Description

The low rate packetizer utilizes microprocessor design concepts to

assemble ECIO and SCIO serial data streams into a packet data format and to control

the downlink sequencing of completed packets. (See Figure 4-7.) The input channels

labeled ECIO and SCIO are CDMS computer interface links. The ECIO contains
downlink data only; however ; the SCIO issues commands to and receives responses

from the HRM in addition to its downlink transfers. The packet processor is designed

to be transparent to HRM commands and responses.

Experiment data arriving at an input channel will be stored sequentially in

the packet memory image data field assigned to that experiment ID. Sync detector

logic will allow experimenters to initialize their respective ID packet buffer load

addresses if they so desire. Other input data will be routed to either the EC utility

packet image or the SC utility packet image. Concurrently any variable from either

input channel designated as ancillary data will also be written into the ancillary data

buffer.

The ancillary & required for each packet is routed to each experiment

ID and then each completed packet is sequenced to its respective output port in a

fixed, premission defined progression. A completed progression has sequenced a

composite format (major frame) to the HRM's ECIO port and has also sequenced a

SCIO utility packet to the HRM's SCIO port.

The packet processor software system will consist of a mission

independent resident program and of mission dependent software driven tables.

Current mission operations plans will not require changing driver tables during a
mission.

4.3.4	 Performance Considerations

The real time data display mission of the POCC is degraded by the data

buffering so fundamental to packet data systems. The selection of packet lengths
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c

and the number of low rate experiment ID's being supported will determine the

additional data display delay; however, a nominal 9-11 seconds should be anticipated.

The data processing/routing mission of GSPC is inherently a packet

concept. The performance benefit GSI~C will derive is limited primarily by the
. availability of the ancillary data during the packetizing process. In the Spacelab

flight packetizer design only data within the EC/SC environment may be selected as

ancillary data. Guidance and IPS state vectors are routinely included in the available

data.

Placing multiple copies of ancillary data in the downlink reduces, by an

equal amount, the downlink bandwidth available for experiment data. If each of the

20 ID's requested GN&C data one time per second, the maximum composite

experiment data rate would be reduced by approximately 17 Kb/s.

The ECIO do SCIO data inputs to the packetizer are currently available at

th6 iiRDM output. The concept presented for on 'uGard packetizing could be adapted
to the GSFC HRDM output to obtain additional benefits:

1) Packetizer would not have to be flight qualified

2) No flight weight penalty

3) No downlink bandpass penalty for ancillary data copies

4) No verification of flight software.

4.4	 LOW RATE PACKETIZATION VIA EC/ECOS REDESIGN

The second option of decommutating low rate experiment data is by

means of modifying the Experiment Computer and its software.

Packetizing low rate data within th Experiment Computer will require

ECOS to perform additional buffer, format and ancillary data management functions.

Data from each experiment ID would be buffered to packet length and output in

packet format with ancillary data encapsulated. The implementation would maintain

the current General Measurement List (GML) data acquisition concept and ECOS

onboard services; however the following areas would have major impact:

o	 GML dependent output processing by ECOS

o	 EC Memory

o	 CPU Utilization

V.•
	 o	 Support Software.

61



P

4

M^A4MMK t.4^^	 Use or dtselosure of the d+ts hortin is t^)eit tp
tray rtitrl9tloo " tho tltte p!" or this doc~t.

Doe. No. 2tDC d8371

	

4.4.1	 GML DeDendent Out ut Processin g

Data routing within the CDMS is GML derived. A GML-triggered
acquisition triplet to an experiment ID results in a data message of up to 32 words
being; stared in a buffer specifically dedicated to that acquisition triplet. The next
execution of that acquisition triplet writes into the same buffer locations; therefore

output triplets write the data into the output format between acquisition triplet

sequences. To generate a packet data ECIO format this input-to-output pipeline

must be interrupted by extensive packet length data buffers for each experiment 1D.

Approximately 50% of ECOS must be modified in order to provide output processing

compatible with a specified packet format.

	

4.4.2	 EC Memory

Support for twenty packet !Ds would require approximately 4K memory

words for data buffering. Additional ECOS software routines to perform buffer,

format and ancillary data management would require between 3K and 4K for

instruction storage. The EC configuration is already memory critical; therefore

packet data cannot be implemented without expanding the available memory.

Expansion of the memory requires replacement of the present memory cards with the

more compact 13-mil core type, which must be flight qualified. In addition the

addressing scheme of the 10 Unit is limited to 641< 1 necessitating redesign for
expanded memory.

An additional concern is the impact that expanding the experiment

computer memory would have on CDMS computer redundancy management. As a

minimum the CDMS backup computer would require the same expansion.

	

4.4.3	 CPU Utilization

Execution of the additional ECOS routines required to support

packetization within EC/EGOS is estimated at 25% of CPU capability. The current

ECOS CPU allocation (34%) and ECAS CPU allocation (66%) cannot be reduced
without impacting Spacelab support services.

	

4.4.4	 Support Software

Plight software is structured to be driven by Support Software derived

tables. Modification of the GML dependent output triplet execution sequencing

within EGOS will result in 45% modification of the CDMS Anal ysis Support Software
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WAS-S) table generation routines. A CASS expansion estimated near 25% is required

to generate new packet dependent ECOS driven tables. Modification to various

software development facilities will increase the impact to support software to near

75''x.

4.4.5	 Summar y

Low rate packetization by EC/RCOS modification is not technically

feasible. The reason is that the present computer is fully utilized in terms of both

speed and memory. The entire EC would have to be replaced with more advanced

hardware. This in turn would require rewrite of a large amount of flight and ground

sof tware

4..5	 PRELAUNCH GROUND PROCESSING

The H ybrid implementationwill require modification of all KSC: GSE

which checks, displays or simulates a Subsystem (SCIC) or Experiment (ECIC)

computer downlink format. This type activity is the primary function of the shaded

ground support equipment computers shown in Figure 4-8. The 20 minor frame per

format applications software residing in the three computes (shown shaded) must be

changed to process the 240 minor frames per format used in the Hybrid (composite)

implementation. No hardware impacts have been identified.

i

t
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SECTION S	 r

CONCLUSIONS

	

5.1	 FLIGHT SYSTEM IMPLEMENTATION

Three major conclusions can be drawn from the flight system study:

1. It is technically feasible to fully packetize all measurement data on

board Spacelab. However, implementation requires replacement of

the High Rate Multiplexer with a "High Rate Racket Multiplexer"

(Full System).

2. It is also feasible to packetize only the low rate data on board by

the addition of a "Dedicated Low Rate Packetizer" (Hybrid System).

3. There is a significant savings in flight system cost if the low rate

packetizer approach is selected (with the high rate data packetized

by the experiments).

	5.2	 ALTERNATE IMPLEMENTATION

It appears .feasible to mechanize the Low Rate Packetizer in the ground

data handling system (Minimum Impact System).

There is no cost to the flight system at all if the dedicated low rate

packetizer can be implemented in the operational ground based data handling system

rather than on board. Such an implementation is technically feasible because the

HRM/HRDM downlink is designed to be transparent. Ground implementation avoids

the cost of flight qualification testing, and requires only one operational ground unit

(at GSFC) as opposed to three flight units. A further advantage lies in the fact that

there is no weight, volume or power penalty to Spacelab.

There is a strong probability that the IBM-developed HITS/ECEP software

used in Level IV Payload Checkout and Level III/II Spacelab integration can be

adapted to pe, 4'orm the decommutation and packetization functions required in the

Minimum Impact System. If so, the same mission-unique software package required

for payload checkout could also be used at the SLDPF for mission

k
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operations ECIO data processing. A follow-on study is

recommended to ascertain the feasibility and estimate the cost of the minimum

impact approach.

5.3	 COST ANALYSIS

The results of the cost analysis are summarized in Table 5-1 for three

approaches to Spacelab packetization. All cost figures are crude estimates based on

the initial definition of requirements. Only the Spacelab and associated GSE and

prelaunch costs are estimated, Estimation of the costs of converting the

experiments, POCC facility and SLDPF to packets are outside the scope of this study

and must be added to obtain total cost estimates. Flight system costs are for

delivery of three space qualified flight units plus one spare and one qualification test

unit. The costs of integrating the flight unit into Spacelab and incorporating its

documentation into the Spacelab configuration management system are included,

The ' I KSC Prelaunch" cost estimate for the Full System is for the

development of a SO Mb/s packet demultiplexer to replace the HRDM. This figure

was obtained by proportioning the HRPM development cost to the HRM-to-HRDM

cost. If the full system were actually implemented, it is likely that the POCC and

SLDPF would pay for the development of an operational packet demultiplexer. KSC

could then purchase an additional unit "off-the-shelf" at a considerable cost saving.

Hybrid system costs at KSC are largely for software modifications to the Level IV

PCU/ECEP and to the Level Ill/II HITS software to accept packetized data from the

ECIO and SCIO outputs of the HRDM»

The Minimum Impact Approach uses the flight hardware and software as

is, resulting in essentia: y zero flight system cost, as shown in Table 5-1. There may

be some KSC costs, depending upon the degree of sophistication at the SLDPF. If a

dedicated low rate packetizer is installed in the SLDPF, it may be desirable to

modify the HITS/ECEP software at KSC to allow the experimenter to see how his

data stream will look at the SLDPF during mission operations. Further study is

needed before a specific recommendation can be made and the attendant cost

estimated.
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APPENDIX A

CURRENT SPACELAB DATA HANDLING SYSTEM

A.1	 GENERAL

The Command and Data Management Subsystem (CDMS) is the control

T	 element of the Spacelab command and data flow. Figure A-1 provides an overview of

the CDMS with respect to the Orbiter and other Spacelab elements.
f

'rhe primary role of the CDMS is to provide processing functions, services,

I
i	 and electrical interfaces to the various Spacelab experiments. The CDMS hardware

and software provides the following basic services to the Spacelab experiments and

subsystems:

o	 Data acquisition and transmission

o	 Data processing

o	 Data display

o	 Activation, command, and control of experiments

o	 Timing for sequencing/data correlation

o	 Analog data acquisition

o	 Closed circuit television

o	 Audio communication

o	 Utility support services (control, monitoring & power).

The following subsections describe the hardware, software, experiment

data acquisition, and payload services characteristics of CDMS.

A.2	 HARDWARE DESCRIPTION

The CDMS functionally consists of a Subsystem Data Bus, an Experiment
{

Data Bus and a High Rate Multiplexer (HRM) subsystem. A block diagram is shown in

Figure A-2. The Data Bus System contains three identical computers: an Experiment

!4 Computer (EC), a Subsystem Computer (SC), and a Back-Up Computer. The EC and

SC share the Mass Memory Unit (MMU) and Keyboard/Display system. The Back-Up

Computer is primarily intended as a back-up for the SC and normally contains SC

programs; however, it can also serve as the experiment controller in the event of EC

failure, by loading EC software from the MMU. 	 rl

-t	 A-1
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The SC provides control and monitoring of the Spacelab subsystems. This

includes powering up the EC and its associated components and monitoring the

health/status of these devices in its role as the total Spacelab controller. In addition,

the SC performs two essential functions with respect to science instrument

operations. First, it controls the formatting and routing of high rate science data via

the HRM. Secondly, it performs the monitoring and top 'level control of the

Instrument Pointing System (IPS).

The experiment data management components (computer, I/O Unit, data

bus, and RAU modules) are identical to those in the subsystem data management

components with the exception of the User Time Clock (UTC) capability, which is

unique for experiments.

A.2.1	 Computers

The CDMS contains three identical 125 MS computers designed for real-

time data processing under severe environmental conditions. The computer has a

Fast Arithmetic Operator which provides 200,000 floating point operations per second

capability.

The Central Processing Unit (CPU) is microprogram controlled and

interfaces with main memory and a Direct Memory Access (DMA) channel which

provides a maximum transfer rate of 700K words/second. The CPU interfaces with a

peripheral bus (the Minibus), an interrupt system, and a microprogram suspension

system which controls input/output. The Minibus is used for the checkout or

attach!nent of various ground peripherals. Summary features of the CPU and its

input/output capability are as follows:

-	 Microprogrammed with built-in Fast Arithmetic Operator (FAO)

and direct access memory channel

-	 Addressing capacity: 1M Bytes (512 K words)

-	 Arithmetic: binary, 2's complement

-	 Fast registers: 256 16-bit

-	 Hierarchical interrupt system , 32 levels

-	 Variable data representation: binary, fixed point, floating point.,

character (byte) string

A-4



MCe©MNCl. a /	 Ufe or disclosure of the data herein Is %U09" to

4COO ^.as>! ^^
c 3"""'"—	 the restriction on the title oa ga of this document.

Doc. No. MDC G8371

-	 Addressing modes: 13 direct and indirect

-	 Processing modes: 3.2 x 10 5 operations/second (Gibson Mix)

Inputs/outputs:

o	 parallel

o	 programmed and DMA

0	 700 K words/sec (DMA)

- Memory:

o	 Core

0	 13-bit words (16 data-bits, 1 protection-bit, and 1 parity-bit)

o	 Access: byte, word, or double word

0	 Capacity: 64 K words.

A.2.2	 Input/Output Unit IOU

All communications between the computers and the rest of the CDMS are

handled by the IOUs. They control the transfer of external data into the computer

memory and the transfer of data from the memory to all peripherals. The IOU has

three interfaces with the rest of the CDMS: (1) RAU and HRM, (2) Digital Display

Unit (DDU) and Keyboards, and (3) Mass Memory (Figure A-2). It also has three

interfaces with the Orbiter: (1) Multiplexer DeMultiplexer (MDM), (2) PCM Master

Unit, and (3) Master Time Unit. Each interface is controlled by a "coupler", which is

attached to the non-redundant internal parnAel bus of the IOU. All couplers except

the "time coupler" are dual-redundant anon communicate with other devices via a

serial data bus. Only one element of a dual pair is powered at one time.

The interface between the IOU and the prime (and back-up) computer is

performed by the redundant DMA coupler. This coupler receives and generates

control discretes from and to the computer memory interface and receives and

transmits addresses and data over a 16-bit parallel memory bus. The IOU has priority

over the CPU memory access and data flow through the IOU is prioritized according

to a hierarchy.

A.2.3	 Mass Memory Unit (MMU)

The Mass Memory Unit (MMU) is a reel tape recorder for storage of all

software for the subsystem and the experiment computers. It enables the CDMS to

i

r
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reload and/or periodically load the computer memories from the MMU. 	 It stores the

data display skeleton formats and pre/in-flight stored experiment tables for usage

within experimenter provided programs, and experiment programs that were not

contained in the initial pr r*gram load. Write protection is implemented by software in

the MMU handler of the operating system. The user (ECAS) has no control over the

I' w:,ite protect since it is all contained in ECOS.	 The summary MMU characteristics
are as follows:

-	 Total storage capacity:	 1.34 x 10 bits

i -	 Read/write speed: 88 inch/sec (2.2 Mb/s)

I -	 Maximum data transfer rate: 500kb/s

-	 Bit error rate during MMU life: 	 less than I in 108 bits
-	 Over 20000 full length tape passes before tape/head wear

-	 Access Time: Approximately 60 seconds maximum (end-to-end)

-	 7-y: seconds for center positioning of data
t

A.2.4	 Data Display System (DDS)

The DDS is the primary on board man/machine interface for the CDMS.

It is comprised of the Data Display Unit (DDU) and associated Keyboard (KB). One

DDS can be mounted in the Control Center Rack of the Core Segment and one or two

in the Orbiter Aft Deck. Another DDS may be mounted in the Experiment Segment.

DDU/KB's are connected to both the subsystem I/O unit and the

experiment I/O unit by means of redundant display buses similar to the data .buses.

Therefore, each DDU can display information from both computers simulataneously

and the display format is controlled by software. Each KB can communicate via

Subsystem Computer and Experiment Computer by means of a manual switch. Each

KB has also the ability to call either subsystem or experimen t information for display
on any of the three DDU is. This is also controlled by software. The major hardware

characteristics of the DDU are summarized as follows:

-	 Buffer memory: 1024 words of 16 bits

-	 Available symbols: Alphanumeric (128) and Vectors

-	 Available positions for symbols: 22 lines of 47 symbol positions

-	 Size of symbols: 4.8 x 3.2 mm or 7.7 x 5.1 mm

-	 Refreshing rate: 60 Hz nominal, 30 Hz minimum (overload condition)
-	 Colors: Red, yellow, green, overbright green.

A-6



a
Ute or disclosure of the data herein is sub ject to
the restr i4tlon 04 the title Da4e of thi s dotvneet.MCA4NNEr"

vouaR..ACC —.
Doc, No, MDG G8371

The KB produces arl ASCII code. There are 115 usable alpha-numeric

symbols, 1024 different vector lengths, and 4496 different angles. There are a

limited number of editing facilities for the operator input line.

A.2,5	 High Rate Multiplexer (HRM)

The high rate data acquisition on Spacelab is accomplished by the High

Rate Assembly which consists of the HRM and the High Data Rate Recorder (HDRR).

The HRM represents the core of the High Rate Assembly, and its function, extend

beyond data multiplexing, The HRM also controls the data routing within the on-

board part of the High Rate Assembly; it performs the voice digitizing and GMT

encoding, and it provides the electrical interface circuits to the on-board equipment.

It interfaces with the KU-Band Signal Processor (KUSP) in the Orbiter to accomplish

the downlink of high rate data.

The main features of the HRM are:

-	 Outputs to KUSP: 48 Mb/s, 32 Mb/s to 125 kb/s in binary steps

on any of three lines

-	 Output to High Data Rate Recorder (HDRR): 32-16-8-4-2-1 Mb/s

-	 Output to Payload Recorder (in Orbiter): I Mb/s to 125 kb/s

(binary steps)

-	 Input from HDRR: 32-24-16-12-8-4-2 Mb/s

-	 Input from Payload Recorder: 1 Mb/s

-	 Experiment Input Channels (16) Nominal Bit Rates:

at 48 Mb/s HRM output rate 	 16 Mb/s to 62.5 kb/s

at 32 Mb/s HRM output rate 	 15 Mb/s to 41.7 kb/s

at HRM output rates	 up to actual output rate
< 32 Mb/s	 less the HRM overhead

-	 Direct Access Channels (2): 	 50 Mb/s (max)

-	 CDMS Computer Channels (2): 25,6 kb/s (SC)

51.2 kb/s (EC)

-	 GMT Channel resolution for HRM output rates:

1 Mb/s	 10 ms

1 M b/s	 variable, based on output rate

-	 Voice Channel Inputs (3): 128 kb/s Total

A-7
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A.2.6	 Remote Acquisition Unit (RAU)

The RAU's are the principal interfaces between experiments and the

C;DMS for acquisition of low rate digital data, analog data and distribution of

commands. The data flow between RAU's and the 1/0 unit is performed via simplex,

(dedicated) serial buses with 1 Mb/s clock rate. Each experiment RAU provides the

following capabilities for the user to interface his instrument with the CDMS.

Inputs:	 0	 128 flexible differential inputs for analog or

discrete signals

0

	

	 4 serial PCM data channels with clocks, code

NRZ-L.

Outputs:	 0	 64 CN/OFV command channels

0	 4 Serial PCM command channels with associated

clocks

0	 4 User Time Clock channels (1024 kHz)

0	 4 User Time Clock update channels, 4 pulse cycles/s

The experiment RAU's are connected to the 1/0 unit by the experiment

bus, which consists of a unidirectional "command line" that carries instructions and

data from the I/O unit to the RAU's; and a unidirectional "data line" which carries

responses and data from RAU's back to the 1/0 unit.

Commands and data are transferred in 16-bit words at a 1 Mb/s rate. An

additional "clock bus" is also provided which distributes the ,Master Time Unit (MTU)

derived 1024 kHz clock and update pulses from the 1/0 unit to experiment RAU's for

the user. (it should be noted that the subsyste.1, bus connecting the subsystem RAU's

to the subsystem 1/0 unit is similar to the experiment bus except that the "clock bus"

is not provided.) Experiment RAU's can be connected to the experiment data bus at a

•	 number of interconnecting stations (15) in the module and on each pallet segment.

Each station accommodates two RAU's.

The RAU data acquisition is based on a software controlled concept. The

software for Spacelab subsystem data acquisition and control is provided in the

i Subsystem Computer. The software for experiment data acquisition and control is

provided by the experimenter in accordance with his requirements. Applicable

portions of the Spacelab software can be used by the experimenter. (Refer to

subsection A.3 for a summary of the CDMS software.)

A-8
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The experiment RAU's are scanned periodically with basic periods of frorr,

10 ms to 1 s. Each scan cycle will be initiated and controlled by the Experiment

Computer software. The experimenters may design their own software to generate

additional measurement cycles using the operating system task scheduler. This

scheduler accepts priority levels and queues up experiment software requests for data

and command transmission.

A.2.7	 High Data Rate Recorder

The principal function of the High Data Rate Recorder (HDRR) is to

provide for intermediate recording of experiment data during interrupted Orbiter to
TDRSS transmission times. Besides this, the experimoter may record his experiment

or housekeeping data for on-board storage.

The HDRR and the HRM form an integrated system, controlled by the
Subs ystern CoMnuter in a coordinated manner. Experiments Interface with the

HDRR via the HRM only. During recording of formatted data and reproducing of all

data, the HDRR is externally synchronized by the HRM clock. When connected to a

DACH channel, the HDRR is synchron17 ,^d to the experimenter clock received via the

HRM.

The HDRR is used as a buffer during TDRSS non-coverage time or Ku-

Band modes with bit rates below the HRM output bit rate. During reproduce the

recorded data can be interleaved into the real time data stream through a recorder-

dedicated input channel of the HRM or directly dumped to the KUSP via the HRM,

but independent of the formatter. The HDRR can play back only in reverse.

A.3	 SOFTWARE DESCRIPTION

The Spacelab CDMS is controlled by two operating systems, the

Subsystem Computer Operating System (SCOS) and the Experiment Computer
Operating System (EGOS), which reside in the respective computers. Experiment

Computer application programs which are mission unique are referred to as

Experiment Computer Applications Software (ECAS).

A.3.1	 SCOS

SCOS software originates commands and monitors performance for

operation of the Spacelab hardware. The major impact of SCOS to the experiment

data flow is in powering up/down experiments and in providing HRM format control.

F
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Formats selected from the Mass Memory Unit (MMU) are transmitted via Data Bus to

the MRM where they are executed on SCOS command. A software executing back-up

capability exists within SCOS for the hardwired Spacelab C&W Subsystem.

A.3.2	 ECOS

The ECOS provides a real-time, multiprogramming operating system to

perform hardware resources allocation and application program control/support for

the 125 MS computer. It executes the following functions in performing its role in

support of experiments:

»	 KGN U Power Control

Interval Time Support

»	 I/O Processing
Telemetry Execution (out»of-limits) Monitoring

»	 Orbiter M DM Communications

Dedicated Experiment Processor Communications
Keyboard Processing

»	 Display Processing

Timeline Execution and Maintenance

Slow Loop Processing (long duration processor control)

»	 Background Processing Control

EGOS also provides data cnnverzion (numerical, character, string) and

error recovery (hardware, software) services for all programs executing in the EC. In

addition it provides a collection of routines available to all EC software tasks.

A.3.3	 ECAS

The user's software resident in the Experiment Computer is designated

Experiment Computer Application Software (ECAS). This software can be written to

perform virtually any operations upon his data that the user desires, within EC speed

and memory constraints. The software can be written in FORTRAN or 125 MS

assembly language.

V A°
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A.4	 EXPERIMENT DATA ACQUISITION AND HANDLING

The current Spacelab data handling system provides two types of paths for

acquisition of experiment data: (1) the RAU for low rate data, and (2) the HRM for

high rate data. The flow of experiment data is shown in Figure A-3.

Low rate data are sampled by Remote Acquisition Units (RAU's) and

transferred to the EC via interconnecting stations (IS's), the experiment data bus, and

EC Input/Output Unit (EC IOU). On the same path, serial magnitude commands and

discrete (on/off) commands are transferred from the EC to the experiment via the

RAU's.
Low bit rate scientific and housekeeping data processed by the

Experiment Computer can be transmitted by the Orbiter downlink via the Tracking

and Data Relay Satellite System (TDRSS).

Medium and high rate scientific data are acquired by the High Rate

Assembly  part of the CAMS= This part consists of the High Rate MWtiplexer (HRM)

which includes a Voice Digitizer, the High Data Rate Recorder (HDRR), and the

Orbiter Payload Rec'j.rder. This system is able to multiplex up to 16 experiment input

channels and data from the SC and EC for direct downlink via the Tracking and Data

Relav Satellite System or for recording (HDRR or the Orbiter Payload Recorder)

during non-transmission times of the Orbiter KU-Band System. The recorded data

may be interleaved with real time experiment data for transmission to ground.

A.4.1	 Low Rate Data Acquisition

Low rate experiment data resides in user-provided buffers. The RAU

provides the 1 MHz clock used to transfer a maximum of 32 serial data words to the

data bus. A 16-bit buffer in the RAU checks word by word parity.

Data from the RAU traverse the data bus through the I/O units and are

buffered under control of EGOS. ECOS configures the data as shown in Figure A-4

for transmission via the data bus to the HRM EC port, The low rate data format is

transparent to HRM processing when multiplexed with nigh rate data.

A.4.2	 High Rate Data Acquisi tion

The user delivering serial data to the HRM will, on the ground, recover his

data from a High Rate Dernultiplexer (HRDM) r.ompletely unchanged. This means

that the user himself has to take care of the formatting and structuring of his serial

A-11
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Figure A-4. EC FORMAT TO HRM

data. To facilitate this task, each HRM experiment channel can operate in two

different modest

Normal Mode:

In this mode, the word structure in the HRM output frames are not at all

correlated with any structure of the input data. The serial input data are

arbitrarily chopped into 16-bit words for parallel processing inside the

HRM. Consequently, the user has to insert some bind of sync pattern into

his serial input bit stream, in order to be able to extract on ground his

scientific data out of the serial bit stream of his output channel.

Word Pattern TransparencyPAode:

In this mode, the input data can be structured in words that, after

multiplexing, can be identified as words In the HR,%i output frames in

those positions determined by the chosen format. Synchronously with the

frame or format pulse, which indicates the beginning of a new frame or

format respectively, experiment data can be delivered to the HRM in

bursts of 16-bit words. Because the clock counter is reset at the

beginning of each format, these words are identical to the internal words

the HRM handles in parallel. The HRDM in this mode delivers the data

words without bit rate smoothing at the nominal bit rate allocated to the

particular experiment channel.
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The mode of each HRM input channel is selected by an external

connector. This connector is programmed by hardwired jumpers on a miss!

mission basis. It should be noted that in the word pattern transpapency moue, ult:

words are delivered as 16-bit bursts and not as a continuous bit stream. This has to

be taken into account for further on-ground data handling because it might rule out

the use of standard ground decommutation and recording equipment.

High rate experiment data is clocked (by the user) into an HRM input

channel as shown in Figure A-S. The : 16 register is reset and a format pulse made

available to the user each time 16 bits of data are clocked into the the HRM. Four

words of input buffering are provided for each channel to aid in format building. The

output format of the HRM is shown in Figure A-6. Alternating SYNC or status

headers are written into the first two 16-bit word positions of each HRM frame. The

line words are sequentially transferred to a shift register for serial transmission to

the KUSP.

Changing of HRM/HRDM formats requires close time-line coordination

between onboard and ground-based systems to minimize loss of data to experiments

not affected by the change. The problem is more complex if an HRM bit rate change

occurs as a result of the new format. In this case, the configuration of all frequency-

sensitive components in the data flow (such as hit synchronizers) has to be changed.

In some cases the operating mode of the KUSP also has to be changed.

A.4.3	 HRM Data Handling Services

In addition 'co the items described in the preceeding subsection, the HRM

also provides the following services to the payload (Refer to Figure A-3);

-	 Outputing of multiplexed data stream to the 2, 4 or 50 mb/s ports

of the KUSP

-	 Outputing of the multiplexed data stream to either the HDRR or the

Orbiter Payload Recorder

-	 Interleaving of reproduced (playback) data from either recorder into

the live data stream

-	 Direct dump of either recorder to the KUSP

-	 Outputing of either Direct Acess Channel (DACH) to the KUSP

-	 Outputing of either DACH to the HDRR.

A,14
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A.5	 PAYLOAD SERVICES

The CDMS services and interfaces provided to the experimen ter are

essentially the same whether or not the Spacelab is flown in the Module or Pallet-

Only configuration. On board, display support in the Pallet-Only mode is provided by

locating a DDS in the Orbiter Aft Flight Deck.

Mission unique requirements are accommodated by addition of up to 21

experiment RAU's, flexibility of HRM data rates, modes, and formats, and mission

unique software application programs (ECAS).

ECOS can support up to eight core-resident application programs at one

time and exchanges (overlays) the programs from the MMU as necessitated by the

mission timeline. Scheduling of experiments and ECAS can be accomplished by ECOS

timeline services.
Ground monitoring of experiments is performed via ExperimFnt

Computer-acquired low rate data (< 5Kb/s) and directly acquired high rate data via

the HRM/KU^P. Both types of data may be extracted (on the ground) from the KUSP

50Mb/s composite data stream. Both types are recorded on board during times with

the downlink is not availaible.

Direct downlink of high frequency (dc to 4.5 MHz) analog or video signals

is also provided by the CDMS for experimenter control and real time evaluation.

Additionally, three voice channels can be digitized and downlinked as part of the

HRM composite output.
Experimenter uplink commands from the POCC are routed via the MCC

and GPC to the CDMS for experiment control, timeline command sequence loads and

ECAS communication.

Onboard experimenter control/monitor functions are performed by the on-

board crew who has access to the displays and keyboards (DDS). In conjunction with

the DDS, the EC supports the examination of experiment data via experiment-unique

display pages and the issuing of commands from the alphanumeric and functional

keyboards. Using the DDS, the experimenter can transfer software from the MMU to

the EC or to a DEP.
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Timing is available to the experiments for correlation of data . Mission

Elapsed Time (MET) from the Orbiter is also provided for the experimenter. Also

provided are the 1024 kHz User Time Clocks (UTC) with 4 Hz updates. The UTC's

are routed through the CDMS to the experiment RAU interface.

NASA, in conjunction with the experimenter, determines the extent of
CDMS monitsring of ex periments by the Caution and Warning System.
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PAYLOAD OPEILATION'S CONTROL CENTER FORMAT STAjmARD

1, 9 PURPOSE A:ID SCOPE

This standard defines the characteristics and constraints on telemetry
forrnnat structure for those telemetry data streams (or portions of telemetry
data streams) required to be processed by the Payload Operations Control
Center (POCC) at Johnson Space Center. Those experiments requiring POCC
support must meet this Standard. In addition, a set of recommendations for
Gptimizing experiment data decommutation and processiner is incorporated in
the Standard. The user may ignore these recommendations and still be in
compliance with the Standard.

Telemetry data streams requiring POCC recording and transmission to
experiment provided Ground Support Equipment need only to meet the POCC
telemetry standards for bit rate (paragraph 1.2.1) , minor frame length
(paragraph 1.2.3. b) , and frame synchronization pattern length (paragraph
1.2.3. d).

The characteristics of the bit stream required by the radio link itre not
Included in this standard because POCC requirements are limited to handing
dexiodulated, bit synchronized, "ZL data stream and associated clock.
Standards for error encoding are not included because there are no POCC
requirements to perform error decoding. Standards for time tags within the
experiment data streams are not included because POCC processing will use
either the Spacelab's High Rate Demultiplexer (HRDM) time tag or the POCC
receipt time tag.

A composite set of format standards relative to the High Rate Multiplexer
and ground data processing is contained in the 'Spacelab High Rate Multiplexer
(HRM) Format Standards." The standard as specified herein imposes some
more restrictive specifications on the telemetry format structure to allow POCC
processing. If these standards are met, the standards specified in the reference
document will be met.

1.1	 Definition of Terms -- This section provides definitions of telemetry
terms as used in this standard.

8-1
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(a) Telemetry data stream — A continuous single serial bit stream of
time division multiplexed data.

(b) Format — The general arrangement of the data in a telemetry data
stream. Each format shall have a pre-established bit rate, frame size, word
size, commutation sequence, measurement set and frame overhead (synch-
ronization pattern, frame counter, e-,periment identifier, time words, etc.) .
See Figure 1,.

(c) 'Major Frame — Includes more than one minor frame. The length of
a major frame is defined as the number of minor frames necessary to include
at least one sample of all measurements for this format. See Figure 1.

(d) Minor Frame — A recurring fixed integer number of words which
Includes a single synchronization pattern. See Figure 1.

(e) Minor Frame Counter — A single binary word which is included in
each minor frame to uniquely identify the fraines position in the major frame
sequence. The counter should increment by one-for each new minor frame with
a starting value of zero for the first minor frame in a major frame. The minor
frame counter shall occupy the saane word position in every minor frame.

(f) Word — An integral subdivision of the minor frame defining the basic,
package size for measurements for this telemetry data stream. See Figure 1.

(g) Parameter/Measurement -- A group of contiguous bits less than or
equal to 64 bits whose pattern represents the value of the data point.

(h) Syllable — A measurement whose length requires two or more words,
is said to have syllables. A single syllable is equal to a word. An example of
a multi-syllable measurement might be spacecraft time.

(i) Commutated data — That data which is sampled only once in „a minor
frame. See Figure 1.

(j) Super-commutated data — That data which is sampled re t,=
nncr in a .sninor. (ram" submultiple frame or sub-subm,ultiple frame. See
Figure 1.

(k) Subcommutated data — Data which is multiplexed at sample rates
r	 which are submultiples of the minor frame rate or when several minor frames

are re wired to generate a complete measurement set, See Figure 1.

t 	 r

fi-'



N

l e i"	 Ie

E^	 I
Major Framer
Max Lcn;=
n 256 I.unor

Ea 	 Frames

0

N l SYNC P. ECrUl	 I A, 1 5n	i (	 1	 n .	 La"., l/

I

Minor Frame
Max Lar" g ch --y----
. 4096 Bits

OF ROL.y

Inereal l"I '. tine

WORDS	 ti --:
Minor

	

F[ae^ r,, l SYNC C^iTTwn;; (ttiNnC	
R A
..._._

0VrRIICAD

2 SYNC PA:TLAN 1	
1 1 

A2 ( 47

V

A. — Example of normal commutation --one sample in each rimer frame.
t^

B x — E=mple of a super com — the time interval between samples B 1 and B20
B2 and P,3 , B 3 , 0 nd B 4 , B  and Bn ], is identical,_ ..

C& D — Examples of a subcom — C and D have legs than one sample per minor
frame.

Ex — Example of super commutation a subcom — the-time interval between
samples E 1 and E2 and E 2 and E3 - ... EN-1 and EN are identical.

Figure Z

1.2	 Telemetry Standards — Telemetry data streams (PCM data) shall be
transmitted as serial binary-code time division multiplexed samples, using a
sequence of bits within each sample to represent a discrete magnitude of the
data samples. This standard defines the allowable data format ( including the
word, minor frame and major frame characteristics) and structure of the data
to be displayed and processed in the POCC.
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1.2.1 rut i< ate — The telemctr y data strenn ►s to be prnccssod by the POCC
shall be g c ,tcr than '.:uu bits `sec and less than or equal to 2 Aicg4bitsisec.

Routed telemetry data streams in the POCC shall be greater than 200
bps and less than 30 Mbps. The telemetry data Vtrean ► s to be recnrded by the
POCC shall not exceed 50 Aibps and the minimum data rate shall not be less than
200 bps. Variations of the telemetry data stream clock rate shall not exceed
2. ;, percent of the normal rate during any processing period.

10

1.2.2 Format Structure — The measurements on each telemetry data stream
shall be organized into an lndentifiable format. Each format shall have a pre-
established bit rate, a pre-established commutation sequence of a pre-
established measurement set and identification bits (synchronization pattern,
frame counter, etc.) .

(a) Format Identification — Each format shall contain a measurement
which identifies the format- being transmitted. All measurements within the
format shall be unambiguously identified by the use of the format identification,
the minor frame counter, and established frame commutation sequence (word
location within the minor frame). All experiments with a multi-bit rate
capability (identical commutation sequence at a higher or lower bit rate) shall
Include either a mode. ID which uniquely Identifies each bit rate or a separate
bit rate identification measurement in each major frame.

It is recommended that each experiment telemetry data stream include
an experiment identification measurement to insure positive identification of
data during processing.

(b) Format Change -- It'I8 redoYftmended that changes between formats
be effected at a time corresponding to the leading edge of the first minor frame
sync word belonging to the first major frame which will contain the new format.
Where format changes occur relatively frequently, it is recommended that error
protection, such as parity, be provided for 'the format identifier, to insure
positive identification, of the data.

1.2.3 Frame Structure --- The frame overhead ( synchronization pattern, minor
,frame counter, experiment ID, format ID, bit rate ID, command verification,
spacecraft clock, etc.) and parameter measurements transmitted in each
telemetry format shall be further organized into sequences of identifiable digital
words termed a minor frame. The Synchronization pattern and frame counter
must appear in every minor frame. The other frame overhead may appear as
infrequently as once per major frame. Refer to Figure 11. A. 1. -2. The minor

?4-4
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frame shall be ;ub^:^^ttrc`I , tit n w• nrds, bv ,,"niuna with the first bit of the frame
s y nchrnnizatlnn p .mwrn. me.-Isurc1 1liunts sh:,ll bq multiple%od sn that the
bcrrnnin:; of	 mecibon-munt is comcit.1cm with the wnrd structure. Data
from different munsuremunts shall not be interluavcd nn a bit-by-bit basis or
other nonword oriented basis; however, single-bit on-off indicators may be
assembled in predetermined order Into words for transmission.

( a) Major Frame Format — The mammum length of a major frame shall
be 256 minor frames and the minimum frame length shall be four minor frames.
Fora ,Ivan format all subcommutator cycle durations shall be integer s p b-
multiples of the major frame cycle duration, and the phasing of the subcorrmu-
tators shall be fixed and synchronized to the major frame, so that a single minor
frame counter will unambiguously identify the position of all measurements in
the major frame format.

(b) Minor
_
F̂̂ r a Length —^ Each PC11 frame shall contain a fitted number

L'f bit 1n4^°rv.0.3, all of aqual du ;St1Q UU* walnp[̀" fraz zle leno:n is one uu-mber of bits

appearing between successive occurrences of the leading edge of the first bit of
the frame synchronization word.

(1) The length of each minor frame shall be an integer multiple of
8 bits.

(2) The rain?mum minor frame length shall be at least 4 words after
the franrte svnctiztion bi.t^.

(3) The maximum minor frame length shall b6 4096 bits.

y(4) A given format shall use only one minor frame length and one
word- length.

(5) It is recommended that unused words witbin'a format shall be
distributed sc as to minimize the probability of long sequences of consecutive
ones or zeros.

(c) Frame Rate — The minor Lrame rate shall not exceed 1024 frames
per second.

(d) Frame Synchronization Pattern -- Each minor frame shall begin with
a Brame synchronization pattern. The frame synchronization pattern for Space-
lab shall be octal 763'11440 and shall appear in the first 24 bits of each minor
frame.

B-7



(c) Frame-Sequonce of Man — Thr format shall be structured sn as to
permit symmutrtcal swoor enniniutaunn ,niplyin;a to ma jnr ai d nunor, frames;
i.e., minor or major Irani(; t.,,rt ►, inuot be as i -nablc to a riven measurement
so that s;tmplim, ,►t re-ularly pac,.'d inturvnls is possible. (See examples "A"
and "E" in F4:uro 1.) It is recommended that the game overhead (the minor
frame counter, experiment ID, format ID, command verification bit rate ID and
spacecr:dt clock) appear at fixed positions immediately following the frame
synchronization pattern.

1. 2.4 Word Structure -- In those cases where the PCM telemetry word repre-
sents a single measurement, the si,,n bit (if used) shall appear first, followed by
the magnitude bits In sequential decreasing order, most significant bit (a1sB)
first and lease significant bit (LSB) last.

Sign	 Data Bits
(if used)	 MSB	 LSB

(increasing time)

The telemetry words shall be an integer multiple of 8 bits In letrgth.
If multi-syllable words are used, the most siQ dficant syll :le :;:;all be trans-
mitted first. It is recommended that multi-syllable words be placed in con-
tigpous minor frame word locations. It is recommended that 8-bit words be
used. Parameter length includes sign bit and magnitude bits. Other status bits,
short length registers, and other bilevel measurements shall be grouped
together into status words whose length is an integer multiple of the telemetry
word size. There shall be or,y one word length within a particular format.

	

1.3	 Decommutation Limitations — There are limitations to the number of
words that can be extracted from a format which are imposed by the commer-
cially available decommutation units presently baselined for the POCC. The
limitation is a function of the number of minor frames in a rnajor frame, the
number of words in a minor frame and the number of subcommutated words to
be extracted. To avoid or minimize the affect of this limitation, it is
recommended that subcommutated parameters that are required to be processed
by the POCC be loaded in the same word(s) In each minor frame.

	

1.4	 Exceptions — Each user of the data system shall make every effort to
conform to these standards. When the experiment mission requirements cannot
be met with a standard system (one that is In complete comformance with these
standards), an cxceptioq may be requested for assessment.

B-6



( a) The fc-atures th;it ;irc believed to be nonstandard and the technical
reasons for their use -,ill b y identitied. An analysis will be hrovidcd of the
system and its n1wration with stpocific reasons why a standard system cannot
meet the experiments mission requirements.

(b) The exception request will be assessed for Implementation com-
patibility. Resulting costs and/or schedule impacts will be provided for
programmatic decisions.
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APPENDIX D

ABBREVIATIONS

ACC( I	 Audio Central Control Unit 	 B

ASCII	 American National Standard Code for Information
Interchange

ATE	 Automatic Test Equipment
BI-lei	 BI-Phase Logic

CASS	 CDMS Analysis Support Software

C&T	 Communication & Tracking

C&W	 Caution & Warning

CDMS	 Command and Data Management Subsystem

CDR	 Critical Design Review

CD & SC Communications Distribution & Switching Center

CID	 Computer Interfacing Device

CITE	 Cargo Interface Test Equipment

CRC	 Cyclic Redundancy Code

DACH	 Direct Access Channel

DDU	 Data Display Unit

DDS	 Data Display System

DDSS	 Data Display System Simulator

DMA	 Direct Memory Access

EC	 Expe,'rnent Computer

ECAS	 Expe-,,s, -nt Computer Applications Software

ECEP	 Experiment Computer Equipment Processor

ECIO	 Experiment Computer Input/Ouput

ECOS	 Experiment Computer Operating System

ECS	 Environmental Control System

EDB	 Experiment Data Bus

EMS	 Electromagnetic Compatibility

EOF	 End of Frame

EPOS	 Electrical Power Distribution System

FAO	 Fast Arithmetic Operator

ITC	 Frame Count

D-1
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ABBREVIATIONS (CONT'D)

FY FO	 First-In-first-Out	 B

GFE	 Government Furnished Equipment

GML	 General Measurements List

GMT	 Greenwich Mean Time

GPC	 General Purpose Computer (Orbiter)

GPU	 Ground Power Unit

GSE	 Ground Support Equipment

GSFC	 Goddard Space Flight Center

HDR	 High Density Recorder

HDRR	 High Data Rate Recorder

HITS	 HRM I/O Test System

HMT	 High Rate Multiplexer Test (Rack)

HRDM	 High Rate Demultiplexer

HRM	 High Rate Multiplexer

HRMTS HRM Test Station

HRPM	 High Rate Packet Multiplexer

IOU	 Input/Output Unit
IDT	 Instrumentation Data Tape

I/F	 Interface

IPL	 Initial Program Load

IPS	 Instrument Pointing System

TRIG	 Inter-Range Instrumentation Group

IS	 Interconnect Station

JSC	 Johnson Space Center

K b/s	 Kilobits per second

KB	 Keyboard

KG	 Kilogram

KSC	 Kennedy Space Center
KUSP	 Ku Band Signal Processor (Orbiter)
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APPENDIX D

ABBREVIATIONS (CONrn)

V

KUSP-IS KUSP Interface Simulator

LSB Least Significant flit

LWH Length, Width, Height

M b/s Megabits per second
MCC Mission Control Center

MDM Multiplexer Demultiplexer (Orbiter)

MDTSCO McDonnell Douglas Technical Services Company

MET Mission Elapsed Time

MILA Merritt Island Launch Area

MS Milliseconds 

MSB Most Significant Bit

MSFC Marshall Space Flight Center

MTU Master Time Unit

NASA National Aeronautics and Space Administration

NRZ-L Non-Return-to-Zero Logic

O&C Operations & Checkout (Building)

OMRSD Operations and Maintenance Requirements
Specification Document

OPF Orbiter Processing Facility

PC Printed Circuit

PCM Pulse Code Modulation

PDM Packet Demultiplexer

PCMMU PCM Master Unit (Orbiter)

PCLJ Payload Checkout Unit

PDM Packet Demultiplexer

PDR Preliminary Design Review

PLR Payload Recorder (Orbiter)

PRR Preliminary Requirements Review

POCC Payload Operations Control Center

RAU Remote Aquisition Unit

ROM Rough Order of Magnitude

B
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APPENDIX D

ABBREVIATIONS (CONCLUDED)

s Seconds

SAM System Activation and Monitoring Subsystem

SC; Subsystem Computer
SCIO Subsystem Computer Input/Output
SCOS Subsystem Computer Operating System
SDR Signal Distribution Rack

SL Spacelab

SLDPF Spacelab Data Processing Facility

SPAH Spacelab Payload Accomodations Handbook

SPCDS Spacelab Payload Command & Data System

SR&QA Safety, Reliability and Quality Assurance

STE Special Test Equipment

TBD To Be Determined
TDRSS Tracking and Data Relay Satellite System

T F/S Transport Frames/per second
UT Unit Tester
UTC Universal Time Clock

VABR Vehicle Assembly Building Repeater

VDC Volts, Direct Current

rP Microprocessor

11
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APPENDIX E

IMPACT OF SPACELAE PACKETIZATION

TO KSC FACILITIES AND OPERATIONS

v
E.l	 SUMMARY

There is no impact to Kennedy Space Center (KSC) facilities

or operations if either the "Minimum Impact Hybrid" or the "Ground Hybrid"

version of the Spacelab Packet Data System as defined in Reference 2,

Appendix C is implemented. This appendix describes the KSC support

facilities for the Spacelab Command and Data Management System (CDMS) and

explains why there is no impact.

E.2	 INTRODUCTION

Spacelab integration and checkout at KSC emphasizes:

(1) integration of individual payloads into a total Spacelab

(2) checkout of a complete Spacelab flight assembly, and;

(3) integration of the Spacelab flight assembly into

an Orbiter.

These activities are referred to as Level IV, III/11 and I, respectively.

The following description is directed to the Spacelab CDMS and to that

portion of Ground Support Equipment (GSE) which supports CDMS data

managment during KSC test and integration activities. Figure E-1 shows an

overview of the facilities under discussion. Summary desc-iptions of all of

these facilities are included for completeness.

The integration process	 begins in the Operations and Checkout

(O&C)	 Building, which houses the	 Level	 IV, Level	 III/II	 and	 Cargo	 Interface

Test	 Equipment (CITE)	 test stands.	 The fully	 integrated	 Spacelab	 flight

configuration	 is transferred	 to	 the	 Orbiter Processing	 Facility	 (OPF)	 for
integration	 with the	 Orbiter. There	 is a wideband	 fiber	 optics	 link from

the OPF to the O&C Building for monitoring of the CDMS within the Orbiter

cargo bay.	 In addition	 the Orbiter while	 in the OPF can communicate with

the Payload Operations Control Center (POCC) at the Johnson Space Center in

E-1



OF POOR QUALITY

Doc, No, MUC G8371B

r-

(A
M 4J

w c vGi(m	 4J
41

4-

.0 4-) >
4- ) (A

'a 0 >
E (0 4J (Ii	 V)

a) QJ C) C3
= C:

.4,A- 
CL

4-) •J C 1.)

cu
fri m U.

4J r "CLru 
0. Nomr':)

0-%

U.
Of

N

Ln
r-	 I	 I I
U-

0
V

CL
to C)

Ln
.0 a 	 66P 

Ir-
:3: LL -i

Co

0 Ln
•-) V)

N	 LLCM
C4

LL 

I 

--C	
6	 \ %
	

F-

CL	
Lo

E-2

CS

tU

LtJ

dl



MiCID	
L

CL.4 R.L
1^Ot/CI...^1fi +..

000. No. MUG G83718

Houston, Texas. The Ku Band transmitter output goes to an antenna on the

roof of the OPF and is radiated to the Merritt Island haunch Area (MILA)

communications center approximately foue miles away. The RF signal is
amplified and transmitted via the Tracking and Data Relay Satellite System
(TDRSS) to White Sands, New Mexico, and from there to the POCC.

There are also re-transmit antennas at each of the launch

pads, but their use is not planned.

C.3	 O&C BUILDING OPERATIONS

A total of five test stands are locates! in the high bay area

of the O&C Building, as shown In Figure E-2. High rate and Experiment

Computer Input/Output (ECIO) data can be routed from any of the test stands

to three user rooms located on the fourth floor. Patching of data paths is

performed in Room 1263 for copper as well as fiber optics lines. Room 1263

also contains a High Rate Demultiplexer (HRDM) and a High Density Recorder

(MDR) for use by the Level IV stands. The ECIO data stream can be decommu-

tated for up to eight simultaneous users by the HRM I/O Test System/Experi-

ment Checkout Equipment Processor (HITS/ECEP) located in Room 3259,

E. 3.1	 Level IV Operation

Level IV accomplishes the functional test and validation 'of

experiment racks, rack and floor assemblies, and pallets within the flight

configuration. Experiment fligh', racks are installed in a level IV test

stand located at the west end of the high bay area. The experiments are

connected to test stand-provided flight type Remote Acquisition Units

(RAU's) and a High Rate Multiplexer (HRM), as shown in Figure E-3. The

RAU's function as remote terminal units for the 1 Mb/s bi-directional Exper-

iment Data Bus (EDB), which is connected to the Payload Checkout Unit (PCU)

in Room 3259.

The PCU contains a Mitra	 125 computer which is	 the ground

version of the CDMS 125MS flight computer.	 The Mitra 125 functions as the

Experiment Computer for Level IV checkout and executes all of the EC flight

software.	 Three remote terminals (DDSS) are connected to the Mitra, one in

E-3
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crass	 crossx-

MITRA 125	 EXP, DATA BUS	
EXPERIMENT RAU

COMPUTER	 i

	

r	

1	

.

I51,2 f®/S	
EXPERIMENT PACKAGE

^	 ICOMPUTER

INTERFACING	 PCM DECOMt

DEVICE	 I

1	 sun-m. nere noz	 HRM

ERDATA 8132 COMPUTER
	

HRDM

S"AR 1 71/07

ROOM 3259	
1 - _. — _ -

POCC SIMULATOR

HIGH

EXPERIMENT CHECKOUT EQUIPMENT PROCESSOR IECEP? 	 ECIO	 RATE

DATA

INTERDATA 8/32 COMPUTER

51,2 KD/S

SOFTNARE	 1/0	 EDECOM

USER ROOMS

CONSOLE'	 , CONSOLE	 USER FURIIISHED

1	 8	 IGSE

Figure E-3, LEVEL IV TEST CONFIGURATION
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lZoom 3259 and two in the high bay area. Tile two in the high bay are a are

trwd to represent the DDSS flight units located in the Orbiter Aft Flight

Deck (AVD) and the Spavelab module.	 In addition the PCU contains an

L,ierdata 8/32 computer which simulates the remaining; interfaces needed by
the F.C. The PCt) provides data to the EC representing; data transfers from

n the Orbiter General Purpose Computer (G Pct), the downlink telemetry (PCMMU),
Mass Memory Unit (MMU) and Time Unit (GMT).

The PCU is also connected by a 1 Mb/s bi-directional data bus

to the Subsystem Computer (SC) port of the HRM. The PCU utilizes this data
bus to simulate FIRM format control commands and status activity normally
provided by the SC.

The PCU processor decommutates the ECIO data for display 15
consoleA	 pr int i n g, or 	storage	 (2	 tnnacl-	 nrnyiding	 the	 IICer 	 his	 first

hardware-in-the-loop operation	 with the Spacelab command and data handling

systems.

Low ,rate data acquired by the RAU"s from various experiments

is transmitted over the EDB to the Mitra 125. The 125 formats experiment

data and other ancillary data into the ECIO downlink format which is in turn

transmitted over the EDE to the EC input port on the FIRM. High fate
experiment data goes directly to the HRM from the generating experiment.

The three HRM -iutput channels are connected to a Ku Band

Signal Processor Interface Simulator (KUSP-IS) which routes the output to

the HRDM and High Density Recorder (HDRi (2-50 Mb/s) located in room 1263.

The output (NRZ-L + clock) from channel 21 of the HRDM, containing the RAU-

acquired experiment data (ECIO format), is routed through the Sp;'.:.elab

Payloads Command and Data System (SPCDS) to special interfaces with the PCU

and the Experiment Checkout Equipment Processor (ECEP). ECEP, which shares

^Ioom 3259 with the PCU, is an Interdata 8/32 processor programmed to

simulate the real-time display of ECIO data at the POCC.

All data and control circuits between Room 3259 and the Level IV

test stands are provided via the SPCDS 'distribution patch panels located in

E-6



Room 12, , '' Also r.-CEP data from Room 3259 is available to the user rooms and
to the SPCDS  distribution facility. I'he user rooms, containing user-pro-
vided Instrument Ground Support Equipment (IGSE), have access to each hIRDM
output criannel (NRZ-L + clock @ 16 Mb/s or less) via SPCDS. Multiple,
flexible and redundant circuits are available between most test elements.

The EC,EP configuration provides KSC Level IV with a simulation of
7Sf, POC C, operation. RAW-acquired experiment data which meets MSFC-STD-630
(Spacelab High Rate Multiplexer Format Standards) may be displayed during
Level IV at any of the eight E4EP consoles. HIM channel data not meeting
S' O-6,30 must be routed (via SPCDS) to user IGSE within the user rooms for
processing.

The HRM 1/0 Test System 0-11TS), also a POGO simulator, can be
configured to support Level IV activities; however i ts primary function is
to support hRM testing during level 111/11. (See Section E.3.2).

1x.3.2	 Level IlIi;l 2 e^ratlon

Level II1/11 combines, integrates and checks out all experiment
mounting elements (e.g. e-tcks, rack sets and pallet segments) from Level IV
with the previously installed Spacelab flight subsystem support elements

(i .e., core segment, igloo). Two Level I11/I1 Spacelab stands are locdted

just east of the Level IV stands within the high bay area of OTC: Building.

Operations within Level 111/11 are based on computer-controlled Automatic

Test Equipment (ATE) augmented by the Orbiter Interface Adapter (OIA) and a

Ground Power Unit (GPU). These elements constitute the Spacelab Electrical

Ground Support r1quipment (ELSE). The EGSE-ATE system, located in Room 3247

or 3251, issues Orbiter-type commands and processes Spacelab response, ut.,

ilizing the SPCDS distribution terminal.

The Spacelab under test communicates with the outside world via

simulated Orbiter I/O links. A definition of all the Interface signals may

be found in ICD-2-05301, Appendix B. The high rate data normally downlirked

via the Orbiter KUSP is routed to a KUSP simulator located adjacent to the

test stand (Figure E-4).

E-7
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Each	 output	 channel	 (50/4/2	 Mb/s + clock) from the	 flight HRM

mounted in the	 test stand	 is connected	 to the High Rate Multiplexer Test

Station (HRMTS) located adjacent to the stand. 	 The HRMTS contains a KUSP

interface Simulator, HRDM, HRDM Unit Tester (UT), two HDR's and a High Rate

Multiplexer	 Test	 (NMT)	 Distributor	 rack. The	 HMT	 Distributor	 provides

access to 70 coppe,	 lines connecting the HRMTS to a Signal Distribution Rack

(SDR) in Room 1263.

Typically, 16 channels + clock of experiment data, ECIO + clock,

SCIO + clock, GMT + clock, Format Status, voice analog, IRIG timing, sync

status and HDR (P(.M + clock) playback are transmitted by this network. The

16 channels of experiment data are routed to the fourth floor user rooms for

processing.

The EC:IO (channel 21) is routed to HITS for decommutation and

display (8 consoles), printing or tape (2) storage. 	 Decommutated experi-
ment data and the full ECIO stream are available in the user rooms.

E.3.3	 Cargo Integration Test Equipment (Cite) Operations
CITE provides d high fidelity Orbiter/cargo interface which will

be used to support checkout of Spacelab prior to installation in the Orbi-

ter. A flight-type Orbiter GPC and KUSP, located on the CITE stand in the

east end of the high bay area, provide a flight configuration interface with

the Spacelab CDMS. Functionally, the flight GPC & KUSP provide for a higher

fidelity CDMS signal environment.

Test	 activities	 are	 directed	 from	 a 3rd	 floor	 control room. Data

from	 the HRM	 is	 routed	 to the flight	 KUSP and	 to	 a	 fiber optics driver

(Figure	 E-5).	 The	 optical	 signal	 is	 routed via	 Room	 1263 to	 the Level

a	 III/II	 HMT where	 it	 is	 converted	 back	 to	 an electrical	 signal. Data hand-

ling	 and	 analysis	 downstream	 from	 that	 port are	 identical	 to	 Level III/II.

The 15 GHz output from the KUSP is rout ,ad to an antenna on the roof of the

O&C Building and on to the 3SC POCC via IAILA and TDRSS.

E.4	 ORBITER PROCESSING FACILITY (OPF) OPERATIONS

Upon completion of CITE testing the fully integrated Spacelab is

E-8
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Figure E-4. LEVEL III/II TEST CONFIGURATION
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transported from the O&C Building to the OPF for installation in the Orbiter

cargo bay. The final Spacelab test activity (conducted in the OPP) verifies

the actual Spacelab/Orbiter connections. Since the flight configuration is

utilized, only those uplink/downlink channels available during flight are

available for test event command/monitoring.	 Uplink/downlink control is

exercised from the firing room located in the OPP.

The 50 Mb/s data stream (channel 3, mode 1) from the VIRM is

Viterbi-encoded within the KUSP to 100 Mb/s and used to modulate the 15 GHz

carrier. An RF coupler (Figure E-6) inserted in the line to the Orbiter Ku

Band antenna taps off some of the RF energy. Th ae Orbiter antenna is covered

with an attenuating "hat e during testing to reduce the RF field strength

within the OPF. The energy from the coupler is split, part of it going to an

antenna on the roof of the OPP for transmission to JSC and the rest going to

GSE racks in the OPP. The OPF GSE performs demodulation, Viterbi decoding

and conversion of the 50 Mb/s data stream to an optical signal. The fiber

optics cable is routed to the O&C Building where the signal is processed the

same way as in the CITE test.

E.5	 PAD OPERATIONS

There are no plans to operate the HRLM at the pad. However, from a

technical standpoint, there is a signal path via an RF link from the pad to

the OPF and the fiber optics cable from the OPF to the O&C Building. (Refer

to Figure E-1).

E.6	 IMPACT OF CONVERTING SPACELAB TO PACKET

TELEMETRY FORMAT

b There appears to be no impact to KSC systems, services or

operations if Spacelab is converted to a packetized telemetry format, pro-

vided the Ground Hybrid or Minimum Impact Hybrid approach is used. The

rationale for this conclusion is as follows.

Both the Ground Hybrid and Minimum Impact Hybrid approaches rely

upon the experiment itself to generate the packet format for data entering

HRM high rate channels. The transparent HRM-HRDM downlink will then repro-

duce the same packet stream on the ground. Low rate data acquired by RAU's

E-11
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is downlinked in exactly the same ECIO format as is used now. The only
change is at the Goddard Space Flight Center Spacelab Data Processing Faci-
lity (GSFC SLDPF. The SLDPF is modified to provide rapid delivery of high
rate packets and is augmented to packetize ECIO data concurrently with the
decommutation process.

h

Suppose it is assumed that the SLDPF has been modified as above and
that a packet-generating experiment arrives at KSC for integration. The
Principal Investigator (PI) must provide his own IGSE to analyze the high
rate data from his experiment. KSC provides only the cabling to connect the
two. Consequently, KSC systems and services are independent of the formats
chosen by experimenters on the high rate channels, and therefore are not
impacted by the presence of packets on these channels. As for the ECIO
data, by locating the packetizer at th SLDPF rather than on board Spacelab,
KSC and 3SC; POCC systems are spared any impact. The ECIO data stream
downlinked by the HRM/HRDM will remain the same at KSC and 3SC as it is no 1.
Consequently, no hardware or software changes are needed at either center.

i
r
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