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INTRODUCTION

This is the Proceedings of the second international colloquium devoted to the science of drops and
bubbles. It covers a wide variety of fields ranging from fundamental fluid dynamics to astrophysics and
from theoretical considerations to material processing in space.

The first colloquium in this intermittent series was held at the California Institute of Technology in
1974. Both colloquia have provided an opportunity for scientists from a number of disciplines to discuss
their common problems and learn from each other. In the intervening seven years between the first and
second colloquia there have been substantial advances in most of the fields represented. In particular, the
science of material processing in space has matured to the point where experiments are now being con-
structed. In a few years scientific investigations will be conducted in the substantially zero-g environment
of space on board the NASA Space Shuttle. These experiments will uncover new information which will
lead to a deeper understanding of the fundamental physics of this branch of science.

The colloquium included sevzn scssions where scientific papers were presented and one poster session.
There were a total of ten invited papers at the colloquium and twenty scientific displays in the poster
session. The invited papers and the papers representing the poster displays have been placed in the most
appropriate scientific session in the Proceedings.

This colloquium, like its predecessor, was notable for the cross-disciplinary interactions among the
participants. There were many scientific discussions carried out after the sessions were over and throughout
the evenings. The benefit derived from these contacts made among the participants - often from different
fields - is an intangible but valuable contribution that a specialized colloquium can make to a scientific
field.

The colloquium organizers wish to recognize the support afforded to this colloquium by the Physics
and Chemistry in Space and the Material Processing in Space programs of the National Aeronautics and
Space Administration.

It is hoped that the Proceedings will becoine a valued reference source and will contribute to the litera-
ture in the science of drops and bubbles in the years to come.

Dennis H. Le Croissette
Jet Propulsion Laboratory
California Institute of Technology
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ABSTRACT

This is the Proceedings of the Second International Colloquium on Drops and Bubbles, held at
Monterey, California, on November 19-21, 1981. The 52 scientific papers reported here deal with the
subjects of Material Science and Space Expecriments, Combustion, Jet Stabilit; and Inertial Fusion,
Bubbles, Astrophysics, Meteorology, Nuclear Science, and Theory and Computation.
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Drops and Bubbles in Materials Scienc~»
Robert H. Doremus

Materials Engineering Department, Rensselaer Polytechnic Institute
Materials Research Center, Troy, New York 12181

Abstract

The following applications of drops and bubbles in materials science are reviewed:
Formation of extended p-n junctions in semi-conductors by drop migration; mechanisms and
morphologies of migrating drops and bubbles in solids; nucleation and corrections to the
Volmer~Weber equations; bubble shrinkage in the processing of glass; the formation of glass
microshells as laser-fusion targets; and radiation-induced voids in nuclear reactors. These
examples show that knowledge of the behavior of drops and bubbles is !.portant in diverse
areas of materials processing and properties, and deserves further fundamental study.

Introduction

Semiconducting junctions can be made in complicated shapes by migration of liquid bubbles
in a solid semiconductor. Nucleation of solid phases must be controlled in processing solids
and requlating their properties; the theory of nucleation was first derived for the forma-
tion of droplets in a vapor. Melting of clear and strong glass rcquires that bubbles be
removed from viscous molten glass, and tiny microshells of glass as laser fusion targets are
formed by blowing a bubble inside a drop of molten glass. These examples show the impor-
tance of drops and bubbles in processing solid materials., Radiation can form bubbles in
reactor materials, weakening them. 1In each of these areas there have been recent advances
or controversies, which will be described in this paper. These examples are not intended
to provide a comprehensive review of drops and bubbles in Materials Science, but merely a
sample of applications and opportunities.

Semiconductor processing and migration of drops

Commercial processes for making p-n junctions in semiconductors by migration of li~uid
drops, wires, or sheets have been developed by T. R. Anthony and H. E. Cline of Ger

Electric.!”* Molten metallic drops or wires nove through a solid semiconductor ° iermal
or electrical gradient, leaving resolidified doped material in their wake. Dot ripes
of a low-melting metal that is a suitable dopant, such as aluminum, are deposit the

surface of the semiconductor, which is then heated and subjected to a temperature _.adient
or electrical field. In practice there are a number of problems in controlling the shape
of the liquid region and its path that require careful control of the temperature and the
gradients. Thus knowledge of the morphology and kinetics of the liquid drops and wires is
important for successful production of a satisfactory device. Thermal gradients proved .o
be difficult to control, so electromigration was developed as an alternative.?

A lattice of columnar p-n junctions through a semiconductor wafer can be made by thermal
migration of aluminum drops through silicon. This "deep-diode array" can be used as an
imaging target for x-rays and infrared radiation.

A liquid drop in a gradient of driving force in a solid moves by dissolution and repreci-
pitation of solid in the liquid. Driving gradients can be ia temperatur.,K mechanical force
(accelerational field) or electrical potential. Anthony and Cline found that high force
gradients were required to migrate brine drops in solid KCi,°® suggesting that an imprac-
tically high sedimentation field would be required to move liquid drops in semiconductors.

The rate of droplet motion can be controlled sither by the rate of diffusion ot solute
in the liquid or by the rate of dissolution of solid (interface control). This dissolution
rate is usually proportional to the solubility of the solid in the liquid drop, and can be
different for different crystallographic planes in the solid. At high temperatures con-
vective flow in the drop can lead to rates higher than expected from the static diffusion
coefficient of solute in the liquid.’ For large Arops diffusion in the liquid is more
likely to control the rate of droplet migration, whereas for small arops interface rates
become important. A similar influence of crystal size is found for the rate of crystalli-
zation from solution. For large crystais diffusion in the liquid controls the rate of
growth, whereas for small crystals interface control is usual.®

At equilibrium the shape of a liquid drop in a solid is cowncrolled by the interfacial

energies of different crystallographic planes of the solid in contact with the liquid. The
shape that minimizes the total surface free energy is the equilibrium one. In principle

1
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this shape can be calculated from knowledge of the surface enerjy as a function of crystal-
lographic orientation of a surface facet by the "Wulff" construction; in practice this
function is hardly ever known in much detail, and the relative values of interfscial
energies are often deduced from equilibrium shapes of crystals, One would expec: that low
index and closely-packed crystallographic planes should have the lowest energies, so that
these planes should, and usually do, predominate in equilibrium shapes of crystals.

Brine droplets in KCt had mainly (100) planes as faces after seven years at room tempera-
ture, with edge roundings and some contribution from (119) faces.® Silicon exgoneu mainly
(111) planes in contact with liquid, with some contribution from (100) planes.!® when a
droplet migrates in a force field, its shape can be distorted by nonuniformities in the
field and in the rates of interfacial dissolution.!?®

The rate of migration of gas-filled bubbles in KCt in a temperature gradient was deter-
mined by the rate of evaporation of solid and by diffusion of KC: molecules in the bubble,
in much the way as the liquid drops.!l! The bubbles were bounded by (100) planes, but
stretched out in the direction of migrat 'n instead of remaining cubic.!’ The shape was
determined by the interfacial rates of evaporation and deposition rather than by the equili-
brium condition from surface energies. A trail of fine bubbles followed in the wake of the

migrating bubble.

Nucleation

The transformation of one phase into another almost always requires formation of a mole-
cular cluster of the new phase in the old, after which the new phase giows at the expense
of the old. This nucleation and growth mechanism i3 valid for pure materials and usually
for mixtures; in some mixtures a uniform transformation called sninodal decomposition is
possible, but it will not be considered here. When a cluster or nucleus forms the resul-
tant surface energy can exceed the volume free energy difference driving transformation,

40 that a nucleation barrier exists even when a large sample of the new phase is stable
with respect to the old. This situation is illustrated in Figure 1, where the chemical
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Figure 1. The chemical potential of ethanol drop at -9°C, as a function of drop radius.

potential ., in i/molecules of a drop of ethanol is compared to the chemical potential of
supersaturated ethanol vapor i, and the chemical potential of liquid ethanol .;, all at
-9°C. when the chemical potential of a drop equals that of the surrounding vapor it is
said to be of critical size (radius r*). Smaller drops are unstable and decompose; larger

drops grow.

Volmer and Weber derived the number of critical nuclei zs a function of supersaturation
and temperature from the fluctuation theory of Einstein!* and the calculation of Gibbs!®
of the reversible work to form a sphere of the critical size. The result is

N* = N exp(-W/kt) (1)

e o e
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where N* is the number of critical nuclei per unit volume, N is the number of vapor mole-
cules per unit volume, W is the reversibie work to form the critical nucleus, k is
Boltzmann's constant and T the temperature. Then the rate of nucleation 1 is the product
of the number of collisions of vapor molecules with the surface of a critical nucleus with
N*:

I =2 A* N* (2)

where Z is the collision frequency of molecules with a surface and A* is the surface area of
a critical nucleus. For a spherical nucleus:

W = 167y3/3(ap)2 (3)

where y is the surface energy of the liquid and AP is the difference in pressure between the
inside and outside of the critical nucleus.

The equations of Volirer and Weber agreed well with exverimental data in rain formation of
various liquids in a cloud chamber!® and with more recent r-sults in the diffusion cloud
chamber, especially in the calculated and measured values of the surface energies. Never-
theless a number of authors have suggested that the equations of Volmec and Weber need to
be modified by correction factors that vary from a factor of 10!7 in the nucleation rate to
a negligible correction.!7-2% These treatments involve questionable assumptions of equili-
brium in chemical deposition reactions to form the critical nucleus or between embryos not
of the critical size and the surrounding vapor. The equations of volmer and Weber agree
well with experiment, and there appears to be no need to correct them.

In a recent paper Carlon has found that even undersaturatea water vapor and moist air
contain multimolecular clusters of water.’! Thus the initial condition of a vapor in a
nucleation experiment may not be just individual molecules, but could contain an unknown
distribution of clusters. Such a distribution would further complicate nucleation theories
based on a series of condensation reactions, but should not influence the equilibrium
fluctuation method of Volmer and Weber. Carlon also found that these clustexs of water
molecules lead to infrared absorption at wave lengths different from those for molecular
water.

Bubbles in the processing of glass

Fining, or the removal of bubbles from a glass melt, is one of the major technological
problems in glass melting. It is usually solved by holding the glass for some time at a
temperature somewhat below the hichest melting temperature, and by adding certain minor
constituents to the original glass batch. The mechanisms by which these additions a.d
bubble removal are still somewhat uncertain, although much progress in understanding has
been made in recent years.

Bubbles can be removed from a melt by either cf two ways. They can rise to the surface
or the gas in them can dissolve in the glass. The rate of rise is given by the following
equation:

2
dh _ 2.gR
dt ~ 9p (4)

where o is the density of the glass, g is the gravitational constant, R is the bubble radius,
and n is the viscosity of the glass. For a viscosity of 100 P, typical for melting tempera-
tures, the rate of rise of bubbles 0.1 mm in diameter is about 10 cm/day, which is too smail
to eliminate them from a normal glass furnace. Thus small bubbles can be removed from glass
melts only by dissolution of their gas into the glass melt, although larger bubbles can rise
to the surface.

Arsenic oxide is a common fining agent added to glass to help remove bubbles. For many
years it was thought that the arsenic released oxygen at glass melting temperatures, which
"swept out” the bubbles in the glass. However, the calculation above shows that such a
mechanism would not eliminate small bubbles, and the elegant experimunts of Greene and
co-workers showed that arsenic enhances dissolution of oxygen bubbles in glass.2?-2% Thus
the importance of arsenic and antimony oxide additions to the glass is to aid in removal of
fine bubbles, rather than to generate more gas.

Studies of bubble shrinkage in glass can help in understanding the kinetics of fining,
the rates of diffusion of gases in molten glass, and the theoretical treatment of bubble
dissolution. Greene and his co-workers observed the shrinkage of oxygen and sulfur dioxide
bubbles in a number of silicate glasses between 1000°C and 1300°C.22-?3 They sealed a small
amount of gas into a hole between two glass discs, which were then heated in a rotating
silica cell. During the first few minutes of heating the temperature of the bubble changed,

3
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so that reliable measurements were not possible. This technigue also often introduced a
small amount of foreign gas into the bubble. To avoid these difficulties Greene and Davis
develoved a technicue in which the bubble was obeserved just after it was blown into the
molten glass, and studied oxygen, nitrogen, and water bubbles in molten boric oxide.?"
Brown and Doremus'‘ also used this technique to study the shrinkage of air oxygen, and
nitrogen bubbles in molten boric oxide; an example of their work is shown in Figure 2.

6
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Figure 2. Diameter of an air bubble in molten Bo2C3 at 550°C as a function of time. Circles
data; line from eyq. 5 with D = 2.3(10)~ " cm 2/sec and B = 0.058.

The mathematical treatment of the arowth or shrinkage of a bubble requires solution of a
non-linear vartial differential equation, and a general analytical solution has not been
found. However, several limiting cases can be solved satisfactorily. If the gas dissolving
in the alass has a low concentration (dilute solution in the qlass), a re;atxvely simple
relation for the radius of the bubble R as a function of time t is found:- "e-%

2

R % - r? = 208t(1 + - R9) (S)

[o]
"YDt

where R, is the initial bubble radius, D is the diffusion coefficient of the dissolving gas
in the glass, and B is a concentration factor B = (cj-c.)/Cg, where the subscripts denote
concentrations of gas: s in the bubble, i dissolved in the glass at the bubble-glass inter-
face, and ~ dissolved in the glass far from the bubble. Eq. 5 fits data for the dissolution
of air i. molten boric oxide as shown in Figure 2.

If the amount of gas dissolved in the glass is not small, (B < 1), the solution becomes
more complicated, because the flow of molten glass as the bubble shrinks leads to a "convec-
tion™ term in the differential equation. -~ True convection in the glass melt is not sig-
nificant because of the high viscosity of the glass. A perturbation solution of this
expandcd differential equation for bubble growth or shrinkage has been given by Duda and
Vrentas; " the first term in their solution is eq. 5.

Furtheg complications arise if more than one kind of gas is dxssolvxng in the
glass, ¢+ " if the glass sample is not large compared to the bubble. and if there is

a surface chemical reaction of the gas dissolving in the glass.?

Hollow glass shelis filled with deuterium and tritium can serve as laser-fusion targets.
These shells are tynically about 100 um in diameter with a wall thickness of a few microns,
and can be made by dropping oowder of a metal—orqanxc qel through a furnace tower at temper-
atures of from 1200°C to 1500°C. The organic material and residual water serve to blow
out the glass into a spherical shell. The size and quality of the shells are dependent on
the glass composition, the organic content of the gels, and the furnace conditions.
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Swelling of materials in fast reactors

The swelling of radiation-induced voids in metals and alloys in nuclear reactors can
lead to serious deqredation of these materials, and may become a problem in fast breeder
reactors. The rate of swelling is strongly dependent uoon the composition of the irradiated
alloy; minor additions (“"swelling inhibitors") can reduce the amount of swelling by up to
two orders of magnitude.3! Nucleation of the voids may be a critical step in their forma-
tion.?" Bubbles of gas in irradiated metals can grow by migration and coalescence. The
rate of migration of small bubbles is controlled by surface diffusion, and in larger
bubbles by ledge nucleation, in niobium alloys and zirconium.3S
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Normal Modes of a Compound Drop
M. Saffren, D. D. Elleman and W. K. Rhim

Jet Propulsicn Laboratory
California Institute of Technology
4800 Oak Grove Drive
Pasadena, CA 91109

Abstract

In this paper we discuss a theory of normal modes of oscillation of compound liquid drops
and the experiments performed to determine its validity. The modes are characterized by
their frequency, the attendant displacement of fluid boundaries, and the flow pressure
fields within the fluids. The drops consist of three fluids; a core fluid, a fluid shell
surrounding the core, and a host fluid surrounding the shell. These fluids are assumed to
be inviscid and incompressible, and the core ard the shell to be concentric. The theory is
obtained by linearization of the equations =i fluid motion to the lowest order of nonlinear-
ity that yields the normal modes. Numerical values of mode frequencies and the associated
relative displacements of the fluid boundaries are presented for several specific systems,
and the results compared with our observations. The core-centering phenomenon whereby the
oscillations of the systen tend to drive the shell and the core to be concentric was
observed in the experimerts and will be fully analyzed in a sequel.

Introduction

This is the first in a series of reports on the studv of compound liquid drop systems.
The systems consist of three fluids: a host fluid infinite in extent, that surrounds a
second fluid in the form of a shell, which in turn surrounds a thi:d fluid that forms the
core. In particular we will investigate the several normal modes of compound drops on the
assumptions: (i) the density of the fluids and the interfacial tensions are arbitrary,
(ii) the fluids are incompressible, (iii) they are inviscid, (iv) the equations of fluid
motion are linearized to the lowest order of nonlinearity that yields the class of normal
modes being studied, and (v) the two fluid interfaces are nearly spherical and concentric.
In ensuing reports we relax conditions (iii) through (v).

The primary aim of the entire study 1s to gain sufficient understanding of the behavior
of compound drops to plan and interpret experiments in the laboratories, in the weightless
environment provided by flight on the KC-135 aircraft and the Space Shuttle.

Aside from its interest as a fundamental study of compound drops, the work can be applied
to the fabrication of fusion target pellets, development of containerless materials pro-
cessing techniques both terrestrial and extra-terrestrial, and development of techniques for
liquid drop control that can be used for fundamental studies in other scientific disciplines
such as superfluid drop dynamics.

Equations of motion

We consider a system of several inviscid, incompressible fluids that are in contact with
one another at the fluid boundaries each of which 1s characterized by an interfacial ten-
sion. The eguations of motion fo. the system are well known and in spherical coordinates
are given as:

vl =0 1)
iR

§%=(s- ;)-m (2)

= o . Ay = 2

G-S e n = - . [g) s-t—'f' P -0 (Vv) ] (3)

The first equation for the velocity potential in each fluid follows from the assumption
of incompressibility. The sccond equation is also kinematic and states that the fluid
boundary moves with the fluids; the equation of a boundary being given as r = R(9,s,t). In
eq. (2), t denotes the unit vector along r, the vector from the origin to R(8,¢), and Tg
denotes the surface gradient operator given by
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Equation (3) is a dynamical equation indicating that the stress across an interface
depends solely on its interfacial tension, o. The left side of eq. (3) is the stress at a
point on the boundary. fi is the surface normal at the point, and Vg denotes the surface
divergence operator. The right side of this equation is simply the pressure difrerence sup-
ported by the boundary stress, and P denotes the pressure in the resting fluid.

These nonlinear equations are rendered linear by assuming that the motion of the system
produces small deviations of a boundary from the siape it had when the system was at rest,
For a compound drop the boundaries are spherical, and the pressure difference across a
boundary of radius R and interfacial tension, o, is

AP = - 29, (5)
R

For this system, retaining only first order terms, eq. (2) can be written as

%5 _ %¥ =0, (2a)
and eq. (3) after suﬁstituting eq. (5), becomes

s (o %)=%"7(2—L2) AR, (3A)

where AR = R - R, and L2

the curvature.

is the surface Laplacian which results from the linearization of

Normal modes of a concentric three fluid systems

We consider a concentric three fluid system as shown in Figure 1, and calculate normal
modes using eqs. (1), (2A), and (3A). The solution of the equations involves finding flow
potential, v , in the three fluids. Since ¥ is nonsecular solution of Laplace equation, it
can be expressed in the following forms in each region of the system:

v = Y Aot +Bemor Py 0,0 (shell) 6)
L,m
L
HED = D A w0 (1) z—==z—=z—-——=s— oo
oo R
e =T
volr,t) = Z B (2,m;t)r Yon(8:8) o (8) = =; x___lo:
2,m (host) == p— —:
If the condition that the normal component of — — = o = =:
velocity across each br.indary is continuous is -— —Io RUID(p) T -
imposed, we obtain. - eyt c=C
LA L Lt - (2241) — === —— =<
A=A tlyg g 0 = = =+
em . 1 (21+1)
Bo B TFT ﬁ; (10)

Therefore, only the flow potential in the shell
remains to be determined.

Figure 1. A concentric three fluid
system used in the theory.
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We now express the boundary functions in the following way:

R (8,0:t) =R ., + 4R (8,¢:t) =R + &R (2, mit)Y, (8,¢) . (11)
BT Ty B g e

(o) [») (o] £,m (o]

If we substitute these expressions into eqs. (2A) and (3A), we show that the equations can
be iiguced to an eigenvalue equation which is essentially same as a coupled harmonic
oscillator:

cmi
-3 1 4 J %
T -=- 3 (12)
3
mor
1 o By 8
where
o = /ooloi S sf;sao . by o= sRilJo_, (13)
m R - (1 + A‘") o ) 1(22+1) - A‘D o "(29,‘*'1) s (14)
{5 {5 {8}
- (e + Doy -0) L, = o)
tey = 2t + 1)p P N T AT 15
=+ HYA+ &y (2e+l) _ Bo B oD (16)
95%% 1/2( 1) ¢ (¢ + 1)¢ 2)
O R - L L L+
W= Y B VR (17
[RoRs]

where v = JRy/Ry. Note that the only dimensional quantity is W which has the dimension of
frequency squared.

From eq. (12), the eigenvalues are given by

2
3 3
1 9% Mot \/T"‘“i Mot
K"z(j:r*o tJa\T3 ) L (18)

so that the normal mode frequencies mi, are given by

"

&~ K A}
wy -Jw (19)

From (11) and (17), we obtain the corresponding eigenvectors as

1 (6Ro) (Ao) 1
—_- - —— T cm——————— (20)
s \TX 2

i i dtddd +1

+ +
where
3
m T om
d-%(g —3-1-) (21)
T
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It follows from the orthogonality of eigenvectors
that

SR sR_\"1
"\ 6R o \&R
i + 17

It is important to note that the positive square
root in (20) corresponds to the positive square
root in (18). Consequently for the normal mode
with the higher frequency, the boundary oscilla-
tions are in-phase. We call this high frequency,
"+", mode the '"bubble" mode and the lower fre-
quency, "-", mode the "sloshing'" mode. From
relation (22), the relative boundary displace-
ment of the sloshing mode is out of phase. The
relative boundary displacement of these two modes
as they were observed in the neutral buoyanc

tank is shown in Figure 2. The top figure sgows
"bubble" mode in which the two boundaries oscil-
late in-phase, and the bottom figure shows
"sloshing" mode in which the two boundaries move
out of phase. In this compound drop the core and
the host were silicon oil, and the shell was
water.

Velocity potential

We now obtain expressions of velocity poten-
tials ,i{, vg and .o for the flow fi.'ds in the
core, shell and the host respectively in terms
of the interfacial displacements. From eqs. (6)
through (11), the expressions for yji and ig
are obtained as

Figure 2. '"Bubble" mode (top) and
"sloshing' mode (bottom) oscilla-
tions of an oil-water-oil compound

. drop.
a s =1 1 i
( L};m . (s) Yum 'RL
; (23)
i+l
- g g%l gg ;
Cog) ¢ ST ° ) Y., sk,
where

g - \'I:RDRI'. and 1 = IIROIR]. - (2{.)
The result for .., interesting enough, can be expressed as
o 1€ 'H
('s)fm ) (’s).m g (‘s);m (25)

where .2 is the shell velocity potential when the core is rigid and .2 is for the case when
the host is rigid. When explicitly expressed, they are

2 . i i L+1 ;
R e {f‘ Pt @) ¢ 0T (g }".m'Ro 26)
-2 -t { t+1 .
(A= - T 0 fer 0 @) ¢ ot @7 gt @n
where D = (2itl ;'(2'+1). Of course, conditions

(,C /s M
(;_5) ~0 and '\;L) = 0 were imposed to obtain (26) and (27).
r‘Ri r-Ro
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1llustrative examples

Using eqs. (13) to (19), numerical values of
the eigenfrequercies for various physical param-
eters can be readily obtained. Furthermore,
simple expressions of several limiting cases as
shown below can be d2duced in a straightforward

way.

(i) SLmEIe Drop: We tested the present theory 1
- (o]

by deriving the well-known simple drop case
With Rj=0 and following the procedure derived //

in the previous section, we get

- g+ 1) - 1)(E 4+ 2)
LT Ltog + (1 + 1) o]

2
which is identical to Lamb's result.

immersed in a neutrally buoyant oil bath was

axisymmetrically excited by a plunger which was 10
in turn connected to a sinusoidally excited loud
speaker. With 1.5cc of drop volume, the

fre- /
rd

using eq. (28) for ¢ 2. The higher mode
quencies obtained using eq. (J8) is shown in
Figure 4 (solid line) and it was compared with
agree-

the actual measurements (circles). The
ment is excellent.

(ii) Ripgid Host: When the compound drop was
formed in the rigid host (i.e., e = ), n

_ =10 and

I

Figure 3. Various modes of a water drop
oscillations in the silicon oil bath.
The drop was mechanically excited.

Figure 3 ///
shows various modes of a simple drop correspond-
ing to the different values of (. A water drop //

inter-
facial tension, 11.2 dynes/cm, was obtained

OR,P.”“! PAAE ?n

OF POo; w.i;; o

2 // _
(28)

vid) IN H2
N

) | | E—
2 3 4 5 o 1 8 9 1011 12

Figure 4. Frequency vs ¢ of a water
drop in «ilicon oil. Drop volume was
1.5¢c, and o ~ 11.2 dynes/cm as mea-
sured for ¢ = 2 case. Under these
conditions, the solid line was
obtained using ec. (28), and the
circles were as measured by the
mechanically excited oscillations.

L =19
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If we normalize this with respect to . of a
simple drop which is made out of shell fluid
immersed in the core fluid, then Ng=../.p for
t=2 and »{=p is as shown in thure 5. Here Vg
is the total volume (i.e., Vo=Vghell+Veore).

N, rises from zero at VT/V =i then it
approaches to infinity as the core shrinks. As
the core shrinks with respect to Vp, the core
motion becomes essentially decoupled from the
host and approaches to the simple drop fre-
quency. This can be readily observed from

eq. (29) as

= F /R, » =
(iii) Rigid Core: 1f the conpound drop has
rigid core (i.e., o -~), then . +0, and

Ji¢1_1'(2(+1)]

ra

‘0(:-1) ¢ (t+1)Y(ee) (1

S TR S O P N TR Pt

0

-

(30)
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Of course, when R{+0, this reduces to eq. (28) for the simple drop. 1If we let w] be this
simple drop frequency, then the normalized frequency, Ne=w+/ul, for t=2 and pg=p, i3 as
shown in Figure 6. Starting from a very thin shell (i.e., Vp/Vo:1), No rises sharply to its
maximum, then gradually approaches to the single drop frequency as Vp/V¢ increases. The
agreement with the experimental points is fairly good.

(iv) Thin Shell: When the shell is very thin (i.e., v » 1), then w_ = o, and

9 (o  + 0;) (2~ 1) ¢ (2 +1) (2 +2) 31)
w*" 3
bt [ep, + (1+1) o4]

Note that this is the same expression as that of a simple drop if its interfacial surface
tension is replaced by oo+ oi. This particular result was also confirmed experimentally in
the neutral buoyvancy tank

W+ ! ‘ ! T ‘ (v) Thick Shell: When the shell is very
thick (i.e., v + =), then we get

2 hwoi(l -1 e (+ 1)(2 + 2)

W &>

+ 3VC [ep + (¢ + 1) pi]

(32)

and

bnoo (2 - 1) ¢ (L + )2 + 2)
b >

(33)
- 3Vs [lpo + (v + 1) p]

where V. and Vg are the core and the shell
volumes respectively. These expressions tell
us that in this limit the "bubble" and
"sloshing' modes are no longer coupled since
each mode represents simple drop oscillation.

{vi) For pij=po and oy=0cy: When the core and
the host fluids are the same and the two
interfacial tensions are same the expressions
for w? cannot be made much simpler than
eq. (19). However, the numerical results of
these frequencies are shown ia Figure 7,
where Vr=Vc+Vg, and Ng=wi/wy where w] is the
Y 2 3 . s o 7 frequency of a simple drop which is made out
Viive of the same compound drop when the core was
reduced to zero. In this figure the upper
Figure 5. Normalized Frequency, Ngo vs five curves represent ‘'bubble" modes for the
Vp/Vc when the hose is rigid. specified values of pi/p when pi=pg, and the
lower three curves represent corresgsponding
"sloshing" modes. Experimental points taken
in a neutral buoyancy tank (pj/e=pg/0=1)
e show good aqreement with the theoretical
T T ""W curves. The results for the relative bound-

0 H H . i 1 J
B

ary displacements are shown in Figure 8 for
an air-water-air type and an oil-water-oil
type of compound drop systems. We see that
our preliminary experimental results obtained
in an neutral buoyancy tank also agree well
with the theory.

I3

0.3 -
Remarks on core centeting

02 -
An interestinns core centering phenomenon
was observed in our neutral buoyancy experi-
ments, Initially, a static compound drop
was prepared so that the inner and the outer
T boundary surfaces were nonconcentric due to
ViV the slight density mismatch. However, as
re the drop began to oscillate in one of its
normal mode freauencies (for i=2), the two
Figure 6. Normalized frequency, N¢, vs boundarizs became concentric within the

V1/Vc when the core is rigid. accuracy of our observation. Though this
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five

when ni=p, and oi=0g. The upper curves
are for the "bubble" modes and the lower
three curves are for the '"Sloshing'' modes.

of compound drop. The experimental
points are from the neutral buoy-
ancy experiment.

centering phenomenon takes place within a few cycles of oscillation, the centering force
seems to depend, among others, on the oscillation amplitude and the shell thickness. Within
the approximations used in this paper, the positions of the core anywhere within the drop is
neu:ragly stable. It is necessary tn consider the next order of approximation to find the
restoring forces responsible for the centering of the core and the shell. Work on the
centering phenomenon and its more detailed description will b¢ published elsewhere.

Experimental apparatus and procedure

(A) Neutral Buoyancy Tank: The heart of the experimental apparatus is a neutral buoy-
ancy tank which is a lucite box filled with silicon o0il (Dow Corning 200, lcs). Taking
advantage of the fact that the density of silicon oil was less than water, we created a
vertical density gradient by adding a small amount of freon to the silicon oil until the
water droplet floated in the middle of the tank. Also imbedded within this box were several
electrodes for the purpose of excitation and detection of the drop systems.

(B) Excitation and Detection Procedure: We adopted basically two different detection
procedures: 1) frequency sweep, and 2) the pulsed transient technique. In the continu-
ously driving method, the frequency of an oscillating electric field was swept through
rescnances while monitoring the oscillation amplitude using an optical recording and video
systems (such as fast movie camera or TV video system). This method has the advantage of
quick identification of the characteristic oscillations and provides detailed information
about toundary motion. However, it was found that unless the driving field was kept at a
low level, the resonance frequency measured in this method was eroneous. This is due to
the fact that the large oscillating electric field changes the surface tension dynamically.
The detection method which was used extensively in this experiment was the capacitance
bridge method. The block diagram of this apparatus is shown in Figure 9. This method is
similar in principle to more w-'l-known transient techniques in nuclear magnetic resonance
or optical spectroscopy. The . sic idea of this technique is to record capacitance varia-
tion as the drop evolves freely toward equilibrium state from an initial nonequilibrium
state. Application of an intense short electric pulse excites “he droplet over a wide
range of frequency simultaneously. Therefore, the Fourier transformation of this transient
signal reveals characteristic frequencies simultaneously.

13
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Figure 9. A block diagram of our apparatus

which excites the drop electro-statically Figure 10. Signals obtained by
and detects the ensuing capacitance signal the capacitance bridge and their
caused by the drop deformation. Fourier transformed spectra.

This capacitance bridee system was constructed around a General Radio Capacitance Bridge

Unit, a home-build relay system, an A/D converter, and a data processing miuicomputer.

Once the capacitance bridge was balanced with the relay connected to the bridge, an elec-
tric pulse could be fired by simply controlling the relay switch for the preset time dura-
tion. Upon the termination of the pulse, the electrodes were switched back to the bridge
and the ensuing signal was detected and processed. In order to protect the amplifier dur-
in§ the pulse and to shorten the recovery time following the pulse, an amplifier blocking
elay switch was inserted at the input of the amplifier.

Figure 10 shows a set of typical data obtained in this method. For the simple droep
case, the signal is a damped monotonic oscillation which corresponds to a single .eak in
the frequency domain. Of course, the spectral line width is inversely proportionsl to the
damping time constant of the time domain signal. The signal from a comp.und drop looks
more complicated. However, Fourier transformation shows two well-resolved peaks cach of
which corresponds to the bubble mode and the slushing mode respectively. Though the capac-
itance bridge method provides a full spectrum without scanning through resonance frequen-
cies, it does not provide information about boundary motion. For this reason it is more
convenient to adopt both continuous and transient methods which will compliment each other.
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Interaction effects in the¢s—~rrnillary bubble migration
M. Meyyappan, William R. Wilcox, and R. Shankar Subram.nian

Department of Chemical Engineerina, Clarkson College of Technology
Potsdam, Newv York 13676

Abstract

The interaction effects between two bubbles migrating along their line of centers under
the influence of an imposed thermal gradient are considered in the quasi-static limit. Re-
sults are reported for representative values of the governing parameters.

A gas bubble, when placed in a liquid with a non-uniform temperature field, will move in
the dire %ion of the temperature gradient. Such motion is a consequence .f the dependence
of surf: .e tension on temperature. The temperature oradient at the bubble surface gives
rise to a surface tension gradient. The resulting tangential stress at the interface will
cause motion of the neighboring liquid in the direction of increasina surface tension, or
toward the colder pole of the bubble. By reaction, the bubkble will propel itself toward
the warmer regions of the liquid. The thermocapillary motxon of isolated bubbles has been
the subject of much study. Both theoretical descriptions'™*, and experimental observations
in general agreement with theory'’?’'%’® have been reported.

Under conditions of creeping motion, the buoyant rise velocity of & gas bubble is propor-
tional to the square of its diameter whereas its thermocapillary velocity (for negligible
convective energy transport) is proportional to the diameter. Thus, it may be expected that
on earth, very small bubbles will be influenced significantly by temperature gradients. 1In
contrast, in reduced gravity processing, capillarity induced motion of bubbles and droplets
will be important over a wide range of bubble sizes. Thus, there 1s renewed interest in
this subject. At Clarkson, for instance, theoretical models of thermocapillary motion are
being developed“’’”!" and a reduced gravity experiment has been flown in collaboration with
Westlnghouse Research and Development Center on a NASA rocket in their SPAR (Space Pro-
cessing Applicati sns Rocket) ?ro ram! Mcre rocket experiments as well as Space Shuttle
experiments are being planned

The problem of the isolated bubble moving in a thermal ygradient has received considerable
attention as mentioned earlier. However, in many practical applications, interactions with
neighboring bubbles and boundaries will be important. We have begun addressing such prob-
lems theoretically in the quasi-static limit. Work on bubble migration normal to a plggsus_h__
fluid or solid surface is reported in (8). Elsewhere in this Proceedinas'®, a brief dis¢
sion of the problem of thermocapillary motion of bubbles inside drops is presented in the
context of applications to the containerless processing of glasses and other materials in
free fall. The axially symmetric interaction problems for two unegual hubbles has been
solved using bxspherlcal coordinates, and a complete treatment is beina reported elsewhere!
Details will be given in (16). Here, only a brief summary of the results will be presented.

When two bubbles, possibly of unequal diameters, are placed in a liquid possessing a
linear temperature field such that the line of centers of the bubbles is parallel to the
temperature gradient, the resulting problem is axially symmetric. Both bubbles will move in
the direction of the temperature gradient. The problem, in general, is unsteady. However,
when the Reynolds and Marangoni numbers are very small, the guasi-static assumption!’ may
be made in order to obtain first order results. This 1nvolves ignoring the unsteady accumu-
lation terms as well as the convective transport terms in the equations of conservation of
momentum and energy. In physical terms, in part, it is assumed that the vorticity and
temperature distributions for a given gpacing of the bubbles relax quickly to their steady
representations for that configuration compared to the time scale for the bubbles to move an
appreciable distance and change the configuratisn. Further, the convective transport terms
are ignored compared to molecular transport. For the small bubbles in glass melts used in
our rocket experiments, the quasi-static assumption is a good one.

General solutions of the quasi : .atic equations in bispherical coordinates are avail-
able'®’!?, They are specialized for ,the boundary conditions of the present problem, a
straightforward, but tedious process! The guasi-static thermocapillary velocities of the
two bubbles ther are calculated by settlng the net hydrodynamic force on the bubbles to
Zero.

It is convenient to discuss the results in the context of an interaction parameter Q
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which represents the ratio of the velocity cf a given bublble in the presence of the second
bubble to its velocity when isolated. Q will depend on the ratio of bubble radii, )

R
(A = ﬁll ) and the scaled separation distance between the bubbles, D. (D = %— ). Here "ad*

I I

is the actual separation distance, R., the radius of bubble I, and R 1’ the radius of bubble
II. Due to th2 n.glect of convectivd transport effects, the order ot two buhbles in the
temperature gradiert has no influence on the results. A representative set of values of 23
and @,, for the two bubbles as a function of scaled separation distance D is reported in
Table "I for a typical value of A. )\ = 1.5 represents the case of bubble Il being larger
than bubble I.

b ¢

TABLE I

Interaction Parameters Qx and QII as a Function of D for X = 1.5

D QI x?II
2.6 1.1432 0.9662
3.0 1.0728 0.9832
8.0 1.0033 0.9993

From the results in Table I, it may be seen that the larger of the two bubbles (I1I)
moves slightly slower than it would if isolated. In contrast, the smaller bubble (I) moves
more rapidly than it would, when isolated. Also, as the bubbles are separated further, the
interaction becomes less important, and @ approaches unity. We might also observe that in
view of the above behavior in the case of unequal bubbles, it is not surprising that when

they are of equal size, both bubbles move at the same velocity that they would possess, if
isolated.
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Dielectrophoretic levitation of droplets and bubb.es*
T. B. Jones**

‘epartment of Electrical Engineering, Colorado State University
Fort Collins, CO 80523

Abstract

Uncharged droplets and bubbles can be levitated dielectrophoretically in liquids using
strong, nonuniform electric fields. The general equations of motion for a droplet or bubkt e
in an axisymmetric, divergence-free electrostatic field allow determination of the conditions
necessary and sufficient for stable levitation. Two cases of a bubble or droplet with di-
electric constant (x,) less than or greater than the liquid medium dielectric constant (nl)
emerge. For x, < x,, passive levitation is possible, while for x_ > ¢,, active feedback-
controlled levgtatian is required. The design of dielectrophoretgc (DkP) levitation elec-
trode structures is simplified by a Taylor-series expansion of cusped axisymmetric electro-
static fields. Extensive experimental measurements on bubbles in insulating liquids verify
the simple dielectrophoretic model. Others have extended dielectrophoretic levitation to
very small particles (<100 um) in aqueous media. Zero-gravity DEP levitation remains to be
demonstrated. This paper concludes with a discussion of applications of DEP levitation to
the study of gas bubbles, liquid droplets, and solid particlex. Some of these applications
are of special interest in tiie reduced gravitational field of a spacecraft.

Introduction

Strong nonuniform electric fields exert effective forces on uncharged particles, liquid
droplets, and gas bubbles. Pohl named this effect dielectrophoresis in 1951. The dielectro-
phoretic phenomencn is most pronounced for r.all particles (<1000 ym). A cusped electro-
static field can stably levitate bubbles, droplets, and small particles suspended in di-
electric liquids. Further demonstrations of the manipulation and cecntrol of droplets,
bubbles, and solid particles exist that are relevant to the reduced gravitational environ-
ment of space. Zero-gravity dielectrophoresis offers some interesting prospects in a num-
ber of materials processing applications that are considered in this paper.

H. A. Pohl exploited dielectrophoresis in the separation of solid dielectric particles
from a liquid insulant. One proposed application has been in the separation of living from
dead blood cells.? Lin and Benguigui have used granular solid dielectric media stressed
with strong electric fields to achieve high gradient DEP separations.’® Veas and Schaeffer
used a cusped electrostatic field to levitate small droplets of one dielectric liquid sus-
pended in another.® Jones and Bliss studied the dielectrophoresis of small gas bubbles
in insulating liquids and levitated these bubbles using an improved electrode geometry.®
Kallio and Jones proposed the use of DEP levitation for the measurement of solid particle
and liquid dielectric constants.

In this paper, I discuss theoretical and experimental dielectrophoresis. Potential
applications of DEP in a number of diverse fields (including zero-gravity experimentation)
are reviewed in light of this recent work.

Theor:

The theory relevant to dielectrophoresis is conveniently divided into sections dealing
with the basic force calculation, properties of divergence-free electrostatic fields, fre-
quency dispersion effects (charge relaxation), and the equations of motion.

Dielectrophoretic Force

The DEP force is nonzero if either the magnitude or direction of the Lorentz force (gE)
exerted on the positive and negative ends of a dipole differ. The general expression is

FE = (Poge = NE, (1)

* To be presented at the Second Convention of the International Colloquium on Drops and
Bubbles, Monterey, CA, November 1981,

** present address: Xerox Corporation, Webster, N.Y. 14580.
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where E 1s the impused electric field and p is the effective dipole moment of the par-
ticle. 1If the particle is an insulating spﬂgfe of radius R, dielectric constant «,, and

mass density p, in a dielectric insulator of dielectric constant Ky and mass densiay Pye

and if the par@icle is sufficiently small, then

- 3 27 Y&
Pegr = TR e \ v ) B 2)
Combining Egs (1) and (2), the familiar result is
o 3 2 T X1 2 .
P * 2nR CoKl m{ VE . (5)

which successfully predaicts the cbserved behavior. Particles with x, > x, are att. cted to
relative electric field intensity ma:’ 1a, while for Ko < Kyo the par@icle& ave attracted to
minima.

Garton and Krasucki obsarved that ligquid droplets _and bubbles deform ;nto prolate spher-
oids in the direction of the applied electric field.’ Por prolate spheroids, the DEP force
oezomes

2nabc (e, = x.)
o 2 1 2

7€ _ 3
F= ST s LT B 4

where a and b are the semi-major and semi-minor axes of the particle, and Lz is the depolar-
ization factor:

2,2

L, = 1+ % a -2 « % A-+vy424 ...1/3%% and y = a/b . (s)

The ratio y is uniquely related to E. For small deformations, i.e.; y < 1.1, an approxima-
tion may be used:

/3 e x,r K -2
; o*1%0 1 1.2
y 21+ g (Kl -y 3) (cos eo) B, (6)
where
- 4
0, = cosh™l(3/Tpr_/48)/3 and r_ = (R%p/28 + R%) /2, (7)

P is the absolute ambient pressure and 8 is the interfacial tension.

Properties of Electrostatic Fields

Theorems concerning electric field intensity maxima and minima are very important in DEP
levitation. Consider a static, divergence-free electric field E such that

v+ E=0, and vV X E = 0. (8)
It is easily shown® that
9°E® >0 . (9)

This inequality specifically excludes the possibility of 7sc/ate) three-dimensional electric
field intensity maxima. The existence of isolated intensity minima (including zeroes) is
demonstrated by reference to examples such as the quadrupole. Because of the above proper-
ties of electrostatic fields, stable, star/e levitation of particles is possible only for

Ky < Ky This restriction places a serious limitation on the application of DEP levitation.

Certain properties of cusped axisymmetric electrostatic fields, useful in DEP levitation
cells, may be examined ing a Taylor-series expansion due to Holmes.® This field exeannion.
correct to second order in excursions (p,z') about some equilibrium poirt (0,z), is:!

/ 2
E, =V + a,z2' + a 20 (10)
z="V|% t 2 {2 nd K
ay )
ED = V [- T p - 0202'] . (11)
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where
N 3"
2

a_(z) =
n Unt gD

(12)

p=0,2

and V is the applied voltage. The stability of levitation for Ky < Ky is determined by the
dual conditions

2.2 2.2
3L i >0 ana 25 | >0, (13)
3z 0,z ap I0 z

where Ez - E: + Ez. Using Eqs (10) and (11), Eq. (13) can be reduced to conditions on the
coefficients @, 31. ay.

Frequency Dispersion

If the bubble, droplet, or particle and/or the fluid medium are slightly conductive,
charge relaxation makes the effective dipole o £ time dependent and dispersive. Benguigui
and Lin arrive at a concise result for the timg-iverage DEP force due to an ac dielectric
field on a spherical particle with conductivity o, in a fluid of conductivity %

K., = K 36 _(KqyOq = KaO,4)
F€ = 2nR3e°K1 K‘ + 2i 0 12 22 1 ) VE:ms (14)
2 1 o, + 201) (1 + 0°1°)
where « is the radian frequency, Erms is the rms electric field magnitude, and
T = eo(xz + 2x1)/(02 + 201) (15)

is a fundamental charge relaxation time. Equation (14) predicts that the DEP force is fre-
quency-dependent, and a map of the stable regimes of levitation has been provided by Jones
and Kallio.'® (See Table 1.)

Table 1. AC Levitation Conditions

I(z < Kl Kz S Kl
Uy > oy Stable levitation for No stable levitation at any
£ > fc only frequency (fc is not defined).
9y ¥ 0y Stable levitation for all Stable levitation for f <« fc
frequencies (f_ is not only
defined). ¢
f. = Moy - Oé)/co(K2 - rl)r /2n
For a suddenly applied dc electric field, the DEP force is
0, = @ Ko = K
=e 3. 2 1 - 2 3 2 1 - 2
F (t) = 27WR Lokl (5—2“—;—2‘0—1) (1 - exp( t/T)) VE + 27R CoKl (K—;—I—KI) exp( t/T) VE (16)

Charge relaxation, which governs the build-up and/or decay of free charge at the particle
interface, causes these time- and frequency-dependent effects.

Equations of Motion

The translational equation of motion for a bubble, droplet, or particle in a nonuniform
electric field has a fairly general form:

dv - = WO —e
Moge 3t mg g-bv +F (17)
where: !’

- & 1 3 - 4 - 3
meff I (92 + 3 pl)R ’ mg v (02 bl)R (18)
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p, and p, are mass densities, g is the gravitational acceleration vector, V is the velocity,
aﬁd b is"a damping coefficient. In viscous fluids, the Stokes drag model for v.scous drag
can be used:

4uu1R for spherical bubbles,

6nu1R for solid spheres,

whefs My is the dynamic viscosity of the fluid. For a fluid droplet of dynamic viscosity
Hat
2

b= 2ﬂu1R (Zu1 + 3u2)/(u1 + uz). (20)

Equation (17) may be reduced to a set of linear dynamic equations if the Taylor-series
expansion for axisymmetric electrostatic fields is used. Consider the geometry shown in
Figure 1. Gravitational acceleration is directed in the - 2 direction, so Eq. (17) becomes:
2

. JE
Moee 2= - mgg -bz +K 52 ¢ (21)
. BEZ
meffp=-bp+l(~ap— (22)
where:
_ 3
K = 21R €551 (Kz - Kl)/(Kz + 2&1). (23)
To linearize Egs (22) and (23), let:
z(t) = z, + z'(t), (24)
p(t) = p*(t), and (25)
vit) = Vo + v'(t) (26)

where z', p', and v' are all small time-dependent variables. Then, using Egqs (10) and (11),

2
I = l20,0, + 20 + 20 a,z'] V2 + da v v (27)
3E? a 2
— = [2(—= = a a,)p') V° . (28)
3o 4 o 2 o
The equation of equilibrium
0 = -mgg + ZGOGIKV§ (29)

determines the location z, of the particle, bubble, or droplet. The perturbation equations
are

2KV 4KV
20 o+ g0 ;T—JZ (ui + 200,) z' - i;—ii (ajay) v' =0 (30)
Magf "eff ° af f
b Kvg °§
' o+ o' - (=— - 2a_a,)p’' =0 . (31)
Bofs Mege 2 072

For passive levitation v' = 0, and so Egqs (30) and (31) must have stable solutions for equili-
brium to be stable. For K < 0 (x, < x,), the prescribed conditions on a_, a,, a0, can be met,
but for K > 0 (x, > x,), radial aﬁd ax}al stability cannot be achieved s?mullaneausly. Thus,
active means musf be Used to levitate particles or droplets when x, > x;.

Consider the axisymmetric electrode geometry of Figure 2, which differs from the cusped
configuration of Figur<¢ 1 in that the maximum electric field intensity is found along the
center line. This configuration guarantees mdia! stability if

2
ay < 4u°a2 . (32)
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To provide axial stabilization, an error signal proportional to z' must be generated.
Assume that

v'/V, = = Gz2'/L (33)
where G is a dimensionless gain factor and L is a characteristic cell length. Then:
0+ 2+ 2xvg {20 a,G/L - a2 - 2a a,] 2' = O. (34)
Mogs Mags ol 1 o2
The condition for axial stability is
G/L > a1/2u° + azlul . (35)

which can be met with sufficient gain.

Equation (33) assumes that the error voltage v' is not coupled co p' and that the feedback
is ideal with no phase shift. In a practical implemencatiun of active DEP levitation, devia-
tions from such ideal behavior would be expected.

By setting v' = 0 and V(t) = V_ coswut, the parametric stability of Egs (30) and (31) may

be considered. But in the inertiflly dominated and the heavily damped limits, stability is
impossible to achieve for K > 0.

Experiment

Force measurement

Most attempts to measure the dielectrophoretic force and thus check the validity of Eq.
(3) involve the use of electrode structures with well-known electrostatic field solutions.
Jones and Bliss® used wedr-e-shaped electrodes to measure forces on small gas bubbles in in-
sulating liquid dielectrics. Pohl and Pethig'® describe experiments with an isomotive elec-
trode structure which features a DEP force that is independent of position within the cell.
(See Figure 3.) Within the accuracy of measurement, the experimental results are consistent
with DEP theory.

Levitation

DEP levitation makes possible some interesting applications of dielectrophoresis in
terrestrial and extra-terrestrial environments. Veas and Schaeffer levitated small droplets
of one liquid suspended in another‘ using a cusped field. Jones and Bliss® levitated both
air bubbles and liquid droplets in dielectric liquids. Jones and Kallio'? extended the mea-
surements to various liquids, solid particles, and glass microballoons using the simple
electrode geometry shown in Figure 4.

The matter of electrode shape has been pursued further by Jones and McCarthy'®, who show
that thoe effectiveness of a DEP levitation cell is very sensitive to electrode shape, as
shown in normalized plots of the DEP force versus axial particle position in the cell. (Re-
fer to Figur$75.) This cbserved sensitivity is consistent with the analytical work of Pohl
and Pollock.

Frequency-Dependent Effects

Jones and Kallio!? attempted to verify the theory concerning variable-frequency levitation
of semi-insulating particles using ac and dc electric fields. The results are shown in
Table 2.

Some variable fregquency DEP levitation experiments usina very small cells to levitate
50 um solid particles'® and biological materials'® in aqueous media have also been reported.

Dieclectric Constant Measurement

The use of DEP levitation for measurement of dielectric constant was reportued in 1978°%.
All measurements are made with respect to a well-characterized standard dielectric liquid.
A small gas bubble is levitated at a fixed position in the cell and the required voltage is
noted. Then, the known liquid properties (mass density, dielectric constant) are used to
calculate a geometric constant for the cell. The unknown is then introduced to the cell.
In the case of an unknown liquid, a gas bubble is again levitated at the same position, or
in the case of an unknown solid particle, the particle itself is levitated at the same posi-
tion. The new veltage is noted and used in an analytic expression to compute the unknown
dielectric constant.
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Table 2. Results of some ac and dc levitation experiments.

Successful

fc 15 Levitation?
Sphere Liguid (Hz) (s) ac? de
Polystyrene Transfocmer oil 0.02 18 No No
Polystyrene Silicone fluid 240 Yes
Polystyrene Corn oil 0.55 Yes
Polystyrene Castor oil 0.40 Yes Yes
Polyvinyl acetate Transformer oil 18 No No
Pulyvinyl acetate Silicone fluid 240 No
Polyvinyl acetate Corn oil 0.7 0.55 No No
Polyvinyl acetate Castor oil 0.40 Yes
Glass microballoon  Transformer oil 7 0.18 Yes No
Glass microballoon Corn oil 4 0.55 Yes No
Solid glass Corn oil 0.55 No
Solid glass Castor oil 0.40 No

a ¢ > 45 Hz for all ac experiments.

Loomans and Jones’’ have investigated certain size-dependent phenomena (principally elon-
gation) that have an effect on the accuracy of this DEP dielectric constant measurement
scheme. They found up to 0.5% discrepancy in the volume normalized DEP force between small
(<200 .m) and large (~1200 um) diameter bubbles levitated in a cusped electrostatic field.
(See Figure 6.)

Bubble and Particle Control

Appropriate design of electrodes permits the manipulation of bubbles and particles sus-
pended in dielectric liquids. Figure 7a illustrates one periodic electrode structure that
can be used for the conveyance of bubbles or particles. Depending on how the "bubble ladder"
is connected, bubbles, etc., are collected and held at various locations between the rings.
If the rings are connected to multiple-phase ac voltage, a synchroncus pumping and delivery
of the bubbles or particles should be possible. Another simple means of conveyance for
bubbles and particles is shown in Figure 7b. Four electrode rods of alternate polarity are
arranged parallel, forming a two-dimensional null along the axis. Bubbles or any particle
with x, < «, are attracted to this null and, therefore, can be conveyed along the axis of
the bugble éonduit using buoyancy or other means.

Work to be Done

Active feedback levitation of particles with x x, has not been demonstrated yet. Such
a demonstration would greatly extend the capabiliéies sf DEP levitation. No zero-gravity
demonstrations of DEP phenomena have been attempted. Experimental verification of zero-
gravity levitation of bubbles, fluid droplets, or particles at a null in an electrostatic
field is needed to evaluate the dielectrophoretic effect in extra-terrestrial applications.

Conclusion

Dielectrophoresis offers some unigque capabilities for the control and manipulation of
small uncharged gas bubbles, liquid droplets, and solid particles suspended in liquid media.
Investigators have successfully levitated and controlled various particles (up to 1 mm in
diameter) in dielectric fluid media using intense electric fields. Using more modest elec-
tric fields, levitation experiments have been extended down to small particles (<50 um) in
agueous media. The limit on dielectrophoresis imposed by Joule heating is moet harmful in
large electrode geometries or in highly conducting liquids, where electric fields of suf-
ficient strength for DEP cannot be imposed. Charge relaxation produces significant fre-
quency-dependent effects on the dielectrophoretic force, which can be used to characterize
the electrical and dielectric properties of unknown solid and liquid media.

Ir applications not requiring stable levitation, dielectrophoretic forces can be used for
separation, agglomeration, collection of bubbles, droplets, and particles with no real res-
trictions on relative dielectric c. .stants. But a fundamental electrostatic theorem, which
permits local three-dimensional field intensity minima, while excluding such maxima, im-
poses the condition x, < x, for stable static levitation. This condition must be generalized
for the dispersive caae (sée Table 1). However, active feedback may be used to levitate
particles when Ky > Kypo
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Applications

The study of bubbles, droplets, and particles suspended in liquid media is important in
many fields of science and technology. Dielectrophoretic phenomena, since they represent
an important case of interactions of electric fields with these small multi-phase systems,
merit attention. Some general categories of DEP experiments of at least potential inter-
est in the weak gravitational environment of space are discussed below.

® Zero-gravity hydrodynamics - Levitation of bubbles and droplets in space providl.s
the opportunity to study reduced and zero gravity hydrodynamics. DEP levitation might
afford unique opportunities to observe the dynamics of uncharged dielectric liquid
droplets ana bubbles.

® Multi-phase separations - Some preliminary work on using nonuniform electric fields
to separate constituents in gas/liquid and solid/liquid systems in zero gravity has
been reported. New space manufacturing processes which require separation could
benefit from DEP techniques.

e Biology in space — New opportunities for biological experimentation on living cells
exist in reduced gravity. DEP levitation can be used to position cellular materials
in vitro and to perform certain dielectric measurement diagnostics.

® Electrochemical experiments — Limited experience exists in the study of solid parti-
cles in agqueous media using DEP levitation. Using variable-frequency techniques, the
dispersive nature of double layers in electrcliy.as may be investigated using certain
types of small particles.

® High-voltage engineering — DEP levitation affords a means to study solid/liquid/gas
interactions in the presence of strong electric fields. Bubbles and particulate im-
purities are known to be important in the breakdown of dielectric liquids. Experience
with liquid insulants in zero gravity is very limited. Thus, dielectrophoretic levi-
tation may be a useful investigative tool in extra-terrestrial, high-voltage engineer-
ing applications.

® Dielectric measurements — The dielectric constant measurement scheme described else-
where in this paper offers a unique cpportunity for the nondestructive evaluation of
solid dielectric particles from pcwer to audio frequencies and rf. Simple 1% mea-
surements on liquids have already been demonstrated.

Other applications of dielectrophoretic effects, in general, and DEP levitation, in par-
ticular, may be envisioned. For example, processing and ultrasonic cleaning of small
spherical particles, such as laser targets, might be possible using DEP levitation. Levi-
tated pafpicles can be rotated to improve the uniformity of coating operations in wet pro-
cessing. "

Dielectrophoretic phenomena offer unigue means to control and manipulate small, uncharged
gas bubbles, liquid droplets, and solid particles suspended in liquid media. In the reduced
gravitational environment of space, these nonuniform electrostatic field effects can be used
to provide a controllable body force which is localized and tailored to requirements by pro-
per electrode design. A better understanding and appreciation of dielectrophoresis will
enhance the basic investigations of drops and bubbles and may open some new opportunities
for space processing of materials.
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The motion of bubbles inside drcps in containerless processing
N. Shankar, P. Annamalai, Robert Cole and R, Shankar Subzxamanian

Department of Chemical Engineering, Clarkson College of Technolc y
Potsdam, New York 113676

Abstract

A theoretical model of thermocapillary bubble motion inside a drop, located in a space
laboratory, due to an arbitrary axisymmetric temperature distribution on the drop surface
is constructed. Typical results for the stream function and temperature fielids as well as
the migration velocity of the bubble are obtained in the guasistatic limit.

The motion of bubbles in a rotating body of liquid is studied experimentally, and an
approximate theoretical model is developed. Comparison of the experimental observations of
the bubble trajectories and centering times with theorc“ical predictions lends qualified
support to the theory.

Introduction

With the advent of the Space Shuttle, orbital processing of mater‘als over extended
periods of time will become realizable in the near future. The near free fall environment
aboard orbiting spacecraft is particularly attractive for containerless operation. For
instance, materials may be melted while suspended, and cooled without contactina a
container. It has been suggested that certain high technoligy glasses which are difficult
or impossible to make on earth because of container-wall-induced heterogeneous nucleation
can be made in a free fall envirorment.l.2 other applications for containerless processing
include the measurement of physical properties of highly reactive melts, and the prepa-
ration of ultrapure materials which are easily contaminated by containers.

In many of the above applications, it is likely that gas bubbles will be formed in the
melts processed in space. For instance, in the manufacture of rlasses, bubbles are formed
due to the liberation of gaseous products from chemical reactions. The removal of such
bubbles is essential to the preparation of a useful final product. At Clarkson, with finar-
cial support from NASA, experiments are being designed for flight aboard NASA rockets and
the Space Shuttle on the subject of surface tension gradient driven motion of gas bubbles
in glass melts and model fluids. The experiments will involve the photographic obgservation,
under reduced gravity conditions, of the motion of, and the interaction among, bubblez in a
liquid drop '"iich is spot-heated, They are described in detail elsewhere,3,

Another topic to be addressed, in our free fall experiments, is the centering of gas
bubbles inside a liquid drop. Such centering plays an important role in the process
currently employed for the production of _uniform hollow glazs shells (microballoons) used
in inertial confinement fusion research.® Typically, a collection of gel particles is
dropped into a verticai tube furnace. The particles melt and gas bubbles form. At some
point, these bubbles coalesce irto a large bubbie which centers itself inside the molten
glass drop. At the bottom of the furnace, fairly uniform shells are obtained.5 1In view of
the conditions of operation in the production process, it is guite di:ficult to isolate a
single particle, and follew its time-temperature history carefully. Thus, there is con-
siderable uncertainty at this time concerning the mechanisms which might be operative in
centering the bubble inside the molten liquid drop in the furnace. The sphericity and wall-
thickness uniformity of the hollow glass shells obtained is crucial to the success of the
fusion process wherein the shells are filled with a Deuterium-Tritium mixture and an
implosion is achieved by irradiation with a laser pulse or an ion heam.6

In the near free fall conditions aboard the Shuttle, a1 bubble can be introduced into a
liguid drop and various centering mechanisms such as rotation, oscillation, expansion/
contraction, etc., which have bheen proposed to date, can be ssugied. Manipulation of the
drop and bubble system may be achieved using acoustic lields.’:

In this presentation, some of our ground-based research on the motion of bubbles inside
drops will be described. Theoretical work has bern performed on ;hfsmocapillary bubble
migration inside a drop, and is being reported in the literature.”?: More details will be
given in (11). Experimental work is under way on the behavior of bubbles pltged inside a
rotating liquid body. Some of this work is beinoc reported in the literaturel< and details
may be found in (13).
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Thermocapillary motion of bubbles inside drops

A bubble placed inside a drop in the absence of gravity will move if a non-uniform
temperature field is induced and maintained on the drop surface. This motion will be a
direct consequence of the tangential stresses at both the drop surface and the bubble-
liquid interface caused by the variation of surface tension with temperature. Such
stresses will induce motion in the liquid shell due to viscous traction, and cause the
movement of the bubble. 1In fact, a gas bubble placed in a quiescent liquid body with a non-
uniform temperature field will propel itself toward the warmer regqgions in the liquid by
causing motion of the liquid in its vicinitx. The problem of the isolated bubble has been
examined in the past, and both theoreticalld,1% and experimentalld,l6 results are available.

In the present problem, several variations may be posed. When .he prescribed temper-
ature field is axially symmetric (as obtained perhaps by spot-heating the drop), and when
the bubble is located along this symmetry axis, the velocity and temperature fields in the
liquid shell will possess axial symmetry. Furthermore, we restrict attention to t° gquasi-
static limit wherein the vnsteady accumulation terms as well as the convective tr .sport
terms are ignored in comparison to the molecular transport terms in the governin¢ conser-
vation equations. 1In this case, the equations of conservation of momentum and energy are
linear, and the powerful principle of superposition can be used to construct solutions.l17-19
The general solutions presented in (18,19) may be specialized to the boundary conditions
applicable to our problem in a straightforward, but tedious manner. Details are presented
elsewhere.9-11

In view of the linearity of the governing equations, the resulting motion of the bubble
may be studied conveniently by decomposing the arbitrary temperature field into spherical
harmonics. The scaled migration velocity (U) of the bubble has been calculated as a
function of reduced bubble size «x (Bubble radius/Drop radius) and the scaled distance
between the drop and bubble centers D (scaled using drop radius) for the first three
Legendre modes of the surface temperature field. As expected, in all these cases, the
bubble moves towards the nearest warm pole. For a Pj-mode surface temperature field, for a
fixed x, the velocity of the bubble U increases with decrease in D, and reaches a maximum
when the bubble reaches the center of the drop. For higher modes, U first increases from
its value of zero at D = § for increasing D, but ultimately decreases as the bukble
approaches the drop surface. For all modes, for fixed D, the velocity of the bubble
increases with «x, for a wide range of values of «.

A typical set of results for the isotherms and streamlines induced by a P;-mode surface
temperature field is presented in figure 1. Here, due to the symmetry of the fluid flow,
a bubble placed anywhere on the symmetry axis will move toward the warm pole alona the
symmetry axis. However, for the P, and higher modes of the surface temperature field, a
bubble located at the center of the drop will not move. Anyv displacement of the bubble
from the drop center will result in the motion of the bubble to the nearest warm pole (not
shown). Detailed results on the motion of the bubble are given elsewhere.J-11

We also might note here that a simple approximation can be constructed for the bubble
velocity for relatively small bubble size. This approximation, presented in (9,10) involves
the calculation of the streaming velocity of the fluid in the drop at the location of the
bubble center in the absence of the bubble using results available in the literature.2
Then, the thermocapillary migration velocity of an isolated bubble in a quiescent liquid
subjected to the temperature gradient existing in the drop at the location of the bubble
center (but in the absence of the bubble) is computed from (14). The two are added to give
the desired approximation. As shown in (9,19) this approximation is guite good for relative
bubble radii of up to a tenth of the drop radius, and for even larger values when the bubble
is clecse to the center of the drop.

Bubble motion in a rotating liquid

A gas bubble in a rotating liquid body will experience buoyancy toward the axis of
rotation due to the radia’ acceleration field quite analogous to upward buoyancy due to
earth's gravity.21-24 Relatively small bubbles, introduced into highly viscous liquids
rotating at small angular velocities, will migrate principally in the radial direction when
viewed in a reference frame rotating with the liquid. Coriolis deflection under these con-
ditions will be a small secondary effect.

In an effort to investigate this bubble centering mechanism, we have performed experi-
ments using a spherical thin-walled glass shell approximately 70 mm in diameter. The shell
is filled with a Dow-Corning DC~-200 series silicone oil through a hole on the surface of the
sphere, leaving a small air bubble &2 mm diameter) in the liquid, and sealed using a piece
of gum~-tape. The bubble is initially located at the highest point in the liaguid, a position
dictated by gravity. The shell is then rotated about a horizontal axis with the aid of a
D.C. motor. The bubble spirals in toward the rotation axis on the equatcrial plane of the

27



eyl

Figure la.

A0

e

&

- G St .

‘i‘

Figure 1b.

T10
/-‘-\\ .
y 4 N
yd N\
£ \
[ 2\
L \
N P
“1\5___‘__‘_,47'
-1.0

ISOTHERMS, P,-MODE
XK=025D:=03,AT=01

Isotherms for the eccentric bubble system for a P)-mode temperature field on
the drop surface, x = 0.25, D = 0.3.

HOT
y:0

—>

0

coLD
STREAMLINES, P, MODE
X =0.25, D+ 0.3, Ay 0004

Streamlines for the eccentric bubble system for a P}-mode temperature field on
the drop surface, x = 0,25, D = 0.1,

28




e

T eyt o

WO £ # NRE N g

2y

L S e i

e EREN

shell, and the process is recorded usin “igh speed motion picture camera, or a videv
carnera depending on the rotation rate of 2> sphere for the experimental run. More details
may be found in {(12,13).

In Figure 2, experimental data are shown for a typical run., The radial position of the
bubble, scaled by the shell radius, and corrected for optical displacement effects, is
plotted against time, and the migration of the bubble to the rotation axis may be seen
clearly. An_ approximate theoretical description of the migration process has been
developedl2,13 and the prediction from theory may be seen to be in reasonable acreement
with the data shown in Fiagure 2. The effects of secondarv flows during spin-ur and gravity
on the bubble migration process have been discussed elsewhere.l2
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Figire 2. Bubble migration towards the rotation axis as a function of time (upper scale)
and of cumulative sphere revolutions (lower scale) for Run 8.

Conclusions

Sone potential mechanisms for the migration of gas bubbles in liquid bodies under
reducad gravity conditions have been presented and discussed. Theoretical predictions
indicat= that thermocapillary migration mey be used to move bubble to the surface of a
liquid Jrop, and experimental data suggest that rotation of a drop containing bubbles is
a useful mechanism for moving bubbles to the center of a drop. Both of the above mecha-

nisms, being independent of gravity, mav be effectively used to manage gas bubbles in space
prczessing.
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Acoustically Induced Oscillation and Rotation of a Large Drop in Space
Nathan Jacobi, Arvid P. Croonquist, Daniel D. Elleman, and Taylor G. Wang

Jet Propulsion Laboratory, California Institute of Technology
Pasadena, California 91109

Abstract

A 2.5 cm diameter water drop was successfully deployed and manipulated in a triaxial
acoustic resonance chamber during a 240 sec low-gravity SPAR rocket flight. Oscillation
and rocation were induced by modulating and phase shifting the signals to the speakers.
Portions of the fiim record were digitized and analyzed. Spectral analysis brought out
the n = 2, 3 4 free oscillation modes of the drop, its very low-frequency center-of-mass
motion in the acoustic potential well, and the forced oscillation frequency. The drop
boundaries were least-square fitted to general ellipses, providing eccentricities of the
distorted drop. The normalized equatorial area of the rotating drop was plotted vs a
rotational parameter, and was in excellent agreement with values derived from the theory
of equilibrium shapes of rotating liquid drops.

Introduction

This report describes an experimental study which is contributing to the
understanding of containerless processing of molten materials in space. This study was
performed on a 2.5 cm diameter water drop successfully deployed and manipulated in a
triaxial acoustic resonance chamber during a 5 min SPAR (Space Processing Applications
Rocket) flight. Three aspects of containerless processing technology in space are of
particular interest: stability, oscillation, and rotation of a molten sample. Stability
studies will help us determine the effect of residual g-jitter on the positioned sample,
as well as the focusing requirement of the optics, Oscillation studies will enable us to
measure the surface tension of the sample, as well as to better understand induced mixing
currents within a l1iquid melt. Rotation studies will demonstrate the feasibility of
degassing and shaping melts, In addition, a rotating sample can even out the
nonuniformity of the temperature environment.

With these broad objectives in mind, the primary objectives of this flight were to:
(1) Study the center-of-mass motion in an acoustic chamber. The initial velocity and
position of the drop due to the retraction of the injectors gave the drop energy to
oscillate in the acoustic potential well throughout most of the experiment, Effects
of g-jitter on this motion can be observed from the film record and accelerometer
telemetry. (2) Determine the rotation capability of the acoustic chamber. The torque on
the drop generated by ...e acoustic field slowly rotates the drop up to 2 rps. The rate of
spin-up establishes the rotation capability of the chamber on a liquid drop. (3) Study
the drop shape change due to rotation. The shapes of the drop in near rigid-body rotation
from this experiment are compared with existing equilibrium shape calculations. If rota-
tion is to be used as a method of shaping liquid melts, it is important to determine the
deviation between calculated and observed shapes. (4) Study the frequency response and
damping mechanisms of drop oscillations for both free and forced oscillations. The ini-
tial perturbation of the drop shape generated by the drop injection system is allowed to
damp down with the acoustic field on. The time required for the positioned liquid drop to
approach its guiescent state can be determined from the film record.

Apparatus and Operation

A schematic drawing of the payload is shown in Fig, 1. The heart of the apparatus is
a triaxial acoustic resonance chamber which is used to position and control large liquid
drops in low-g environments. The chamber itself is nearly cubical, with inside dimensions
of 11.43 x 11.43 x 12.70 cm. Three acoustic drivers are fixed rigidly to the center of
three mutually perpendicular faces of the chamber. During operation of the chamber, each
driver excites the lowest~order standing wave along the direction that it faces. In the
resonant mode, the acoustic pressure is maximum at the nodes of the velocity wave (i.e.,
at the walls) and minimum at the antinodes (the center). There is a tendency for
introduced liquids and particles to be driven toward the antinodes, where they collect and
remain until excitation ceases.

Rotation of the sample requires that two dimensions of the chamber, the x and y, be
of the same length and that the x and y drivers be driven at the same frequency with a

phase separation of 90°, For non-rotation applications, the two axes can be driven at (°
or 180° with respect to one another. However, at these phase shifts, interference patterns
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are produced in the chamber that seriously

distort the shape of the drop. In order to -~ - ROCKET
alleviate this problem, the acoustic fields QCMN“*~»xd*

are turned on and off in a cyclic manner so T' x

that when the x axis acoustic field is on the 1 R -

y acoustic field is off, and when the x is i S Ledem
off the y is on. This complementary wasem - _ INSIDEDIM
modulation of the x and y axes is done at a INSIOE 1M 2 10cm INS1DE DI

frequency that is high compared to the MIRROR
grequencies of the lowest normal modes of the
rop.

The acoustic chamber was located in the
rocket payload so that the 2z axis of the
chamber was parallel to the center line of
the rocket (Fig. 1). The bulk of the data
from this experiment was obtained with a
16 mm cine camera, run at 48 frames per
second. The camera was directed along the
z axis ; in addition, two mirrors gave nearby
orthogonal views along the x and y axes. The
sound intensity at each wall, the deployment
system condition, camera and lighting status, 4
and the frequency of the z-axis signal were CCHAMBER - In
monitored, telemetered to the ground station ?
and recorded in real time.

X

This type of acoustic Sgsonance chamber
was designed by Wang et al,* for levitation

and space processing applications, More Fig. 1. Schematic drawing of the SPAR
details and the results of analysis of a payload showina the acoustic
previous SPAR flight can be found in Jacobi chamber, cine camera, and mirrors.
et al.

Data Analysis

The timing for the various phases of this flight experiment is presented in Table 1.
The following five time sequences were identified for analysis.

(a) Free oscillation (127-145 sec). When the fluid injectors were retracted,
the drop was held in position by the acoustic field. Free oscillations
(excited by the retracting injectors) damped out, and the drop moved back
and forth in the acoustic potential well, This part was used to observe
free oscillations, to measure the radius of the drop, and to study its
center-of-mass motion.

Table 1. Sequence of Events
Clock Time Event
(sec atter lift-off)
85 Camera on
90 Complementary modulation on
105 Fluid delivered through injector
117 Fluid delivery off
127 Fluid injectors extracted
127~-145 Free oscillation
145 z modulation on
145-265 Porced oscillation
265 z modulation off
265-300 Drop relaxation
300 Complementary modulation off; 90
phase shift
300-330 Induced rotation
330 90° phase shift off; complementary
modulation on
330-360 Coasting
365.5 Drop hits wall
32
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(b) Forced oscillation (145-147 sec). As the acoustic pressure along the z
axis was modulated at a low frequency, the resulting oscillatons of the
drop were very regular for three seconds.

(c) Combined oscillation auno rotation (137-265 sec). The regular behavior of
the drop's response to the z axis modulation quickly developed an
unexpected twist: to the large amplitude oscillation was added rotation of
the drop. This sequence is the most difficult and intriguing one to inter-
pret. The acoustic forces and torques on a strongly deformed drop at an
arbitrary position are poorly understood,

(d) Relaxation of the drop (265-300 sec). With the complementary modulation of
the x and y axes on, the drop relaxed prior to being spun up. The
information in this sequence was similar to that in sequence (a).

(e) Spin-up of the drop (300-330 sec). With a phase difference of 90° between
the x and y pressure amplitudes, a torque was generated on the drop which
caused it to rotate the z axis. Deformed shapes were observed, which can
be compared with theoretical predictions of the equilibrium shape of a
rotating liquid drop.

The strategy used for the data analysis of the 16 mm cine film record consisted of
preliminary analysis performed on a Vanguard Motion Film Analyzer and a more detailed
study of fully-digitized boundaries of -~lected frames (provided by JPL's Image Processing
Laboratory) using a small computer. A sample cine frame is shown in Fig. 2a, from the
forcea oscillation sequence. Figure 2b shows the computer-digitized boundaries for the
frame in the preceding photograph. Both the "raw" data and a quadratically-smoothed
boundary are shown for each of the three views. It must be noted that, despite the
satisfactory appearance of the original photograph, some irregularities do appear in the
digitized and smoothed versions. These may be due to overlap with the speaker ports:
specular or back reflections, or to a peculiarity in the digitization algorithm. It is a
persistent feature throuachout the film. Table 2 shows the frame sequences that were
digitized and the frame densities, The total number of frames processed was 1826, with
typically 90 to 150 points per boundary. The boundary data were recorded in the form of
3-digit integers, thus placing a limit upon the resolution of the digitization.

Nn
~
Fig. 2a. Typical frame from the 16 mm Fig. 2b. Digitized boundaries of *he drop
record which shows three images shown in a. The points are
orthogonal views of the drop "raw" data and the lines are their
undergoing forced oscillation quadratically-snoothed description.
(t = 147.0 sec).
Table 2. Digitized Frames

Time (sec) Event Density

127.1--130.4 Free oscill ion 1/1

130.4--144.6 Free oscillation 1/3

144.6--147.1 Forced response: regular 1/1

147.1--170.4 Forced response: rotation 1/3

263.7--300.4 Free oscillation 1/4

300.4--333.7 Rotation 1/5

It wis felt that pricr to the automatic processing of relatively large amounts of
data, it would be useful to investigate some of the interesting features on a Vanguard
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Motion Film Analyzer. These measurements provided some insight into what might be
expected from a more detailed analysis. Three topics were handled with this simple
technique, As the drop moved periodically in the acoustic potential well, the frequency of
the motion was measured and compared with a theoretical prediction approximating the
acoustic potential well by an equivalent harmonic oscillator potential. These frequencies
are correlated with the acoustic force and with the pressure level in the chamber. The
two lowest normal mode frequencies, f,and f,, were identified. With a knowledge of the
surface tension, measured shortly before the flight, these measurements were used to infer
the volume of the drop. The ratio of the minor to major axes was measured before, during,
and after the rotation sequence. While there was significant scatter in the results, the
ratio was close to 1.0 prior to rotation, and showed a measurable change when the drop was
spun up.

While some of the main results will be described on the following pages, mose details
concerning the analysis of this flight can be found in the report by Wang et al.

Numerical tests. As another preparatory step to the data analysis, it was decided to
investigate numerical test cases involving the recovery of a known signal in the presence
of various amounts of noise. The first of two such experiments was designed to recover
the coefficients of the normal modes of a perturbed boundary, a situation which is
encountered when analyzing the oscillatory motion of a drop. The boundary was represented
in the form

r(RO) =1 +Zanpn(cos 6) + bN | (1)

n

where a, are preassigned values, and b is the noise amplitude. The problem was to recover
a, in the presence of noise, by either direct numerical integration around the boundary,
using the orthogonality of the Legendre polynomials, or by least squares techniques which
avoided the approximation involved in numerical integration. The results were similar for
both approaches, with somewhat better accuracy provided by the least squares analysis.

The second numerical experiment was designed to determine the ratio of the major to
minor axis of a general perturbed ellipse, a situation encountered when a drop is
distorted either by rotation or oscillation. 1In this case the coefficients of a general
ellipse

ax? + 2bxy + cy? + 2dx + 2ey + 1 =0 (2)

in the presence of noise, were determined by a least squares approach. The coefficients
a, b, ¢ determine the principal axis of the ellipse

_ 2b
tg 20 = a-_c (3)
and the ratio of axes is given by
. asin?a + ccos’a - bsin2a\?
ratio = - insa (4)
acos’a + csin?a + bsin2a

This ratio was also determined by a direct "min-max™ approach, where extremal radius
vectors from an approximate center are found. This approach was found to be noise-
limited, and impractical for useful data reduction.

Center-of-Mase Motion

A large water drop moves in an acoustic potential well determined by the acoustic
force components

= 3 i
Fy T oo kia f(Zkia)sanRixi (5)
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where p is the acoustic pressure, ., is the density of air, ¢ is the speed ot sound,
ki = VL; is the wave numher, and f(zﬁia) is a shape factor

sin?k.a
—-5y—— - cos2k.a
Zkia i (6)

£l2k;a) = 1 - {52k a)e

%(2kia)’ kja + 0

This expression for the, force was recently verified by laboratory measurements and
analysis by Leung et al. For small displacements from the center sin 2kyx; ~ 2kjx;,
resulting in a harmonic oscillator well in which the frequency of oscillation will be

5 k2p?
2 = 2 i1
Lcm . f (2kla) Dd';:é—f (7)

where 4 is the drop density.

The oscillation frequency of the center-of-mass motion was determined from the film
in two ways. Firs*, the center-of-mass motion was crudely studied on the Vanguard, and a
center-of-mass frequency was dctermined by averaging over several cycles. At 265 sec, the
sound pressure level was decreased from 148 to 145 dB, which corresponds to a decrease by
a factor of 2 in the force and of /2 or 0.71 in the frequency. The corresponding ratios
of observed frequencies along the three axes were 0.81, 0.84, and 0.80. Secondly, the
center-of-mass coordinates of the digitized boundaries were determined, and then Fourier
transformed. A sample is shown in Fig. 3, where (a) shows two periods of the oscillation
of one coordinate, and (b) shows the corresponding power spectrum. Typically observed
frequencies were ~ 0.15 Hz, while the value predicted from Eq. (7) ig~ 0.14. Because there
is a change in elevation between JPL (where the package was calibrated) and White Sands
Test Range (where it was sealed prior to launch), there were some change3 in the acoustic
parameters involved, An estimate showed that the theoreticai value of 0.14 Hz should be
modified to ~ 0.16Hz. If the nonharmonicity of the acoustic potential well were taken into
account, a reductior. of several percent is expected in the value of the center~of-mass
frequency.
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Fig. 3. Study of the center-of-mass motion of the drop in the acoustic potential well:

(a) sinusoidal behavior in the time domain
(b) a single peak in the frequency domain.

Rotation

For the thirty seconds of induced rotation (1600 frames on the film), every fifth
frame was digitized. The expectation was that the drop’s appearance in the main view, for
which the line of view coincided with the axis of rotation, would be circular, while in
the side views it would appear circular initially and become gradually more and more
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Fig. 4. Ratio of the major and minor axes during the sequence when the acoustic torgque
was acting on the drop (300 to 330 sec). The view is perpendicular to the axis
of rotation., From this ratio a value of © was obtained. For example, b/a = 1.5
corresponds to : = 0.42,

elliptical. These frames were analyzed by the least squares ellipse analysis (see Egs, 2-
4 above), The expected features showed up.. While the a/b ratio of the main view remained
constant, the same ratio for a side view gradually incressed from 1.0 at the onset of
rotation to goughl 1.5 at the end (Fig. 4). Using the theoretical results of
Chandrasekhar?, Ross®, and Brown’, we were able to relate the observed a/b ratio to the
rotational parameter

>- (%) (8)

where 'is the angular
velocity of the rctating 7.0 ' T T T T
drop, and «; is the low-
est mode oscillation fre-
quency. The observea a/b
ratio at the end of the
rotation sequence corre-
sponds to . ~0.3. This
value, in turn, implies a
rotation rate of 8,92
radians/sec, or 1.42 rps.
Thus, although we could
not directly determine
the angular velocity for
lack ot tracer partjicles,
we were able to infer it
using these theoreatical
telations. Also, note
that the value of

reached is very close to 2.8 1 s

Normalized Area

'l 3

the first bifurcation 2.8 .1 .2 :3 4 .8 6

point (. = 0.313), at
which the theory of equi-
librium shapes of a rota-
ting drop predicts Fig. 5. Comparison of the exp;rimental poiats and theo-

possible transition from retical curves (Brown') relating the equatorial area

Rotation Parameter

axially svmmetric to to the angular velocity. All gquantities aie
non-axially symmetric normalized: A = Eg. Afea/(Restinq Radius)“ and
equilibrium shapes. 5 = Rot, Par, = (/. )%, The curve through

the data represents the axisymmetric family of equi-
tibrium shapes while the two nide branches represent
two- and three-lobed shapes.
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The analysis was continued one more step. A relative equatorial area can be found
from the product ab in the main view. A comparison of the theoretical and observed
normalized equatorial areas is shown in Fig. 5 in which all boundary points were includea
in the analysis, showing excellent agreement with the theory. To the best of our
knowledage, this is the first time that an observation has been made under conditions
similar to those stipulated by the theory of equilibrium shapes of rotating drops. This
obviously calls for an extension of such measurements to higher rotation rates. If a drop
were spun in one direction and the torque quickly reversed, it might enable observation of
the nonaxially symmetric equilibrium shapes theoretically prediccted.

Qacillation

The natural oscillation frequencies of a liquid drop are given in the linear
approximation by

©? = n(n - 1) (n + 2) —=

n Dda’ (9)
where v i8 the surface of .10 1 Y .
the drop. The oscilla- A
tion trequencies can b. g .ot .

determined by analyzing )
both free oscillation = agl
data (as was done in Ref. U *
2) and forcea oscillation U a4
data, When the drop L.
oscillated, the reflec- y @2

tions of the photo lamps v B
showea that motion; using

the time information on @8.088}
the edge ot the film and U
advancing the film_g’-ﬂz'
through a certain number .4

of cycles, a rough value —~~- 04|

L

i

ot the frequency of these (A
oscillations could be E-.08}
obtainea. The frequen-‘<

cies f. = 2,48 + .03 and -.08

L 1 A
f, = 4,67 + .05 Hz were 127 128 129 130 131

obtained from the early
sequence (127-145 sec)
and £. = 2,54 + .03 from . 40

Time (seconde after liftoff)

L L1 L J T

the latter (265-300 sec).
The frequencies expected
for an 8.6 cc water drop
with a surface tension of
71 dynes/cm are £, = 2.74
Hz and f, = 5.31 Hz.
Frequencies were also
determined by the peaks
of the power spectrum of
vertical and horizontal
chords on the digitized
data. Such a sample is
shown in Fig. 6, where
the power spectrum shows
the mode n = 2, as well
as traces of the modes
n=23, 4, At the time of
this writing the full

w w
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L
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(3
)

Frequency Amplitude

o
n
-

i A i

boundaries are being ana-

lyzed to provide the
coefficients a (t) of Eq.
(1). The Foufier trans- Fraquency, (Hz. )
form of the latter is

expected to provide the Fig. 6. Study of the drop's natural oscillations:
corresponding frequencies. (a) difference between vertical and horizontal
oscillations.

(b) frequency spectrum of data shown in (a).
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Duting the forced oscillation sequence, the amplitude modulation of the acoustiic
pressure field along the z axis was swept from 2,3 to 2.9 Hz over a two-minute period, so
as to contain the expected resonant frequency, 2.6 Hz, with a sufficient safety margin,
The drop began oscillating in the n = 2 normal mode during the first few seconds, as
intendea, However, as the amplitude became very large, the regularity deteriorated ver
quickly and rotation set in, The coefficient a,(t) in Eq. (1) was determined by direct
numerical integration, and by a vertical-horizontal chord method, The results are
described in Ref. 3, but it can be generally stated that the cause of the rotational
stability which developd two seconds into the forced oscillation sequence is not well
understood at the nresent time, The acoustic field in which the drop finds itself is
fairly complicated Its components along each axis are modulated: there was amplitude
modulation along the z axis, and complementary modulation along the x and y axes. In
addition, the drop was undergoing a continuous low-frequency center-of-mass motion in this
complex potential field.

Conclugiong
The objectives of this experiment were achieved. The drop was deployed and
acousticaily manipulated as planned.

There is no satisfactory understanding of the intially strong oscillation seen during
the forced oscillation sequence (at 2.3 Hz rather than 2,5 Hz) and the subsequent highly
irregular motion which aprears to be a superposition of oscillation and rotation.

During the rotation sequence of this experiment, the first bifurcation point between
axisymmetric and triaxial shapes was reached in only thirty seconds of applied torque,
Since eguilibrium probably had not been reached, this means that spending more time .un the
rotation sequence or increasing the torque by using ¢ higher sound pressure in future
experiments might take the drop beyond the first bifurcation point. In particularz, such
an experiment would show whether non-axially symmetric egquilibrium shapes are excited
beyond the first bifurcation point,
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Mechanisms of droplet combustion
C. K. Law

Department of Mechanical and Huclear Engineering, Northwestern University
Evanston, Illinois 60201

Abstract

The fundamental physico-chemical mechanisms governing droplet vaporization and combus-
tion are diicussed. Specific topics include governing :quations and simplifications, the
classical d°-Law solution and its subsequent modification, finite-rate kinetics and the
flame structure, droplet dynamics, near- and super-critical combustion, combustion of mul-
ticomponent fuel blends/emulsions/suspensions, and droplet interaction. Potential research
topics are suggested.

1. Introduction

Research on the gasification, oxidation, and dynamics of fuel droplets commands both
practical and fundamern.tal interest to energy and combustion science. On the practical
aspect one recoqnizes that petrolewmn oil constitutes a significant share of the world
energy supply. Since these fuel oils are usually introduced into the corhustor as sprays
of droplets, it is reasonable to expect that the collective gasification ¢~ individual
droplets would intimately influence the bulk spray vaporization and oxidat. n characteris-
tics, which in turn determines the combustor performance. On the fundamert.. aspect drop-
let combustion is a problem involving complex chemically-reacting multicomponent two-phase
flows with phase change, rich in physical and chemical phenomena tycically of interest to
the study of aerothermochemistry.

Figures la to lc show some possible droplet combustion modes, In Fig. la the fuel drop-
let is motionless in a stagnant, gravity-free, oxidizing environment of infinite extent.
The lack of either forced or natural convection implies that spherical symmetry exists.

The basic mechanisms leading to the complete jasification of the droplet are heat and mass
diffusion due to the existence of temperature and concentration gradients, the radial con-
vection because of the continuous transfer of mass from the droplet surface to the ambi-
ance, and chemical reaction in the flame region. The burning is of the diffusion-flame
type in which the outwardly-diffusing fuel vapor and the inwardly-diffusing oxidizer gas
approach the reaction zone in approximate stoichiometric proportion. Reaction between them
is rap.d and intense, implying that the reaction zone 1s thin and very little reactants can
lea . through the flame. The chemical heat generated at the flame is transported both out-
ward and inward to heat up the approaching oxidizer and fuel gases in order to achieve
ignition, The rest of the inwardly-transported heat is used for droplet heating and to
effect liquid gasification,

In the presence of either forced and/or natural convection, a non-radial relative veloc-
ity exists between the droplet and the surrounding gas. The shear stress exerted by the
gas flow on the surface induces a recirculatory motion within the droplet (Fig. lbj;. For
higher rates of external convection, flow separation occurs close to the rear stagnation
point, creating wake regions both inside and outside of the droplet (Fig. 1c). The pres-
«nce of the non-radial convection generally enhances the transport rates and thereby the
gasification rate, although for sufficiently intense flows the envelop diffusion flame can
be extinguished, leading to significant reductions in the gasification rate., It is clear
that fluid motion can have strong influence on the combustion process.

The bulk parameters of interest in droplet combustior studies include the droplet gasi-
fication rate, the flame location and temperature, the droplet drag, ignition and extinc-
tion limits, and the extent of pollutant formation such as that of NOyx. The droplet
diameters of interest are typically between 10 um and 100 um; gasification of smaller drop-
lets can be considered to be instantaneous during the period between spray injection and
active combustion, while large droplets either tend to breakup or cannot achieve complete
gasification during the available residence time. Droplet breakup also limits its maximum
Reynolds number, Re, to about 100 for typical surface tension values of hydrocarbon fuels,
Re beinuy defined as the ratio of the characteristic inertia to viscous forces. It may also
be noted that it is frequently desirable for the droplets within a spray to have a distri-
bution of sizes and velocities in order to achieve an optimum spatial distribution through
penetration as well as a controlled rate of gasification and thereby chemical heat release.

The basic spherically-symmetric, pure-component, droglet combustion model was formulated
in the fifties. 'This wodel has since been termed the d“-Law because it predicts that the
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square of the droplet diameter decreases linearly with time. ' In subsequent years the basic
understanding of this model has been extensively revised while other aspects of droplet
combustion have also been investigated. Extensive reviews of these developments can be
found in Refs. 1 to 3.

The purposes of the present paper are to familiarize the reader with the influence and
modeling techniques of chemical reactions in droplet processes, to briefly review current
understanding of the basic physico-chemical mechanisms governing droplet combustion, and to
suggest potential areas of research, 1In the next section some frequently-invoked assump-
tions during droplet co?bustion rodeling are stated and a set of simplified governing equa-
tions presented. The d°-Law is then derived, and its limitations and subsequent modifica-~
ticns in light of experimental results discussed. This is followed by special topics on
finite-rate kinetics, droplet dynamics, high-pressure combustion, multicomponent droplet
combustion, and droplet interaction, 1In Section 9 potential areas of research are
suggested.

2., Assumptions and simplified gqoverning equatione

The general equaticons governing droplet combustion are those of heat, mass, and momentum
conservation, in both the gas and ligquid phases, and their coupling at the interface.
Auxiliary relations needed are the equations of state and those describing chemical reac-
tions and interfacial phase change. The chemical reactions of interest are usually those
of fuel vapor decomposition and oxidation in the gas phase, For very high boiling point
fuels, their pyrolysis in the liquid phase may also be of relevancg. These equations, for
general combustion problems, can be found in the text by Williams,

We shall instead study in the following a simplified system which illustrates the basic
diffusive-convective~reactive nature of droplet combustion. The major assumptions are as
follows.

(Al) Diffusion being rate-limiting, although second-order diffusion, that is the Soret and
Dufour effects, are neglected.

(A2) Isobaric processes because of the low Mach number flow.

(A3) Gas-phase quasi-steadiness. Because of the significant density disparity between
liquid and gas, the liquid possesses much inertia such that its properties at the sur-
face, for example the regression rate, temperature, and species concentrations change
at rates much slower than those of the gas-phase transport processes. Thus the gas-
phase processes can be treated as steady, with the surface boundary variations occur-
ing at longer time scales.

(A4) Constant gas-phase lransport properties. A single binary diffusion coefficient, §, is
used for all pairs of species. 7The specific heat Cp, the thermal conductivity coef-~
ficient ), and the product pd, are assumed to be constants, where p 18 the density.

With the above assumptions, the gas-phase governing equations are

Continuity Va(pu) = 0 (1)
Species Ve(puY; - p8VY;) = ;i , 1=1,2,...N (2)
Enerqgy Ve{puCyT = AVT) = q (3)
State P = p(RO/W)T {4)

where T is the temperature, p the pressure, W an average molecular weight; u the velocity,
Yi the mass fractioh of species i, w; the chemical production rate of i, q the chemical
heat generation rate, and N the total number of species.

For each of the equations represented by Eqs. (2) and (3), the first and second terms on
the LHS respectively represent convective and diffusive transport, while the RHS is the
chemical source/sink term. f[rom chemical kinetics it is well known that the oxidation of a
fuel species leading to the formation of products occurs through a complicated sequence of
intermediate reactions with a myriad of intermediate species. Thus, for example, the term
wj represents the sum of the mass rates of production and destruction, per unit volume,

o% species i from all of the reaction steps.

The adoption of such a detailed kinetic scheme yields immensely complicated expressions
for w; and invariably necessitates the use of numerical solutions. Furthermore, except
for the simplest hydrocarbon fuels, the detailed oxidation kinetics of the heavier ones are
largely unknown., Thus freguently it is both necessary and useful to approximate the
detailed kinetics as a one-step overall reaction between the fuel, F, and oxidizer, O, as
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where on is the stoichiometric mass coefficient of the oxidizer per unit mass of fuel
consunes. and Q is the associated heat release. The consumption rate of F can then be
expressed as

E
exp (- —6—)
R™T

o b
W = -~ A 6
P e oF (6)

a
0

which shows that the overall reaction rate is proportional to the concentrations of the
reactants and is dependent on the temperature through the Arrhenius factor characterized by
an activation energy E. The exponents a and b are the empirically determined reaction
orders with respect to the fuel and oxidizer, while A is the frequency factor which is a
measure of the collision frequency between the reactants. Since pj=*Y;jp, Bg. (6) can

also be expressed as

a b E
Y Y, exp (- =) (n

ROT

o (a+b)
w = - A
£ [4

Finally, recognizing that in any given reaction the rate of chemical heat release as
well as the rates of creation and destruction of all species must be stoichiometrically
related, we have

. .
w = g V
fo) w

O °F

and (8)
g = - QVF
for the reaction given by Eg. (5).
Equations (2) and (3) are now well defined. 1It is clear that the highly non-linear
nature of the reaction rate term, which also strongly couples the Y; and T variations,
introduces challenging mathematical difficulties and interesting physical phenomena to the

problem.

Consideraele simplification in the analysis results if one adopts the Shvab-Zeldovich
Formulation,  which requires

(A5) Unity Lewis number, or Le = X/Cpeé = 1.

Thus a linear combination of Egs. (2) and (3) eliminates the reaction term from all but one
of the (N+l1) equations. 1In particular, if we define a coupling function

Y

o

c.T
p

+ = (9)
Q

-1
1

-
Q
-

where op = 1, then Eq. (2) can be replaced by

I,-Conservation  V:(pul; - p89r;) = 0 i=0,F (10)

which shows that T'j is a conserved scalar during the chemical reaction of Eg. (S).
Physically I'j represents the sum of the thermal and chemical energies which remains
constant when heat and mass are transported at egual rates,

-

. The problem is thus simplified to the solution of the chemically-inert Eg. (10) together
with Eq. (3). Sometimes it is possible to first solve for Iy such that Y;, and thereby
Eq. (3), become only a function of T. The problem is decoupled.

To demonstrate this methodology and be more specific in our discussions, let us further
assume

(A6) Spherical symmetry, implying the absence of natural or forced convection,

» Then the governing equations become
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Continuity — =0
dr
[ -Conservation m ar _ g (r? 'y .0 1=20,F
1 dr r ar
Energy m_dT - L d_ (r24T) = pf{3*0) y® ¢P op (- E (1 -
r?2ar r?ar dr o F RO
where r is the radial co-ordinate, s indicates the surface, ﬁ-(purz)/(oﬁrs), E-r/rs,
T=CpT/Q,
2 — (a+b)
r C pw E
D= {3} {a (-B2) } exp (-
0é QRO ROT,

(11)

(12)

(13)

is the ratio of the characteristic flow time to the characteristic reaction time, and T,

is a characteristic temperature in the reaction zone.
Equation (11) shows that
ﬁ = constant

implying that the mass flow rate is a constant as it should be,

Equations (12) and (13) are to be solved subject to the boundary conditions

At £ = =: Yo = Yoe
Yp = 0
T = Ta
At r = 1: dyg/dr = mYg

dvp/dr = -m(1-Yp)
dT/dr = mL/Q

Tsz

where L is the latent heat of gasification. Egquations (18) and (20) respectively state

{14)

(15)
(16)
(17)
(18)
‘19)
{20)

{21

that oxidizer does not penetrate into the surface, and that all the heat conducted to the

droplet is used for gasification. Equations (15) to (21) constitute seven boundary

conditions to solve for the three second order differential equations, Egs. (12) and (13),

together with the burning rate parameter m.

Solving Eq. (12), we have

Y ~ Yoo, -m/r /v ~
(224 1) = (2%)e™F - g1-e"™F) 4 1
90 90 -

and
(Yp+T) = (1-8) (l-e~®/F) + To

where

Thus the problem is reduced to the solution of Eq. (13) for T, with Yo ard Yp ai1.e., by

Egs. (22) and (23).
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3. The d%-Law and its modifications

A particularly simple solution exists if we make the following assumption.

(A7) Reaction proceeds with an infinitely fast rate at an infinitesimally-thin flume
located at f¢, implying that both reactants are totally consumed there.

Thus we have

Yo=Y =0, T=T¢, at r = rf (24)
Furthermore, since there is now no leakage of the reactants through the flame, the oxidizer
concentration is identically zero in the inner region to the flame. Thus, in particular,
at the droplet surface we have

Yo=0O0atr=1 (25)
Applying Eqs. (24) and (25) to Egs., (22) and (23), we obtain three equations from which the

three parameters of practical interest, namely the burning rate m, the flamefront standoff
ratio rf, and the flame temperature Tg, can be solved as

m = tn(14B) (26)
- m
- 27
rf lni1+Yo_/ooi (2n
and
C (Te-T,)
(2 f "1+ L+cir-T)Hl=0 (28)
YO./oo p f s

Co(T-Tg) + (¥4./95)Q
L

where B = (29)

is a transfer number representing the ratio of the "driving force" for vavorization to the
"resistance" to vaporization, The chemical source term, (Ype/0p)Q, is usually much
greater than the thermal term, Cp(Te=-Tg). Equations (26) to (28) show that @, If,

and T¢ are constants for a given fuel-oxidizer system.

Finally, further assume that
(A8) Fuel vaporization rate at surface is equal to fuel consumption rate at flame msdupurz.

Then

d 4 3
— (2 d = m 30
dt (3 ' pl s) (30)

which is simply

dd?)
S
= - K 31
It (31)
with
K = 3°% 4n(1+m) (32)
Py

where Py is the liquid density. The parameter K is known as the evaporation or burning
rate constant.

Integrating Eq. (31) yields
2 o a2
dg = dgo - Kt (33)
which forms the basis of the dz-Law.
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Setting dg = 0, we obtain the total burning time as
dz
¢ = -8so (34)
K ~
Equation (34) shows that T varies quadratically with the initial droplet size, hence demon-
strating the basic principle of atomization in order to achieve rapid gasification.

It is also of interest to note that in Eq. (28) we have expressed T¢ in such a way as
to illustrate the fact that it is just the adiabatic flame temperature for the stoichio-
metric reaction between the liquid fuel and the oxidizer-inert mixture., That is, the
amount of heat release, Q, by burning unit mass of fuel is used (a) to gasify the fuel
and heat the fuel vapor from Tg to Tg, and (b) to heat (Ype/0p)~ ' amount of the
oxidizer mixture from Te to Tg.

Figure 2a shows the da?-Law temperature and concentration profiles, which are typical of
diffusional burning.

Because of its simplicity, the d%-Law has been extensively used in modeling droplet and
spray combustion. In particular, the qualitative behavior of Eg. (33) has been found to be
largely correct while the burning rate constant can generally be predicted to within a
factor of two, allowing for the uncertainty in selecting transport property values.

However, experimentssr6 on spherically-symmetric droplet combustion reveal certain
qgalitatively different behaviors, indicating the existence of serious weaknesses in the
d“-Law. Figure 3 shows that, immediately after ignition, there exists a short period
during which dg*° practically does not change. Furthermore, rather than a constant, t¢
increases significantly after ignition. In a low-Yg. environment the increase persists
until burnout, while in a high-Ypga environment ff levels off toward the latter part of
the droplet lifetime,

Both gf these deviations are consequences of initial conditions which are not included
in the d°-Law. The initial slow rate of surface regression is primarily due to the need to
heat up the initially cold droplet to a temperature hot enough to sustain steady burning;
frequently this temperature is close to the liquid's boiling point under the prevailing
pressure, Du-ing this period most of the heat generated is used for droplet heating
instead of gasification, thereby resultin: in a slow surface regression rate. The droplet
also expands as it is heated up, hence compensating for the reduction in the droplet size
from gasification,

Since active droplet heating and intense gasification are somewhat mutually exclusive,
droplet heating is ?ostly over in about the first 108 of the droplet lifetime. For the
remaining period dg“ should vary approximately linearly with time. During multicomponent
droplet combustion or high-pressure combustion the droplet heating period can be considera-
bly longer, as will be discussed later.

To model droplet heating one may simply include in the latent heat of vaporization, L,
an additional amount representing the heat conducted into the droplet interior. This
amougtacan then be determined by solving the temperature distribution within the drop-
let,’

The observed behavior of g can be explained by the fact that the fuel +ipor present
in the region betwein the droplet and the flame continuously change as the .roplet and
flame sizes change. The significance of this variation can be appreciated by considering
a droplet immediately after it is ignited. At that instant the amount of fuel vapor pres-
ent in the inner region should be of the same order as the amount present in the droplet
vicinity before ignition. Since this amount is very small because of the low droplet
temperature, the flame initially must lie close to the droplet surface., With subseguent
gasification the fuel vapor present in the inner region increases and larger flames can be
supported. Therefore only part of the fuel vaporized during this period is consumed at the
flame, the rest is being accumulated in the inner region as the flame expands. This amount
may also become depleted toward the latter part of the droplet lifetime,

It is reasonable to expect that the accumulated amount is significant because although
the gas density is low compared with the liquid density, the flame size can be substantial
such that volume effect dominates. Furthermore the fuel vapor is accgmulated at the
expense of the finite droplet mass. Indeed it is eagy to demonstrate” that the amount of
the fuel vapor present, as given by results of the d“-Law, is of the same order as che
droplet mass.

The existegce of this accumulation process implies that mass conservation is actually
violated in d°-Law. Rather, overall mass conservation for the fuel vapor should read,
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Gasification rate at droplet surface
= Consumption rate at flame
+ Accumulation/Depletion rate in the inner region (35)

The last term is absent in the d2-Law.

when the accumulation process is included in the formulations, then the experimentally
observed behavior of Eg is predicted, The result that r¢ does approach a constant
value for burning in high Ype. environments can also be explained by its relatively
smaller flame size, which requries less fuel vapoc for accumulation,

An important practical implication of fuel vapor accumulation is that since _the fuel
gasification rate is not equal to the fuel consumption rate, adoption of the d“-Law in
spray modeling may result in grossly erroneous estimates of the bulk chemical heat release
rate. In particular, in a low-oxidizer environment some fuel vapor is still left behind
upon complete droplet gasification, as shown in Fig. 4.

4. Finite-rate kinetics and the flame structure

It is perhaps somewhat remarkable that because of the basic diffusive nature of droplet
combustion, much can be learned by making the flame-sheet approximation without having to
consider the detailed reaction kinetics. There are, however, certain phenomena in which
the chemical reaction rate can be of the same order as the diffusion rate in parts of the
flow field. They can only be described by allowing for finite-rate kinetics and thereby
resolving the flame structure. Important examples are the determination of the ignition/
extinction limits and the combustion of monopropellant droplets.

To resolve the flame structure, it is necessary to solve Eg. (13) with the reaction
term, which is governed by the DamkGhler number D and the activation energy E. For reac-
tions of interest to combustion E usually assumes a large value, of the order of 20 to 100
kcal/mole, Thus the Arrhenius factor exp(-E/ROT) is a very sensitive function of temper-
ature. It assumes the maximum value at the location of the maximum temperature in the flow
field. However, by moving slightly away from this location, the slight decrease in the
temperature can significantly reduce the magnitude of the Arrhenius factor and thereby
effectively freeze the chemical reaction,

Thus the flow field can be considered to consist of a narrow reaction region separating
two broad chemically-frozen regions in which fuel and oxidizer diffuse toward each other.
Furthermore, since the gradients of the flow properties are very steep within the narrow
reaction region, diffusion dominates over convection and therefore balances the reaction
term. On the other hand in the frozen regions diffusion balances convection. Finally,
since reaction proceeds at a finite rate, the reactants cannot be completely consumed
within the flame and therefore may leak through it. This leakage reoresents incomplete
fuel utilization and in severe cases can lead to extinction., The general temperature and
concentration profiles are shown in Fig. 2b.

A solution of Eq. (13) usually yields an S-shaped multi-~valued curve when a relevant
parameter, say m, is plotted versus D (Fig. 5). This S-curve can be interpreted as follows.

For D = 0, the flow is chemically frozen everywhere and we retrieve the pure vaporiza-
tion state. By gradually increasing D aleng the lower branch, weak chemical reaction is
possible leading to sliaht increases in m., However, with continuous increase in D a value
Dy will be reached beyond which the only possible solution lies on the upper branch.

Thus at Dj the system changes abruptly from the lower to the upper branch, which repre-
sents all the possible burning states, In particular as D + = we retrieve the flame-sheet
solution. Therefore this lower turning point can be identified as the ignition state and
D1 an ignition DamkShler number. Similarly if we continuously decrease D along the upper
branch, then beyond Dg steady burning ceases to be possible and only the lower branch has
solutions, Therefore the upper turning point can be identified as the extinction state and
Dg an extinction Damkdhler number,

Physically, the non-existence of solutions implies that the chemical reaction rate can-
not balance the heat transport rate. Thus for the lower branch, beyond Dy, the chemical
heat is generated so fast in the reaction region close to the hot, oxidizing, ambiance that
they cannot be transported away in a steady manner. This leads to an increase in the reac-
tion zone temperature and thereby further increase in the reaction rate, culminating in the
runaway event of ignition, This feed-back mechanism proceeds extremely rapidly because of
the highly temperature-sensitive Arrhenius kinetics.

Similarly, for the upper branch, the effects of the finite reaction rate are that the

flame is broadened and both fuel and oxidizer can now leak through the flame zone. Thus
with excessive leakage the chemical heat release cannot keep up with the heat transported
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away from the flame zone, leading to a precipitous drop in the flame temperature and
thereby extinction.

Equation (13) has been formally solvsd 9sing the newly-developed technique of large
activation energy asymptotic technique. ot The diffusive-reactive and diffusive-con-
vective regions are separately solved and matched, using the ratio of the thermal energy in
the reaction region to the activation energy as the small parameter of expansion. The
S-curve is reproduced and explicit expressions derived for the iguition and extinction
states. These criteria are useful in assessing the combustibility of a given droplet-
oxidizer system,

Finite-rate kinetics is also essential in the study of monopropellant droplet combus-
tion. Unlike conventional hydrocarbon fuels which burn through diffusion flames, a mono-
propellant contains both fuel and oxidizer. Thus after gasification the outwardly-trans-
ported gas is a premixed combustible, which will eventually burn as a premixed flame.
While a detailed discussion of the structure of premixed flames is ocutside the scope of
this paper, it may be noted that studies" have shown that for large droplets the burning
resembles that of one-dimensional premixed flame, with

d(d,)

-~ constant ,
dt

while for small droplets the burning resembles that of the conventional fuel droplet, with
2
d(ds)
dt

- constant .

5. Droplet dynamics

The heat and mass transfer processes of the spherically-symmetric droplet combustion
discussed so far are closely influenced by the droplet dynamics, and vice versa. As
mentioned previously, while increasing non-radial convection generally increases the
gas-phase transport rates and thereby the burning rate, there exists an upper limit in the
convection intensity at which the flame can be blown off, that is extinguished. Various
semi-empirical corrglations have been proposed for the burning rate augmentation due to
convection, such as

1/2Pr1/3

K .y + _0.278 Re | n(1+8)

Ks.s. (1+1.232/Repr4/3)1/2 B

(36)

where Kg g, is the spherically-symmetric result. Systematic theoretical and experimental
investigation on the blow-off of the droplet flame have alsol?een conducted. 1In particular
criteria governing the blow-off limits have been determined.

Combustion can influence the droplet drag and therefore its dynamics in taree essential
ways. The outward mass flux at the droplet surface reduces friction drag but increases
pressure drag because of early separation. The net result is as yet unclear, The exis-
tence of the interfacial velocity, especially after the droplet has been substantially
heated up, may delay separation and hence reduce both the friction and pressure drag.
Finally, the significant elevation of the temperature in both the gas and liguid phases,
and the increase in the gas density because of the presence of the high-molecular-weight
fuel vapor, can all greatly influence the fluid properties and therefore the drag coeffi-
cient, The above factors have not been systematically investigated.

In the section on multicomponent fuels we shall further show that the existence of
internal motion may gqualitatively influence the combustion characteristics of multicom-
ponent droplets.

6. Near- and super-critical combustion

Because of the enhanced cumbustion efficiency and intensity under high pressure,
internal combustion engines operate under elevated pressures fregquently in excess of the
thermodynamic critical pressure of the liquid fuel., For example, while the critical pres-
sures of diesel fuels are of the order of 20 atm, th> pressure within diesel engines can
range from 40 atm at the end of the compression stroke to twice that value at the peak com-
bustion pressure. While these values seem to indicate that the droplet should undergo
supercritical combustion early in its lifetime, considerations of the finite droplet
heating rate and the dissolution of the permanent gases, which can raise the critical
pressures of the fuel to the range of 40 to 60 atm, render it possible that the droplet
actually attains criticality after it is mostly vaporized.
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At elevated pressures various aspects of low-pressure droplet combustion need to be
revised. The elevation of the liguid boiling poirnt lengthens the droplet heating period
and thereby its lifetime. The overall chemical reaction rate generally increases with
pressure, hence making extinction more difficult but favoring the formation of such pol-
lutants as NOy and soot., As the critical state is approached, gas-phase compressibility
becomes important, while the reduced surface tension enhances internal circulation and
favors droplet deformation and breakup. The gas-phase gquasi-steady assumption breaks down
as the gas and liquid densities become comparable. Finally, at the critical state the dis-
tinction between gas and liquid vanishes and the phenomena of interest cease to belong to
the area of droplet combustion,

7. Multicomponent droplet combustion

Much of the earlier studies on droplet combustion used pure fuels. However, recent
developments in engine design and fuel formulation indicate that multicomponent effects
will become progressively more important in the utilization of liquid fuels. Combustion
processes within engines will be more tightly controlled to further improve efficiency and
reduce emissions., The synthetic fuels derived from coal, tar sand, and oil shale will have
more complex composition as well as higher and wider boiling point ranges. There also
exists considerable interest in the utilization of such hybrid fuels as water/oil emul-
sions, alcohol/oil solutions and emulsions, and coal-oil mixtures. The widely different
physical and chemical properties of the constituents of these hybrid fuels necessitates
consideration of multicomponent effects in an essential way.

To understand heterogeneous multicomponent fuel combustion, either as a droplet or in
some other forms (e.g. pool burring), the following three factors have to be considered.

(i) The relative concentrationts and volatilities of the liquid constituents, as would be
expected.

(ii) The miscibility of the liquid constituents. This controls the phase change charac-
teristics. For example the partial vapor pressure of a miscible fuel blend can be
greatly modified when it is emulsified with even a small quantity of water and
changes into an immiscible mixture.

(iii) The intensity of motion within the liquid. This 'nfluences the rate with which the
liquid components can be brought to the surface at which gasification takes place.

The third point requires further amplification. First, it is obvious that no matter how
volatile a liquid element is, it cannot gasify unless it is exposed at the droplet surface
either through the passive mode of surface regression, or *the active modes of diffusion and
internal circulation, However, liquid-phase mass diffusion is an extremely slow process;
its rate being one to two orders slower than that of surfuace regression. Therefore with it
being the dominant active mode of transoort, it is reasonable to expect that both the vola-
tile and non-volatile liguid elements ia the core of the droplet will be "trapoed" during
most of the droplet lifetime. Under this situation the relative volatilities of the indi-
vidual components obviously cannot be the dominating factors in effecting gasification, On
the other hand, in the presence of internal circulation, liguid-phase mass transport is
facilitated such that the relative volatilities exert much stronger influence on the indi-
vidual gasification rates.

Thus the combustion characteristics of a multicomponent droplet can be discussed in the
two extreme ratqs of internal mixing, namely (a) a diffusion limit in which there is no
motion within the droplet interior such that diffusion is the only active transport mode,
and (b) a (somewhat artificial) distillation limit in which it is assumed that mixing
occurs so fast that the states within the droplet interior are perpetually uniformized,
Let us first discuss the combustion of miscible fuel blends in these two limits.

Because of diffusional resistance, it is reasonable to expect that the composition of
the droplet inner core is practically not influenced by the surface gasification and there-
fore remains close to its initial value. However, since the volatile component has a rela-
tively lower concentration at the surface, th?geigre there must exist a thin surface layer
through which the composition rapidly changes'“:"°, as shown in Fig. 6. Furthermore,
overall .ass conservation requires that the fractional gasification rate of the ith species
must be equal to its initial mass fraction, gherefore it is reasonable to expect that
after the initial droplet heating period, a d°-Law behavior should prevail for the droplet
gize history, as shown in Fig, 7.

The diffusional stratification of the concentration can lead to t?s occurrence of an
interesting disruptive combustion phenomenon termed micro-explosion. It is reasoned that
since the droplet surface has a higher concentration of the non-volatile, high-boiling~
point, component, and since the droplet temperature is controlled by its composition at the
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surface, therefore the droplet can be heated to a high temperature. However, the droplet
inner core is concentrated with the volatile, low-boiling-point, component. It is there-
fore possible that the inner core mixture can be heated to its limit of superheat and
homogeneously nucleates. The subsequent internal pressure build-up is tremendous and
causes the droplet to explode violently.

It has also been predicted that micro-explosion can occur only for an optimum range of
mixture concentration; the non-volatile component is needed to drive up the droples t;@per-
ature while the volatile component is needed to facilitate homogeneous nucleation, Y
Furthermore, since the boiling point increasesa significantly with pressure while the homo-
geneous nucleation temperature is extremely insensitive tq presgsure variations, at least
for pressures not close to critical, it is also suggested 3" that increasing pressure
enhances the occurrence of micro-explogion. This is an attractive consideration for appli-
cation in internal combustion engines.

The occurrenge of micro-explosion and its compositional dependence have been experimen-
tally verified ”, although the pressure dependence has not been experimentally investi-
gated,

The possible occurrence of micro-explosion offers interesting potential in the flexibil-
ity with fuel atomization. That is, fine atomization need not be the primary concern with
designing the spraying process. 1In fact, it may be advantageous to have somewhat larger
droplets which possess sufficient inertial for penetration into the combustor interior in
order to achieve optimum charge distribution. Upon penetration, rapid gasification can
then be effected through micro-explosion.

In the distillation limit!7 the perpetual uniformization of the droplet composition
implies that the volatility-differentials should be the controlling factor, The gasifi-
cation of the components should occur approximately seguentially according to their rela-
tiye volatilities, Thus for components with sufficiently different volatilities a plot of
dg“ versus time should yield approximately linear segments of different slopes separated
by sharp transition periods, during which the droplet temperature increases (Fig. 7). Such
behavior has been experimentally verified, The droplet lifetime may or may not exceed that
of the diffusion limit, It is also obvious that in the absence of diffusional stratifica-
tion micro-explosion will not occur in this limit., Thus enhanced mixing, say in the form
of internal circulation generated by external convection, tends to inhibit micro-explosion.

It may also be goted that the distillation limit is an artificial one. Recently more
rigorous analysesl allowing for internal circulation show that the distillation limit can
never be approached and that diffusional stratificaton prevails even urder intense external
convection, On the other hand experiments on droplet combustion subjected to either
natural and/or Sorced convection do show distillation-like behavior even with mild convec~
tive intensity. As of now no satisfactory explanation exists for this disagreement.

Next we discuss the combustion of water-in-oil (W/0) emulsions, which have been tested
in a vatisty of combustors including the diesel engine, thie gas turbine, and furnaces and
boilers. The results generally indicate a reduction in soot and NOy emissions while
those of CO and unburned hydrocarbons are somewhat increased. Change in the combustor
efficiency on the basis of oil consumption is less clear:; slight improvements and degrada-
tion have been reported depending on the state and type of the combustor, the testing pro-
cedure, and the properties of the emulsions used,

The main differences between an W/O emulsion and a miscible fuel blend is that the water
micro-droplets do not diffuse and that the immiscibility property can significantly influ-
ence the phase equilibrium relation at the droplet surface. For example under equilibricm
vaporization, which implicitly requires a distillation mode of internal transport, each
immiscible component will vaporize independent of the presence and quantity of the other
component. This implies that the boiling point of the emulsion is limited by the lower of
the boiling points of these components. Thus the attainable temperature and the associated
vapor pressure of a high-boiling-point o0il can be greatly suppressed by adding only a small
quantity of water., Micro-explosion obviously is not poss&!als1 On the other hand, in the
absence of significant internal motion, it has been found*”- that micro-explosion again
occurs and is actually more violent than that for a mizcible fuel blend., This is reasona-
ble because of the large amount of the superheated mass available within the water micro-
droplets.

Finally we discuss the combustion of coal-oil-mixtures (COM), which offerz a promis.ng
technology for coal utilization by mixing finely crushed coal in oil and then directly burn
the coal-0il mixture in such stationary burners as furnaces and boilers. The concept is
attractive in that it enables the direct substitution of oil by cocal, that the crushing and
mixing processes involved in its preparation are more economical than the energy-expensive
coal-liquefaction and gasificatinn processes, and that the mixture is still pumpable and
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hence can be readily used in the conventional oil-fired combustors with minimum hardware
modification,

The combustion characteristics of COM droplets again depend intimately on the extent of
internal circulation. 1Internal bubbling and disruptive combustion should be facilitated
because, with coal particles serving as potential heterogeneous nucleation sites, the
droplet does not need to reach the high temperature required to initiate homogeneous
nucleation. However, the intensity of explosion will be milder because of the reduced
amount of superheat available.

Experimentally, sporadic, mild fragmentations have been obserxed for a suspended
coal/diesel droplet burning in the quiescent, normal atmosphere, The fragmentation
becomes explosive with the aggition of less than 5% water. However, these fragmentations
can be completely suppressed by increasing the extent of external convectior produced
either by upward blowing of hot gas or simply letting the COM droplet fall tnrough a hot
furnace. Therefore in the absence of fragmentation, all the coal particles oriqingily
present in the COM droplet are concentrated into a large coal particle 2gglomerate“‘, which
requires a long burning time and is expected to be a serious problem with COM utilization
in combustors with short residence times.

8. Droplet interaction

In the practical situation within a spray, any given droplet is surrounded by and
therefore interacts with the rest of the droplet ensemble. Since the Sharacteristic
droplet separation distance can be of the same order as the flame size”, the intensity of
interaction can be quite strong. In particular, for sufficiently short separation
distances, the droplets will burn as a merged flame irstead of individually.

To study interaction effects, it is necessary to solve Eqs. (3) and (10), together with
the momentum conservation equation, for the thres-dimensional flow configuration. If we
make the thin-flame approximation and also assume weak convection, then the analysis
simplifies to that of the Laplace Equation, cf wQ§ch many solution procedures exist, 1In
the presence of convection, special solutioas 3- have also been obtained.

Experimentally it has been demonstrated?? tgat interaction reduces the droplet burning
rate because of the competition for oxygen., d‘-Law behavior obviously does not hold
because of droplet regression and therefore the continuous variation of the droplet surface
gseparation distance. The presence of buoyancy, however, can significantly increase the
burning rige Eecause of the synergistically-enhanced convective transport between

droplets, -2

The case of strongly coiavective situation is of special interest because of the
influence of wake regionrs on neighboring dropletsh Another area cf active research on
droplet interaction is the Leidenfrost Phenomenon“’, in which the droplet gasifies over a
hot surface and exhibits a non-monotonic behavior in its lifetime with increasing surface
temperature,

9. Concluding remarks

Presently the fundamental mechanism governing low-pressure, spherically-symmetric,
single-component droplet combustion can be considered to be reasonably well understood.
However, quantitative prediction of the burning characteristics is still inadeguate,
primarily as a result of transport property variations. This becomes serious during
intense burning because the elevated flame temperature not only causes dissociation, but
also introduces greater temperature and compositional variations in the transport
properties. It would be of interest to conduct a numerical simulation of such a process,
using realistic transport properties but simplified reaction schemes, and compare the
predictions with the existing experimental data., Caution should be exercised in assessing
the initial conditions which affect the droplet heating and fuel vapor accumulztion
processes,

The dynamics of a vaporizing droplet, with various intensities of interfacial mass flux,
and the coupled problem of droplet vaporization under external convection, have not been
adequately explored. Systematic studies assuming low, intermediate, and moderately high
Reynolds number flows are all needed.

A detailed study of the droplet internal motion and transfer processes could also
resolve the issue that while theoretical analysis on convective multicomponent droplet
combustion shows non-uniform droplet concentration persists throughout the droplet
lifetime, experimental results seem to indicate a batch distillation mode with the
concentration perpetually uniformized.
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The phenomenon of micro-explosion has potential to improve charge preparation and
deserves further study. For miscible fuel blends the dependence of micro-explosion on the
fuel compusition and internal motion is sensitive and should be characterizad. FPFor W/O
emulsions, emulsion stability, the optimum water droplet sizes, and the effect of pressure
are the important problems.

High-pressure near-critical and super-ccitical combustion is a fertile area of
research., The primary question here is whether the droplets can reach criticality before
they have been substantially gasified. Many of the assumptions in modeling low-prersure
droplet combustion break down near the critical state. The attainment of micro-explosion
and coal-particle agglomeration also depends on whether criticality is reached before these
events take place.

In view of the recent interest to conduct combustion experiments in the gravity-free
Space~Lab environment, a candidate experiment is that of the combustion and micro-explosion
of multicomponent droplets, This exgeriment cannot be easily and perfectly conducted on
earth using conventional techniques. For example the suspension technique cannot be used
because the suspension fibers can serve as heterogeneous nucleation sites to induce arti-
ficial micro-explosion. Freely-falling droplets experience forced convection and therefore
internal circulation, whose intensity also continucusly varies because of the changes in
the droplet velocity and size. Finally, the presence of natural convection also induces
internal motion., Thus only in a gravity-free environment can a stationary and convection-
free experiment involving an unsuspended droplet be conducted,

Recent advances in computational techniques also allow the possibility of studying cer-
tain aspects of droplet combustion which are not easily amenable to analytical solutions.
One example is the effects due to variable transport property values as just mentioned.
The influence is especially strong in the liguid phase. For convective combustion numeri-
cal solution is also useful because of the lack of spherical symmetry, the presence of the
complex flows, and the fact that relevant Reynolds numbers frequently are in the analyti-
cally difficult range of 1 to 100. During high pressure combustion much of the conven-
tional assumptions describing droplet combustion break down (e.g. gas-phase quasi-~
steadiness and compressibility) such that numerical solutions again may be necessary.
Finally, studies on droplet interaction may alsc find numerical approach useful because of
the lack of symmetry in the problem.
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A numerical study of drop-on-demand ink jets
J. Frcmu

International Business Machines Corporation, Research Laboratory,
5600 Cottle Road, San Jose, California 95193

Abstract

A discussion is giver of ongoing work related to development and utilization of a numerical model for
treating the fluid dynamics of ink jets. The model embodies the complete nonlinear, time dependent,
axi-symmetric equations in finite difference form. An earlier work treated continuous jets in which perilodic
boundary conditions allowed study of local capillary instability to drop formation in a moving reference
frame. The present study includes the jet nozzle geometry with no-slip boundary conditions and the existence
of a contact circle. The contact circle is allowed scme freedom of movement, but wetting of exterior surfaces
has not yet been addressed. The principal objective in current numerical experiments is to determine what
pressure history, in conjunction with surface forces, will lead to clean drop formation.

I. Introduction

Recent experimental fluid drop studies related to ink jet printer design have provided an extensive input
to guide development of a comprehensive numerical model for treating surface tension driven flows. As a
consequence, a full nonlinear model now provides feedback of fundamental interest regarding the sppropriate
interaction of forces for drop formation. The system of numerical programs is lengthy and complex but seems
adaptable to many problems involving drops and bubbles.

In a previous study, we considered the so-called "continuous jet", where equally spaced drops are produced
in a continuous stream.i An "intinite jet'' model, assuming periodic boundary conditions for a single drop
region, provided information on drop stream control through suitable harmonic disturbances. Of general
interest beyond practical matters of ink jets is that these numerical solutions gave the complete intervening
behavior between Rayleigh's inviscid capillary jet? (initial solution) and Lamb's oscillating drop after
breakup3 (final solution).

The present study has the added complication of flow from a nozzle, controlled by a pressure history
intended for the release of a single drop. A contact circle is now involved with the uncertainty of what
constitutes & rigorous treatment of such a boundary. Further uncertainty exists regarding the pressure history.
produced by a transducer, since the small scale of the jet precludes measurement of even peak pressures.
Fortunately the parameter R/W (Reynolds number / Weber number) is in & range that is amenable to numerical
approximation, and it therefore seems possible that numerical experimentation will shed light on the existing
uncertainties.

Currently, the numerical programs are operational with contact circle treatment such that no wetting is
permitted, as is generally the case with analytic treatment of pendant drops. Motion of the contact circle
occurs when negative pressures (relative to ambient) are applied at the nozzle entrance and fluid is drawn
inward from the free surface. Currently, a square wave history of uniform pressure at the nozzle inlet is
emploved to drive the jet, A positive pulse sufficient to produce the experimental drop size is followed by a
negative pulse which serves to initiate detachment of a drop. The negative pulse is terminated when the net
impulse returns to zero. At this stage, surface tension must carry the contraction to final detachment of the
drop. The objective of the work is to establish quantitatively the conditions which provide optimum drop
characteristics for high resolution printing.

In the following, we outline the numerical method which does not differ appreciably from reference 1. We
then discuss a series of results which have thus far been confined to parameters of interest in ink jet
hardware development, Concluding remarks point up those aspects of the work where numerical solution has
provided practical insight into the behavior of the flows.

II1. Numerical Method

The geometry we consider is easily visualized from an examination of output graphics of Fig. 1. A nozzle
section of unit radius with inlet on the left is assumed to be connected to a cylindrical chamber with radius
large compared to the nozzle. In Fig. 1 the nozzle section is five units in length. (Note that tick marks on
plot axes define finite difference mesh distances). Only a small additional annular region is needed in the
geometry since drops generally will be limited to sizes on the order of the nozzle diameter and wetting of the
outlet facing is not currently permitted., Axi-symmetry is assumed and hence the calculation region involves
only the upper half of the views in the output graphics. The lower half is added for esthetic purposes in the
plotting programs.

The initial solution is impulsive with a prescribed uniform pressure at the circular cross section of the
inlet. At the initial instant (t=0) the outlet meniscus is flush with the nozzle facing, this being the
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equilibrium configuration in the absence of wetting, Taking the ambient pressure as zero at this free surface
we begin with a linear axial pressure gradient in the nozele section. The flow velocities are initially gzero.
The calculation proceeds by explicit time differences with all succeeding time steps following the same
prescription which we will now outline for a first step.

Because we here use a vorticity streamfunction formulation our first aim is to provide appropriate
boundary conditions for the latter. This is rather complex since indeed none of the boundaries except the
axis of aymmetry can be treated simply especially since wé want a time varying pressure at the inlet and also
vish to provide for entrance flow from a chamber. wWe begin in a somewhat roundabout way by computing the
velocity fields through the momentum equations. In axi-symmetric form these equations are

2
du  3u” luwr _ _3P/p _v3
wra troa —5_22 r 3¢ wr)

2
v , duv . 1 3v 3p/
A R R M

Here u is the axial velocity (z direction) and v 1z the radial velocity (r direction). P is the pressure, p
is the fluid density and v the fluid viscosity. We choose to express the diffusion terms as vorticity
gradients because the vorti. ‘rv (w) is always available to simplity the calculation. However, we currently
are expressing the diff::sion 1 the axial velocity equation in terms of u because accuracy in the nozzle
boundary layer seems to requs it.

A small forward integratiou in tirm. 2f (1) leads to flow because of the pressure gradient in the nozzle.
Now by integrating the first of (1) over a fluid (control) volume of the nozzle we may obtain the uniform
streamfunction value at the nozzle boundary relative to a zero streamline at the axis. That is, the time
derivative of :%e streamfunction Q at the nozzle surface becomes

r r
o vr o
4 . 2,2 “P Y4r -« =S
(d: e | r(uL ue + PL PR)or i A W dz 2)

o]

where we have deleted terms that do not contribute. In (2) L and R refer to left and right cross sections of
the cylindrical control volume which initially i{ncludes the entire fluid region. z, is the length of the
nozzle and LA its radius.

We can, of cour:e, have the control volume continue to be all of the fluid region even when a drop is
forming but then (2) becomes a more difficult expression., Also, if the free surface draws inward the control
volume, as expressed in (2), must be shortened by revising z, and excluding some of the fluid near the outer
edge of the outlet.

Thus rar we still do not know the boundary conditions for Q at the entrance of the nozzle or at the free
surface. For the latter we integrate the expressions

%% = -~ rv and %% - ru 3)

singly or in combination, beginning at the axis of symmetry outwi.d to . 2 surface. This provides for Q at
points on the surface at roughly mesh length distances. It 1s n2cessary, huwever, to define the free surface
as a set of particles generally 5 to 10 per mesh distance. At these surface particles Q is given through
interpolation among those given above and the value previously obtained at thes nozzle boundary.

Finally, two conditions are provided at the inlet. If flow is inward we simulate flow from a large
chamber by requiring uniform inflow. This effectively requires the boundary layer at the nvzzle surface to
begin at the inlet, With Q already known at the nozzle boundary, a mean velocity u may be obtained using the
second of (3) for the entire inlet cross section. Reversing the procedure we obtain Q at inlet mesh points.
Q is not linear in the axis-symmetric case,

For reverse flow we assume that flow into the chamber will be the same as in the immediately adjacent
region inside the nozzle or

8o

there.

At this point we are not yet ready to solve internal streamfunction values, we need yet to know the
vorticity in the interior. Using the time dependent equation
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we increment the vorticity forward in time as we had done the velocities. This 15 of course meaningless for
the first time step because the vorticity field is null. At the second time step and all following vorticity

will derive from the no-slip nozzle surface and to a lesser extent from the free surface.

Internal streamfunction values are now obtained by simultaneous sclution at all net points of the aquation

2
3°Q 9_ (13
") +roas (; 59;) -t . ()

This 1s followed by resetting the velocities using (3) and the after thought determination of vorticity at the
nozzle surface using

o=~ (5,

The redundancy of the above may be questioned but our objective thus far is to provide for more options on
how solution is to be carried out both for convenicence and accuracy. Solution of (5) 1s of necessity by
iteration rather than direct because of the time varying fluid region. Convergence is of course enhanced if
in the course of getting surface streamfunction values through (3) one fills in internal points. The
difference in the final outcome from (5) relates to truncation errors im (1), particularly in the nonlinear
terms. One in fact would find that strict use of (3) only would leave in doubt what value to give the
streamfunction at the nozzle surface because each integration upward along z=constant lines would give a
different error.

With the streamfunction given at "Lagrangian' free surface points we may evaluate the normal and
tangential velocities there. That is

ur-%% and un-—%%gk (6)

vhere T is tangential and n is normal. The second of these is readily obtained from particle Q values, the
first through a nearest approach method relative to selected interior points followed by interpolation. We
require surface points or particles to carry with them coordinate information, local are lengths and angles
(relative to the axis of symmetry). Using the angle we may obtain u and v for the particles through a
rotati>nal transformation.

Updating the surface configuration with
=—=u and TV (€]
we proceed to determine new local arc lengths along the surface ind new angles, Thus

612 = 822 4 6r2

and _ (8)
a=tant &
Sz
It is now easy to obtain surface pressures, Relative to ambient "zero" pressure they are given by
P cos a da) du
(E)."’(—r_‘ﬁ)*"ﬁn- ®)

there 0 is the surface tension coefficient. The first term on the right expresses the destabilizing curvature

ound the axis of symmetry, the second, the stabilizing curvature in the r-z plane and the last term the
pressure contribution from local deformation. For the last term we again use a closest appr~ich method for
evaluation relative to selected interior points. However, a local continuity expression

du du
Nyl S, Vv,
on MR T Yn 31 T 0 (10$)
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could probably be used.

At this stage we may iterate a Poisson's equation for the pressure. That is

2
a—‘iﬁ+%—3—(£ﬂ)--c (11)

3:2 ar or
vhere
2.2 2
- du 208uvr L 19vT
¢ 3:2 + r droz + r or ° a2

The boundary condition for the pressure is known everywhere except at the nozzle surface where the condition
on the derivative is

(%'E)b - (g':l)b ' 13)

G is required at only interior points.

Obtaining the vorticity at the free surface has been somewhat of a problem. In terms of surface
quantities we write

du du
SN DR & da
w == + an + LI (14)

Unfortunately in a stationary reference frame this is subject to large errors because in a spherical drop (for
example) large numbers must effectively cancel to produce a small real vorticity. To overcome this we define
velocities relative to a mean for each contiguous part of the fluid so that (14) is evaluated in terms of
disturbance quantities.

Scaling to permit nondimensional calculation is the same as with the earlier capillary instability

problem.1 The reference length is the nozzle radius r,. The reference velocity is the capillary wave
velocity

1/2
[od ) , (15)

v - —
o (pr
giving a time scale

3) 1/2
r
t, = (9—0— . 16)

This leads to use of the single parameter, Reynolds number over Weber number

1/2

%' (:ﬁ) . an

Thus the above equations ave made dimensionless by replacing V by W/R wherever it appears and replacing g by
1.0,

III., Results

During the development of the numerical program there was constant reference to experimental work that was
being conducted in the development of ink jet hardware.% Unfortunately because of the small size of the jet
the crucial measurement of driving pressure could not be made. Lacking this knowledge, along with uncertainty
concerning the numerical program itself, made convergence to a successful method very difficult. A failure to
obtain a solution comparable to experiment could mean being outside the range of pressure values appropriate
for drop formation or could mean there was a fundamental problem in the numerical program. The program is
quite complex and the running times are by no weans short. Unlike experiments which can be conducted in rapid
succession to achieve a certain operating behavior, the numerical experiments took too much time for many
wrong guesses., Now, however, we are quite close to experiment and the model has shown evidence of being
adequate. We will perhaps never know the exact character of the pressure that drives the jet but once having
achieved agreement in jet characteristi:s, here demonstrated in a quantitative visual form, we are in s
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position to understand most properties of interest in the flows. Even now, however, one must be mindful of
limitations of the approximate solution since unlimited grid resolution is of course impossible.

To illustrate tha numerical solutions we have chosen a case which gives the most interesting overall
results achieved by the time of this writing. Figures 1, 2 and 3 show & saquence of four solutions sach in
consacutive times for R/WaS, The pressure history is one which bagins with a suction (negative pressure)
followed by a positive pressure and then a negative pressure again., The second negative pressure terminates
when the net impulse is zero. Whils not necessary, & very small residual positive pressure rather than sero
was naintained for the remainder of the running time of this case. The square wave pressure at the inlet and
times (both in nondimensional units) are as in Table 1.

Table 1
t P/p
0 -0.21 ~60.,0
0.21 - 0.82 +80.0

0.82 -~ 1.43 60.0
- + 1.0

The nondimensional times for the plots illustrated are given in Table 2.

Table 2

Fig. Time Plot Interval Q MAX QMIN Plot Interval P PMAX PMIN
1-1 0,25 0.03125 0.0 -0.52 4.0 80.0 -2.9

1-2 0.68 0.125 2.03 0.00 4,0 93.3 J.2
1-3 1,03 0.0625 1.97 0.00 4.0 7.5 -84.0
1-4 1.64 0.0625 0.99 -0.17 0.5 7.1 -3,0
2-1 2,05 0,03125 0.78 ~-0.08 0.25 4.5 -0.4
2-2 2.52 0.03125 0.66 -0.07 0.25 4.2 0.0
2-3 2,97 0.03125 0.60 -0.06 0.125 4,2 0.7
2+4 3.57 0.03125 0.53 -0.05 0.25 7.6 0.0
3-1 4,18 0.03125 0.53 =0.05 1.0 17.1 -1.2
3-2 4,52 0.03125 0.53 -0.05 1.0 20.7 ~C.4
3-3 4,67 0.03125 0.54 -0.05 2.0 48,6 0.6
3-4 5,03 0.03125 0.52 ~-0,03 2.0 35.9 0.6

In all figures the streaamfunction is plotted as solid lines. Negative streamlines include tick marks. This
is manifeated as tick marked lines for flow to the left (reverse flow in the nozzle) where the boundary layer
vorticity is predominantly negative. The vorticity vector (positive) is outward in upper half plane and
inward in the lower half. The center line is the streamline Q=0 as discussed previously. Where this line
appears it is 2 solid line without tick marks, There ars also tick marks on the solid boundaries of the
nozzle but since these are rectilinear they are distinguishable from streamlines. As mentioned before, the
tick mark spacing on the rectilinear lines show the grid spacing. This is only roughly true on curved
streamlines,

Pressure 'isobars' are plotted as dashed lines with shorter dashes for negative pressures. The zero
pressure line also has long dashes.

Cne can use the above information and Table 2 to determine contour values throughout the plots. In some
places this is difficult but knowing the maximum and minimum values helps and greater detail is probably of
little use, Because of limited plotting area, say in the contracted neck of the jet, the isobars are
difficult to distinguish as negative or positive. They are of course positive there because of the high
surface pressura. Also it should be noted that in the axi-symmetric case streamlines are not uniformly spaced
for s uniform flow velocity, This is the resson for the gsp in streamlines along the central axis where a
tube of flow involves little trus flow bacause its cross sectional area is small, yet the flow velocity may be
high.

Beginning with Fig, 1 and referring to Table 1 we note that the time is in the period where the inlet
prassure is positive but flow is still into the chamber because of fluid inertia from the initial suction
period, The left most isobar at the inlet is +80 (see Table 2) while the lowest pressure is at the concave
meniscus surface and is -2.9. As a reference it is of interest that, in nondimensional units, a drop of unit
radius has & surface pressure of +2.0. One unit of pressure being being provided by each component of the
surface tension. Here in the first plot the stable componment of the surface tansion is such as to restore the
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flush status of the meniscus at the face of the noszle. Acting along with the positive inlet pressure the
flow direction is soon reversed.

In the second plot of Fig. 1 the toroidal circulation at the inlet is because of £l \ bending inward from
the simulated large chamber preceding the nozzle. The pressure is negative at points just inward from the
circulation where the flow rate is high while at the center line the deformation causes a pressure exceading
the inlet preesure. The meniscus surface has a pressurs near uaity,

In the next plot a drop is forming tlrough forward motion even though the inlet pressure has been
reversed. Note the short dashed lines of pressure (negative) and a sero pressure in the contracted region of
the incipient drop. Again the inlet toroidal circulation is still producing a pressure lower than the applied
inlet pressure but now more negative then the -60 units there. The circulation is in the process of spreading
and dieing out.

In the last plot of Fig. 1 only remnants of the inlet circulation remains and a separation streamline now
divides flow forward in the drop with predominantly reversed flow in the nozzla. Note that reversed flow
begins in the boundary layer of the nozzle. At the time of rhe last plot of Fig. 1 the preasure cycle is
past. The remaining motion of the jet is passive except for the minor influence of the small positive (unit
pressure) hereafter present at the inlet. The highest pressure is at the forward most point of the jet and is
a result of local deformations only.

In Fig. 2 the progress of the jet is observed at four succeeding stages. In the first of these there 1is
evidence of local reverse circulation at the meniscus region tending to remove the concave curvature. This
and the continuing flow into the chamber are because ~f the stabilizing surface tension in this region. At
the same time the destabilizing surface tension component is causing higher pressures at the contraction
although at this stage contraction is dominated simply by mass depletion due to the forward and backward flow.
These processes continue to the time of the lust plot of Fig., 2 where the surface tension pressure at the
contraction is bezoming an influence on local vehavior. The meniscus region has been pushed outward to be
convex partly be.ause of the local high pressure and partly from inertial motion from the earlier restoring
pressure., Also the taper of the connecting shank to the drop is no longer linear. This further indicates the
influence of the surface tension pressure at the contraction.

In Fig. 3 we continue toward drop break off and include two plots following breakoff. Note that a
restoring pressure of the meniscus portion drives fluid into the chamber to a small extent so that the outward
bulge is diminished tetween the first and second plot of Fig. 3. Also we note that a second contraction is
occurring just behind the drop.

Drop break off was here preset to occur when only one mesh distance (1/20 of che nozzle diameter)
remained., At this point the mechanics of the numerical program requires a gero radius and local angles
consistent with a break. The break is assumed to be locally spherical so that the two components of surface
tension are the same. This eliminates the singularity of the unstable component which takes on the value of
the stabilizing component.

Two separate problems are solved simultaneously after breakup. The meniscus converges here to a spherical
surface of unit radius because of the residual unit pressure at the inlet, The drop portion of the jet
proceeds toward a state where a drop plus a satellite exist because of the contraction behind the main drop.

IV. Concluding Comments

We are interested here in summarizing those things learned from the numerical model thus far. In some
cases the information was partially known from experiment and matters were clarified and/or confirmed by the
model. 1n other cases the information from the model gave insight thus far unobtainable experimentally,

1. The peak pressure magnitudes for driving the jet are now obtainable. These, of course, depend on noztle
losses but can be fairly well estimated for an initial trial calculation.

2. The pressure history to drive the jet is nearly a symmetric one for clean drop formation with a net zero
impulse for a single drop. The negative phase of the pressure history is essential to drop break off in
the range of parameters here studied.

3. Uniform pressure at the inlet cross section and ignored wetting of the outer facing of the noszle are
reasonable simplifying sassumptions that do not affect comparison with experiment.

4. 1In the range of parameters here studied, the meniscus is very overdamped as is the drop. Experimental
meniscus oscillations presumsbly relate to chamber or chamber to nozzle transition characteristics. The
latter can be studied with the present model.

5. The flow fields throughout the history of drop generation may be analyzed in alrost complete detail from
the numerical results and, internal flows, usually not visible experimentally, may here be studied.
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Electrohydrodynamic (BHD) 3timulation of Jet Breakup
Joseph M. Crowley

Dept. of Elec. Bng., Univ. of Illinois, Urbana, Illinois
and Xerox Corporation, Rochester, New York

Abstract

Electrohydrodyanmic (EHD) excitation of 1liquid jets offers an alternative to
piezoelactric excitation without the complex frequency response caused by piezoelectric
and mechanical resonances. In an EHD exciter, an electrode near the nozzle applies an
alternating Coulomb force to the jet surface, generating a disturbance which grows until a
drop breaks off dcwnstream. This interaction can be modelled quite well by a linear, long
wave model of the jet together with a cylindrical electric field. The breakup length,
measured on a 33 pm jet, agrees quite well with that predicted Ly the theory, and
increases with the square of the applied voltage, as expected. In addition, the frequency
response is very smooth, with pronounced nulls occurring only at frequencies related to
the time which the jet spends inside the exciter.

Introduction

Most of the existing ink jet printers based on jet breakup use acoustic excitation of
the jet to introduce the disturbance which eventually grows to form ink drops. With a
single jet, this method works very well, since the breakup point can he controlled through
a feedback loop which alters the amplitude of the excitation. The extension of this
tachnique to multiple jet printers presents some difficulties, however, 1iince the jets
interact with the acousti~ waves set up in the exciter, causing variations in the breakup
length.

Excitation based on electrostatic forces appears to offer more promise for multiple jet
printers, since the excitation is applied via electrodes which are placed downstrean of
the nozzle, allowing individual control of individual jets. Although droplet production
by electric excitation has been known for some time, there haa been no work reported which
offers a theoretical model of this process, or which describes systematic measurements of
the breskup length with EHD excitation. The present paper is intended to fill this gap.

A Simple Theory of EHD Excitation

A detailad analysis of the ERD exciter has been undertaken, and will be presented
elsewi.sra’. In the course of that work, a simple model was developed, which will be used
here to describe the exciter used in the experiments. The geometry of the jet iz defined
by Pigure 1, which shows a liquid jet entering an electrode. The jet has a radius R, and
moves with a velocity Use
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Pigure 1 rigure 2
A Ligquid jet entering an electrode Electric pressure in the step exciter
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This particular electrode is shown as a cylinder, but it can have any shape, since the
theory assumes only that the electric field at the surface of the jot can be calculated.

Theoretically, the jet is modelled by the long wave app:oxinntlonz, in which the
disturbance i{s assumed to be much longer than the jet radius, and The axial velocity and
pressure are assumed to be constant acroils any section of the jet, With these
assumptions, the momenti= juation for motion in the axial direction can be written as

'] X __13
e T Ui p 3x il

while Conservation of Mass for a round jet gives

£l
-

3R . . AR
x T2 "0 (2)

R
3t+u x 2

The pressure in the mopentum equation consi~ts of contributions from the surface
tension of the jet and also from the electric field at it surface.

The Inertisl Limit

The surface tension cterm im well known in the fluid mechanics of jets; it leads to
growth of the disturtance i{nto drops. Inside the exciter, which 11 usually only a
fraction of a wavelength long, the droplet growth is v-ry small, so the effects of surface
tension wi{ll be neglacted here. The electric pressure can be most easily obtained by
using the Maxwell stress tensor at the surface of the jet. 8Since the jet is assumed to be
a good electrical condustor, the electric field will be nqQrmal to the surface of the jet,
which implies that no electric shear forces can be exerted”, The only electrical force
corresponds to a (negative) pressure, given in terms of the field s rength at the jet
surface as

plr,x,t) = = % € Bz

M

For example, {f the elecirode surrounding the jet is assumed to be a circular cylinder of
radius b, at a voltage V(x,t), then the normal electric field at the surface of the jet
will be

E= Vix,t)
a tn(b/a) (4)

so that the electric pregssure is given by

2

26° 2n2(b/¢)

Linearization

In most of the growth region the amplitude of the waves is usually quite small, so that
the equations may be further simplified by linearization., If we define

U-'U°<"u.u<<l.!° (6)

R=a+d§ , 4 <<a N

and neglect all second order terms, the equations of motion for smai: ¢.stur>ances on the
jet reduce to
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at 0 9dx 2 3x

These equations have been written in terms of the convective derivative of the surface
displacement, defined bLy

38 38
§' = —+ U —
at o 3¥x (10)

In the inertial approximation, the use of this surface velocity simplifies the resulting
equations.

The electric pressure depends on the electric field at the surface of the jet, and this
field will usually change as the jet expands and contracts. Thus perturbations in radius
will lead to perturbations in the electric pressure, which in turn depend on the detailed
structure cf the field near the jet. T.ike the surface tension term, the perturbation
electric field mainly influences the growth rate of the droplet disturbance. Its effect
is usually much 1less than that of the surface tension, so it will also be neglected, as
the surface tension was. The equation of the jet then becomes

2
(a_*’ULiS'S _3._2

a
at o Ix 20 3,2 (1)

The linear response of the jet will generally be expressed in terms of its response to
2 sinusoidal pressure variation. For each term in the Pourier series, the driving
pressure is most conveniently written ia terms of complex amplitudes as

p = Refr(x) &™)
(12)
The response to this drive can likewise be written as
PR, ("] 4
8§ = Refd(x) e ] (13)

so that the equation of motion for the exciter (Equation 12) reduces to an ordinary
differential equation for the complex amplitude of the radial velocity

1+Ud_S.BLd_22 (14)
w o dx 2p dx2

There are several ways to solv~ this equation, but since we will be dealing with
singular spatial functions such as the impulse and step, the easiest solution is that
which uses the Laplace transform in x, With the de inition of the Laplace transform as

g(x) - j 8(3) esxdx
(15)

and
; = J ;(x) esxdx
(16)

the equation can be transformed into
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which can be inverted to find the response as soon as the spatial distribution of electric
pressure is known.

Constant Pressure Exciter

The simplest practical exciter is a cylindrical electrode of 1length ¢ . The entire
exciter is driven from a single voltage source, for example V_+V, sin{(ut) , so that the
same pressure is applied throughout. Por this exciter, p has th8 sﬁatial form shown in
Figure 2. with a time varying magnitude of

2 2

¢ 2 1 V2

p(t) = - 3 |IVe-31]* 2v1v2 sin ut + 3= sin 2ut
22" ¢n"(b/a)

(18)
This pressure has components at DC, v, and &t 2uv, but since the equation is linear, each

component can be treated separately. For the component at v, the electric pressure has
the form

2
e e letf
° 2a2 tnz(b/a) (19)
where V is the effective (RMS) value of the voltage, which in this case is 2vov1. Por

this excf&gr, the Laplace transform of the drive is

-sk

(20)
giving the radial velocity at the exit as
siwx —iw(x-2)
M iw Uo iw Uo
§'(x) = - a(x) +— e - AMx - 2) -~ e
U U
2 U o ]
° (21)

The response has an impulse (s) in velocity be>ause the jet gquickly contracts as it
enters the exciter and expands as it leaves. These impulses have no effect downstreanm,
since they vanish as soon as the jet has passed the entrance or exit, Por practical
purposes, then, the velocity of the jet at the exit of the exciter can be written as

< dety | dux
. mapo Uo Uo
&' = 2 1-e e
20 U (22)

The velocity has an exponential delay tere which can be analyzed more conveniently by
extracting a factor corresponding to the center of the exciter, using the relation

iwl _ 1wi

l-e 2 ae % 2ignd

2 (23)

The velocity response then has the magnitude

£
sit %UJ (24)
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Exciter output versus length Force variation within the exciter

which is shown in Fiqure 3 as a function of exciter length.

The nulls and peaks which occur in the response are caused by the alternation of
electric pressure while the jet is inside the exciter. If the pressure is sinusoidal, as
shown in Figure 4a, the net impulse given to the jet over one period of excitation will be
zero, since the jet is influenced by equal and opposite half cycles. Thus if the jet is
within the exciter for a whole period of excitation, (i.e., the exciter is one wavelength
long), the response will show a null. On the other hand, there will be a peak for lengths
which are one half wavelength long. While this effect is easy to see from Figure 4a, some
care must be used in interpreting such diagcams, since they may suggest erroneous nulls,
depending on the choice of phase at the inlet. For example, if the sinusoidal force were
chosen to be a cosine, as in Figure 4b, it would be easy to infer that the null would
occur when the exciter is only one half wavelength long. This '3 not true, because the
cosine is one special cho.ce from all of the phases which occur during a complete cycle.

Becaugse of the peaks and nulls in the frequency response, the output of the exciter can
not be increased® indefinitely simply by increasing the length of the exciting electrodes.
Instead, an optimum length, which may be fairly small by macroscopic standa:ds, must be
selected to achieve maximum output. This explains why the electrodes used in earlier work
on EHD excitation were usually not very efficient.

Downstream Response

The approximate surface displacement far downstream is given byl

6!
G = ] ePX
2u Uo (25)
where
2 2
o=l - ]
° o (26)

The breakup length can be determined by extrapolating the downstream response to the point
of breakup, tg to give the breakup length equation,
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Thus the breakup length can be calculated as soon as the exciter output is known.

Exper iments
Apparatus

Several experiments were performed in order to test the predictions of the EHD exciter
theory. The nozzle and associated apparatus were mounted on a specially designed frame
which allowed adjustment and positioning suitable for tge experiments. The fluid used in
most of these experiments had a density of 1030 kg/m” and a surface tension of 39 mN/m.
The jet formed by the nozzle had a radius of 16.5 um. 1Its velocity was determined by
measuring the wavelength of the disturbance at a known frequency.

The exciter electrodes used in most of these experiments consisted of steel plates of
various nominal thicknesses (3-7 mil, or 75~175 um) through which holes were drilled. The
holes ranged in nominal diameter from 3-7 mils (75-175 um). Microscopic examination of
the electrodes revealed that the holes were essentially straight sided, although
occasional burrs could be seen.

Procedure

Since the electrodes consisted of a single piece of metal, they had to be in position
before the jet was turned on to avoid splashing and electrical shorting between exciter
and ground. As a compromise between speed and complexity, we first located the
approximate axis of the 3jet by focussing a microscope on the nozzle orifice along the
nozzle axis. The electrode, mounted on a three axis micromanipulator, was then moved into
position so that the desired exciter hole appeared to be on the nozzle axis, as seen
through the microscop. The microscope was then removed to the side, where the jet and
hole would both be visible at an oblique angle, and the jet turned on. The original
electrode placement was usually within a few mils of the desired placement, could be
quickly adjusted to center the electrode and allow the jet to stream through unhindered.

The jet was then turned off to allow the electode to be cleaned by wiping with
absorbant paper towels. Upon restarting, the jet always went through the hole cleanly,
without splashing or blocking, even for the 3 mil hole, once the initial centering
procedure had bean carried out. 1In most cases, the jet would restart cleanly even if the
electrode had not been wiped clean.

Several arrangements were used to provide different voltage levels. An operational
amplifier could be connected directly to the electrodes, giving voltage up to 150v. 1In
order to increase the voltage, the output of the operational amplifier was often connected
to either a wide band or a narrow band transformer, The secondary winding of the
transformer furnished higher AC voltages than the amplifier, and additional increases in
the effective voltage could be achieved by connecting the secondary in series with a DC
power supply. With this arrangement, peak voltages up to 800V were obtained. This
voltage was not limited by breakdown in the exciter, but by the available power gupplies
and amplifiers.

In carrying out the'experiments, the jet was turned on and the voltages adjusted to the
desired value. The position of the breakup was then measured by a micrometer which moved
a long focal length microscope to the breakup point while the phase of the viewing satrobe
was slowly rolled. The breakup position can be measured very precisely (+10 um) with this
technique if the jet is quiet. At very long breakup lengths (>4 mm), the natural breakup
of the jet caused the breakup point t5 vary erratically. Lateral movement of the
electrode varied the breakup point, probably by increasing the electric field strength at
the surface of the jet. This effect was used to center the jet before each measurement,
since the point of minimum excitation should corrzespond to a centered jet.
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Prequency Response

The simple theory presented above predicts maxima and minima in the frequency response
of the exciters. In order to test these predictions, frequency sweeps were performed on a
number of exciters. The easiest feature of the response to check is the null which occurs
when the frequency corresponds to an entire wavelength of the disturbance inside the jet
at any time. PFigure S5 depicts the frequency response for an electode which is 7 mils (178
pm) thick.
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Frequency response for a 7 mil exciter Same thickness, but 8 mil theory

Por this length, the nuli is expected at 108 kHz. Since this null occurs near the maximum
growth rate of the jet, it could be ohserved experimentally by varying the frequency to
produce the longest apparent hreakup length. This null frequency (shown in Figure 5.3 by
an arrow) is lower than expected from theory hy approximately 158. Reasonatle variations
in the fringing Yength and jet velocity could not acco:mt for the discrepancy, but
increasing the effective length of the exciter from 7 to 6 mils gave better agreement, as
shown in Figure 6. This extension in length might be justified by the presence of burrs
at either end of the hole, since such burrs were often observed in microscopic examination
of the holes. Another possibility is the effect of fringing in extending the effective
length o€ the electrode beyond the physical limits of the conductor.

This exciter exhibits the predicted null in the frequency response, but does not test
the exciter atc the thickness which is expected to yive the shortest breakup length. Since
short breakup length is desired in practical printers, the frequency response of a shorter
(3 mil or 76 pm) electrode was also measured. The results of this measurement, along the
the predictions of the theories, are shown in Figure 7.

Just as in the earlier measurements, the theory predicts both the magnitude and the
shape of the frequency vresponse quite well ($0.2 mm or 10%) whether the fringing fields
are included or not, although the fringing approximation seems to give better results at
the shortest breakup lengths. ™y appreciate this agreement, it should be kept in mind
that the theory, which rests on the fundamental equations of electrostatics and fluiad
mechanics, contains no adjustable parameters. The breakup length is predicted only in
terms of geometrical measuremvnts, applied voltage, and material properties.

Voltage response

Compared to acoustic excitation, EHD excitation is often relatively weak, so ‘hat the
ragnitude of the drive is extremely important in practice. The theory presented above
predicrs that the excitation pressure is proportional to the square of the effective
voltage, so that a relatively 1large 1increase 1in the excitation may be obtained by
increasing the voltage at which the exciter operaies. This prediction was tested
experimentally by varing both the AC and DC voltoge levels over a wide range, and
measuring the breakup length.
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Since the breakup length depends logarithmically on the excitation, a plot of breakup
length against the logarithm of the effective voltage should give a straight line.
Experimental values of “reakup length are plotted in this way in Figure 8, along with the
predictions of the simpe theoretical model. Both the magnitude and slope of the breakup
length follow the predictions well, although the slope of the line appears to be somewhat
flatter than expected. These results give us some confidence in extrapolating the design
to even higher voltages to achieve a shorter breakup length if necessary, although these
lengths are already comparable to those used in acoustic excitation.
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The stress system generated by an electromagnetic field in a suspension of drops
M. Emin Erdodgan

Istanbul Teknik Universitesi, Makina Fakiltesi, Gimiigsuyu, Istanbul, Turkey

Abstract

This paper deals with the calculation of the stress generated in a suspension of drops
in the rresence of a uniform electric field and a pure straining motion, ta.:ing into account
that the magnetohydrodynamic effects are dominant. It is found that the stress generated in
the suspension depends on the direction of the ajplied electric field, the dielectric con-
stants, the viscocsity coefficients, the conductivities and the permeabilities of fluids in-
side and outside the dro;s. The expression of the particle stress shows that for fluids which
are dood conductors and poo: dielectrics, especially for larger drops, magnetohydrodynamic
effects tend to reduce the dependence on the direction of the applied electric field.

Introduction

The study of a flow svstem in vhich the electric field and the velocity field effect
each other is called electrohvdrodynamics. The applications of electrohydrodynamics are
numereous: cryogenic fluid management in the zero-gravity environment ot space, formation and
coelecence of solid and liquid particles, electrogasdynamic high voltage and power generation
insulation research, physicochemical hydrodynamic, heat, mass and momentum transfer, electro-
fluid dynamics of biological systems, and atmospheric and cloud plysics.!”® In nature and
industry we are quite often concerned with the properties of a fluid in which small particles
are suspended and carried about by the motion of the ambient fluid. 1f the average distance
betweer the particles is small compared with the characteristic length of the motion cf the
suspension, one cun regard the suspension as a homogeneous fluid. The problem is to determi-~
ne the rheological proverties of this equivalent fluid from the knowledge of the properties
of the ambient fluid. The macroscopic properties of the suspension will be referred to as
bulk properties. When the suspension is dilute, the suspending fluid Newtonian the particles
rigid spheres, and the particle Reynolds number sufficiently small, the suspension can be
described in bulk as a Newtonian fluid with an effective viscosity u*=u (1+2.5 ¢), provided
only that the particles are not subjected to an externally applied force or couple. For the
more general case, the non-isotropic structure of the suspension usually results in a non -
Newtonian form for the bulk stress tensor.® The formulation of the problem of determining
the strecs in a suspension of particles is not straight-forward, partly due to the fact that
the bulk stress in a suspension is not obvious. Bulk stress and other bulk properties are
defined in terms of ensemble averages of the actual quantities. This is shown by Batchelor®
to be equivalent to defining bulk properties in terms of volume averages provided that the
averaging volume is chosen to contain many particles and is such that the statist. mal proper-
ties of the suspcnsion are uniform over it.

In the case of a dilute suspension, which means that the flow near any one particle is
independent of all the other particles, the contributions to the bulk stress from the vari-
ous particles are linearly additive. The contributions may be classified in three groups:
The first is a purely isrtropic contribution, the second is the contribution of the deviato-
ric stress and the third representc the contribution to the bulk stress due to the presence
of the particles. The stress in third type of contribution is termed as "particle stress"
and only the deviatoric part of it is significant.

Non-Newtonian behavior of a suspension can occur in general in the following cases:’ (i)
Non-spherical particles can cause some directional properties.®/8(ii) The effect of weak
Brownian motion.? (iii) The effect of a couple cn a particleisto rotate and to generate an
anticymmetric part of the particle strecs tensor.?s!Y (iv) The effect of the shape of a de-
formable par:icle gives rise to non-linear stress.!!(v) Surface tension at the boundary of
a fluid particle or elasticity of a solid particle can cause time-dependent effects and the
suspension exhibits visco~elastic properties.!!s!2 (vi) In the case of sufficiently large
size, the inertia forces cannot be neglected in the relative motion near one particle and
the particle strecs devends non-linearly on the bulk velocity gradient.!?

In this paper an expression is found for the particle stress tensor of a suspension of
drops in an electric field, It is assumed that the suspension is dilute, suspending fluid
Newtonian, the drops spheres and the particle Reynolds number sufficiently small. The expli-
cit form of the stress tensor depends on the electromagnetic properties of the drops and
their surroundings ; therefore, the flow due to a single drop is needed in determining the
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particle stress of a sufpension. For this reason, congideration is given first to th: €low
due to a drop in the presence of an electric field in a pure straining motion.

Experimentally and theoretically it has been chown by Taylori* ithat a circulation can
occur in a drop and its surrounding in the presence of a uniform electric field. This flow
field set up is due to the surface charge and the tangential electric field stress over the
surface of the drop. The flow field outside the drop given in!* is very similar to a system
in wnich the field carries a uniform current.!5,16 In such a cese the flow field is produced by
the rotational Lorentz force due to the distorted electric current and the associated mag-
netic field. For fluids which are poor conductors the magn-tic effects are negligible; and
for fluids which are good conductors and roor dielectrics, »r for larger drops the magneto-
hydrodyamic effect may be dominant.l’

Following the general arguments given inl® and 19:2Y the pressure and the velocity in
the fluid outside the drop and inside the dror which is embedded in a pure straining motion
are determined. Since the governing equations are linear in terms of velocity and the elec-
tric field, the effects in the cases of a dro; in an electric field in the absence of a pure
straining motion and a drop in a pure straining motion without an electric field can be su-
perimposed.

Since it is assumed that the susrension is dilute, the flow near one drop is indejendent
of other drors and o we may use the resultc obtained for one dro; to evaluate the integral
in the particle stress. The expression of the particle stress has two terms; one with an aop-
lied electric field and the other without electric field, The term which depends on elect.ic
field jresents a directional effect; and this makes the sucspension a non-Newtonian fluid.
This shows that the suspension of drops in an electric field cannot be rerresented by a vis-
cosity that is independent of the rate-of-strain, The viscosity depends on the direction of
the applied electric field.

The first term of the particle stress shiows the effecc in the absence of an applied elec-
tric field, and the second term denotes the additional effect due to the applied electric
field. The second term contains two parts: one is due to the absence of the magnetic effect
in the fluid outside the drop and the other is due to the presence of the magnetic effect.
When the magnetohydrodynamic effect is absent, the expression of the particle stress reduces
to that of given in.?! :

The expression of the bulk stress

In order to establish the relation of the bhulk stress to the velocit and stress distri-
butions in the fluid near individual particles, the expression for the bulk stress in the
susrension as a volume integral is used. The average volume V is chosen to contain many par-
ticles and is such that the statistical prorerties of the suspension are uniform over it.
The hydromechanical bulk stress in the susrension is

2ij= /G Y

since the effect of inertia forces in the relative motion near a jarticle is neglected. The

M§xhelé bulk stress tensor may be defined in a similar manner. The bulk velocity gradient is
given by

Ui 4 7w gv

ax3-V/3"j !
where Cﬁ} and uj are the actual values of the hydromechanical stress and velocity at any
point x in the suspension, whether it be in the ambient fluid or inside a particle. The sur-

face and the volume of a tyrical particle in V will e denoted by A, and V, respectively.

Assuming tha! the ambient fluid is Neutonian with the viscosity,& the hydromechanical
bulk stress may be written as

i _‘_j {_ Bij +( 3L 4 Uy )dV o LT/ Gdv
=), gy PP (35 +3) 1% v fv W (1)
where the cummation is over all the particies in V. The bulk velocity gradient Lecomes
Wi 4 wigv 4 z/’ u; nj dA
'X;. Viiy-3y ¥ xj v A, (2)
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wvhere n 1is an outward unit normal to A,. Neglecting inertia effects, the following can be
written :

6‘“ dV - G;k X; nk dA
fv. /,;. ¢ (3)

With the addition (2) and (3), the exrression (1) becomes

Liy =~ 8""[ pav+ M (3t gt g %)
..\_,.If qu',nk-_p(u‘n}.,uin‘)}dﬁ

The volume v-fVa is wholly occuried by ambient fluid and the volume Vo must be regarded as
including the interfacial layer ; and the surface A, will be regarded as a surface just out-
side of the interfacial laver. The first term in ti.e expression for 243 in (4) is a ourely
isotropic contribution, the second is the deviatoric stress and the third represents the
contribution to the bulk stress due to the presence of the particles. The third term in (4)
is called the "particle stress" and is denoted with zq’ .

It is assumed that the suspension of rarticles is force-free and couple-free. Since the
exertion ¢f a couple on the prarticles by external means generates an antisymmetric contribu-~
tions tu the bulk stress, the bulk stress in the absence of a couple exerted on particles
thus becomes a symmetrical tencor.

(4)

When the ratio of the convection of charge to the conduction current, which is referred
to ac the electric Reynolds number, is much smaller than unity, the influence of the electric
stressec on the fluid ic included in the model, but there is no reciprocal effect of the moti-
on on the fields. A similar situation for the magnetic field can b:c considered with no effect
of the motion on the magnetic field ; and the electric current density is thus given by its
electrostatic form. For this reason, in this parer, in view of the absence of the reciprocal
effect of the motion on the electromagnetic field, the hyvdromechanical bulk stress in the
cuspensior 1is considered alone.

Governing equations

The magnetic induction in the fluid in and out of the drop is not negligible because of
dynamic currents are not small enough. It is assumed that tne influence of the electric stres-
ses on the fluid is included in the model, but there is no reciprocal effect of the moticn on
the fields. Therefore, the approrriate laws of electrodynamics are essentially those of elec-
trostatics for the electric field and the electric current density, except for the magnetic
induction field. Under the conditions considered here, the governing ecuations of electrohy-
drodynamics ars??:

7.E =0, (5)
V-E 0 , (6)
J =GE (7
TxHed (8)
T HeOD (9)
Vp =}AV‘wa.TExH (10)
7-u=0 (11)

where E , is the electric field intensity, J the electric current density, B the magnetic
field, ¢ the electric cenductivity, u the velocity, p the pressure, B the viscosity,Jf
the permeabilit:, Throughout the paper MKS uritf are used. Because of the absence of fluid
motions the term¢XuxMd inh (7) and the term@ X (uxH) x H in (10) are omitted.

The boundary conditions to be applied at the interface of a drop in an electric field are
the following??
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m{ef =0 (12)

‘ n~{cE}.o (13)

n.{u} =0 (14)
2 nx{u).O (15)
. Nx[{Gsteh} =0 (16)
. n-{G+t¢h}¢T(é—‘-’-&-,)nO (17)

- where @ 1is the viscous stress, t and h _are the electric part and magnetic part of the
N Maxwell stress tensor, recpectively; and {A} denotes the jump of A across the interface.
i T is the surface tension, and Rl and Ry, ure the radii of curvature of the surface ;these

; radii are taken as positive when the corresponding center of curvature lies on the side of
the interface to wvhich n points.

Under the conditions considered here, the electric field E and 1 and the velocity
field u can be deterrined independently by eauations (5)-(11) and thea, they can be related
by the boundary condit.ons (12)=(17),

A drop in an electric field

We consider a drop or bubble, assuming that its shape is 8spherical with radius a. The
distance between electrodes and the drop measures to many radii thus causing the electric
field far from the drop to be uniform. An appropriate spherical polar coordinates are defi-
ned with the drigin at the center of the drop and the symmetry axis in the direction of the
applied field. There are four boundary conditions for the electric field intensity : (i) E
s finite inside the drop ; (ii) the tangential component of the electric field is continuous
across the surface of the drop , (iii) there is no surface current ; and (iv) E tends to B
Il tends to infinity,. Subject to these boundary conditions, equations (5)-(7), (12) an8 (13)
give for the electric field outside the drop

1
-x a 1-o¢ a'(Eg X)X 18
ExE, (141 e 1) - 32“‘_01__ (18)
where rz=|Xx| . and for that inside the drop
E - E. (19)
2+

where °"°7“7 . A symbol with a bar is used for the quantities of the medium inside the drop
and a symbol without a bar is used for those of the medium outside the drop. The expression
in equation (19) shows that the electric field inside the drop is uniform.

Since there is no applied magnetic field, ecuations (8) and (9) give for the magnetic
field outside the drop

H=_to(i-2 m_,)xxe (20)

and for that inside the drop

H__ ¢ E (21)
== 2z (X0
The circulation in and round the drop is recponcible for the electric surface force den-
sity and the magnetic force density which are related to the Maxwell stress tensor. Expres-

. sion of t and h over the surface of the drop are needed. The tangential and normal c~mpo-
nent differencesof t across the surface of the drop are

g ﬂx{t}=(a («p-2)(nxEy(n.E) ,

A-ft] s [E(p) e (m) (pestaa)]
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where 9-@/? is the ratio of the permittivities. The tangential and normal component diffe-
rences of h across the surface of the drop are

nx{h}=o ,

n. ih{ L9l (X -X)(nxEy®

8(2+o)?

The flow considercd in this paper 'is governed by equations (10) and (11). The boundary
conditions for the velocity are: (i) u is finite inside the drop and tends to zero as Ixl
tends to infinity ; (ii) u.n = 0 and u.n = 0 at the interface ; (iii) the tangential compo-
nent of the velocity across the drop is continuous ; (iv) tangential electric stress and
tangential magnetic stress an+i tangential viscous stress are in balance at the interface.

Following the general arguments given in!® and!? the pressure and the velocity in the
fluid outside the drop®? can be written as

_PF'_P:- b”R(r)Obk} xkx;Q(r) , (22)
ui = by X'.{(rﬂbq Xy §(rie by xy x4y xy hr) (23)
where

bij=Eu Eoy byj = bji v b= E:Q '

and the exrressic:as for R,Q,f,g and h are given in the appendix. Using the same reasoning as
for outside the drop, the pressure and the velocity inside the drop?? can be written as

L"‘_B. = b” Rir) s bkf} xk’t’,a(r) ,

M (24)

Ui = by % Fr2 + by x; Feed + By xxxihen) )
where the exprecsion for R,Q,f,9 and h are given in the appendix.

The balance of the normal stresses on the interface of the drop is given by equation (17).
Since it is assumed that the interface of the dro; is to be spherical the last term in equa-
tion (17) is rerlaced by ~2T/a. In order to find out whether the drop will become oblate or
prolate under conditions where equation (17) is not quite satisfied, the Tayler technique!"
is employed and it ir assumed that a stress Fwio(=R(E,.n)" /E! ] is arplied normally to the
surface of the drop, which is nececsary to keep it spﬁerical. Replacing T in the modified
form of equation (17) it is found that

= RaU(Ie2Y) 9 E2 (4-p) 27 36"«'5: 96%! € 3
e ey T T it a7 el Trrei AU

Fo:-(-zf: {%[PU-»«)‘-Zo% Q’“)Y‘:“p—‘)

™) S Yl X
where ¥s M/ji ., The exrrescion of Fo has been given in!7 (an arithmetir error in equation (30)
inl7 is corrected, and 44 is rejlaced by 14), The equilibrium geometry dejends on F, , namely

the functional relation which is given by «,8,v,x,7,5 and a, For a detailed discussion the
reader may be referred to.!’

A drop in an electric field in a pure straining motion

€ince the governing enuations are linear in termc of the velocity end electric field, the
effects in the case of a dro; in an electric ficld without a linear velocity at infinity an”
that of a drop embedded in a rure straining motion in the ausence of a uniform electric fi ..
at infinity can be guperimrosed. Folloving the general ardjuments given in the previous pa :
gzrarh the pressure and the velocity in the fluid outzide the drop can be w1 itten as
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%}P’_' bR b xy Qe 8Bt (26)
Ui = b” X {lr) * bu,x-, gery+ bk-, X %3 % hie) +ei3 x‘G(r)oekj X X3 g Hm) (27) :

and inside the drop as

.

p-f - b“ R(r)o bk} xk'j -Q-(rHBGk-’ xkxi ’ (28)

Uie b“ Xi i(r) . b‘} x{j(r). by ‘k"j Xy T\(r)o.q G iy ¥y X3 0 Hiy (29)

where k,Q,f,q,h,R,0,%,9,5,8,6,H,B,f are given in the appendix. Although a similar discussion
to that given in the previous paragraph for the shape of the dror can be done, this is beyond
the scope of this paper. “

The particle stress in a dilute suspension

By the expression dilute suspencion it is meant that the flow near one particle is inde-
rendent of all the other particles, However, a simple modeal‘" illustrates how surprisingly
close the spheres are for concentrations which are numerically quite 3mall. The relacion (4)
shows that for a dilute suspension the different particles in the volume V nf susprension make
linearly additive contributions to the particle stress and the particle stress obtained under
these conditions is correct to the order of ¢ (where ¢ is the concentration of particles by
volume). Thus, the results obtained in the previous section may be used to evaluate the third
term in equation (4). However, some nec-ssary modifications must be made. The velocity, pres~
gure and stress in the fluid will be written as

“tt'tg"r“'t . PaPap , Gum-Bligrape i

[
where B is a constant and u! , p' , ¢ are the disturbance quantities resulting f: om the
presence of the particle, The particle sébess becories

P .
4 . 4 . e, .
ZQ -vj;. {G’gk x'nk-‘}a(wn’ou’_n‘)} dA , (30)

since only the deviatoric part of the particle stress is significant, the term..P‘i‘-' and si-
milar terms are omitted.

Inserting ecuations (26) and (27) in equationc (30) and using the well-known identities
.n; dA cmat ¢
JrindA <S8y
4mat

in which the integration is carriéd over the surface of a sphere of radiuc a, the following
equation is obtained

"
. e[ (2883 2.  R2(-aP) ¥ - fE.L , (31)
24‘ c[—ﬂ]—‘“ €4 + $(2 ¢ox (40)‘)“ At E“C‘,]

in this equation

¥l 1-m)(7e Su) Xetd (LT sl el
¢ sm-«m['}" GsY) ]' A r v M ir Y
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Since only deviatoric part of the particle stress is significant, an isotropic term in the
expreasion for the particle strecs is not cunside ed. If ) goes to zero equation (21) redu-
ces tu that given in.2! The first term of the particle stress, given by equation (31), shows
the -tfect in the absence of an applied electric field, and the second term denotes the addi-
tic..al effect due to the applied electric field. The second term of the particle stress con-
tains two parts : one is due to the abasence of the magretic effect in the fluid ocutside the
drop and the other ig due to the presence of the magnetic effect., Since it is assumed that
the fluid outside the drop is more conductive than inside the drop, the conductivity ratioa
is very much smaller than unity, and the flu!d outside the drop is poor dielectric in compa-
rison to that inside the drop, the dielectric -atio 8 is veryv much smaller than unity, then
>0 and the magnetic effect works to reduce the derendence of the naiticle stress on the
direction of the arplied electric field.
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Hydrodynamic Performance of an Annular Liquid Jet:
Production of Spherical Shells

James M. Kendall

Jet Propulsion Laboratory
Pasadena, CA 91109

Abatragt

An annular jet flow of liquid surrounding a flow of gas at its core is extremely
unstadle. Axisymmetric oacillations arise spontaneously, and grow with asuch rapidity along
the axial dimension that a pinch=-off of the liquid and an encapsulation of the core gas
occurs within as few as four jet diameters. The shella which result thereby may be
described as thick-wall bubbles, for which van der Waals forces are unimportant. A
description is given here of the fluid dynamic processes by which the shells are formed, and
of means for preserving and promoting the geometrical symmetry of the product. The forming
of metallic shells is mentioned.

Ipirodugtion

The investigation described here follows from considerations put forward by Masrs, T. G.
Wang and D. D. Elleman of this Laboratory for the production of rigid, impermeable shelis
for various applications. They had noted during zero-G flights of the NASA KC-135 aircraft
that free-floating drops of water containing a gaseous bubble spontancously assuma2a a
apherical and concentric form, suggesting that if the liquid were to solidify in such state
there might result a product of some utility. They proposed a means for the mass-production
of liquid shells within the laboratory, based upon the periodic cutting-off of lengths of a
gas-core l1iquid jet, with concurrent sealing of the free ends by any of several methods
which seemed promising. This author's earliest attempt to generate a suitable jet flow for
evaluating the technique revealed immediately that the hollow jet was sufriciently unstable
that the formation of shells needed no inducement.

Fig. 1 illustrates this. The upper figure there pertains to a 4.0-nm jet ot water which
accelerated downward under action of gravity. The three component photcgraphs were obtained
at stations separated axially by 1.0 m each, so that the observation extendea over 2.0 m, or
more than 500 diameters. The flow within the nozzle was intentionally rendered slightly
periodic in order to stimulate the wave growth evident at the second and tnird stations on
account of the well-known Rayleigh instability.' An important feature of the Rayleigh
analysis, and of an experiment such as this, is that disturbances extending over a wide
range of wave numbers are unstable, and that the growth of even the most unstable of these
is quite slow, requiring hundreds of diameters for pinch-off under the present conditions,
No single wave number is favored to the exclusion of all others., By contrast, the lower
figure shows the same nozzle, except that a coaxial flow of air had been providea at tne
center of the jet. Again, there existed an axial growth of axisymmetric waves, but these
grew to such magnitude that pinch-off, accompanied by encapsulation of the core gas, is to
be observed at a station approximately four diameters from the nozzle. Most importantly, no
perturbation was supplied in this case, yet the frequency stability of the cyclic process
was exceedingly unifora, resulting in a corresponding uniformity in mass of the individual
shell specimens. It is the formation of these which is the subject ot the study to be
described.

The work has been motivated jointly by scientific interest in the fluid motion, and by
the potential utility of a method for the mass-production of rigid shells of high quality.
One application for these concerns fusion target technology. There, it is sought to produce
metallic shells of high precision and strength, and preferabdbly composed of a metal of high
average atomic number. Hendriocks® has described some of the truly remarkable accomplishments
of a program for the manufacture of multi-layer target shells.

Apparatua and techniques

Experiments have been carried out employing a number of different nozzles and operating
fluids. Fig. 2 shows, on the left, the general configuration of a typical nozzle, other
designs having differed from this principally with regard to dimensions and to mechanical
details of alignment. Typical flow settings for this nozzle are included. Other nogszles
incorporated nozzle exit diameters of 0.3, 0.66, and 2.0 mam. The principal features are the
central tube through which the gas supply is introduced, the contour of the interior surface
of the liquid-flow channel, and the passageway of liquid flow defined by the clearance
between the gas tudbe and nozszle aperture. The performance vwas relatively insensitive to the
gas-tudbe wall thickness and to the axial position of the gas~tube teraminal end, but radial

79

-

- D
. N82 23429 7

i



rq[i‘

X -

2
:
;

ORIGINAL PAnT I3
N

OF POCR QUALITY

alignment was moderatedly important. On the right 1is shown the smallest nozxle tested, a
millimeter scale being included. Water and glycerin served as the working liquids in
performance tests, and 1liquid metals were also used as noted later. Test gasses included
compressed air, helium, nitrogen and Freon-12, Liquid flow regulation was accomplished
through adjustment of the free-surface elevation, or by gas-pressurization of the reservoir,
The required pressure was equal to the sum of the pressure drop through the nozzle due to
viscosity, plus the Bernoulli term. Gas flow control was accomplished by providing a fine
capillary tube ahead of the gas supply tube in order to raise the supply pressure to a value
easily measured and regulated.

Gas flow rates were determined by measurement of the presaure imposed upon the capillary
resistor, the flow through which in turn had been calibrated against a wet test meter.
Liquid flow rates were measured by capturing the stream of shells in a graduated cylinder
for a precise duration. The frequency of shell production was determined stroboscopically
or by measurement of the frequency of light-beam interruption. Shell diameters were messured
optically under stroboscopic illumination using a traveraing-mount telescope. Heat tranafer
to freely-falling shells was determined by measuring the temperatvre difference between that
of heated water within the reservoir and that of shells captured at various distances below
the nozzle exit.

Resulta
Shell formation.

Both the gas and the 1iquid issued from the nozzle in steady motion, but, because of
instability, the flow became strongly periodic within a short distance from the nozgle
exit. Fig. 3 shows four phases of the cyclic motion through which shells were formed. There,
the velocity of the gas was three times that of the liquid., It is important to recognize
that the volume flow rate of the gas therefore exceeded, by the same factor, the rate at
which new volume was generated within the hollow core by the downward flow of liquid. The
first frame depicts the free-surface configuration at the instant at which the 1liquid had
sealed the core. On account of the larger volume rate of the gas, the gas of necessity
produced a radial displacement of the cylindrical surface of the 1iquid, as in the second
frame. The bulbous feature bec-me progressively larger and more spherical, and was at the
same time convected downward on a neck of liquid emerging from the nozzle, as in the third
and fourth frames, The neck then collapsed under action of surface tension, completing the
formation of a gas-filled nodule, Successive nodules of encapsulated gas produced in this
manner were temporarily interconnected by a filament of 1liquid which broke subsequently,
setting free the individual shells. None of the fill gas escaped.

A notable feature of this action is that the frequency stability of the process,
estimated by stroboscopic observation, appeared to exceed one part in 10°. The motion was
sufficiently definite that an attempt to alter the frequency by sinusoidal perturbation of
the fill gas was unsuccessful. Moreover, even the details of the breakage or the filament
were stationary; instantaneous oscillation waveforms induced upon the the shells by the
energy release, evident in figures described below, remained constant in appearance when
viewea in stroboscopic light, and the ejection of satellite droplets, whenever present, was
similarly constant. The motion was highly deterministic.

Apalysia.

No analysis adequate to explain the shell formation process is known to be avaiiable at
present. D, Weihs of Technion, Haifa, Israel (private communication) has performed =a
linearized, parallel-flow, analysis of a hollow Jjet and shown that, as in Rayleaigh
instability, a range of wave lengths is unstable. This result is in contrast with the
present observation that a single frequency of_oscillation is dominant., Evidently, a
numerical analysis such as that described by Fromm”? will be required,

It may be appropriate here to consider the relative importance of various forces, and to
present an analysis of a limiting case, The forces and stresses to e considered include
the following:

Dynamic pressure of the gas, PBVBZ/Z
Dynamic pressure of the liquid, /hvlzlz
Viscous stress of the liquid, fhvllr
Capillary pressure, g/ry
Hydrostatic pressure, /chlr
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Here, /D denotes density, V denotes volooity,/} denotes viscosity, & denotes interfacial
tension, G 1is gravity, and r is the jet radius, Subsoripts g and 1 denote gas and liquiu, A
nuaber of these astresses are generally or conditionally unimportant, as will be shown, On
the baais of the formation cycle of Fig. 3, the forces whioh seem to be predominant are
those of capillary pressure and of 1iquid dynamic pressure, and even the latter may be
regarded as of secondary magnitude because the principal component of motion amounts to a
uniform translation of the liquid. The motions wit! respect to this average one give form to
the cyocle, but do not induce substantial pressures.

The most important forces are evidently those due to capillary pressure, Accordingly, a
atatic analysis has been made and found to provide a useful prediotion of the shell
diameter and of the formation frequency. Fig. 4 shows an idoalization of tnhe configuration
present in the third frame of Fig. 3, consisting of a cylindrical neck joined to a spherical
bulb., The reason that the spherical and cylindrical regiona remain distinct 1s deascribed
below. The pressure required to support the cylinder against collapse is given by

20
Pe ® === ,
Fo

where p, and ro, are the pressure within, and the average radius ot the cylinder. The
factor, 3. accounts for the presence of the interior and exterior surfaces. The
corresponding pressure for the sphere is

The higher factor here results from the compound curvature of the spherical surface, It is
to be noted that r, is independent of time, whereas r, 1s an increasing funotion of time. As
the sphere fillas, the pressure therein falls, and when the radius attains a value twice thnat
of the cylinder the pressure becomes less than that required to prevent collapse of the
cylinder., Therefore, according to this analysis, when the sphere attains a diameter twice
that of the jet, its growth will be terminated by a sealing-off of the core. The frequency
of formation may then te estimated in terms of the prevailing gas flow rate and the volume
of each shell, It is to be noted that although the instability and shell furmation process
are surface-tension-driven, this parameter does not appear in the expression for the
expected dianmeter,

This prediction of diameter was tested through measuremeant of the shell diameter and
formation frequency as a function of flow rate. Fig. 5 presents this result in dimensional
units. There, the measured diameter may be compared with the value expected from static
analysis, shown as a horizontal line. Estimates of the interior and exterior radii of the
surfaces were incorporated in forming the latter value, rather than the average. The
measured shell diameters exceed the predicted value by approxinpately 10 percent, and do not
fully verify the expected constancy in diameter. Nevertheless, the static analysis appears
to have some merit. Also shown is the formation frequency, which possesses a one-third power
dependence upon the flow rate, One important consequence of the frequency variation is that
a measure of control may be gained over the wall thickness of the shells on account of the
conatancy of the liquid flow rate. Further control is to be had through adjustment of the
dimension of the annular passageway of liquid flow.

Dynamic foroes were responibdle for preserving the demarkation between the spherical and
cylindrication regions of the flow, since this could not have been maintained statically. It
18 believed that the abrupt change in surface curvature propagated in wave-like manner
upward against the downflow of the jet, but with a velocity less than that of the l1iquid, An
estimate of the wave speed has been made by considering the liquid to constitute a membrane,
with trunan se curvature being neglected. The vwave speed, V., would be given by
(20/{) whorefla the thickness of the layer, as in Fig. "l The ratio of liquid
veloclity, Vl. to this velocity is then

2 1
v v,d
1 |1Ahe
Vy °2Q
a number found to exceed unity substantially in all successful tests, thereby indicating
that a "auperaonic" Jjet velocity is required for maintaining the spherical and oylindrical

regions as distinot. For the case of small liquid velocities the bubble remained attached to
the noszle and grew to a diameter several times that of the orifice before bursting.

81

* e



T

mre vr

ORIGINAL V.75 0
OF POCI: C i

Eurihar ExpRarinsnta.

A number of experiments were ocarried out with the intention of exploring the regimes ot
opsration and of asseassing the relative importance of various foroces and stresses. One asuch
stress waa the dynamio pressure of the gaa. The expected unimportance of this quantity was
verified by the finding that the bubble formation frequency and geometry were independent of
gas composition for equal rates of flow of the gasaes, Freon 12, nitrogen, and helius, whioch
span a density range 30:1, Also, the effect of the viscoaity of the liquid, which =may bde
characterized in terms of the Reynolds nunbor.}? V r/ 10 vas examined. It was found for the
case of glycerin as the test liquid uithin the go-ll nossle that the formation process was
changed little from that for water, toh poasesses 500=-fold leas viscosicty. It is believeu
that Reynolds nuabers in exoceass of 10 are adequate to ensure operation similar to that
descoribed,

It was pointed out that surface tension did not appear in the expression for shell
diameter, This was teated by operating the 4.0-am nosszle at conatant flow of distilled
water, to which was added in transient manner a surfactant (Kodak Photo-Flo). Fig. 6
compares the formation process before and after the addition of surfactant. Stroboscopy
indicated that the frequency of formation diminished in consequence by approximately one
percent, and an inorease in diameter of one-third that amount must have ocourred, but was
not easily detectable. The most apparent difference in the two streams of the figure is a
lesser degree of surface-wave activity upon the shells in the presence of surfaotant. The
waves were induced by the bdbreakage of the interconnecting filament, and the energy released
thereby must have been reduced by the lowering of the surface tension. The surfactant aay
have contriduted to a damping of the motion as well as to the reduction in initial wave
amplitude. As a general observation, the addition of surfactant improved the apparent
quality of shells observed at a stationone or two meters below the nozzle exit,

The effect of gas flow rate upon shell diaseter and formation frequency was desoribed
above, and it was indicated that the gas volumetric flow rate must exceed that at which tne
liquid flow generates new volume within the core for successful operation. Fig. 6 shows the
progression in flow geometry as the gas flow rate was increased for a oconstant liquid
velocity. The three settings are characterized there in terms of the ratio of the gas-to=-
liquid velocities, For a ratio slighly above unity, shown in the first frame, a relatively
long time interval was required to accumulate sufficient gas to fora a shell, and the axial
spacing between shells was large. It was found in this oase that the configuration of the
cylindrocal neck was steady in time, that the motion of seal-off was confined to a region
several dlameters bdelow the nozzle, and that the diameter of the shells was somewhat less
than twice that of the nozzle, For a ratio of veloocities near optimal, as in the center
frame, the motion was as described previcusly, with the diameter being twice that of the
nozxle. The third frame shows that for a high flow rate the shells exhibited the same 2:1
diameter ratio, but were produced at sufficiliently short intervals as to remain
interoonnected for considerable distance, whereupon erratic ocoalescence was observed., The
thinnhess of the ashell wall may bde seen.

As a further test of the range of operation, the 1iquid rate was inocreased four-fold with
respect to that of the former figure, and the gas rate was advanced to approximately three
times that of the liquid, or near optimal. The result is shown in Fig. 8, wherein the two
frames at the right were obtained at higher magnification than that on the left, and differ
only with regard to the phase of the cyolic motion., As seen, the water surface had assumed a
very irregular form, and this is believed to have been due to an onset of fluid turbdulence
within the gas flow. The Reynolds number of the flow within the supply tube amounted to
5000, approximately, a value for whioh a turbulent condition is to be expected., Apparently,
the unsteadiness of the turdbulence induced capillary waves upon the free surface of the
l1iquid. Even though this additional complexity was present, the shell-formation oyole
remained similar to that shown defore, with the shell diameter having been twice that of the
noggle.

As a test of noxsle geometry, the 84.0-mm nozxzle was operated with air tubes whose
diameters vere as :mall as 1.2 nu. The spacing interval between nodules was large, as in the
first frame of Fig., 7, because the gas flow was restricted, The interconnecting filament
contained much of the liquid, and this was transferred to the shells upon breakages,
rendering the walls thiok.

Sheall aymmsirizasion.

An important goal of the work was to produce rigid shells possessing a high degree ot
syametry. Two aspeots of this matter were consjidered. Firast, it was neceasary to prevent the
specimens from becoming distorted during the time interval following formation and preceaing
solidifiocation. In particular, the shells were launched by the jet with a certain velooity,
and tended to gain additional velooity by gravitational acceleration. The air resistance was
found to produce a strong decentering foroe upon the captured gas, resulting in a localized
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thinning of the wall, and terminating in rupture. This type of distortion and failure vere
particularly severe for llrge shells, for which the dimensionless parameter characteriszing
gravitational effects, lolor /0, was also large.

Control over this problem was gained by constructing a drop tower in the foram ol a
vertical wind tunnel configured such that the airflow within {t soccelerated downward with a
1.0=G value, With proper placement of a shell generator therein, the specimens experienced
no relative air velocity, and no decentering force. Fig. 9 shows a 7.0-mnm Hao shell
photographed in free-fall in this tunnel at a location 2.0 m below the nozzle., The exterior
surfaces of the shells were found to be spherical to within one percent, The white line
appearing within the image circumference in Fig. 9 was determined through use or a ray-
tracing program to represent the location of the interior surface of the shell. The wall
thickness was theredby indicated to amount to tem percent of the radius and to be unirorm to
within ten percent. In the absence of the downflow, the shells ruptured defore reuching this
station of observation., A8 a means for determining whether the reduction in relative airrlow
would prevent the freezing of molten metal specimens, measurements were nade of the
temperature~loas of hot water ashells, The heat transfer rate was found to exhibit a fairly
sharp minimum when the airflow acceleration was adjusted to a 1,0-G value, but to retain
more than half the rate prevailing when the mismatch was substantial., Altnough
solidification of metal specimens has not been attempted here, Jdifficulty on account of the
magnitude of the heat transfer is not expected for the case of moderate shell aizes.

A second aspect of shell symmetrization concerned the promotion v centering by means of
shell vibration. rheorotiogl and experimental studies on shell dynamics are given by
Saffren, Elleman, and Rhim" . Included there are numerical results for shell vibration
frequencies for the case of inviscid liquids, together with experimental results showing
that suoch vibration has the beneficial effect of inducing a centering of the interior
surface with respect to the exterior one, Also, Lee, Feng, Flleman, and Wang and Young”’ show
that the centering force attainable by means of forced oscillation is very astrong. The
present studies do not yet include results on centering by stimulated ocscillation, but an
observation of possible interest was made for the case in which surfactant was added to
water, As mentioned, the initial level of shell oscillation induced by breakage of the
liquid filament was greatly diminished then, and vibration was not detectable by eye at
stations a few centimeters below the nozzle. Nevertheless, the centering of the surfaves was
Judged to equal that of the distilled water case.

Production of metal ahella.

As indicated, metal shells may find application in inertial-confinement fusion
technology. Such shells must be dimensionally precise, smooth, and strong. It has been shown
here that the hollow-jet instability produces shells of great dimensional uniformity, tnat
surface tension produced sphericity, and that forces not directly identified resulted in a
concentricity of the surfaoce. Work has been initiated on the use of l1iquid meta’s to fornm
shells, and various aspects of this have been described by Kendall, Lee, and Wang®., The most
successful results to date were obtained by Lee, who used a nozzle similar to thnat shown in
Fig. 2. The netal employed was an alloy of gold, lead, and antimony which may, with adequate
cooling rate, be solidified in the amorphous state. Certain properties of this metal,
facluding that of surface smoothness, have been described by Lee, Kendall, and Johnson',

Fig. 10 shows two shell aspecimens formed of this metal. The radiograph indicates tnat tne
wall thickness uniformity was good, The wall was aufficiently thin that the average density
of this specimen was less thanthat of water, The SEM photograph on the right shows a shell
whioh was broken at the time of recovery, thereby making visible the wall thickness and a
portion of the interior surface, The cooling rate in this experiment was insuftricient to
attain the amorphous state, and surface imperfections are clearly evident on that account.
Most 1iquid metal tests have involved tin or lead, rather than the alloy, and tnese have
been found to model the flow of the alloy fairly well, Tin shells with dianmeters between
0.75 and 2.0 mm have bsen produced. A problem yet to be ocircumvented concerns tne formation
during solidification of an exterior surface protruajion at eack of the locations from which
a filament of liquid had been attached. This defect is apparently due to material properties
or to heat transfer, and is not of fluid-dynamic origin.
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Fig. 1. Flow of water from a 4.0-mm nozzle; drops are produced by Rayleigh
instability. Photographs obtained with 1.0~m axial spacing (upper).
Same condition except for gas flow at core; shells are produced (lower).
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Fig. 2. Nozzle schematic, with typical flow conditjons indicated (left).
Photograph of a small nozzle, disassembled (right).
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Fig. 3. £Shell formation cycle.
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laealization of liquid Shell diameter (left) and formation frequency (right) versus fill-gas
surfave configuration. flow rate for a U.0-mm nozzle.
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Fig. 6. Flow of distilled water from a 4.0-mm nozzle (left);
same with surfactant (right).
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Fig. 7. Flow of water from a 4,0mm nozzle at V

= 1.09 m/sec,
Vg/Vy = 1.4 (left), 4,2 (center), and *2.6 (right).
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Fig. 9.

7.0-mm diam. water shell with
surfactant; in free-fall.

Fig. 10. Radiograph of an undamaged 1.5-mm gold alloy shell (left); SEM photo=
graph of similar shell except portion of surface is missing (right).
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Inertial Confinement Fusion Targets*®
Charles D. Hendricks
Lawrence Livermore National Laboratory
Mail Stop L-482, P. 0. Box 5508, Livermore, Calitornia 94550

Abstract

Inertial confirement fusion (ICF) targets are made as simple flat discs, as hollow
shells or as complicated multilayer structures. Many techniques have been devised for
producing the targets. Glass and metal shells are made by using droE and bubble tech-
niques. Solid hydrogen shells are also produced by aaapting old methods to the solution
of modern problems, Some of these techniques, proh'ems and solutions are discussed. In
addition, the applications of many of the techniqi : to fabrication of ICF targets is
presented.

Introduction

In the most simple, straignt forward direct driven case, an ILF target may be a simple
ball on a stalk, tiber network, or film support as shown in Figure 1. In a more compli-
cated case the iuel is inside a hohlraum desighed to contain thermal x-rays produced by
interaction of the driver beam with the outer shell. 7To simplify the presentatica, in
the remainder of this paper 1 will only discuss direct ariven ICF targets.

Figure 1. Bali-on-Stalk.

The tabrication of laser fusion targets presents a set of unique problems in material
science, chemistry, physics, optics and microscopic mechanical techniques. As target
designs have evolved from simple disks of plastic, metals or glass to multilayer spheri-
cal shells, our techniques for glass sphere proauction, polymer and metallic layer
deposition, mecnanical assembly and characterization have also evolved.

Qur early metallic disl. targets were prepared by means of two primary techniques.
Some of the disks were deposited on tnin plastic films by evaporation through a small
(100-150 um) hole in @ mask. Others were made by a cookie cutter technique, punching
the disks from a tnin metal foil, More recently we have made disks by mashing &na
etching a silicon wafer to leave a flat topped, circular se* of posts onto which 1s

* hWork performed under the auspices ot the U. 5. Department of Lnergy Ly the Lawrence
Livermore National Laboratory under contract number W-74U5-ENG-48,
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evaporated a metal layer of correct thickness. The disks are then removed from the top
of the clylindrical posts by using a microscopic vacuum chuch. Disks have also been
made of a low density ( p= 0.05-0.07 gm/cc)cellulose acetate foam by slicing from an
extruded foam clinder. For use as a itarget, a aisk is mounteu on edge on the tip of a
few micrometer diameter drawn glass firer whose base fits in a holder for insertion into
the laser target chamber.

ICF targets consisting of hollow-spherical glass shells have been used extensively at
many laboratories. Initially the shells were obtained commerically in batches which
were produced primarily for plastic fillers and other industrial uses. Even with the
relaxed specifications of early targets, it was a difficult ana time consuming task to
find one which was good enough to use.

Quite naturally, the manufacturers were not particularly interested 1n surtace quality
or uniformity of thes sphere walls. To ftind a suitable target, wc often sorted through
109-1011 glass shells! Because of the inefficiency of the sorting techuiques and
lack of availability of spheres which met our stringent specificutions even after tne
sorting process, we decided tuv make our own high quality glass shells.

A liquid drop method developed at Lawrence Livermore National Laboratory (LLNL) has
allowed us to improve the quality and yield of glass shells until we find that Y0 to 99
out of 100 meet the much more severe requirements of tndays targets instead of the 1 in !
109 to 101! which satisfied some of our earlier less critical needs. To achieve
such phenomenal yields, very uniform liquid d.ops of an aqueous solution of glass
forming chemicals are generated and introduced into a vertical tube furnace as shown in
Figure 2.

Figure 2. Liquid Droplet Microsphere Generator.

Tne aqueous solution of glass forming chemicals (2.g. sodium silicite, boric acid,
sodium hydroxide, potassium hydroxide, etc.) is forced through an orifice to form a
cylindrical jet. A capillary wave launched onto the jet by means of a piezo-electric
transducer induces the et to break up into a series of uniform drops. The solvent
(water) is evaporated from the drops in a vertical column at about 350°C, leaving ary
particles which continue into a higher temperature region of the rfurnace to form glass
spneres, Water of nydration and gases evolved from the chemicai constituents expand in
the moltern glass spheres and torm the glass into very uniform hollow shells. Instead ot |
a yield of one 1n 10Y or i0ll, our process yields the 99 out of 10C which meet the
criteria for target use. This means a surface which i1s smooth to 100X and a wall ]
thickness which does not vary by more than 1Y of 1ts average value. Surtace tension ot
the glass 1n the low viscosity state makes the liquid into essentially pertect spheres, ]

P—

The un:formity ana reproducibility of the initial arvoplets are imporiant to the
process from several points ot view.
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Some of these are:

1. Equal mass of glass in every shell. )
2. Repeatability allows variation of parameters to experimentally optimize the process.
3. Reproducible i1njection into turnace.

The droplet process allows us some optimizat on ot a slightly ditferent process for
producing the glass spheres., ouUne of the earliest processes tor producing hollow glass
spheres commerically 1nvolved 1ntroducing dry particles ot mixed glass materials into a
gas tlame. As the material fused in the tlame, gases evolved from the components formed
small bubbles whose walls became thin as expansion occurrea. The internal bubble walls
pertorated and atter a few milliseconds or less, one relatively internal large bubble
was tormeu of all the smaller bubbles. The single bubble continued to expand and a
hollow shell was formed. The glass tlame was short and the glass shells cooled quickly
on emeryging trom the flame and were literally scooped oft the chamber floor, bagged and
marheted in large quantities.

Preparation ot the dry particles to be put i1nto the flame (or otner high temperature
device, e.g. vertical tube fturnace) varied with particular manutacturers. The glass
forming materials could be mixed into a slurry, dried, pulverized, sieved and otherwise
manipulated to gain some unitormity of size. Another metnod involved dissolving the
chemicals in water (and often included a decomposible gas tormer such as urea) and spray
drying to torm the dry particles which were then put into 1 tlame or furnace for sphere
production.

The liquid drop generation techiiiyu™ allows us to produce first a set of unmitform dry
particles which can subsequently be 1.croduced 1nto a furnace or flame tor Tusing ang
forming i1nto glass shells. Many variations ot the basic theme are possible and are use-
ful in specitic circumstences,

The reasons for the almost perfect centering of inner and outer surfaces, i.e, unitorm
wall thichness, are not cumpletely clear tor any of these tecnnigues. The most probable
mechanism 1s that variations in the temperature protile seen by the glass shells during
the forming process provide variations in internal pressure an the shells which tend to

ump the walls and induce flow in the glass which leads to centeraing. That pressure
variations may indeed lcad to the centering mechanism, is substantiated to some extent
by the work ot Taylor Wanyg, Dan bklleman, and their colleagues on bubble centering 1in
liquad shells.

1t should be pointed out that a large fraction ot the tly-ash trom large coal fired
power plants consists ot small, hollow glassy shells.

bxperimental results indicate that tor shell sizes up to about 3 mm, grdvitational and
aerodynamical torces do not appear to cause asphericity or decentering ot i1nner and
outer surfaces in vertical tube furnaces. Some analyses predict problems from these
torces at even smaller sizes. A possible explanation of the absence ot 1rregularities
in the sphervs may be that the spheres rotate and, indeed, may move up, downh and side-
ways as well in the turbulent atmosphere of the turnace. OQur observations extend only
to sphercs up to 3 mm size range. Larger shells may also not be disturbed by aspheric-
ity or decentering. At this time we have no data for larger sizes.

After the sphercs are collected from the furnace, they are washed and ii1lled with a
mixture of deuterium and traitium (DT). These gases ditfuse rapiadly through the glass
walls if the spheres are at a temperature of a few hundred degrees Celsius {e.g.
350°C). At lower temperatures the gas will not dittuse bach out of the spheres over
periods of several months to several years.

Spheres whose wails vary in thichness by more than 1-2% and whose surtaces have peak-
to-valley roughness variations of more than a tew hundred (1U0-300) Angstroms are of
little interest for use as targets, largets wnich are simple bare balls can sometimes
be lower quality spheres than our canonical high quality shells,

Other direct driven targets are also ot 1nterest and require other techniques for pro-
duction., ‘lultiple layer coatings of various materials must be applied to the surtace of
g¢s or metal spheres to produce a complete target. We must produce metal shells which
have the same high quality walls and surfaces as our present glass shells. The
coatings, which may be CH ur CF polymers, polymers with a tew atomic percent ot a nigh
atomic number material distributed molecularly throughout the polymer, or layers of
copper or beryllium or other materials should be very high guality. Layer thickness
variation and surface irregularities should be kept to the tew hundred to the thousand
Angstrom range.
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Some of our targets are glass shells coated with fluorocarbon polymers (like Teflon)
or hydrocarbon polymers (like polyethylene) or metallic layers such as copper, gold,
silver or platinum, Atter the glass shells are filled with DT, the coatings are applied
by sputtering, plasma activated polymerization, chemical vapor deposition, electro-
deposition or other suitable processes. Specks of dust, surface weathering, or other
irregularities as small a few tens of Angstroms initiate or seed irregular growth
patterns in the coatings during the deposition processes. Unless the substrate spheres
are virtually perfect and absolutely clean, it 1s very ditticult to produce high quality
coated shells. Figure 3 shows coating irregularity which originated or a defect or
microscopic dirt speck on the surface of the glass sphere.

Viewed by Transmitted Light

Figure 5. Thich Hydrocarrvon Coating Defect.

- o
Ut course, we must maintain the surtace quality ot tne coa 1ngs at the lUUA smooth-
ness level for thin coatings and at about 1% of the thickness tor thick coatings.

To avoid introducing damage sites by contdact with supporting surfaces during the
coating processes, we have developed a8 molecular beam levitation (MBL) technology which
uses gas at very low pressure flowing through & collimdted hoie structure. The spheres
dre placed above the structure and the impact ot the molecules on the spheres transfer
sutficient momentum to levitate a steel sphere as large as a 3/8 inch viameter. The
system 1s operated dat a pressure low enough that sputtering and various beam coating
processes can be accomplished. The levitation process 1s sufticiently gentle that
multishell assemblies in wnich inner spneres are suspended concentrically by means of a
thin web (-200 % thick Formvar) can be overcoated to produce a seamless ocuter shell. A
levitated sphere is shown in the MBL in Figure 4.

Figure 4. Levitated Spherical Snell.

A second technique for producing the outer shell 1s that of assembling two hemishells
around the inner sphere (Figure 5). Techniques tor making and assembling hemisnells
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into spherical shells nave been developed to a relatively successtul state. Utilizing
single-point diamond teols and high precision air-oearing spinale lathes, we make
machined hemishells with £50-300 A surface finishes. 'To avoid assembly problems, we

have also machined step joints into the edges ot the snells das shown in Figure o. The
spheres are assembled around U1 tilled, coated glass shells to torm double shell targets.

Figure 5. Jouble Shell Target Assembly Figure ©. Mating Polystyrene Hemishells.

A number of Jdirectly driven targets tor tuture 12actor applications require metdl
spheres as containers tor the DT tuel. Metal spheres have been produceu by a number of
techniques including annular jet technigues (e.g. copper, woods alloy, tin) ana by
deposition on and leaching out ot spherical manarels, and by machine lapping methods,
It 1s not anticipiated that fusion targets will become less ditticult to preduce or tnat
the critical parameters will be relaxed 1n the neor tuture. The techniyues used to
characterize the targets (optical interterometry, microradivgraphy, electron and ion
Deam techniques) are, 1n some cases, 1n tne development stages. A great aeal ot
resedarch remains to be done Just on measurement technigues.

Some target designs contain one or more layers of solid DT fuel. Conceptually, 1n a
paper design, such ldayers dre easy 1O put 1n & target, Experimental'y 1t may be very
difficult to produce such targets. Many ot the details ot cryogenic targets we have
down culd. However, there are still many problems to be solved before high quality
Cryogenic targets c¢an be irradiated in the laser target chamber.

At cach step of the target favrication process 1t 1s imperative to have accurate data
on the geometry of the spheres, the coatings, supporting films, DT till, hemishells anu
the assembleu target. To mahe all these measurements we have developed a highly sophis-
ticated set of characterization systems and analytical technigues and apparatus.

Transparent shells, walls and surfaces are measured to a few hundred Angstroms
accurdcy with lateral resolution of about 2 micrometers or better. flransmission inter-
terometry provides an excellent tool for characterization of transparent spheres and
shells. Total 4= characterization of a glass shell can take up to 5 hours it done
manually looking through an interference microscope. To reduce the time necessary tor a
complete 47 characterization of a sphere, we have developed an automated sphere charac-
terization system which measures the sphere and plots a contour map to a height accuracy
ot about 200 % with a lateral resolution of about 2 micrometers in about 5 minutes.

For detailed su tace analysis and analytical studles w~e rely heavily on Scanning
Electron Microscopy and Auger microprobes. Information on chemical composition ot sur-
taces as well as on surtace contours 1s thus made availavle to material scirentists who
dre concerned with coating, sphere tormation, and other materials probl:ms.

Targets tor economical energ, production in the tuture are yet to Le tully developeu.
Huwever, 1n several dareas we have made significant progress toward bigh rate, low cost
production of reactur class tdargets.

Techniques tor producing tully cryogenic targetls ana tor levitating dand transporting
targets ot all types have Deen developed. We are continulng our ettorts toward deter-
mining the building biocks Llor a target factory (Figure 7).
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Figure 7. Multilayer Cryogenic Reactor Target Production.

As new ta zet desigas are generated and more powerful and energetic lasers are built,
new t:rgets aust be produced. We are continuing the research and development whick will
allow us to respond to the continuing challenges in the field of target fabrication in
inertial corfinement fusion.

As [r:thgr experiments are done with more energetic and powerful driver beams, our
understanding of target designs should improve and our target fabrication tasks will
change -- but they are not likely to become easier!
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Colliding droplets: A short film presentationt®
C. D. Hendricks

University of California, Lawrence Livermore National Laboratory
P. 0. Box 5508, Livermore, California 94550

Abstract

A series of experiments were performed in which liquid droplets were caused to
collide. Impact velocities to several meters per second and droplet diameters up to 600
micrometers were used. The impact parameters in the collisions vary from zero to
greater than the sum of the droplet radii. Photographs of the collisions were taken
with a high speed framing camera in order to study the impacts and subsequent behavior
of the droplets. The experiments will be discussed and a short movie film presentation
of some of the impacts will be shown.

A series of experiments was set up to studv collisions of liquid drops with
variable impact parameter, drop diameter and drop velocity. Several materials were
studied although water was the primary liquid for many experimental reasons and as a
result of our then current interests in cloud physics and meterological phenomena.

Two drop generators were arranged to project drops toward a region in the focal
plane and field of view of a high speed framing camera. Drops were produced by each
generator at rates of a few thousand per second. By electrically charging and
deflecting some of the drops from each generator, single drop-pair collisions were
obtained without aerodynamic effects from preceding drops. The drops were spaced
sufficiently far apart that the aerodynamic disturbances from a pair of colliding drops
had completely disappeared before the succeeding pair of drops arrived.

High framing rate photographs were taken of droplets of several sizes and
velocities. Drops with two diameters (120 and 600 micrometers) and several impact
velocities (1, 3, S and 7 meters/second) were of particular interest. Figure 1 is a
series of frames of a collision between two 120 micrometer drops. It is interesting to
note that collisions between successive pairs of drops were reproducible enough that a
strobe light synchronized with the droplet production frequency could be used to study
the impact and subsequent composite drop behavior in detail.

IISCE AIMER

This document was prepared as 2n actount of work spomsored by an agency of
the | nited Siates Government. Neither the | niced States Government nor the
L aoversts of Califorria nor asy of their employees, makes any warranty. ex-
press or implied, o assumes any legai liability or respomsibitity for the ac-
curacy, completencss, or usefulness of any information. apparatus, product. or
process discloved., of represenis that its wse would not infringe privately owaed
nghts. Reference herein to any specific commercial prodects. process, or serne
by trade name, (rademark. manufaciurer. or otherwise, does not neccssarily
constitute or impls ity endorvement, rccommendstion, or favoring by the | nited
States (covernment or the U niversity of Cslifornia. The siews and opinions of
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BLACK AND WHITE PHOTOGRAPH

Figure 1 A series of frames of a collision
between two 120 micrometer drops. 1

* Work performed under the auspices of the U. S. Department of Energy by the Lawrence 1
Livermore National Laboratory under contract number W-7405-Eng-48.
.




CRIGINAL PACE

" ){,) "N 82 293431 BLACK AND WHITE PHOTOGRAPH

Behavior of liquid hydrogen inside an ICF tsrgetl
K. Kim and L. Mok

Department of Electrical Engineering, University of Illinois
Urbana, Illinois 61801

T. Bernat

Lawrence Livermore National Laboratory
Livermore, California 94550

Abstract

The configuration of liquid hydrogen inside a spherical glass shell ICF target has been
studied both theoretically and experimentally. Because of the zero contact angle between
the D, liquid and glass substrate and the limited wetting surface that is continuous, the
liquia hyjrogen completely covers the interior of the glass shell, resulting in the forma-
tion of a void at the center. For this reason, the present nroblem distinguishes itself
from that for a sessile drop sitting on a flat surface. A theory has been formulated to
calculate the liquid hydrogen configuration by including the London-dispersion force between
the liquid and the substrate molecules. The net result is an augmented Bashforth-Adams
equation appropriate to a spherical substrate, which is considered to be the major contri-
bution of the present work. Preliminary calculations indicate that this new equation ac-
curately models the liquid hydrogen behavior inside a spherical microshell.

Introdnetion

In the inertial confinement fusion (ICF} research, one of the importznt tasks is to find
an optimum target design which can achieve sufficiently high fuel ansity with minimum com-
pression energy input. Various target designs have been nroposed. Among them is a cryo-
genic target, which consists of a hollow uniform shell of liouid or solid DPT (Deuteriumy
Tritium mixture) condensed onto the inner surface of a glass microballoon (GCMB). Mason  has
theoretically predicted that such targets will give higher fusion yields. Recently, from the
preliminary results of their target implosion experiment, Henderson and his coworkers~ have
noted that neutron yields are enhanced by a factor of ten or more when a cryogenic DT target
is used instead of a gas DT target.

Because of this preliminary finding (which needs further investigation), the cryogenic
targets are currently attracting a fa;rlsmount of attention. Several techniques have been
developed to fabricate these targets.” However, difficulties have been encountered,
especially in conjunction with producing and maintaining a uniform licuid layer inside the
GMB. Some researchers have obtained a liquid spheroid on one side of the GF%. whereas others
have produced a continuous liquid layer, more often with one side thinner than the other.

Shown in Figure 1 are the micrographs of a D,-filled GMB target, 320 um in diameter,
15 ym in thickness, and filled with approximately“700 atm of D, gas at room temperature.
Figures la and lb are, respectively, the shadow and interferenfe micrographs of the tarset
at room temperature. The corresponding pictures taken at a temnerature (-25 K) below the
liquefaction point of D, are shown in Figures lc and 1d. The interference micrographs were
obtained using a home-mgde Mach-Zehnder interference microscope.

. h
Figure 1. Pictures of a D,-filled glass microshell, 320 ym in diameter and 15 ym in thick-
ness, filled with approximately 700 atm of D, gas at room temperature. Figure la. Shadow
micrograph at room temperature; Figure 1b. %nterference micrograph at room temperature;
Figure lc. Shadow micrograph of the target with a continuous {iouid-D, layer at a cryogenic
temperature; Figure ld. Interference micrograph of the same target in“Figure lc.
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One distinct feature exhibited by Figure 1 is that the liquid D, formed inside the GMB
spreads out and completely wets the entire substrate, The net resul@ is a continuous liquid
layer having a gas void inside of it. This situation is particularly interesting, not only
because it is unique (note that one cannot achieve the same situation with a sessile drop
sitting on a flat surface), but also because it offers a promising possibility for fabri-
cating a uniform layer of DT-condensate inside an ICF target.

Presented in this paper is an in-depth study of the behavior of a liquid inside a
spherical microshell (SMS). First, a physical model is formulated to predict the liquid
profile inside the SMS. These theoretical predictions are then compared with the experi-
mental results obtained for a GMB containing liouid hydrogen. It is hoped that this study
will result in a reliable scheme for producing and maintaining a uriform laver of DT-
condensate inside a cryogenic ICF target.

Theories for the profile of liquid inside a spherical microshell

For the convenience of presentation, we first formulate a simrle theory apnlicable to
a liquid contained in a spherical substrate. Then, after showing that the theory is in-
capable of describing a continuous liquid layer wetting the entire substrate - namelv, that
it is only appropriate to a liquid layer having a well-defined line of contact between the
substrate, liquid, and vapor, it is extended by including the van der Waals attraction be-
tween the liquid and the substrate molecules. This latter theory, as will be shown, does
have the properties appropriate for describing a continuous liguid layer and, therefore,
constitutes a major contribution of the current work.

Profile of liquid with contact line inside a spherical microshell

Following Cibbsla, we calculate the minimum energv configuration of the licuid enclosed
in an SMS using the calculus of variations. Consider a coordinate system shown in Fieure 2a
where the thick solid line represents the inner surface of the GMB. For the moment, we con-
sider the gravitational force and the interfacial tensions at the licuid-vanor, licuid-solid
and solid-vapor interfaces as the major forces contributing to the energy of the svstem.
Providing that the profile of the liquid-vapor interface is symmetric about the ¥-axis, the
total erergy of the system can, therefore, be expressed as the sum of the following terms.

Figure 2. (a) Cylindrical coordinate system employed for the description of a spherical
target. (b) The cylindrical system shown above redefined in dimensionless units.

N Y2 2 . . .
Eg = pg f y dv = 27 f~ . y[Ri - (y - Pi)2 - x2] dy 'eh)
v v
L 1
Y2 - - .
Ely Ly JSLV ds = 2n f~ Yiv x[1 + (x") ]% dy (2)
"
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Eq. = ver fq ds = 2 fv gL By 49 3)
“SL 1
‘ [ Y2 .
ESV = ysv JS ds = Constant - 2n fv YSV Ri dy (4
sV :

Y where , is the density of liquid; g is the gravitational acceleration; V, 1is the volume of
L the liquid, y&¥, y§%, and y§g are the interfacial tensions at the licuid=vanor, solid-liquid
inteérf

: and solid-vap aces , Se;, nd S.y). resvectivelv; R, is the inner radius of the
s SMS; and x = dx/dy. LV “sL sV i

The variations are now subject to the constraint of the enclosea ljiouid volume, which
is constant for a given temperature and gas fill nressure (e.g., I', nressure) of the S™S,
(Note that the thermal energv of the system, which is also a constgnt at a given temnerature,
is uniquely determined once the liquid vclume is specified, and, therefore, not specifically
considered.) The expression of the liquid volume in this case is

2 2 _ 2
VL = Constant + 2n Jy &[Ri - (v - Ri) - x°) dv (5)
1
Combining Eqs.lgl) through (5), and carrying out the mathematics recuired to arrive at the
Euler equation®”, one obtains
x" 1 _ pe. v o+ (6)
D] - = = — )
o+ <O x4t L

where x' and X", respectivelv, denote the first and second derivatives of X with resnect to
y, and \ is the usual Lagrange multiplier resulting from the constraint of constant liocuid
volume. The absence of the solid-licuid and solid-vanor interfacial tensions, y L and v v
in Eq. (6) was to be expected since the corresvonding interfacial enerpy terms, E and iSV'
depend only on the two end points ¥, and V,, which remain unchanged during the prgEess of
calculus of variations.

Letting
% v AR 02R%
x=R—i._v=§—i, Lx=r—a11d8=;—*. (7N
LV Lv
the dimensionless form of Eo. (6) is obtained as
< 377 " erre e O (8
1+ xHD7177° x(1 + (x")4)
Two end-point conditions are needed to close this ecuation. They are
1, x' =« atx=20 (9a)
2. x(» = 11 - (G -DIY aty=y, (9b)
The first condition simply states that the liquid profile is sxgmetric about the y-axis,
The second condition is the so-called transversality condition™” - that is, at vy = y, the
liquid-vapor interface lies on th2 inner surfacelgf the SMS. It is easy to verify tﬂat the
second condition gives vise to Young's equation for the contact angle, ¢, i.e.,
Y - Yy
cos © = cos (i) - @,) = -§!-;Z;E§ (19)

The definitions of the angles vy and ", are given in Fig. 2b.
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Note thatlsq. (6) is reduced to the equation derived earlier by Bashforth and Adams for
a sessile drop”’ if the origin of the coordinate system is shifted to x = 0 and y = Y1 and
the normalization variable is replaced by the radius of curvature at the oriein. So, we
henceforth, refer to Eq. (6) (or Ec. (€)) as the Bashforth - Adams equation. The original
derivation was based on the force balance 15 the liouid-vapor interface, i.e., a direct
application of the Young-Laplace equation.

For the case of a sessile drop, the reader is referred to thelgork of D. N. Staicopolur
for a complete numerical solution of the Bashforth-Adams equation . An aoproximate ana-
lytical solution of a similar equation has been worked out by PZOConcus for calculation of
the equilibrium meniscus in a vertical right circular cylinder.

In the current analysis, a direct integration of Eaq. (8) subject to a given cor 1ct

angle is carried out using numerical methods. Before presenting the numerical solut-on,
however, certain points must be clarified:

1. The liquid-vapor interfacial tension is assumed to be constant throughout

the calculations regardless of the position and curvature of the interface.

This assumption is justified because the radii of curvature of interest in the
present case are in the range of 0.01 cm, which ii several magnitudes larper thQB
the case studied by Tolman, Kirkwood and Buff, and Benson and Shuttleworth.
These authors have found that the surface tension of a small droplet decreases with
increasing curvature. Tolman estimated that a 4 per cent drop in the sggfch
tension would occur if the diameter of a droplet was in the order of 10 ~ cm;

2, The liquid is assumed to be incompressible, and the effect of the vavpor
pressure on the liquid-vapor surface tension is neglected;

3. The contact line is assumed to be ideal. Ar ideal contact line means that
two mathematically defined surfaces meet together. Thus, the line should be
infinitesimal and no liquid film exists beyond the line. In conjunction with
this, we note that the va‘égity of Youea's ecuation for tae contact angge has
long beenzslaimed by Gauss and Gibbs and more recently bv Johnson, and
Goodrich, For arguments advocating its invalidity, however, the reaggr

i{s referred to a recent paper bv G. J. Jameson and M. C. G. del Cerro.

Numerical solutions of the Bashforth-Adams ecuation (Ecuation (8)) satisfying the end-
point conditions Equation (9) have been obtained. Figure 3 shows a set of tvpical solutions
obtained for the liquid deuterium enclosed in a CMB for diiferent values of contact anele.

The GMB target chosen was 67 um in inner radius, of 3 um thickness, and was assumed to be

at a uniform temperature of 24 K. For ease of comparison with the experimental results, which
is to be made in the future, the room-temperature D,-fill pressure of the target was chosen

to be 110 atm, This fill pressure, along with the 8imensions and temperature of the target,
allows onesto determine the amount of liquid deuterium inside the target using the ecuation

of state.” y

e K

Figure 6. Numerical solutions of the Aug-
Figure 3. Numerical solutions of the Bash- mented Bashforth-Adams equatigg. The golid

forth-Adams equation for various contact line is for B, = 4.277 x 10 erg-cm 5gnd
angles. The inner radius of the GMB {s the brgken 1iRkE is for B, = 4.277 x 10
67 um, the wall thickness is 3 um, and the sTg-cm . The vglume of i&quid deuterium is
temperature is 24 K. The liquid enclosed 1.208 » 107" em” and the temperature is

is deuterium and the fill pressure is 28 K. The inner radius of the SMS is 67 um
110 atm at room temperature. and the wall thickness iz 3 um,
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As clearly seen from Figure 3, the location of the contact line between liouid, solid,
and gas rises as the value of the input contact angle (one of the end-point conditions,
Equation (9)) is decreased. This is simply because of the fact that the smaller the contact
angle, the larger 1s the area wet by the licuid. For zero contact angle, it is, therefore,
believed that the liquid will wet the entire target substrate, resulting in a continuous
liquid layer. 1In this case, there will be a gas bubble inside the target completely

surrounded by the liquid--a situation not possible in the case of a sessile drop sitting on
a flat surface.

Although different input values of the contact angle were used at the same temperature
to produce the results in Figure 3, in reality, there can only be one correct contact angle
corresponding to a given temperature. Since this correct contact angle is not theoretically
availagle as a function of temperature for the current problem, it must be rieasured experi-
mentally. Good and Ferry measured the contact angle between liquid hydrogea andzg few
different materials and reported that it was zero for all the materials studied. Neither
the details of the experimental arrangement nor the ranges of the observation temperatures
were, however, included in their report. Considering the difficulties involved in main-
taining a stable cryogenic environment and, in particular, the difficulties in creatirg and
verifying an isothermal environment, it might perhaps not be totally unreasonwble to suggest
that the work of Good and Ferry be re-examined, or even redone using carefu’” .le.ignzd,
more modern equipment for all liquid hydrogen temperatures.

Assuming now that the contact angles of liquid hydrogen and, according: rat of
linuid deuterium are zero, it is most pro?gb}s that the liquid deuterium cor - 1 in an SM¢S
exists in the for.. of a continuous layer." "' It is for this reason that we now go back
to the Bashforth-Adams equation and see if it can adequately give rise to a continuous
liquid layer solution.

Profile of a continucus liquid layer inside a spherical microshell

Let us now consider a situatio~ where the liquid inside an SMS forms a continuous

layer, i.e., no liquid-vapor-solid contact line. The coordinate system used in this case

is shown in Figure 4a, Following the same procedures previously used, and considering only
the terms pertaining to the gravitational force and the liquid-vapor interfacial tension,
one can easily derive a differential equation, which is identical to £a. (8). The boundary
conditions are, however, different. Since the gravitational force is chosen acting parallel
to the y axis, the profile of the vapor void (or the bubble) should also be symmetric about
the y axis., Therefore, the boundary conditions for the bubble are

- X

mT Xmp

Figure 4. (a) Coordinate systems used in the continuous liquid layer case. At x = x_ and
y =y , x' is equal to zero. (b) Numerical solution of Bashforth-Adams equation with one
boundgty condition satisfied, i.e., at x = 0: x' = «, Note that X > Xmr at x' = 0,

(1) x" = atx=0, y-= 21 (11)
(2) «' =« atx=0, y= Y2

efore finding the numerical solutions of Fouations (8) and (11), it is worthwhile to
study Equation (B) somewhat more carefully. Upon integration, Fouation (8) gives rise to
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(12)

X(a + BYy 1) dx

where Y8 denotes the two values of y corresponding to a single value of x: in the region
vhere x®'Ts positive, y, is used, with B denoting the "Bottom''; and in the region where x'
is negative, y. is used, with T representing the "Top". From Ecuation (12) one finds that
where x' = 0, Ihat is, when x takes ot the maximum value, xm, the values of x are given by

XmB

X.B = j X(a + 8yg) dx , and (13a)
0
F T _

XoT = ) *(a + BVT) dx , (13b)
0

where the subscripts "B" and "T'" again refer to "Bottom'" and "Top," respectively. Because
« and p are constants a.d y_, # y., Eouation (13) implies that one has tw~ different values
of x at x' = 0. Referring o Fifure 4b, since yp is always larger t%an Yg. one d 'duces that

X X 14)

mB mT

This deduction is clearly physically contradictory because no bubble can exist if there is
a discontinuity in the liquid-.vapor iuterface. Consequently, there will be no solutien to
Equation (8) which can satisfy the bubble boundary conditions Ecuation (1l1).

The numerical solutions of Ecuation (8) indeed illustrate this Doint.30 Only one of
the two boundary conditions Ecuation (11) is satisfied, i.e.,, either x; = « at x = 0, but
xi =« at X ¥ 0; or X, = «~ at x = 0, but x;, # ~ at x = 0. 1t is obviofls that some force:
alting on the bubble that are different fr8m the gravitational force and liquid-vavor
interfacial tension are left out of the theory hitherto considered.

There are several types of forces among molecules and atoms31: the attactive f{orces
are primary (chemical) bonds, metallic bonds, and secondarv (physical) bonds, whereas the
repulsive forces are Born repulsions. Primary bonds and metallic bonds are usually strong,
and are the basic forces responsible, for examnle, for fo.ming different stable substances
on earth. Secondary bonds are the long-range but weak attraction forces among atoms and
molecules and are generally called van der Vaals forces.

In fact, van der Waals forces are a collective term for the four different forces,
namely, the Debye induction force between a permanent dipc’: and a neutra§3molecu1e, the
Keesom orientational force betwecen two freely rotating permaggnt dipoles, the London-
dispersion force due to electron fluctuations asgund nucleli, and the Margenau force
arising from the dipole-quadrupole interaction. Since the liquid of our interest is
deuterium or deuterium-tritium mixture and they are nonpolar neutral molecules, onlg the
Ltondon-dispersion force is considered. The Born repulsion force is also neclected because
it is inverse twelfth power of distance and thus quickly dies out as the distancg is in-
creased. The typical effective distance of the Born repulsion force is about 7 A.

Two approaches are widely used to calculate the total attracticn energy of the &gnign-
van der Waalis type between two macroscopic bodies. One is London-Hamaker's approach” '
in which the additivity of the §9ndon-van der Vaals forces is assumed. The other is
Lifshitz's macroscopic approach”’ in which the attraction energy is directly calculated
from the ima%inary parts 38 the complex dielectric constants of the media, especially their
far ultraviolet portions. Lifshitz's approach is thought to be bette: than that of London
and Hamaker, especiilly in the case where the separation distance between two macrcscopic
bodies is large. This is mainly due to the additivity assumption and the intrinsic
characteristics of the dispersion forces.

The London-van der Waals forces are electromagnetic-like forces, so they will be
subject to retardation, i.e., at large separations the forces will be reduced because the
finite time reguired for their pragagation causes a phase difference between the =lectronic
oscillations of the interacting mo
energy calculated 33 London-Hamaker's approach will be over-estimated for molecules with
large separations. When the retardation effect i{s put into the calculation, as Casimir
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and Po].der."0 and39vg§bg§k“1 did, the two approaches usually have differences wichin an
acceptable range. "7

To avoid the mathematical difficulties and the scarcity of the data required of the
Lifshitz's macroscopic approach, the London-llamaker's approach is adooted. The ncnretarded
London-van der Waals forces are considered first. The effects of retardation then follow.

7
)

p(f.0,0)

-~

ot

Figuie 5. Spherical coordinate system used in the calculation of the London-van der Waals
attraction energy between the liquid molecule at p(¥,0,0) and the spherical substrate with
inner radius equal to Ri and outer radius equal to Ro'

The coordinate system 1sed is shown in Figure 5. The energy due to the London-van der
Waals forces of a liquid molecule at the point p(f¥,0,0) is then expressed as

E (¥) = N J dv U(d) (15)
P s Jy
where the London potential U(d) = -B /d6 with BS denoting the London constant between the
solid (substrate) and liquid moleculgk; d is the &istance between the substcate and liouid

molecules; N_ is the number density of the substrate molecules; and V. is the volume oc-
cupied by th8 substrate. Noting the azimuthal symmetry of the system, apnrlication of the
cosine rules enables one to rewrite Ecuation (15) as
. ) Ro 2 +1 1 @6
E_(r) = -27 B, N f R2dR f du 1
P SL s -1 (RZ + ¥ 2 28py)3

R.
i

where u = cos €.

After straightforward integration. Ecuation (16) becomes
3 ]

E (2) = BT g N[ "o B i (7
p T3 PsL s R’ - 210 [R2 - i,2]‘3‘
o i
The total energy due to the London-van der Vaals forces between the licuid and the
solid wall is then
Epvow = N Jv dv E_ () (18)

L
where NL is the number density of the liquid and VL is the volume occupied by the liquid.

in2




.‘4.,,.:,.;.1, PENS

oy

- Crmicieou - . R 1

In terms of the normalized cylindrical coordinate svstem defined in Ficure 4a,
Equation (18) is

2 X
Euow = 27 N, [ 9y Jo x dx Ey(r) 19)
1
where
E (r) = 207 By, N, i 1
M v, B -
P iEg SL s (R; _ r2]3 (1 - rZ;B
————
r = X + (V - 1)7
R
- Q
Re "R,

Following the same mathematical oprocedures previously used (i.e., the calculus of vari-
ations), one obtains

‘ll 1

0+ O e ol

-fa + 8v + A D(x.V)] 20)

where
L -
£ B NNy
3y Ry
.
D(x.v) = 7y Ty
(R; -r7)

1
(1 - o3

and the rest of the svmbols are as defined in Ecuation (7). This ecuation is similar to the
Bashforth-Adams ecuation Eguation (8), exceot that an extra term resulting from the London-
van der Waals energv is added. For this reason, we name Ecuation (20) as the "Augmented
Bashforth-Adams equation.”

Integrating Equation (20) once and applving the bubble boundarv conditions Ecuation
(11), one has

X

m
ﬁVv + 27X Jo x(DT(x.yT) - DB(x.vB)l dx = 0 21)

where VV is the specific.volume of the vapor void, or the bubble (i.e., the actual volume

of the void divided by R;). the subscript T denotes the upper (top) portion of the bubble
where x' - 0; and the suBscript B denotes the lower (bottom) portion of the bubble where

%' ~ 0, From FEouation (21), one can easilv see that as R approaches zero and/or A ap-
rroaches infinity, [D.(x,v.) - D (x,vy)} will take on a value which is vanishinglv small.
Or, putting it in ano?her gay, at eitHer or both of these two limits, the thickness of the
liquid laver is uniform, or the bubble is a complete sphere. In practice, however, the
values of A and r are finite and, therefore, the thickress of the liquid laver at the bottom
of an SMS is always larger than that at the top.

The numerical solutions of Ecuation (20) satisfying the bubble boundarv conditions
Egquation (l1) are plotted in Figure 6. Note that there is only one unique solution for
each set of paramcters usced. The SMS chosen7is §7 ym in inner radius, 3 um in thickness,
and contains liquid D, of volume 1.208 ~ 107’ cm The calculations are done for two dif-
ferent values of the fondon constant B, . As expected, larger B,, produces a licuid laver
more uniform in thickness. This effect“is more clearly demonstrited by Figure 7 in which
both the top and hottom thicknesses of the liquid laver are plotted as a function of B L
for two different values of liquid D, volume. That a larger B, is required to sunoor§ a
thicker uniform layer is clearly sho%n in the figure, which is“¥onsistent with the competing
nature of the gravity and the van der Waals attraction.
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Figure 7. Equlibrium top and bottom thicknesses of liquid deutevium laver inside an SMS
at 28 K. The target has inner radius of 67 'y ang wall thickness of 3 ym. The broken
lines are f?r tse liquid volume of 6.47 ~ 107" em” and the solid lines are for

1.208 ~ 107" em
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Figure 8. Comparison of equilibrium top and bottom thicknesses of liquid deuterium ‘ayer
for nonretarded (solid lines) and retarded (broken lines) London-var der Waals forces. The
inner radius of the SMS_§s 6 um and its wall thickness is 3 um. The volume of liquid
deuterium is 1.208 » 107" c¢m” and the tempegature is 28 K. \_ used in the calculation of
retarded London-van der Waals forces is 107~ cm. ¢
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Since the wall thickness of the SMS and the thickness of the licuid layer are generally
in the order of 1 um, the retardation effect of CRG London-van der Waals forces could be
significant as pointed out by Casimir and Polder. To include such a reta:datigg effect,

a correction function has been introduced into the London potential by Overbeck:

B
ud) = - EEL £(r) (22)

where p = 2 n d/\c with i, being the characteristic wavelength of the electronic oscillation.
of atoms; and

1.01-0.14 p , for 0 < p ~ 3
f(p) =

2.45p°1 - 2.06p7% , for 3 < p

Unfortunately, this formula is not easily applicable to our case sigge two separate func-
tions are involved in two different ranges. Schenkel and Kitchener~  have found an anproxi-
mation for £(p) for the range, 1 < p < =, According to these authors, the deviation in

the values of f(p) is less than 5% within this range. The Schenkel-Kitchener approximation
is

£(p) ° 2.45 2.%7 0.%9
p

P p
Raeplacing che London-potential U(d) in Fouation (15) with this approximation (Ecuations

(22) and (23)) and carrying out the straightforward, yet tedious, integration, one obtains a

lengthly expression for the retarded London-van der Waals attraction energy between a

liquid molgbule at point p(r,0,0) and the entire substrate of thickness of (R0 - Ri) (see

Figure 5).

(23)

This expression has been used in conjunction with the Augmented Bashforth-Adams apn-
proach to determine the retardation effect of the London-van der Vaals forces. Plotted in
Figure 8 are the equilibrium top and bottom layer thicknesses of the licuid deuterium in-
side an SMS of inner radius 67 um for various strengths of the London constant. The 3
temperature of the SMS is 28 K and the volume of the licuid deuterium is 1.208 ~ 10" ‘em”.
As expected, the thickness of the top liquid laver is smaller than the case where the
retardation effect is not included.

Note that the Augmented Bashforth-Adams equation Equation (20) with the retarded
London-van der Waals energyv term is only good within the range 1 « p < ~, This range might
be excendegadown to p = 0.5, with a slightly larger _error, as pointed out by Schenkel and
Kitcheney. In general, \  is in the order of 107” cm, so that p = 0.5 corresponds to
d ~ 100 A. Consequently,°a§ long as the top liquid laver thickness (i.e. the smaller thick-
ness) is larger than 100 A, the error in the solution of this ecuation will be neglirible.

Finally, it must be pointed out that the liquid-vapor interfacial tension has been
assumed to be constant throughout the calculations, which might turn out to be an important
source of error.

Conclusion

An "Augmented Bash: ‘rth-Adams' ecuation, Fauation (20), appropriate to a spherical
substrate, has been derived for the first time by including the London-dispe:sion force
as the two-body interaction force between the liquid and substrate molecules. This was
prompted b, a proof presented in this work that the Bashforth-Adams equation, Ecuation
(8), has no solution subject to the boundary conditions Equation (11) required of a contin-
uous liquid layer. The choice of the London-dispersion force was specifically motivated
by the desire to describe the liquid hydrogen behavior inside a spherical microshell ICF
targeti and was justified by the fact that liquid hydrogen consists of nonpolar neutral
molecules.

Considering the fact thag gest of the previous work on the thin-film phenomena, of
which a wealth of literat re“’'’” exists, has only dealt with either plane- or cylinder-
like geometries, tue principal contribution of the present work is to have formulated a
theory appropriate to a spherical substrate.

It is hoped that with chis work headway has been made toward an active investigation
of the thin-film phenomena involving spherical geometry, not only for its own scientific
merit, but also for a very interesting practical application - namely, the ICF target
research.
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Generation of a Strong Core-Centering Force
in a
Submillimeter Compound Droplet System*
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and

Ainslie T. Young
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Los Alamns, New Mexico 87545

Abstract

By amplitude-modulating the driving voltage of an acoustic levitating apparatus, a
strong core centering force can be generated in a submillimeter compound droplet system
suspended by the radiation pressure in a gaseous medium. Depending on the acoustic
characteristics of the droplet system, it has been found that the technique can be
utilized advantageously in the multiple~layer coating of an inertial confinement fusion
pellet.

Introduction

One of the important areas of research pertinent to the fabrication physics of
inertial confinement fusion targets involves the investigation of various physical
mechanisms that generate bubble-centering forces during the formation stage of fusion
pellets. Theoretically, the strength of this force is pioportional to the frequency of
the normal mode oscillation of the compound-droplet system~. This frequency is given by

f. 1 ‘/;mn(fz—l)(serZ)[e“"’i - e (1)

2 oRé [(Q+l) €2+gf+ Le (Q+%)]

for a rigid-cored compound-droplet system of an inviscid fluid. ¢ and pare the surface
tension and density of the fluid, respectively. R, is the radius of the compound drop, ¢
is the ratio of R, to the radius of the core and lis any positive integer with the
fundamental frequéncy corresponding tol = 2, 1In Fig. 1, Eq. (1) is plotted for the
fundamental oscillation frequency ({= 2) versus R,. It is interesting to note that, for
the two core sizes chosen in the figure, there is an optimal R, at which the oscillation
frequency reaches a maximum. This value of R, can be regarged as the most efficient
radius of the compound-droplet system to generate the core-centering force.

It is most convenient to generate and study this core-centering force using an
acoustically-levitated submillimeter compound-droplet system, First, the oscillation can
be excited easily by amplitude modulation of the carrier voltage of an acoustic levitating
apparatus at the appropriate normal mode frequency of the compound droplet system,
Secoud, for a submillimeter compound-droplet system, the core-centering force is very
strony indeed. In comparison, the force is only barely observable for drop systems 5 mm
or larger.

Experimental Apparatus
An acoustic apparatus has been specifically developed to handle samples of
submillimeter sizes in a gaseous medium. This apparatus consists of an acoustic
levitation device, deployment devices for small liquid and solid samples, heat sources for
sample heat treatment, cold gas cooling system, acoustic alignment devices and data

acquisition instrumentation, The levitation device includes a spherical aluminum dish 12"
in diameter and 0.6" in thickness, 130 pieces of PZT transducers attached to the back side

*The'research described in this paper was carried out by the Jet Propulsion Laboratory,
California Insitute of Technology, urder contract with the Nationai Aeronautics and Space
Administration.
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of the dish and spherical concave reflector situated in the vicinity of the center of
curvature of the dish. 1In Fig. 2, the underside of the focusing radiator is shown. In
operation, the transducers are driven in phase at one of the resonant frequencies of the
radiator. Figure 3 gives the :op view of the hemispherical dish. At t.e center is the
reflector for the production of the levitating force. A liquid sample atomizer is shown
at the left. In Fig. 4, this device is shown in greater detail, It consists of an
acoustic stepped-horn and two PZT transducers pre-stressed to 5000 psi for high power
operation. It is supported by a knife edge at the step. A liquid drop placed at the tip
of the horn can be transported to the levitating position through an atomizacion process.
The focusing radiator levitating device operates at 75, 105 and 163 kHz, respectively. It
has been demonstrated that a sample with a specific gravity as large as 19.3 .can be
levitated in this apparatus. The lateral positional wandering of the sample in the force
well is estimated at less than 5% of the dimension of the sample size used.

Compound Droplet System

To create a compound droplet system, a solid sphere is first positioned in the
acoustic field at the tip of a vacuum chuck and allowed to drift into the force region
upon vacuum release. Liquid material is deployed by first atomizing the material into a
fine mist in the viciaity of the force well. The mist is driven by the acoustic force,
depositing it onto the surface of the sphere forming a compound droplet system. A typical
droplet system has a dimension of about 250 um diameter for the core and 100 um thick
shell for the liquid layer.

Usually, a compound droplet formed in this manner is not designed to be neutrally
buoyant. The gravitational force will manifest itself in two ways: 1. Depending on the
relative specific gravity between the core and the fluid, the core will be off-centered,
float to the top or sink to the bottom of the liquid shell, and 2. The gravity will
deform the droplet to an approximately oval shape (Fig., 5). The second effect could be
minimized significantly by increasing the surface tension of the fluid and/or reducing the
size of the droplet. It has been observed that the percentage deformation between the two
axes is less than 5% for a pure water droplet of typical 500 um in size. The first
effect, on the other hand, is omnipresent, as long as the experiment is performed
terrestrially in a one-g environment.

Core-centering Force

The core-centering force has been observed in a compound-drop system of 1 cm or
larger in a neutral buoyancy tank, where three liquids of comparable specific gravity are
present. The core-centering force, in this case, is rather weak because of the size of
the drop and the particular set of boundary conditions involved. 1In this report, we will
present results of a strong core-centering force generated acoustically in a submillimeter
compound droplet system suspended by the radiation pressure in a gaseous medium.

To generate such a core-centering force, the liquid shell is set into oscillation at
one of its natural normal modes. To accomplish this, an ampiitude modulation at
appropriate frequency is applied to the carrier driving voltage of the focusing radiator
levitating apparatus., When the frequency of the amplitude modulation is tuned into the
natural oscillation frequency of the compound droplet system, a large amplitude
oscillation of the liquid shell is produced driving the core to the center of the system
in a fraction of a second. For a typical sized droplet used in the experiment, a
modulating frequency between 500 to 1000 Hz is required. Using a water-coated glass-
microballoon system, it can be further verified that this is a very strong force indeed in
view of the fact that the ratio of specific gravities between the water and the core is
approximately five., 1In Fig. 6, a glass microballoon coated with a layer of water is shown
to be centered by this force.

An experimental technique to quantify this force has been devised. A promising
method is to generate a secondary oscillation of the core in the presence of the core-
centering force. From the frequency of the core oscillation, a force constant k can be
measured, thus the core-centering force can be obtained from £ = -kx, where x is the
displacement of the core from the center position in the presence of the core-centering
force.

Summaxy and Concluding Remarks
In summary, we have demonstrated an acoustic technique for generation of a strong
core-center force for a sui'millimeter compound-droplet system., Centering forces of this
general nature are important in understanding the physics of, for instance, the formation
of g9lass pellets. The application of this kind of force, for example, can bg very
advantageous in the multiple-layer coating of an inertial confinement fusion pellet”.
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spectron Development Laboratories, Inc.
3303 Harbor Boulevard, Suite G-3, Costa Mesa, CA 92626

Abstract

Holographic studies have been performed which exaiine the fragmentation process during
vapor explosiol of a water-in-fuel (hexadecane/water) emulsion droplet. Holograms were
taken at 700 to 1000 microseconds after tne vapor explosion. Photographs of the
reconstructed holograms reveal a wide range of fragment droplet sizes created during the
explosion process, Fragment droplet diameters range from below 10 microns *o over 100
microns. It is estimated that between ten thousand and a million fragment droplets can
result from this extremely violent vapor explosion process. This enhanced atomization is
thus expected to have a pronounced effect on vaporization processes which are present
during combustion of emulsified fuels.

Introduction

Water has long been observed to have a beneficial effect on combustion of liquid
fuels but a complete understanding of the mechanisms bv which this enhancement occurs is
just beginning to emerge. Water-in-fuel emulsions are being used or considered for use in
manv combustion applications where particulate pollution is a problem because of the
potential of decreased particulate emissions and enhanced combustion. Although a number of
ctudies have been carried out to determine the physical processes involved in the com-
bustion of emulsified fuels, primarily phenomenological explanations have resulted. The
present experiments are part of a larger program designed to quantify the phenomena which
have been observed and understand the enhancement process.

The first enlightening experiments were performed by Ivanov, et al.! of the Soviet
Union in the late 1950's. Thev showed that water/oil emulsion droplets burned disruptively
when suspended on a quartz fiber (called a sting) and ignited. This disruptive burning
process was called a "microexplosion." 1In 1976, Dryer and coworkers?’® performed similar
experiments at Princeton Universitv and from their observations suggested that the water
in the c¢jl matrix was superheating. Near the limit of superheat, the water homogeneously
nucleates rapidly to produce a vapor-phase explosion. The limit of superheat for water is
approxinately 2€60°C so their concept was that paraffinic fuels with a boiling point above
this, when emulsified with water, should lead to a vapor explosion while those with boiling
points below would not vapor explode. This means that hexadecane (boiling point 287°C)
emulsions should vapor explode while tetradecane (252°C) emulsions should not. However,
their early observations of burning emulsion droplets suspended on a quartz sting indicated
dodecane (216°C) emulsions microexploded. They felt the sting was probably a source of
nucleuar :un sites that led to premature water nucleation, 1In order to eliminate the sting
nucleatios problems, free droplet studies were necessarv.

Recently, studies by Lasheras, Dryer, et al.“’® have been carried out in which free
emulsion droplots were injected into the hot combustion prcducts streaming out of a flat
flame burner. Vapor explosions were observed using droplets of hexadecane/water and
tetradecane/water emulsions hut not in dodecane/water emulsions. These results correlated
verX nicely to a theoretical jprediction by Avedesian®’’ which predicted tetradecane/water
emulsions should be on the edge of failure to undergo vapor explosion because the fuel
boiling point is very close to the superheat limit for the system,

The above mentioned studies have been primarily phenomenclogical with respect to the
processes occurring during the vapor explosion because ot the difficulties in photographing
a free droplet. Two recent studies by Sheffield, Baer and Denison®’’ using emulsion
droplets levitated above & hot plate have shown that a number of verv interesting processes
take place during the heatup and vapor explosion process. Surface tension induced circu-
lation occurs inside the droplet and the small water droplets coalesce to form larger water
globules during the heatup process. Then the large globules settle to the bottom of the
droplet just prior to the vapor explosion. The explosion process was clearly shown to be
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very violent, producing fragment velocities ranaing from 30 to 90 meters per second.
However, instrumentation was not adequate to resolve fragment sizes in these experiments.

The holography experiments described in this paper were carried out for the purpose of
visualizing the erplosion fragments to determine the extent cf the fragmentation process.
Droplet fragments from less than 10 to over 100 microns in diameter have been clearly
identified at times 700 to 1000 microseconds after the vapor explosion starts. These
experiments will be discussed in detail in terms of the experimental setup, experimental
observations, and their correlations with previous results.

Exper imental Setup

A water-in-fuel emulsion consists of a heterogeneous mixture with the fuel as the
matrix, water as the disrersed phase, and a surfactant which is used to stabilize the
material. In this -tudY, the fuel was n-hexadecane (Ci¢Hiv). The surfactant was a mixture
of Span 20 and Tween 80'° to give an HLB number of about 5.5 which results in a fuel
soluble surfactant and produces a relativelv stable water-in-fuel emulsion. Emulsions were
made by mixing 29% water, 69% n~hexadecane, and 2% surfactant (by vclume) in a domestic

blender for several minutes. The resulting emulsion has a milky color with the dispersed
water drops a few microns in diameter.

The free droplet experiment adopted in the present studv uses the L-:idenfrost
phenomenon!! to levitate a dropliet above a he.ted surface. This experirient consists of
placing an +2 mm diameter droplet of emulsion on a heated metal surface using a small
syringe to form the drop. The plate temperature is maintained above the Leideilrcst
temperature of the fuel so that fuel evaporation causes the droplet to levitate about 10 to
50 microns above the plate'?. A slight 50 mm diameter spherical indentation in the lLighly
polished rlate stabilizes the droplet in one area during its heatup period so that it can
be eagily photographed. The heated plate was maintained at temperature by using a
laboratory hot plate.

For these particular experiments, the plate was replaced by a stainless steel sub-
strate machined to the shape of a truncated cone 25 mm diameter at the base ana 12 mm
diameter at the top, which was highly polished with a spher® -al indertation in it. This
substrate was placed on a laboratory hot plate and maintained at a temperature of about
500°C. An insulation sheet 25 mm thick with a cutout to accommodate the cone shaped
substrate was placed over the hot plate during each experiment to eliminate any holocram
noise which might be generated by a large amount of natural convection induced turbulence
in the 30 cm hot plate region surrounding the exploding droplet. Ths holocamera, Model
HTC-5000 built by Spectron Development Laboratories, has a pulsed ruby laser light source
which is switched by a Pockels cell to give a 10 to 20 nanosecond pulse between 700 and
1200 microseconds ufter the holocamere is triggered. The low end of this delay is con-
trolled by the amount of time it take, the flash lamp to pump the ruby rod to a suffi-
ciently ererrgetic state that a reliable laser pulse can be obtained when the laser pulse is
allowed to escape by trigger 1g the Pockels cell. A schematic of the experimental setup
is shown in Figure 1. Notice that the holography system consists of a reterence beam which
travels approximately thc same distance as the information beam. The information beam
passes through the explosion regime and then interfers with the reference beam on the film
plan:2 and exposes the glass holographic plate producing the hologram. Two lenses which are
not shown on the figure were inserted in the information beam at the proper places to
position the image of the droplet explcsion behind the holographic plate to simplify the
recongtruction. By prop2rly choosing these lens:s, magnification of the explosion was
obtained in some of the experiments.

Triggering of the holocamera was accomplished by passing a helium-neon liser beam close
to the side of tlie droplet anda intc a photo detector setup that was designed to send out a
trigger siynal when the beam was interrupted. Since the beam was near the bottom of the
droplet, it was interrupted when the vapor explosion produced the early jetting to the side.
A trigger signal then went to the holocamera. Between a setable delay of 700 to 1000
microgeconds after the holocamera was triggered, the Pockels cell was triggered, providing
the laser pulse required to produce the hologram. Since the laser pulse width was limited
to 10 to 20 nanoseconds, a stop action hologram of the explosion process was produced.
Resolution of the holograms was a few microns with this configuration so fragment droplets
of a few microns were detectable.

Raconstruction of the explosion images was accomplished by expinding a helium-neon
lagser beam and orienting the developed holographic plate in the expanded beam so that the
three dimensional image was formed off at an angle from the main “eam as shown in Figure 2.
rictures were then taken of the image using macrophotography technicues to provide the
desired magnification. An Olympus OM-2 camera was used to take the pictures.
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Results and Discussion

Over 30 holograms of exploding droplets were taken during this study. Some explosions
were obviously less violent than others probably due to premature heterogeneous nucleation
of the water before it reached the superheat limit. Three representative holograms were
picked for ciose study and several ohotographs of the reconstructed images were made. 1In
Figures 3, 4, and 5, respectively, fragmentation is shown 700, 875, and 1000 microseconds
after the holocamera was triggered. It was possible to make only nne hclogram of each
droplet explosion so these figures represent three different explosions with the
accompanying differences between them one might expect.

Figure 3 clearly shows the nature of the fragmentation process with a jet visible near
the plate, moving out parallel to the plate. Other parts of the droplet liguid are in the
form of ligaments in the process of breaking up to form droplets. The lower left enlarge-
ment shows a ligament that has nearly completed the breakup process. The next two
enlargements, movinc clockwise around the cente.s picture, show a common area; only the
position of the camera focus has been changed to show the three dimensionality of the
hologram image. Some droplets which are in focus in one enlargement are out of focus in
the other. The ernlargement in the top~right corner was made in an area that appears to
have only a few droplets in the center picture but the enlargement shows a large number
are actually present. The same is true for the lower-right enlargement. From the scale
it is clear that the ligaments and a few droplets are larger than 100 microns in size, but
a large number are substantially smaller.

Figure 4 shows a droplet explosion 875 microseconds after the holocamera was triggered.
Although this explosion looks considerably different from the one shown in the previous
figure, many droplets with a wide range of sizes are discernable. No ligaments appear in
this explosion, however. The jet on the left side is visible but the one on the right
seems to have already disappeared, perhaps, as a result of the explosion venting more to
the right side than the left during the early part of the process. This phenomenon has
been observed in hijh speed framing camera pictures in earlier testing.

Figure 5 shows a droplet explosion 1000 microseconds after the holocamera triggered.
Again the remains of the jets are visible near the plate. The lower-left enlargement
contains part of the jet, but droplets are not clearly discernable in this area of *he
picture, sc they are apparently on the order of the resolution of the hologram, around 1 to
5 microns. Other drops in the center picture and the enlargements range from about 10 to
100 microns in size. Most of the ligaments appear to have already broken up because there
are only a few small ones present throughout the picture. Tre top-left enlargeaent shows
an area where very few droplets are discernable in the central picture, but many drops are
clearly observakle in the enlargement, some in the 10 micron range. Again this figure
shows, in a graphic way, the tremendous fragmentation that results from the vapor explosion.

Although this experimental setup represents a somewhat non-physical situation as far
as simulating a combustion environment is concerned, it does provide a needed visualization
of the explosion process. The jetting near the substrate is due to the asvmmetric con-
finement and heating provided by the substrate. It is felt, however, that the explosion
upward is quite representative of what one might expect in a combustion environment. The
small droplets formed in the jets by the rapid venting provide an interesting comparison to
those formed in the less violent upward explosion.

Droplets formed in the jet are on the order of a tew microns which means they could
vaporize in a few hundred aicroseconds!® unless the atmosphere around them was saturated
with fuel vapor as is probably the case at the late times of the holograms. This cor-
relates nicely with high speed framing camera pictures which show the jets disappearing.
For comparison purposes a sequence taken at 40,000 frames per second has been included as
Fijure 6. It shows the jet disappearing in frame 5, about 200 microseconds after the
explosion starts. Tn this sequence, the side jets are moving out at about 90 m/s and the
droplet is exploding upward at betwecen 30 and 70 m/s. The droplets visible in the holo-
grams, which are much later in time than the film sequence, have moved about 30 mm in 1000
microseconds (average velocity of 30 m/s). As expected, the droplets are slowing down due
to drag as they move out. It is estimated that the drop velocity should be reduced to the
surrounding gas velocity in 10 to 20 mm of travel!® so the true droplet velocity is
probably slaower than the calculated average velocity at these late times. Based on this,
one would expect the diameter of the sphere of influence of the explosion to be about 30
to 60 mm or about 15 to 30 or. rinal droplet diameters in these experiments.

Pictures of the holograms in Figures 3 through 5 clearly show that a large number of
fragment droplets are formed. No attempt has been made to carefully count all the drops
in each picture because this only represents a small slice of the whole explosion volume.
If one assumes a 2 mm droplet is reduced to a monodisperse group of 50 micron diameter
fragments, one drop would produce over 50,000 fragment droplets. If the fragment diameter
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Figure 3. Picture of image of droplet explosion N0 microseconds
after holocamera was triggered.

Fiqure 4. Pirture of image of droplet explosion 875 microseconds
after holocamera was triggered.
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was 30 microns, one drop would produce 300,000 fragment droplets. In this case we have a
distribution of sizes from too small to measure in the jets {probably a few microns in
diameter) to over a hundred microns. An average size is probably between 30 and 50 microns
which indicates there are on the order of tens of thousands to hundreds of thousands of
fragments from one drop exploding. An estimate of the number of drops visible in one
picture led to about 4000 drops. Since this is only . slice of the whole volume, one would
expect to have 10 to 100 times this many in the entire explosion, again leading to the same
estimate as above. We have estimated that the lower and upper limits on numbers of
fragments formed are ten thousand and a million, respectively.

SCALE POR ENLAROSD VEW: 100um

Figure 5. Picture of image of droplet explosion 1000 microseconds
after holocamera was triggered,

Conclusions

Time resolved holography has been shown to he an extremely useful experimental
technique to study the vapor explosion of a vaporizing water-in-fuel emulsion droplet. It
has led to some very graphic pictures of the droplet fragmentation which results from the
explosion. Fragment sizes from less than 10 to larger than 109 microns are visible with
the average probably in the 30 to 50 micron range. In the early time holograms (700 micro-
seconds), ligaments that are breaking up are visible, while at the later times (1000 micro-
secords) the ligament breakup is nearly complete. Estimates based on the average size and
the nwwber of drops visible in the pictures of the holograms indicate that lower and upper

limits for the numbers of fragments are ten thousand " a million. The typical number is
probably between 50,000 and 300,000, indicating the violent nature of the vapor
explosion.

The distances that the fragments have traveled after the explosion lead to an average
velocity of 30 m/s compared to betwcen 30 and 70 m/s when the explosion first starts,
indicating a drag induced reduction in velocity. The sphere of influence of the explosion
is estimated to be about 15 to 30 original droplet diameters.
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\
Fragments vent to the sides 1
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Droplet explodes at 1
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Figure 6. High speed framing camera sequence of a droplet explosion.
Droplet was backlighted with an expanded laser beam.
Frames are 50 microseconds apart.
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Droplets generated from a new ‘ogee' shaped,
1iquid, air-shear, electrostatic nozzle

1.1. Inculet, T.E. Base and G.S.P. Castle
Faculty of Engineering Science
The University of Western Ontario
London, Ontario, Canada, N6A 5B9

ABSTRACT

A series of experimental tests was carried out on an 'OGEE' shaped planform, liquid air-shear
electrostatic nozzle. Liquid was ejected from the upper surface of ihe nozzle and was then dispersed and
atomized efficiently by a high speed air flow passing over the nozzle and by the effect of two very strong
coherent air vortices generated by the 'OGEE' shaped nozzle surface. Initial test results which are presented
in the paper show the nozzle to perform far superior to a similar delta wing shaped nozzle design which is
used extensively in various industrial applications.

INTRODUCTION

The air shear nozzle is used in many spray applications which require relatively large quantities
of finely atomized liquid droplets. It consists of an orifice which introduces a 1iquid into a high velocity
air stream. The atomization results from the mechanical disruption of the liquid stream by the air shear and
pressure forces!. A number of different geometries have been used for the nozzle ranging from simple open
tubes to aerodynamically shaped nozzles. One commonly used geometry is a delta wing shaped planform nozzle
with a raised lip along its trailing edge (See Figure 1.) In a previous investigation? the atomization
pattern of this nozzle was studied in order to optimize the positioning of an induction electrode for
electrostatic charging of the droplets. In the course of this investigation it was discovered that contrary
to expectations, the majority of the atomization took place off the open surtace of the nozzle rather than the
raised lip. This observation led to further experimentation to determine the influence of the aerodynamic
shape on the effectiveness of atomization. It led to the develooment of the new OGEE shaped liquid air shear
nozzle shown in Fig. 2 (Patent Pending). In what follows a description of the theory of operation along with
experimental results are presented for both the delta wing and OGEE nozzles with and without electrostatic
charging.

AIR FLOW CHARACTERISTICS AS APPLIED TO AIR SHEAR NOZZLE DESIGN

The OGEE air shear nozzle, as shown in Fig. 2, has a slender wing airfoil pianform shape. The
particular shape used is called an 'OGEE' wing according to the resemblance to a leading edge of a wave like
form similar to the letter 's'. The characteristics of slender wings are well described by Hoerner3. The
essential flow regime generated by a slender wing at an angle of incidence to the approaching flow consists
of two, strong, coherent vortices circulating with opposite rotational sense. These vortices start at the
apex of the nozzle and are continually shed from the sharp 's' shaped leading edge to proceed downstream and
pass over the trailing edge. The two vortices pass over the trailing edge of the nozzle at a position ranging
from 90% to 70% of the semi span measured from the nozzle centre line. This depends on the angle of incidence
and the ratio of the semi span to the length. The height of the vortex cores above the wing increases with an
increase in the angle of incidence. In the design of an air-shear nozzle the angle of incidence and span to
Jengih ratio has to be chosen such that the vortices shed from the leading edge have a trajectory passing near
the region where 1iquid will be released into the fiow. One advantage of using a slender wing shaped nozzle
instead of a more conventional straight wing of higher aspect ratio is that in the case of a slender wing the
coherent vortex pattern is fully developed before the flow reaches the trailing edge whereas for a straight
wing, the flow is not fully developed until at least several wing spans downstream of the trailing edge. In
the final design, the vortices pass over the upper surface of the nozzle and increase the divergence of the
liquid flow emitted from the upper surface. The effect of the two vortices also creates a very low pressure
or high suction which improves the liquid flow and droplet atomization. The effect of the circulation and
rotation of the vortices also improves the mass transfer of the liquid droplets after the two-phase flow has
passed downstream of the trailing edge of the nozzle. A physical advantage of the 'OGEE' shaped planform
nozzle compared with the delta wing shaped nozzle is that geometrically a larger liquid jet can be achieved
for the same length, span and thickness of nozzle.

INDUCTION CHARGING WITH AIR SHEAR NOZZLES

The geometry of the air shear nozzle described above i: ideally suited for induction charging
since the atomization takes place over the open face of the nozzle. Thus by placing an insulated plane
electrode opposite the nozzle face and by ensuring that the liquid has adequate conductivity and is connected
to ground, induction charging of the droplets will take place at the moment of atomization. The advaniages of
combining electrostatic charging in droplet spraying are well known" and when compared with simple mechanical
atomization include:
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1. The production of smaller more uniformly sized droplets, since electrostatic surface charge counteracts
surface tension forces,

2. More uniformly dispersed droplets on account of the mutual repulsion caused by their like charges,

3. More effective deposition of the charged droplets on target surfaces, due to the attraction by induced
space charge image.

In the previous work with the delta wing shaped nozzle? the size and shape of the induction
electrode was investigated along with the value of optimum induction field to maximize the charge to mass
ratios.

EXPERIMENTAL RESULTS

The experiments were carried out using a commercially available air blast sprayer of the Kinkelder
type as used in agricultural spraying. For the purpose of these tests, the spray heads were modified to allow
induction charging“. This modification consisted of replacing the cast alumirum spray heads with identically
shaped fibreglass heads having conductive induction electrodes embedded flush with the inside surface at
points opposite the air shear nozzles. The electrodes were connected via an imbedded high voltage cable to a
self regulating H.V. power supply rated 15 kV open circuit., The pcwer supply was fed from a 12 V DC battery.
The complete spray system is shown in Fig. 3. With this arrangement it was possible to test the air shear
nozzles under fixed conditions with the only difference being the presence or absence of induction charging
(i.e.: induction voltage switched on or off),

Figure 4 shows an example of the type of atomization produced with a singie OGEE nozzle mounted in
the spray head. This photograph illustrates the back flow of liquid caused by the vortices induced by the
OGEE nozzle and the resulting atomization. Normally five nozzles were mounted in the head during the tests.

The droplets were sampled using microscope slides coated with viscous polybutene. The slides were
mounted behind a mechanical shutter having a 1 cm diameter opening. This allowed the slide to be exposed to
the cloud of droplets for brief exposures (« 0.5 second). The viscous polybutene trapped the droplets intact
and when covered with a slide cover immediately after sampling, allowed particle analysis to be done up to 2
or 3 days after the test without any change in the sample. The particles were counted and sized manually
using a microscope equipped with a squared graticule.

The spray pattern was sampled with the shutter mounted at a right angle to the spriy flow at a
distance of 3 m from the heads. Droplet charges were measured by collecting samples of the spray in a
shielded metallic container connected as a Faraday pail. Thus by measuring the accumulated charge for a given
mass of droplets, the average charge to mass ratio was calculated.

Table I, gives a summary of the results obtained for one set of conditions. A similar pattern of
results was found for different flow rates for both the liquid feed and the entrainment air.

TABLE 1
RESULTS OF TESTS ON THE 'OGEE' SHAPED PLASTIC NOZZLE AND A DELTA WING SHAPED METAL NOZZLE
'OGEE' Shaped Plastic Nozzle Delta Wing Metal Nozzle
Voltage 'On' Voltage 'Off' Voltage 'On' Voltage 'Off'

Mean diameter of droplet 51 61 69 70
(um)

Standard deviation of 37 32 48 61
diameters measured (um)

Charge to mass ratic 6.2 N/A 5.8 N/A
{ul/g)

Air speed (m/s) 85 85 85 85

liquid flow rate = 10-2 kg/s/nozzle
DISCUSSION

One of the most significant findings in the course of this development was the . served backflow
of the liquid cver the top surface of the OGEE nozzle. The flow visualization studies clearly showed that
when the liquid emerged from the upper surface of the nozzle the initial motion was upstream due to the
separated flow near the centre of the nozzle. This greatly improved the mechanical atomization of the liquid
since it was more readily entrained by the two strong coherent vortices. In addition, the upstream motion
produced a larger area of atomization giving better exposure to the inducing electric field for the combined
mechanical -electrostatic atomization,

121

. ot a5 s oM



S T

As seen from Table I, the OGEE generated droplets offered considerable improvement over the delta
wing nozzle. Comparing the two conditions i.e. with and without electrostatic charging it is seen that:

a) the droplets generated with the OGEE are smaller in diameter; 13% in the case of pure mechanical
atomization, 26% in the case of mechanical-electrostatic atomization.

b) the droplets generated with the OGEE are more uniform; the standard deviation is 48% smaller in the case
of mechanical atomization, 23% smaller in the case of mechanical-electrostatic atomization.

c) the number of droplets generated with the OGEE is greater: considering that the liquid flow rates were
the same in all cases and that mass is prcportional to the cube of diameter the average number of OGEE
generated drops is 147% greater than the delta generated drops for the mechanical atomization, and 245%
greater for the mechanical-electrostatic atomization.

d) the mechanical-electrostatic atomization produced in the OGEE nozzle is superior to all other conditions
in terms of minimum particie size, uniformity of particle size, maximum number of droplets for a given
liquid flow rate and charge to mass ratio.

CONCLUSIONS

Due to the improved atomization it it believed that the new nozzle described here will have
superior characteristrics for both industrial and agricultural applications where large concentrations of
reasonably uniform, small sized ¢-oplets are required. Also being an air shear nozzle it retains the
advantages of having a relatively large diameter clog free feed allowing substantial liquid flow rates.

ACKNOWLEDGEMENTS

The authors gratefully acknowledge the National Science and Engineering Research Council of Canada
for their support of this project.

REFERENCES

¥isher, R.W., Menzies, D.R. and Hikichi, A., "Orchard Sprayers", Ontario Ministry of Agriculture and Food,
Publication 373, 1976.

2Inculet, I.1. and Castle, G.S.P., 'Nevelopment and Testing of an Electrostatic Sprayer for Use in Orchards",
Report of AERD Pregram File 075/.01843-9-0907, Engineering and Statistical Research Institute, Research
Branch, Agriculture Canada, Ottawa, 1980.

3Hoerner, S.F., Borst, H.V., "Fluid Dynamic Lift", publ,L.A. Hoerner, N.J., 1975.

“Inculet, I.1., Castle, G.S.P., Menzies, D.R., and Frank, R., "Deposition Studies With a Novel Form of
Electrostatic Crop Sprayer”, Journal of Electrtostatics, Vol. 10, May 1981, pp.65-72.

CROSS SECTION PLANFORM

i1
bt . 5
g1é: LAY

I\l\«?t}

LIQUID
FEDD_

L1QuID
FEED

AIR FLOW

OBSERVED PATTERN OF ATOMIZATION

FIGURE 1. DELTA WING SHAPED AIR
SHEAR NOZZILE

122



TR R AT ’ # . e 'W""wm

e
ORIGINAY- PAGE |

A Y o
BLnC:( AND \.ru'Td: Pl'iOTOCQAPH

A AlIR FLOW

v
v LI, FLUID IN
7 N —— — =] e
v R e——
f ‘t 1 b
/ I
'y \ H
' \ K
\ [
A 1 B
PLANVIEW | 0
L
S S SECTION A-A
e s o e <

VIEW FROM TRAILING EDGE

FIGURE 2. THE OGEE AIR SHEAR NOZILE.

k (=) cuasce f'J . ,
NV

wlf/ FIGURE 4. LIQUID ATOMIZATION FROM A SINGLE

Menecto- ') OGEE NOZZLE MOUNTED IN THE SPRAY
¢ oup | ! HEAD (ENTRATNMENT AIR VELOCITY
85 M/S).

PETAL
ELECTRODE
AlR SHEAR NOTZLE

(=) CwaacE FLOW

mj_:’/._q_ —_——— ]

o ! i SPRAYER |
g.)i_[ t / s |
— —— e
INSULATING [ .0 (-} cwance
SPRAY g M1 / FLOw -/ - CHAIN
BLOWER /
__.__,_“”Il-____q.__ e g e -

— —_—

FIGURE 3. THE ELECTROSTATIC SPRAY SYSTEM.




3

e r'\]ﬁ!""
meemment "3

RN

F Fovi \;:\LITY

N82 234335

(‘ol'ﬂ

Liquid¢ drop technique for generation of organic glass and metal shells®
C. D. Hendricks

University of California, Lawrence Livermore Natjonal Laboratory
Post Office Box 5508, Livermore, California 94550

Abstract

We have for several years utilized the technique of capillary «ave synchronization
of the break-up of single and multiple component jets to produce uniform sized liquid
drops and solid particles, and hollow liquid and solid shells. The techniaue has alsn
been used to encapsulate a number of liquids in impermeable spherical shelis.

Highly uniform glass shells have been made by generating uniform ‘-ops of glass
forming materials in an aqueous solution, subsequently evaporating the water, and then
fusing and "blowing" the remaining solids in a high temperature vertical tube furnace.
Experimental results will be presented and the critical problems in further research in
this field will be discussed.

Drop generation from a liquid stream has been experimentally observed since man's
beginning. In recent times more precise techniques have been developed and used in such
diverse fields as electric propulsion of spacecraft, cloud physics, high speed printing,
magnetic confinement, fusion reactor fueling and inertial confirement fusion target
fabricaution, Other uses which are perhaps more common but less well known in the
physics and engineering communities are encapsulation of one fluid inside another and
generation of gas filled soluble capsules {or study of blood pressure in the heart and
other parts of the circulatory system.

In the time span from 1966 to 1981 our work has incluaded 11qu1d drop, solid
particle and hollow shell generation from many different liquids from hydrogen to gold
and including many organic and inorganic materials. A very brief chronology of our work
is shown in Figures 1-10. Building on the work of Rayleigh, we developed techniques to
produce very uniform drops with a wide range of sizes and materials.l Figurs 1 shows
a "solid" jet of liquid on which a capillary wave has been launchcd to initiate
generation of uniform drops. Figure 2 shows a jet of water into which air has been
injected.Z The composite jet generated hollow shells of water around individual air
bubbles. By the mid-1960's, we were interested in encapsulating fluids inside
impermeable sbells. Some of our first encapsulations were liquids such as silicone and
organic oils i1 alginate shells. We were interested in multiple layers and built
tri-axial systems as shown in Figure 3. {owever, a simple double tube concentiic system
was sufficient for the single shell encapsulation. An aqueous solution (Fluid #1) of
sodium or potassium alginate was passed through the outer part of the system. Fluid #2
was the liquid to be encapsulated, e.g. an oil with Flame Red dye dissolved in the oil
or other fluid including gases such as air. In the double concentric system, the inner
tube and Fluid #3 were not present. Controlled, driven break-up of the two component
jet formed highly concentric capsules. The capsules were passed through a mist or fine
spray of calcium, magnesium or zinc chloride solution or into a bath of such solutions.
Rapid change of the sodium or potassium alginate to calcium, magnesium o: zinc
occurred. The latter compounds are relatively insoluble in water and formed a "skin" on
the capsule. Subsequent drying of the particles resulted in a thin walled spheroid
containing the encapsulated fluid.

Further experiments resulted in the generation of spheres of polymeric materials,
water shells with air as the inner fluid, copper, and more recently gold. Epoxy resins
and appropriate hardners can be dissolved in solvents such as acetone, MEK or
methylchloride. If the resin and curing agent are dissolved separately in dilute
solutions, mixing does not result in curing of the epoxy. However, if droplets of the
mixed solution are formed, allowed to pass through a heated column snd the solvents
evaporated, the resin and hardner react to form a normal, cured epoxy shell or solid
bead (depending on temperature, rate of transport, etc.).

An apparatus (Figures 4 and §) to produce copper shells from molten copper was
constructed and operated and produced tge spheres shown in Figure 6. The high tempera-
ture parts of the apparatus (copper reservoir, gas iinjection tube, orifices, etc.) were
quartz. ‘rhe apparatus was filled with hydrogen gas to reduce the formation of oxides,

All the copper was run through the quartz system before cooling was allowed because of

differences in expansion coefficients of copper and quartz., Copper will wet clean high
temperature quartz and will shrink enough to pull pieces out of the quartz as it cools.
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Hollow hydrosen she&ls were produced in the early 1970's by initiating bubbles in
jets of liquid hydrogen. The shells were frozen and had diameters of over a hundred
micrometers and wall thicknesses of about ten micrometers. Solid spheres of hydrogen
were also produced using some of the same techniques to launch capillary waves on a
li~uid hydrogen jet for control of jet break-up to generate uniform drops. The hydrogen
spheres (hollow and solid) have both immediate and potential use in the -::enetic
confinement and inertial fusion programs. Figure 7 shows hollow hydroze. shells
produced from jets of liquid hydrogen.

As the laser fusion program developed during the early 1970's :: J-rame jecessary
1 %

to produce glass shells with exceptionally smooth surfaces and uni. .o its,

solution of glass forming chemicals in water was used to form a cy': - .- al jet which
was then caused to break into uniform drops. The drops passed ver - : - downward into
a hot columi. In the upper portion the solute was evaporated -t at >800C to leave
dry particles. In the lower part of the column, the temperature sacreased to

12000°-15009C and the particle fused to form hollow : lass shells. i:.e apperatus is

shown in Figure 8. Recent development of the process allows production of high quality
glass shells with 90-99% having uniform walls and smooth surfaces such as those shown ia
an interference microscope in Figure 9.

Silver spheres have been formed by a technique similar to that u<ed for forming
glass spheres.> A solution of silver nitrate was formed into drops which were allowed
to fall through the low temperature-high temperature column., Figure 10 shows the
spheres resulting from the process. Some are hollow and some are solid. The surfaces
of the spheres are smooth to 0.1-0.5 micromater.

We have found liquid drop techniques to be very useful in several diverse areas.
For producing very uniform metallic, organic, inorganic and, in particulsr, glassy
shells, the liquid jet method is the most reproducible and exceptionall: useful of all
the techniques we have studied.
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Figure ¢ Copper sphere produced in the

apparatus shown in Figure &
(1974)
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Figure 5 Photograph of an experimental ;
system used to produce copper ;
shells and solid spheres. (1974) 1

?
|
!
'r

Finished glass microspher:

Figure 7 Hollow spheres produced from jets Figure 8 A system used to produce high _
of liquid hydrogen. (1972) quality glass shells. (1976) ’




Figure 9 [nterference microscope fringes
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wall and sphericity) shells are
indicated by circular fringe
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Surface tension and contact angles: molecular origins and associated microstructure

H. T. Davis

Department of Chemical Engineering and !faterials Science, University of Minnesota,
151 Amundson Hall, 421 Washington Avenue S.E., Minneapolis, Minnesota 55455

Abstract

Gradient theory converts the molecular theory of inhomogeneous fluid into nonlinear
boundary value problems for density and stress distributions in fluid interfaces, contact
line regions, nuclei and microdroplets, and other fluid microstructures. The relationship
between the basic patterns of fluid phase behavior and the occurrence and stability of
fluid microstructures is clearly established by the theory. All the inputs of the theory
have molecular expressions which are computable from simple models.

On another level, the theory becomes a phenomenological framework in which the
equation of state of homogeneous fluid and sets of influence parameters of inhomogeneous
fluids are the inputs and the structures, stress tensions and contact angles of menisci are
the outputs—outputs that find applications in the science and technology of drops and
bubbles.

Introduction

As witnessed by the papers presented at this colloquium, drops and bubbles, thin films
and adsorbed layers, and contact angles are key actors in numerou:; natural and man-made
processes. Vith our knowledge of and demands on these processes becoming more sophisti-
cated, it is increasingly important to have a molecular level theory of structure and
stress in interfaces. Although the formal statistical mechanical theory of inhomogeneous
fluids at equilibrium has been developed rather extensively over the last two decades, the
formal theory is presently intractable.!'? Far more powerful is gradient theory,? an
approximation going back to Rayleigh® and van der Waals® which was rediscovered by Cahn and
Hilliard® and was recently put into modern form by Bongiorno et al.°® and Yang et al.’
Successes in predicting the surface tension of polymer melts,® hydrocarbons and their mix-
tures,® and water !° prove that the theory is useful for real fluids. In this paper, I
outline the elements of gradient theory and describe applications that my Minnesota
colleagues and I have made of the theory to fluid-fluid interfaces, fluids at solid sur-
faces, and drops and bubbles.

Gradient theory of microstructured fluids

A fluid microstructure is an inhomogeneous region in a fluid in which component
densities vary appreciably over molecular distances. Any fluid is, of course, inhomo-
geneous because of the presence of gravity. However, the inhomogeneities that result from
gravity are so weak that component densities vary negligibly over molecular distances.
Similarly, the inhomogeneities induced by ordinary centrifugal fields and by the temperature
and composition gradients involved in the usual transport situations are very weak. If the
component densities vary sufficiently little over molecular distances, then the thermo-
dynamic functions can be approximated locally by the corresponding functions for homogeneous
fluid at the local composition. In fluid microstructures the effect of the local component
sensity variations must be accounted for in the local thermodynamic functions.

In the absence of external fields and density inhomogeneities, the Helmholtz free energy
density is f,. From intermolecular interactions species i and j give to f, a contribution
of the order of ajjnjnj, n; and nj being component densities and ajj a characteristic energy
parameter. The fagtor 1/2 njnj i§8 a measure of the number of interacting pairs. If the
fluid is inhomogeneous at position r, then the number of interacting pairs in the vicinity
of r should be corrected by some amount 1/2 dnjdnj. An estimate of énjis rijjVnj, rjj the
range of the intermolecular force between i ané j and Vn; the gradient of n;"at r. It
follows heuristically then that the local Helmholtz free energy density of inhomogeneous

fluid is f,(n) + igj % cijVni-Vn% plus terms higher order in gradients of component densi-

ties; f,(n(r)) is :he Helmholtz free energy density of homogeneous fluid at the local

composigion n(r) = {ny(r), ny(r),*+-,n (r)} and the terms involving density gradients are
the Helmholtz Eree energy defisity of the inhomogeneity. The cuantity cig is proportional to
aijri ,theproportionaliiy factor arising fromappropriate molecular averaging. If an external

consetyative potential ul(r) is present, then to the local free energy density is added

I nj ug. rutting togethgr the pieces of this heuristic argument, one %ets the gradient
theorétical formula for the Helmholtz free energy F of inhomogeneous fluid:
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F l[fo(g) + i%j 5 cijvni an + i niue]d r . (1)
If the density gradients are macroscopic, e.g., caused by gravity or ordinary centrifugal
fields, then Vnj is of the order of nj/L, L being the dimension of the system. In this case
the quantity c;jjVnj-Vnj is negligible since it is of the order of (rjj/L ? compared to the
local value of éhe homdgeneous fluid free energy density f,. Thus, it is appropriate to
identify in % cijVni-an as the free energy density of fluid microstructure,

Van der Waals introduced the one-component version of Equation (1) in his theory of
liquid-vapor interfaces and Cahn and Hilliard®:!! used a binary regular solution version of
the equation in connection with interfacial structure and spinodal decomposition of sub-
cooled homogeneous solution. In the modern statistical mechanical version of the
theory,2»°: Equation (1) is derived from a formal component density expansion of the exact
free energy of inhomogeneous fluid. Expressions are obtained which relate the local
"influence parameters" cij of inhomogeneous fluid to the fluid radial distribution functions
of homogeneous fluid at ldocal component densities. The heuristic connection of the influence
parameter Ci; to aijrij is justified by the rigorous statistical mechanical expressions.

In its modern version gradient theory is a very attractive description of inhomogeneous
fluid: on the one hand the inputs f,(n) and c;;(n) can in principle be computed from the
molecular theory of homogeneous fluid, but on the other hand if molecular theory is insuf-
ficiently developed for the fluids of interest semiempirical or empirical schemes can be
used to deduce equations of state for f,(n) and c;3(n). Along these lines it is encouraging
that the molecular theoretical formulas for i3 ana some predictions!?:!? based on simple
models imply that the influence parameters are”often only weak functions of component
densities. ~Similarly, the success of the theory with constant cj5 in predicting the sur-
face tensions of hydrocarbon mixtures® and water!® argues against” appreciable density
dependence of the influence parameters. The importance of this is that one can determine
the values of influence parameters from limited experimental data. 1In all the applications
I discuss below the influence parameters are held constant.

At equilibrium the grand potential,

- 3
Q:F~’}_ipifnidr, 2)
A
is a minimum in a closed system. The chemical potential, u;, plays the role of a Lagrange
multiplier accounting for the constraint that N;(= /njd’r)is fixed in a closed system. The

density distributions ni(g), i=1,«++,v, that minimize O must, according to the calculus of
variations, obey the corresponding Euler equations

3c.
=u® 4+ 1%m) - T Ve 1 K gp.. .0 =
My = uy + ui(p) g v (cijan) + j%k 7 7E%E-an Vnk poug = Bfolani ) 3)

i=1,+++,v. Boundary conditions appropriate for a given fluid microstructure must be
assigned and the component densities of the microstructure determined by solving these non-
linear differential equations. Thus, gradient theory reduces the problem of determining
equilibrium fluid microstructures to a nonlinear boundary value problem. Of course, once a
microstruccure solution has been obtained its stability has to be established by preving
that it is a local minimum of the grand potential 2. Typically one solves nonlinea- dif-
ferential equations by discretization (e.g., finite difference or finite element) ani
iteration using the Newton-Raphson technique.'“:!'® A biproduct of such a solution technique
is that the matrix generated by the Newton-Raphson technique is the one required for sta-
bility analysis of the solution so obtained, i.e., the same algorithm generates the solution
and the elements of stability analysis.

The pressure tensor is another quantity of interest in fluid microstructures. In homo-
geneous fluid, the pressure is isotropic, i.e., the number of lines of force passing through
a small element of area from molecules lving on each side of element is independent of the
orientation of the element. This is because the molecular population is identical in all
directions in homogeneous fluid. This is not true in inhomogeneous fluid and so the iso-
tropic pressure of homogeneous fluid, Po(n)I, must be corrected to account for local
component density variation. [ is the unit®tensor. Since the number of lines of force
passing through the area element will depend on orientation, components of the pressure
tensor are in general different in an inhomogeneous fluid, i.e., the pressure tensor P is
anisotropic. To second order in density gradie:..s the general formula for the pressure
tensor is of the form?
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P = Po()] + 7, {n%)nivmj + lg)(Vni)(an) + [mg)nivznj + z§§)(Vni)-(an)];} . (@

where 2(}),°°-.£§§) are functions of the local composition n. The one component ver?i?n of
Equatio& (5) was™ first proposed by Korteweg.!'® The theoretical formulas for the 2{%?) are
much more complicated than that for the influence parameters.? Several simplified

versions of the 2(®) have been investigated.!® The simplest of thegse is obtained by
assuming that thellinfluence parameters are constant and that the £{®) must be consistent
with the constancy. The result is? i}

- -2 Y 1 2., -1 .
P P (n)1 5 i?j cij{“ivv“j 7 (Vni)(an) t 5 [niV 0y I(v“i) (an)]z} . (5)
Since f, and P, are related by the thermodynamic relation dP, = -d(f,V), at constant

T, njy***,n,V, the gradient theory of stress given by Equation (5) requires exactly the same
inputs as the gradient theory of the free energy.

In what follows the influence parameters are always assumed to be constant and either
the van der Waals (VDW) equation of state or one of its empirically modified successors, the
Peng-Robinson (PR) equation,!’ is used. Both equations can be summarized as

kT n°a
P () -~ =2 - (6)
° 1 -nb 1 + y[2nb-(nb)?]

=0 in the VDW equation and ¢=1 in the PR equation. a and b are energy and volume
parameters. For pure fluids the parameters are determined by the critical temperature and
pressure for the VDW equation and these plus the acentric factor for the PR equation.!’

The recommended forms of a and b for mixtures is nb = { n b; and n’a = iz n.n.a;., where

b; and aj; are pure fluid parameters and a;:, i#j, arel mixture parameter td Jbéjdetermined
by a fit of the equation to experimental data on two-component systems. The PR equation is
quantitatively superior to the VDW equation but qualitatively both are quite similar, and so
either serves equally well the purposes of this article.

Planar interfaces

The component density profiles, nj(x), of a planar interface are obtain?d by solving
Equation (?) with u, . 0 and su?;ect to the boundary conditions n(x = -«) =n ) and
n(x=~) = n ), wheré n(!) and n(?®) denote the component densities in coexisting bulk phases
1 and 2. These component densjities are o c?ufse determined by the usual equilibrium con-
ditions P_(n ) = Po(n(‘)), ui(p(‘)) = uj(n %)), i=1,-++,v. Equation (3) can be solved
analytica?ly in the case of a one-component fluid but must be solved numerically in the
multicomponent case.®:'?:!°®

The density profile of a one-component liquid-vapor interface predicted with the VDW
equation at the reduced temperature kTb/a = 0.197 is shown in Figure 1. The density is

n
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Figure 1. Density in units of b~', distance in \¢/a. kTb/a = 0.197. Ref. 14.
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given in units of b 'and the distance in units of vc/a, a length of the order of magnitude
of a molecular diameter. In a planar interface the normal pressure Py, that is the com-
ponent of pressure measured by a flat test surface lying in the interfacial glane, is
constant in accordance with the condition of hydrostatic equilibrium (V:P = 0, or dPy/dx = 0
since P = Py ii + Pr(j] + kk), i the unit vector along the x-axis). On “the other hand, the
transverse pressure P.., the component of pressure measured by a flat test surface orthogonal
to the interfacial plane, is not constrained by hydrostatic equilibrium and must take on
whatever values forced on it by the density profile. P, cannot be constant in the inter-
face; otherwise, the interfacial tension, which is the Eifference between the normal and
transverse pressuras integrated across the interface, namely,

Y = J (Py - Ppdx , (7

-0

would have to be zero.

From Equation (5) it follows that

_ 2 1
Pr = 3 Po(m) + 3Py . (8)

This result, which has been derived from several approximations to the coefficients in
the gradient theoretical pressure tensor, is heuristically very suggestive. The density
n(x) ie¢ uniform in a plane parallel to the interface, that is the pressure is isotropic in
such a plane. The contribution to the transverse pressure from molecules lying near the
plane is expected to be proportional to P_(n(x)). Molecules lying further from the plane
are distributed to maintain a constant normal pressure Py. The contribution of the so-
distributed molecules to the transverse pressure should §e of same order of magnitude.
Thus, it might be argued that P, will be a linear combination of Po(n) anc Py, the
respective coefficients being 2;3 and 1/3 reflecting the fact that the dimensions of the
interfacial plane are 2 and the normal direction is 1. It would be interesting to find a
convincing derivation of Equation (8) from this point of view. An accounting of the lines
of intermolecular force passing through a small element of area versus orientation of the
element might be fruitful in pursuing this goal.

13

An important implication of Equation (8) is that the structure of the transverse
pressure in the interface is determined by the eguation of state of homogeneous fluid. The
normal and transverse pressures ccrresponding to the profile in Figure 1 are shown in
Figure 2. As expected there is a wide region in which the interface is under tension (i.e.,
Py < Py). Since tension is positive and equals the area under the curve Py - P, versus x,
tEere must be a region in which Py - Py. There is however a small region of coapression
(P ~ Py) on the gas side of the 1nter¥ace. The correspondence between the van der Vaals
loops in the PVT phase diagram for homogeneous fluid is seen by comparing Figures 2 and 3.
The normal pressure Py is of course the liquid-vapor coexistence pressure, i.e., Py =
o(n) = P (ng), ny and n, the liquid and vapor densities, respectively. The region of
compression ip the interféce arises from the region in which the pressure isotherm ".ies
above the tie-lines, which locate the pressure Py.

A signiiicant feature of the theory is that the structure and stress in the interface
are determined by the thermodynamic functions of homogeneous fluid in the metastable and
unstable regions of the PVT diagram. It has usually been thought that in the unstable
region of the phase diagram the thermodynamic functions are meaningless. Far from being
meaningless, the behavior of these functions in this region is a determining factor of
interfacial behavior. The gradient terms provide the necessary free energy to stabilize
states that would be unstable in homogeneous fluid.’

As a critical point or a solution plait point is approached, the VDU loops in the
pressure isotherm begin to flatten out and become symmetric about the tie-line, both pat-
terns of which drive the tension towards zero. That tension goes to zero as a critical
point is approached is vell-known, but the mechanism of getting low tension by symmetrizing
the VDV loops ot the pressure isotherm is novel. Such an erample is provided in Figure 4,
in which is given density and pressure profiles of the liquid-liquid interface of carbon
dioxide and decane.'® The profiles were predicted with the PR equation using the mixture
parameter values a;, = /511322 and ¢y, -0,9/c11c22 and cy; values fitted from pure fluid

surface tension. The tension of the interface in Figure 4 is y = 0.6 dyn/cm.
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Figure 2. Principal pressures in a planar Figure 3. PVT phase diagram of a VDW fluid.
interface. VDW fluid. Pressure Density in units of b™! tempera-
in units of a/b‘, distance in ture in a/kb. The liquid-vapor
“cJa. Ref. 14, densities are indicated by points
connected with constant-pressure
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Figure 4.

Density and principal pressure profiles of a COj-decane liquid-liquid
interface of a PR fluid. kTb/a = 0.148, density n; in units or b;‘.
distance in v/c7a, pressure in a/b?’. a, b, ¢ COjp values. Ref. 19.
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Contact angle, wettability, and film formation

The adsorption and wetting characteristics of fluids on solid surfaces and at fluid-
fluid interfaces are of enormous practical interest in the design of detergents, lubricants,
flotation and foaming agents, paints, capillary delivery devices, and the like. 1In spite
of such practical importance, the molecular theory of adsorption and wetting is still a
fledgling science, based most often on ad hoc models for various special situatioms.
Gradient theory shows promise of giving a unified theoretical basis to the subject. In what
follows, the theory is applied to adsorption and film formation at interfaces, three phase
contact regions and the contact angle, and perfect wetting transitions.

Suppose a fluid-fluid interface contacts a flat solid wall as indicated in Figure 5.
If the meniscus (a mathematical surface representing the position of the interface) is
observed at some distance R lying far enough from the solid for bulk fluid phases to exist
on each side of the surface but not far enough for gravitational distortion to affect it,
then the observed contact angle 9 obeys Young's equation

Yya = Yyp + oy, coso . €))

Yyq a@nd v, o denote the tensions (or surface excess free energies) of fluid phases o and 8
with solid phase y. 1y, is the interfacial tension of the interface between fluids « and
8. The basis and meangng of Equation (9), which can be derived from a force balance on the
hemicylinder wlose cross-section is shown in dashed lines in Figure 5, has been discussed
at length in a recent parer by Benner et al,'®

o FLUID 2 AT
. PRESSURE P, a

FLUID L§ 8 B
INTERFACE

x J/
o FLUID 1 AT
- PRESSURE P8

Figure 5. Angle of contact of fluid meniscus Figure 6. Angles of contact of three fluid
at a flat solid wall. phases.

If all three phase are fluid, then the menisci define three dJihedral angles (Figure 6)
obeying the force balance

y\ls - “"1‘3 _ Y N (10)

—y

X - 1 - —
sing sing sing !
Y X g

A contact angle is not always observed when three phases are brought together. If
either of the inequalities

W\n ks wyﬁ + YR or Y\B > qu + \nB (11)
then Equation (9) (or (10)) has no solution and the free energy of the system will decrease
as the result of a thin layer of phase § (or phase a) intruding between phase y and phase «
(or phase ?) as shown in Figure 7. The intruding phase is said to completely or perfectly
wet the interface between the other two phases. The transition between contact angle and
perfect wetting behavior occurs at conditions for which one of the inequalities in Equation
(11) becomes an equality.
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Perfect wetting is of course essen-
tial in applications involving spontaneous
spreading of some fluid at &n interface.
Examples of perfect wetting are well-known.
In the presence of air, most liquids per-
fectly wet on clean metal surfaces, water
on quartz, some organic liquids on water,
some organic liquids on some polymers,
etc. Not so well-known is critical point
wetting, a phenomenon hypothesized recently
by Cahn.?® He noted that according to
critical point theory and experiment, as
a critical point of phase a and 8 is
approached along a temperature, pressure,
or chemical potential path, the inter-
facial tension approaches zero asymptoti-
cally as
1.3

° , (12)

- . h
Yag = Yag|l

hg
where h is the field variable (any thermo-
dynamic quantity being the same in all
coexisting phases), h. its value at the
critical point, and YOB a scale factor.
Cahn postulated that th&“difference

- YQB‘ will approach zero as the

[y
Ya

composition of the components in phases

a and B approach each other, i.e., it

obeys the scaling law

h 0.34

he

o
Yya = Yag Yagy l-

sufticiently near the critical point. Since vy
Cahn concluded that there wil

for |y - |,
the fidld val?able. .., not equal to h
wetting. The comblnagYon of Equations ?9),

PERFECT
WETTING

B, SMALL DROP a
@ e .OFs 0OES ®
ON S0uLD ¥ ON S0LID ¥
s-ue, -u,
PERFECT WETTING
Yya”Yas " Vb " conpiTions —— 778 *Yag * Ty
Yep $17,4 " 7))

Figure 7. Conditions for perfect wetting

by either phase a or phase 8.

(13

approaches zero faster than that postulated
lways exist a critical wetting value of

, at which one of the fluids will become perfectly
(12) and (13)gives asymptotic formulas for the

contact angle at a solid as h approaches h. ., namely,

,(Yc y0.74 hew = Be
Ty
aB

where vy, 1is the value of Yo 4t h = hcw.

= +

cost =

[

0.96

(14)

The practical significance of Cahn's theory is that one of a pair of fluids can always
be made perfectly wetting in the presence in a third phase by adjusting field variables
(e.g., by changing temperature or pressure or by adding some componeat) to get near a

critical point.

To test the validity of Equation (13), an unverified hypothesis, and to understand the
relation of y,., and h_ = to fluid and solid properties and interfacial structure, Teletzke

~ w w
et al.”? studied with®

gradient theory the behavior of a one-component fluid at a flat solid

wall. Some results of this work are of interest here. The PR equation of state was used for
the fluid and the wall was characterized by the wall-fluid molecule potential

1 ,4.9 1 ,d.3
e = g & - LI,

(15

a choice appropriate for walls and fluids composed of molecules interacting with the 6-12
Lennard-Jones potential. x denotes the distance from the wall. W is a measure of the
strength of the wall-fluid potential and d its range.

The gradient profile equation with constant influence parameter was solved for the
density profile a(x) by the Galerkin technique using a finite element basis set. The solid-
fluid tension can be computed as the area derixative of the free energy, v = 3F/3A, or,
eguivalently, from the pressure formula, y = /°[P,(n,) - PT]dx, ng being the bulk density
of fluid far from the wall. The boundary conditions for the problemare n(x)~+0 as x+0 and

n(x)-ng as x+x,

A PR fluid has an upper critical temperature T. equal to 0.1704 in the units a/b.
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Gradient theory predicts a critical-wetting
temperature T, above which the liquid
phase becomes Ferfectly wetting at the
solid-vapor surface. An example is shown
in Figure 8, for the solid-fluid parameters 0.20
We=6.4a/bandd= /c/a. Below T, a drop == Thick-Thin Fiims

of liquid would not spread on the solid, Thick-Thin Films
but would form a contact angle. Above T, 0.8} TMmJMnFHm177
the drop would spread to form a perfectly Adsorbed Films
wetting layer. The critical wetting tem-
perature depends on W and d. At fixed d,
T w decreases with increasing W, i.e., as
the strengtii of the solid-1liquid potential
increases perfect wetting occurs at lower
temperature. At fixed W, T, decreases
with increasing range d of the wall
potential, i.e,, the longer the range of
the potential the lower the temperature

at which perfect wetting occurs.

TEMPERATURE, T

Correspondingly, the characteristic 0.0 ~ v v L
tension v, = Ypy(Tey) decreases with o 02 DEot:"ITYO: 08 10
increasing T, (and, therefore, with Vi
decreasing Wor d). If W and/or d are
small enough, then T, 1is near the
critical point and Equation (14) should
hold if Cahn's hypothesis is true. This
was indeed found to be true (although there Figure 8. Phase and film diagram for a
is a small detail of mean-field versus Peng-Robinson fluid. Tempera-
correct scaling laws?'!'). On the other hand, ture in units a/kb, density
as VW and/or d increase, the perfect-wetting in b~!, Ref. 21.

temperature T, decreases anc Equation (14)
no longer holds. At sufficiently low temperature the interface is very sharp (narrow)

hJ

and the Good-Girifalco formula?®®

cosd = 2 /;ﬁi -1 (18)
LV

ought to hold since it is based on a discontinuous intertace approximation. This turns out
to be the case. The dependence of T ., and v, = ypyu(T ) on W and the dependence of cost on
YLV(T)/Yc for various values of W aré"shown tn Fi&ures ©® and 10 for the case d = /c/a. The

e | T
ot r 020 NEAR-CRITICAL
w \ » SCALING LAW
> z
iz o8- 016 O
& 2

i
;(MSF ~o2 <g
= g « Of GOOD-GIRIFALCO

el O | CORRELATION
2 onk <008 - ©|w >9
£ §
$oo0s| Hoos g

o
3 E
=0.075 3 10 5 - 1 L 1 L
5 W 4wb¢.n,oe 0 [ 2 , 3 4 5

a Yw 'Y
Figure 9. Variation of critical wetting Figure 1C. Contact angle versus y V(T)/yc
temperature (units a/kb) critical for various ¥W. Ref. 2%.

wetting tension (units /iE{b’)
with W (units a/b). Ref. 21.
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near-critical scaling law, Equation (14) ,holds for W < 3, the Good-Girifalco formula,
Equation (16), Lolds for W > 9. In the intermediate range, neither formula holds.

Several years ago, Zisman’"‘ suggested thaet the contact angle correlares with the ratio
yLv/Ye but that y, was a charactesistic only of the solid, not of the fluid ptLa e. The
implication of Figure 9 is that this is not 8o unless the reduced energy par.mcter Wb/a and
length parameter d//c¢/a are fixed in the series of fluids compared. As these ratios depend
both on solid and fluid, it aggeata that Zisman's scaling worked because the fluid parameters
b/a and v/¢7a were not very different for the systems compared.

Another thing gradient theory predicts is a first order transition of the absorbed
layer at the solid surface. In the temperature range T, to T.. (Figure 8), as the bulk
fluid density increases from zero towards the gas side of thé phase diagram a composition
is reached at which two adsorbed layers or thin-films of different thickness are predictead
at the same equilibrium conditions. An example is shown in Figure 11. As the bufk density
is increased beyond the thin-film co-
existence curve the thin-film grows
continuously into a thick thin-film to become

finally a perfectly wetting layer of 10 T T T T T T ?
liquid when the liquid-vapor phase dome is T=0140<T,,
reached. The temperature T., 1s a film W = 64
critical point. Above T as bulk density d =1

increases from zero to tﬁg'liquid-vapor
coexistence curve an adsorbad layer grows

[
continuously through thin-film states into >
& perfectly wetting layer of liquid phase. - 0.8 ~ng = 0.0538 -
Below T, only submonolayer adsorption g
occurs with increasing density until at ul
the liquid-vapor coexistence curve liquid o fig * 003513

appears as a drop with a contact angle.

On the liquid side of the coexistence

region only submonolayer adsorption occurs.

A thin-f{lm transition was predicted by Saan

and Ebner’é using anfi?tegral model free 0 4 8 12 16 20 24 28

energy. Their thin-film coexistence curve

is very similar to that of described here. DISTANCE FROM WALL, x

The thin-film transition predicted by Cahn

on the basis of a two-dimensional model of

the solid is, however, qualitatively Figure 11. Density profile of fluid at a

different.?! solid wall as a function of
bulk fluid density. Ref. 21,

ng = 0.0292

Tt ghould be emphasized that according co the theory the patterns of jilm and phase
behavior of a one-component fluitd at a solid wall are geveral. Sufficiently near a
critical point of a pair o and B of multicomponent coexisting fluid phases, either « or B
will become perfectly wetting at the interface formed by a third phase vy and the nonwetting
fluid phase. The third phase vy can be solid or liquid. The critical point can be an upper
or lower critical point. 1In approaching a critical point along any field variable h, e.g.
temperature, pressure, or chemical potential of a component, there will be a critical
wetting value hﬁw' a finite distance from the critical point value h,, at which one of the
near-critical phases becomes perfectly wettin% on a third phase. Ou%lido but near the
coexistence composition region of o and 8, a first vrder thin-film transition occurs with a
coexistence curve 1yin¥ between h,, and h.., h.; being the film critical point. h., lies
between h,, and h,. If h lies between h w and , then sufficiently near the a-8
coexistence region a thin-film formed between the third phase y and, say, phase a will
thicken continuously into a layer of the perfectly wetting phase B.

An example of the structure and stress of a liquid-vapor interface a: which a thin-film
has almost grown into a layer of a second liquid phase is shown in Figure 12. This figure
was taken from the work of Falls et al.!'? in whicg theory was applied with the PR equation
to planar interfaces and spherical drops formed in carbon dioxide and decare mixtures. The
transverse pressure profile is highly structured, looking like that of a liquid-liquid
interface on the left and of a liquid-vapor interface on the right.

There is abundant evidence that the qualitative patterns of wetting transitions descrited
ere are correct?®'??'27 and the expected continuously thickening thin films have been
observed by ellipsomecry.’® However, the predicted first order thin-film transition has not
been verified experimentally, nor have the critical exponents of Equations (13) and (14)

been established experimentally.

The theory of wetting transitions and film formation at flat surfaces requires solving
only a one-dimensional density profile problem. However, if the structure and stress of
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Figure 12. Density and pressure profiles of a thin-film «c a liquid-vapor
interface ir CO; and decane. Density njy ir units b;‘, distance

in /cll ay) and pressure in all/bi. Component 1 i87CO,.
kTby/aj; = 0.148. Ref. 19,

the three phase contact region is desired, the problem becomes of necessity greaiter than
one-dimensional, even if one phase is a flat solid. If a fluid-fluid interface contacts

a flat solid the compon: at densities depend on the distance x from the wall and the dis-
tance y parallel to the wall, Benner et al.'® have recently studied the contact region of
a one-component liquid-vapor interface at flat solid. The PR equatlon was used for the
fluid and Equation (15) for the wall-fluid interaction potential. The space available here
does not allow an extensive discussion of the paper. However, one interesting feature is
that the stress state in the liquid-vapor Interface is affected relatively far from the
interface. An example of this is given in Figure 13. The principal pressure directions

in the x-y plane are indicated by crosses,
the size of which indicates the magnitudes
of the principal pressures in the x-y plane.
Far away from the solid and the liquid-vapor
meniscus (defined as the position where
n(x,y) = 1/2(n, + n;) and indicated by the
solid curve) the pressur~ components equal
the bulk fluid value wich 1s so small the
corresponding crosses are almost invisible
on the scale of Figure 13. At a planar
liquid-vapor interface the normal pressure
component (Pyj) would be constant and
therefore the grelsure crosses would appear
as horirzontal lines (Py; large, Py smafl)
in the interfacial zone. Instead, even fc
the far right of Figure 13, a distance of
about 25 molecuiar Jiameters away from the
wall, the normal pressure component is very
large. And the principal stress pairs P13,
P2 undergo four sign changes in going from ﬂ|,ﬁn> 0 ﬁ‘:o,%zco
t%e liquid to the vapor phase. Wild and |
wondergul patterns! Are they consequential? '
Amajor conclusion from the work of Benner

et al. is that at a flat surface Young's

equation is applicable outside the contact

LLLLLL L.,

Buy
S aassungsszssasinhan

region (see Figure 5). The radius of the Figure 13. Principal prescure and components
contact region is .40 or three times the in a liquid-vapor interface neara
thiclkness of the interfacial zone between the wall. kTb/a = 0.1, W = 6a/b. Wi-ith
fluid phases. of region shown is 25.¢/a. PR fluic.
Ref. 15.
138
,“w

-

<o e B

IF

T sk




TTwwd
C e

"

S

at ?‘Gt lb

G
O p0CR QUALTY

Spherical fluid microstructures

Visible examples of spherical microstructures dre the drops and bubbles that occur in
mists, foams, beverages, manufactured glass, and basalt lavas. Invisible examples are
colloidal particles, vesicles, and micelles. The classical description of spherical
structures is based on the Young-Laplace equation and the Kelvin equation expressing
mechanical and chemical equilibrium between a bulk phase interior and a bulk phase exterior
separated by an interface having the tension of a planar interface. In a sufficiently
small spherical microstructure, however, the interior will not be bulk phase and the
tension will not be that of a planar interface. Deviation from classical behavior might be
conseguential in nucleating fluids and micellar solutiens, in which the equilibrium micro-
structures are tens of angstroms in diameter ani, to mention a couple of examples receiving
special attention at this colloquim, microdrops or microbubbles in microdrops and thin
liquid layers on the inside of glass shells.

Gradient theory provides a molecular level theory of spherical structures which estab-
lishes the point at which the classical description breaks down and determines the
structure, stress and mechanisms of stability of spherical microstructures. By way of
example, I will outline some results of the recent investigations of Falls et al.'**'® on
one and two-component microdrops and microbubbles.

For spherical microstructures suspended in bulk fluid, the boundary conditions are
In;/3r = 0 at r=0 and n;(r)—n;p as r>= nip being the bulk phase density of i in the sus-
pending fluid. With these boundary conditions and constant influence parameters, Falls
et al. have solved gradient theory for a one-component VDW fluid'® and a two-component PR
fluid.'? Figure 14 illustrates their results for the density profiles n(r) of liquid-like
microdrops suspended in a vapor phase. From the Young-Laplace and Kelvin equations, one
expects the interior of the drop to be at higher pressure, and therefore higher density,
than the saturated liquid density n€9:. This is seen to be true in Figure 14 for drops of
radius larger than about four molectilar diameters (the 'radius' of the drop does not have
a precise meaning for microdrops). However, for smaller drops, the interior density
decreases with drop size and the density
profile takes on a Gaussian-like shape with
no interior bulk region. The loss of a
bulk-like interior begins to occur when the
radius of the drop is about equal to the
thickness of the liquid vapor interface.

Because the interface is curved, the
normal pressure profile P
(g = Py(x)rr + PT(r) (; - ) in a

spherical fluid structure) is not constant
across the interface. Thus, the pressure
profiles in a spherical interface are quite
different from those in a pianar interface
at the same temperature (compare Figures 15
and 2). This leads on~ to expect strong
deviations between the tension vy of a
planar interface and the tension y(R) of a
microdrop of radius R. Similar deviations
are expected for the Young-Laplace equation
as classically applied, i.e. Py(r=0) -
Py(r==) = 2y_/R. From the thermodynamics
o¥ drops it follows that the appropriate
radius R with vhich to describe the tension
of the drop is the radius of che surfac2 of
tension.?? This radius (which does not differ
greatly from the value of r at which n(r) =
1/2(n(r=0) + ny)) and the corresponding
tension y(R) are predicted by gradient
theory.!®* As illustrated in Table 1, the
tension of the drop does differ from vy feor
small drops and the classical Young-Laolace
equation does break down. However, what is
remarkable is that already for drops
fifteen molecules wide the drop interface
has virtually the same tension as a planar
interface and the classical Young-Laplace
equation is accurate.

drops in a VDV vapor. kTb/a =
0.197, de~sity in units of b~!,
distance .. /%75.
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Table 1. Microdrops in VDW vapor.
Radius R in unics of /c/a.
kTb/a = 0.197.

P(0y = P (=)
R Y(R) /Y, & N

T
2.56 0.75 -0.079
2.88 0.83 0.017

3.26 0.87 0.19

3.76 0.91 0.43

4 .67 0.95 0.73

5.52 0.97 0.87

7.74 0.99 0.97

10.15 0.996 0.99

Figure 15. Principal pressure profiles of a
microspherical drop in a VDW
vapor. Pressure in units of a/b°,
density in b~', distance in .c¢/a.
kTb/a = 0.197. Ref. l4.

The implication of the one-component studies just outlined is that microdrop
curvature affects the interfacial structure and the interfacial tension very little once
the drop radius is larger than 10 molecular diameters. In multicomponent systems this con-
clusion may or may not follow. Consider for example the bubble in liguid CO; and decane
shown in Figurc 16 (from Falls ¢t 2l.'")., The radius of the bubble is only &bout 12 carbon
dioxide diameters, but its component density profiles are almost identical to those of the
planar liquid vapor interface (indicated as a bubble with R=«~).

C.8 1

0.54

;T\\\g\ .
\

N

5\

}'§

CENSIT

w EC

C.l-//—'_———’ o1 b /,_,———————‘—"

m%r R °‘°i“?“ﬂ‘!‘1?4’ﬁm”ﬂ

DISTANCE OISTANCE FROM BUBBLE CENTER

Figure 16. Density profiles in a planar liquid-vapor interface (R=«)
and in 4 bubble (R = (2) in a C0,-decane PR fluid. Density
n; in units of b;' distance in w1717 kTby/aj; = 0.148.
R%f 19 i 1711 1°°11

140



R AT

s

*e

(Y

The tensions cf the bubble and planar interface agree within 10%. Thus, this bubble
behaves as expected from the one-component results.

However, as was discusseu iun the previous section (Figure 12), in a multicomponent fluid
conditions can be such that a thin-film of an incipient third phase may be formed at an inter-
face. These films are very sensitive to a change in a field variable. Curving an interface
changes the chemical potential of the system (this follows from Kelvin's equation in the
classical theory), and so it can be anticipated that under conditions of high adsorption or
thin-film formation the interfacial structure and stress will be very sensitive to drop
size. Comparison of the drop component density and pressure profiles of Figure 17 (from
Falls ¢t al.'") with the corresponding planar case, Figure 12, illustrates that this is

st

>
ha
;‘;0.3
z 0.008
us
Qo4
0.004
o7 o.0024
0.04— - b & ot 4
NISTANCE FROM OROF CENTER DISTANCE FROM DROP CENTER

Figure 17. Densityv and pressure profiles of a drop in a COy-decane PR
fluid. Density n; in units of b]', pressure in"a;,/b,

distance in 1173{{. kTb,/ay; = 0.148. Ref. 19.

indeed the case. At this temperature, it has been estimated'® from the theory that the
drop structure will not begin take on the planar form until it is larger than 100 carbon
dioxide molecules in radius. The important implication of this result is that i=n regions
of thin-fiim formation the interfacial composition ocan lte greatly modified by curvature.
This fact might be quite important in the manufacture of objects with thin, uniform layers
of a desired material.

Although space does not allow discussion, gradient theory predicts the work of forma-
tion of drops and bubbles, a quantity important to the theory of homogeneous nucleation.
In fact, the theory was used by Cahn'' to support his theory of spinodal decompositicn. He
showed that the barrier expected for the nucleation of microdrops is not there owing to the
size dependence of the interfacial tension and that as a result a homogeneous material at
the spinodal density can transform continuously into a multiphase system. In heterogeneous
nucleation, it is likely that thin-film formation will be an important intermediate step in
the process when conditions are right. These matters are ripe for future work.

Closing remarks

In closing, I would like the point out a few problems to which gradient theory might
profitably be applied next.

1. Thin, uniform layers of fluid in a spherical solid shell. A fluid-solid potential
will have to be introduced for shell. For uniform thin-films and thin layers of phase only
spherically symmetric solutions need to be sought, so the problem remains one dimensional.
By a different method Kim, Mok, and Bernat address this problem in their paper.

2. Fluid microstructure at rough or chemically heterogeneous sclid surfaces. For this
problem a two-dimensional solid-fluid potential will have to be introduced. Thus, the prob-
lem is two-dimensional.

3. Contact angles with rough or chemically heterogeneous solid surfaces. This invol-
ves the same solid-fluid potential as in Problem 2 and a fluid interface in the vicinity of
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the solid and so is a three-dimensional problem. The problem will pose a challenge to

computer-aided mathematics.
4, Drop shapes on inclined rough or chemically heterogeneous surfaces. This again is
a three-dimensional problem and an even greater challenge than Problem 3.
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Large amplitude drop shape oscillations
E. H. Trinh and T. G. Wang

Jet Propulsion Laboratory, California Institute of Technology
M.S. 183-901, 4800 Oak Grove Drive, Pasadena, CA.

Abstract

An experimental study of large amplitude drop shape oscillation has been conducted in
immiscible liquids systems and with levitated free liquid drops in air. In liquid-liquid
systems the results indicate the existence of familiar characteristics of nonlinear phe-
nomena. The resonance frequency of the fundamental quadrupole mode of stationary, low
viscosity Silicone 0il drops acoustically levitated in water falls to noticeably lower
values as *he amplitude of oscillation is increased. A typical,experimentally determined re-
lative frequency decrease of a 0.5 cm” drop would be about 10% when the maximum deformed
shape is characterized by a major to minor axial ratio of 1.9. On the other hand, no change
in the fundamental mode frequency could be detected for 1 mm drups levitated in air. The
experimental data for the decay constant of the quadrupole mode of drops immersed in a
liquid host indicate a slight increase for larger oscillation amplitudes. A qualitative
investigation of the internal fluid flows for such drops has revealed the existence of
steady internal circulation wiihin drops oscillating in the fundamental and higher modes.
The flow field configuration in the outer host liquid is also significantly altered when
the drop oscillation amplitude becomes large.

Introduction

In this paper we report the outcome of a series of experiments aiming at determining
the characteristics of large amplitude liquid drops shape oscillations. Two systems have
been investigated in the present studys:s drops held staticnary in an immiscible liquid
host, and drops freely suspended in air. They have been made_accessible to a controlled la-
boratory study through the technique of acoustic levitation 1-3. Most of the experimental
results presented here, however, deal with immiscible liquids systems.

Observations of the variations of the free decay frequency, the fundamental resonance
frequency of a forced vibrating drop, the damping constant, and of the time distribution
of the prolate and oblate configurations, have been made as functions of the oscillation
amplitude. Visualization of the flow fields both inside and outside the oscillating drops
suspended in liquid hosts has revealed a gradual appearance of a steady circulation not
present for small amplitude oscillations.

Theoretical background

Theoretical analyses of small amplitude drop shape oscillations have been shown to be
resonably successful at describing the observed phenomena J . Recent linear treatments have
inzluded the normal mode approach, 4,5 , as well as a solution to the initial value problem
yielding the small time behavior 6. The analytical solution of the complete nonlinear
Navier-Stokes equations have not yet been made available, although results of numerical
calculations suggest the appearance of various nonlinear effects as the vibration amplitude
of liquid drops suspended in a gaseous medium is increased 7. Among these predictions are a
decrease in the free decay frequency and an unbalance in the time distribution of the pro-
late and oblate configurations characteristic of the fundamental mode.

On the basis of a linear treatment 415, the steady-state frequencies for the oscillation
modes of a liquid droplet immersed in an immiscible host liquid can be written

* » 2 L 1y
wp = @ - (a/2) wf 2+ a4, and wp = [oL(zn) (L-1)(1e2) /R (L - g #(1e2) . o, )] 2 (1)
The subscripts i and o refer to the inner and outer fluids respectively. p designates the
density, » the dynamic viscosity, o the interfacial tension, and I refers t» the mode
number. The parameters @ and y are characteristics of the fluids involved.
The damping constant for small amplitude oscillations can be written as
-1 * 2
S T : (2)
According to these results no dependence on the oscillation amplitude for either the

resonance frequency or the damping constant can be obtained, as they are valid only in the
limit of small displacements of the drop surface.
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Photographs of experimentally obtained axisymmetric arop shape oscillations in the first

three modes are reproduced in figure (1).

UiV

X0
e

Figure 1 : Experimentally obtained resonance modes for shape
oscillation of a lem3 silicone vil drop in water.

Experimental

technique

An acoustic standing wave established in a fluid-filled resonant cavity can be used to
yield a stable positioning of a fluid sphere having different properties than the cavity
fluid. This effect is the result of the action of acoustic radiation pressure forces, and
can be obtained in liquids as well as in gases. Figure (2) illustrates such a systern.
This schematic representation is for a system involving a liquid drop trapped in a sound
field established in an immiscible liquid host. In this particular case, the drop liquid
has a higher compressibility and density than the host liquid, and is poditioned near an

acoustic pressure maximum.
P

(A) (B)
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Figure 2 : Schematic representation of a liquid
drop trapped in a standing wave. Figure 2b illus-
trates the action of the acoustic force deforming
the drop into an oblate shape. Figure 2d shows
the opposite action: the drop is elongated at the
poies into a prolate configuration. In this work
f = 22 kHz.
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The acoustic forces will also produce a deformation of the trapped drop when the acoustic
pressure is increased (see Figure 2a ). A low frequency modulation of this force is therefore
possible through the modulatior. of the sound pressure. A steady-state drive of shape oscilla-
tions can then be obtained, and the successive drop resonances will be excited as the mecdu-

lation frequency is varied.

In addition to the deformation shown where the drop is statically distorted into an
oblate spheroid, the appropriate tailoring of the acoustic field distribution can provide
static distortions into the prolate spheroidal shape. Hence, the opposite drive where the
drop is pulled apart at the poles is also available (see figure 2c and 2d).

v

Figure (3) is a schematic diagram of the experimental apparatus. The necessary electronic
f instrumentation provices the required voltage drive to a piezoelectric transducer used to
3 excite the acoustic standing waves. An optical detection system allows the monitoring of
the shape of the drop. The analog signal thus obtained can be displayed on a CRT screen or
3 can be plotted on a X-Y recorder as a DC signal proportional to the amplitude of oscillation.
straightforward manner. High

Resonance curves and free decay traces can be obtained in a
speed cinefilms also provides the necessary data for the oscillation amplitude and the

static equilibrium shapes.

3
N
4 - 5 Figure 3 : The experimental ap aratus. 1 15 the
-8 . ‘ i>< 0>éfl acoustic cell, 2 is the piezie~lectric transducer,
et e 1T 3 is a hydrophone, 4 1s a variable phase shifter,
1_*' r 5 is a photodetector, v is a balanced modulator.
1 [ y-q—‘ The 2xf trequency doubler supplies a reference
| ﬁ g signal with a determined phase relationship with
‘\2 respect to the hydrophone signal.
|
&) el
®)
[ovm

The voltage applied to the transducer terminals may bte written
' v = ..I. '-“ f . :“: 2 P
- o 5in (27f 1) .cos ( nft) (3)
f_ is the frequency of the high frequency standing wave (22 or €€ kHz in this case), and
¢ is the modulation low frequency (irom 2 to 15 Hz in this case for 1 cm diameter drops
of 0il in water). The acoustic pressure is proportional to this voltage for the linear
operation of the transducer. The acoustic radiation pressure force is approximately propor-
i tional to the square of the acoustic pressure.
P s
Po~ < Pood ~cos (2vf t) o (4)
The time average of this force is given ty
o <i(1 + cos -il*fmt:') . (s

This includes a steady-state as well as a slowly varying force component at the frequency
EFm. The steady-state component induces a steady deformation of the drop chape.

Free decay frequency

Measurements of the free decay frequency in the immiscitle liquid system as a function

R Alb:::n‘




of the initial oscillation amplitude were carried out by first exciting the drop into its
first resonant mode. The modulated acoustic drive was then turned off and the decay phase
observed. The f: decay frequency was measured from both the oscilloscope traces and
high speed mo*ion picture films. The experimental uncertainty was within + 1%.

In the axisymmetric case, and with the linear approximation, one might describe the
deformation with the parameter

x (8,t) =r(0t) =~ R, = (€)

where r (9,t) is the expression for the boundary of the drop, and R, is the radius of
a sphere of equal_yolume. A linear expansion would yield
~ static
x (5,1) =~ £ Xn * X, oS (Qwrmt + d%) Pn{cosﬂ) . (7) |
Pn(cosBJ is a Legendre polynomial of order n. In this particular case where only the

fundamental mode is excited, and for a reasonably high Q system (Q=15), one has the

approximations L
static

¥ P X pa>t % oA !

xitatlc is the distortion produced by the static component of the acoustic force. _
During free decay the drop deformation may be expressed as k

x (9,t) ~ xftane cos ( 2 fr.1t + ¢r.1 ) exp(-br'lt)
n=2 A
+ x, cos (2 fit + @7 ) exp(-brt) | P (cos8) . (9)

The term with the single prime refers 1o the decay of the static deformation, the doutble
primed one to the decay of the oscillatory motion initially driven at the resonance
frequency of the fundamental mode. In this particular case the time dependence of f! ,

f; . té » and t; has been neglected. This has been justified by “the experimental evidence.

Figure (4) reproduces some of the experimental results. The free decay frequency varia-
tions with_the maximum oscillation amplitude prior to the decay phase are shown for a 0.5
and a 1 em? drop of Silicene o0il/ 2014 mixture made almost neutrally buoyant with distilled
water. A steady dacrease can be observed with increasingly larger initial oscillatory motion.

T T e — L) o= R ¥
= 1l
[ J K.
&
-JL .‘ g Figqure 4 : Relative change in the free decay
® frequency as a function of the init<al oscil-
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Driven oscillations

The amplitude dependence of the fundamental resonance frequency for forced steady-state
oscillations has been investigated both in the immiscible liquids system, and with drops
suspended in air. The results are qualitatively different for the two systems, although
the measurements made for a levitated drop in air are not as precise,and for significantiy
distorted drops due to the gravitational fieid.

Figure (5) isaplot of the relative frequency shift as a function of the oscillation
amplitude for a 1 cmJ drop of Silicone 0il/CCly mixture in distilled water. Qualitatively
different results are obtained when the two opposite driving mechanisms are useu. The otlate
biased mechanism is based on a compression of the drop at the poles, while the prolate-
biased drive consists in clongating the drop at the poles. The source of such a discrepancy
has not yet been totelly eluciaated, but there are some indirations that the interference of
the acoustic fields on the drop motion might play an important role.

Figure (6) reproduces the results of meas.rements taken for drops of a mixture of glycerin
and distilled water suspended in air. The c¢quilibrium shape of the drops is oblate as indica-
ted by the parumeter{ #/Ll. No change in the fundamental mode resonance frequency can yet be
resolved within the experimental uncertainty (*5%). These results have been ottained with
an oblate-biased mechaniem.
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Figure 5: Amplitude dependence of the fundamental in air O R=0."97 c¢m, . R=0.125 m,
mode for forced oscillations for a liquid drop in H,0. R=0.151 cm. The =tatic shape is oblateW/L)

Decay constant measurement ~-°< °

Measurement of the dissipation rate of liquid drops oscillating in an immiscitle liouid
host has revealed a cingie value for the free decay constant for each initial oscillation
amplitude. Figure (7) gives an example of such a decay process. “he decrease to zero
deformation is strikingly exporential, and is at a constant rate. This rate appears to vary
for different initial oscillation amplitude, with a tendency for higher values fcr larger
amplitudes . Figure (8) shows such results. !
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Time distribution of the prolate and oblate configurations

Immiscible liquids systems results suggest that the duration of the prolate configuration
increaces with the oscillation amplitude. Table (I) reproduces the results of measurements
performed on drops with an oblate static equilibrium shape. The duration of the prolate
configuration definitely shows an increase for larger amplitudes. Such an increase is also
asbtained when a static prolate shape is used.

3 MAXIMUM OBLATE DISTORTION
Cycle number after DURING OSCILLATIONS
termination of the W/L=1.75 WL = 1.31
X steady drive ;Egblate _Enrolate _Egblate _Egrolate
3 Tcycle Tcycle Tcycle Tcycle
1 0.51 0.49 0.51 0.49
2 0.53 0.47 0.53 0.47
3 0.54 0.46 0.55 0.45
- 0.57 0.43 0.60 0.40
5 0.60 0.40 0.64 0.36

Table I+ Duration of the oblate and prolate cycles during the
free decay of shape oscillations initielly forced by acoustic
forces. The static equilibrium shape is oblate. Larger amplitude
oscillations increase the duration of the prolate phase.

Fluid flow fields

The visualization of the fluid flows fields revealed by suspended dye particles appropria-
tely illuminated, has shown the gradual appearance of a steady circulatory motion superposed
upon the oscillatory motion induced by the drop shape oscillations in liquid-liquid systems.
Figure (9) shows photographs of such flow fields for small and large amplitude for both inner
and outer liquids.

Figure 91 A. Streak patterns of
suspended dye particles
in a Silicone oil drop
undergoing small ampli-
tude oscillation in
the L=2 mode. The drop
is levitated in distil-
led water.( AR/R<0.05)

+ Streak patterns for
the same drop oscilla-
- ting at higher amplitu-
L de. ( AR/R=0.1).
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Figure 91 C. Same drop as in
A and B, but the osci-
llations are in the
L=3 mode at small
amplitude.

D. L=3 osciilations
at large amplitude
( AR/R = 0.10).

Figure 9+ E. Flow pattern in
the outer fluid with
a stationary and
still drop. The flow
around the drop is
caused by acoustic
streaming,and is
characterized by a
Reynolds number of
e

_!-

F. Flow pattern in
the outer fluid for
a drop oscillating
in the L=2 mode at
small amplitude.
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Figure 91 G.and H.
Flow pattern in the
outer fluid with a
drop oscillating in
e the L=2 mode at large
amplitude.
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sonclusion

— -

The experimental observations gathered so far point to certain definite nonlinear
characteristics of liquid-liquid systems. Both inertial and viscous effects have been
shown to exist, and these must play an important role in causing these phenomena. The absence
absenice of theoretical information, however, has not allowed a further analysis.

| The techniques using acoustic radiation pressure forces have been shown to allow the
controlled experimental study of single drop phenomena. One must exercise caution, however,
when interpreting the observations based on such a technique because of the unavoidable
interaction between the acoustic fieldc and the drop motion.
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Bubble shapes in steady axisymmetric flows at intermediate Reynolds number
G. Ryskin and L. G, Leal

Department of Chemical Engineering, California Institute of Technology, Pasadena, CA 91125

Abstract

Ve consider the shape of a gas bubble which rises through a quiescent incompressible, Newtonian fluid at
intermeliate Reynolds numbers. Exact numerical sclutions for the veiocity and pressure fields, as well as the
bubble shape, are obtained using finite difference techniques and a numerically generated transformation to an
orthogonai, boundary-fitted coordinate system. No restriction is placed on the allowable magnitude of defor-
mation.

Introduction

In spite of intensive investigation for more than 70 years, the theoretical problem of bubble and drep
motion in an unbounded viscous Newtonian liquid, which may either be quiescent or undergcing some prescribed
motion far from the bubble or drop, has remained essentially unsolved. The main difficulty, in additio: to
the usual nonlinearity of the equations of motion at finite Ryenolds number, is that the bubble or drop shape
is unknown and required as part of the solution of the problem. As a consequence, the boundary conditions at
tne bubble or drop surface are nonlinear, and, in addition, the solution depends on the prior history of the
bubble or drop motion and interface shapes, even in the creeping motion limit.

This problem of bubble or drop motion i~ a viscous liquid, with an unknown boundary shape, is an axample

of the general class of so-called ''free t . ¢"* problems of fluid mechanics. Although a number of methods
exist for this type of problem, whict can . 2d to analyze the motion cof bubbles or drops, all but purely
numerical methods inevitably siffer from sone restriction. Included is the asymptotic technique of "‘domain

perturbations'' which has beer. applied, fo. example, for buoyancy-driven motions of a drop at finite Reynolds,l
and for a drop in a general linear "shear'' flow,? but is res.ricted to smail dei rmations from a known (or
guessed) boundary shape. Boundary integral techniques ar. ot restricted in the degree of deformation (and
thus provide a powerful tool to study bubble and drop deformation®~®), but are only applicable in the limits
of either creeping flow, or potential flow, where the governing differential equations are linear. For more
general conditions, this leaves us with numerical methods which are not limited, in principle, either by the
allowable degree of deformation or by lir arity of the governing equations. Such methods have not been
applied directly to the problem of calculating bubble or drop shapes in viscous flow so far as we are aware.
However, in most other applications to free boundary problem in fluid mechanics, the numerical r.thods of
choice have been ased v.on finite element formulations. At least in part, this has been a consequence of the
loss of accuracy which vccurs when finite dirference techniques are applied in domains with boundaries that
are not coincident with coordinate lines or surfaces. Thus, if one considers only the classical orthogonal
coordinates, such as cylindrical, spherical, etc., the use of finite-difference methods is generally unaccept-
able for free boundary problems. The present paper explores the alternative possibility of finite-difference
solutions vased on a numerical method of constructing a system of orthogonal, boundary-fitted coordinates, for
the problem of streaming flow past a bubble. We do not claim or intend to imply 'superiority' in any sense
over other pussible numerical approaches to the same problem. Indeed, the methods described here are not at a
sufficiently advanced stage of development for such comparisons to be meaningful, even if one were philosophi~-
cally inclined to make them!

A detailed description of the methods of orthogonal mapping will soon appear in the Journal o) Computa-
tiemal Fhysies,® and a more detciled description of methods and results for the application to the motion of a
bubble or drop in a viscous fluid is presently in preparation. Here, we simply outline the method of solution
and present two cxamnles of the solution for streaming flow past a bubble at finite Reynolds number as an
illustration of ius application.

QOrthogonal Mapping

The idea which we pursue is thus to obtain orthogonal boundary-fit.ed coordinates for the domain axterior
to a bubble whose she e is unknown, though smooth and generally nonspherical. In the present development,
the .. .nown shape is generated via an iterative procedure starting from some initial guess. At each step,
with the boundary shape spec:fied, mapping functions for the boundary-fitted coordinates are generated numer-
ically, the equations of motion are then solved in the transform (_mnain and the normal stress balance at the
bubble surface is used to generate an improved shape. We restrict ourselves to steady, axisymmetric
configurations and discuss the mapping problem in 2D, with the axisymmetric boundary shape generated by rota-
tion about the axis of syrmetry which is thus required to be a coordinate line for the transform coordinates.

In the remainder of this section, we outline a method of obtaining the desired coordinate transformation.
From a mathematical point of view, we require a pa.r of functions x(£,n) and y(£,n) which map poi ‘ts of the
physicel domain onto a unit square, 0 < £,n < 1, in the *ransform domcir, with lines of constant £ and n
baing orthogonal. For convenience, we designate the bubble surface as £ = 1, and the upstream and downstream
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axes of symmetry as 1 = | and n = 0, respectively, with £ + 0 corresponding to infinity. There has, of course,

been a great deal of recent research aimed at the problem of obtaining numerically generated coordinate map-
oings. Included in this work are methods based on the sulution of a pair of elliptic equations for the mapping
functions,’ conformal mapping,® direct integration of ''Cauchy-Riemann''-type equations as an initial value
problem starting from a boundary"" and other methods of orthogonal mapping which are equivalent to conformal
mapping with less restrictive consiraints on the ratio of the diagonal components of the metric tensor (the
latter are, in fact, most closely related to the present approach).!!~!! Limitations of space prevent a de-
ta!led review of this prior work. However, in general, the resulting coordinate systems are either nonorth-
ogonal,” ill-conditioned in the sense of extreme sensitivity to toundary shape and/or (the possibilitr of)
highly nonuniform spacing of coordinate lines (conformal mapping,® some types of “orthogonal mapping'**!+12) or
only suitable 1 some local subdomain {integrations of Cauchy-Riemann equations 9,10),

The present objective is a numerically generated mapping which is applicable in the whole domain, automat-
ically orthogona! and free of the usual sensitivity problems of conformal mapping. Our basis is conventional
tensor analysis, yielding equations for x(£,n) and y{(£,n) which are coordinate invariant. These equations
foliow almost trivally from the observation that a Cartesian coordinate x {(or y) is a linear scalar function
of position, sn that grad x (or grad y) is constant and

divgrad x = 0 (1)

The latter is nothing more than the covariant Laplace equation for x. When expressed in terms of the desired
(but as yet unspecified) £,n coordinates, it becomes

ij -
9 7% ; c (2)

in which g'J is the ij component of the metric tensor and ';' denotes regular covariant differentiation. Al-
though the solutions of Eq. (1) {and the similar equation for y) will not generally yield orthogonal coordi-
nates, we further specify that

9; = © ‘i idj (3)
and
i 2 2
9 = e 9 = by (4)

with the he.h, being ""scale'' factors for the £,n system. In this case, the equations governing the transfor-
mation gpnng) functions become

5%( Bx) (f Bx) (5a)
with
f(g.n) = hn/hg (6)

and the solution of these equations, subject to appropriate boundary conditions (which we shall discuss in the
next sectior), wiil yield orthogcnal coordinates for any f, which can thus be chosen freely. it may be noted
that confor. mapping corresponds to the restrictive choice f(f,n) = 1, for all £,n.

In general, the ''most appropriate' choice of f depends on the type of mapping required The probiem of
direct mapping with fixed boundary shape and a specified distribution of coordinate nodes along the boundary
is discussed elsewhere.® Here, we consider only the mapping problem in which the boundary shape is unknown
and required as part of the solution of the overall problem., In this case, f{£,n) can be specified directly
as a function of £,n, with the form for f chosen so as to yield desired properties of the transform coordi-
nates (e.g. nonuniform spacing of coordinate lines in some region of the domain).

The fluid dynamics problem — basic formulation

Let us now return to the problem of uniform streaming flow past a bubble. In this case, we adopt the very
simple form for f, f(£,n) = 7€. In addition, we introduce a relatively simple modification of the mapping
procedure outlined above to take care of th. 1act that infinite values of the mapping functions x and y,
corresponding directly to an infinite domain, cannot be generated numerically. To avoid this difficulty, we
simply calculate the mapping fr.m the unit square in the Z,n plane to an auxiliary finite domain, which is
then transformed to the physical domain by a conformal inversicn.

Now, one great advantage of orthogonal coordinates, in wddition to avoiding inaccuracy of numerical
approximation in nonorthogonal coordinates, is that physical components of vectors and tensors can be used
instead of covariant or contravariant ones. The governing Navier-Stokes equations, plus toundary conditions,
can thus be expressed in a8 straightforward manner in terms of the resulting boundary-fitted coordinates
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£.n,$, obtained by rotation of the two-dimensional cc.rdinates given by x(£,n) and o(€,n) (where x is parallel
to the axis of symmetry and g is the distance to this axis along a normal through the point of interest). |If
we introduce the streamfunction y, and use standard expressions for the invariant differential operators in
general orthogonal curvilinear coordinates, the Navier-Stokes equations are

_ 4
Rehy 3'1 3% ¥ (3) - hgh ar, I = (&) - Re L (29 )
2+ = 0 (8)
dov,,
where [ is the vorticity, Re = ral d is the equivalent diameter of the bubble and
B LI

The streamfunction at infinity, for a .1iform streaming flow, takes the form

N (10)

Thus, to avoid dealing with large {or infinite) numbers, we actually solve for
\'J = v - |13 (I‘)

where wa is the potential flow solution for flow past a spherical! bubble with the given form % at infinity,
i.e.

o, = yot0 - &) (12)

Now, Eqs. (4) and (5), rewritten in terms of 4 , are to be solved for ¥, Z and tae bubble shape subject
to the boundary conditions

W* is bounded, § = 0; at infinity (i.e. & = 0) (13)
§y =0, ;= 03 at N=0,Nn=1 (symmetry axis) (14)

and, at the bubble surface,

&

Y = 0 (zero normal velocity) (15)
g+ ZKE&?) 0 (zero tang. stress) at £ =} (16)
- % Cp X =Pyt T, + “ %:?) + 2:?)) = 0 {normal stress balance) ()
The first term in (16) is the hydrostatic pressure; CD is the drag coefficient; Pa is the dynamic pressure
P, = ‘lz - JL j (Gg)h dn (18)
d s 5{ 2
dov,

ug is the surface velocity; T, is the normal component of viscous stress at the surface, We =

{&n) {£¢)

the surface tension, and k( ) and K( ) are normal curvatures in two perpendicular directions.

Numerical scheme

In order to solve Eqs. (7) and (8) of the preceding section, together with Eqs. (5a) and (5b) for the
mapping functio » x(£,n) and 0(E,n), we used a uniform 41x4! grid in the domain, 0 < £,n £ 1. The computa-
tions were carried out using single greclsion arithmetic on a VAX-11 computing system, which has a round-off
error of 0(10°8). Tnus, with an 0(h?) finite-difference scheme, this mesh size represents the practical
limits of resolution in order tF . truncation error be comparable to this rounu off error divided by h? (when
computing second derivatives).

The numerical scheme itself must be fast, highly stable and applicable to elliptic equations of quite
general form. In the work reported here, we adopt the ADI scheme of Peaceman and Rachfcrd and treat all
equations of the problem (i.e. the equations of motion for § and V, and the two mapping equations for x and
0) as '"'quasi-time-dependent'', by writing them in the standard form
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with 3/3t representing a ”fictntuous“ (or artificial) tnme derivative as required by ADI. An optimal value of
the iteration parameter (i.e. time step) was determined'”® to be 0(h).

Boundary conditions for Eqs. (3), (5) and (6) are straightforward [see Eqs. (13)-(16) plus Ref. 6], with
the exception fo conditions at the bubble surface. Here, the necessary boundary values of vorticity are cal-
culated indirectly from the boundary condition {16) on tangentnal stress usnn? a natural extension of the
method for a solid boundary suggested by Dorodnitsyn and Meller'® and israeli'® and utilized previously for a
spherical drop.!” At each new iteration, say n, the new value of the boundary vorticity ;" is determined from
its previous value and the previous value of the tanaential stress, as

- ;n-l . B(‘ZKég?)U:-] R r)n-l) (20)

where the optimal B was found (by trial and error) to be approximately 0.2. When the solution has converged,
of course, the tangential stress will be zero. Boundary conditions for x(&,n) and 0(&,n) at & = 1 must also
be discussed briefly. Both x and 0 cannot be specified directly at & = 1 if the condition 912 = 0 is satis-
fied (i.e. the coordinates are to be orthogonal) as the problems for x and v are then overdetermined, We
would, on the other hand, like to approach the final solution for bubble shape iteratively starting from some
initial guess. This involves incrementing the bubble boundary to create a new shape at each iteration, based
upon the normal stress imbalance at the interface at the preceding iteration. However, in view of the re-
striction on simultaneous specification of x and *, the necessary small displacement of the bubble boundary
must be carried out indirectly rather than specifying increments in x(1,n) and c(1,n) directly. This is ac-
complished by changing the mapping itself {rather than the position of the bubble surface) via incremental
changes in the scale factor h. of the mapping, i.e.

*

, 1/3
h:n+l) - hSn) b . . BG_An (21)
" =1 [e=1 V(voli)
where A" is the normal stress imbalance at iteration n,
.3 . . 4 (in) ( )
3 EC*"Pa* 'nn e (\(n) “(n) (22)
The incremented h l is then used to generate ''equivalent'’ boundary conditionrs for

RS
3 3
> and 2 (23)

g1 te=

ry

The normal stress difference, ), has to be normalized before it is used in (21) for changing the bubble shape
because of the indeterminacy due to incompressibility () contains an integration constant); this indeterminacy
is removed by requiring that the volume of the bubble remain con..ant.

The overall solution algorithm may thus be schematicaliy represented as follows:
(1) Start with an initial guess of the shape. Here we choose a spherical shape, i.e. a circle in a plane
through the axis of symmetry. Hence, with f({,n) = "% as indicated earlier, the mapping is initially x =

Ecos'™ and y = “sin™N, corresponding to polar cocrdinates in the plane through the ax:s of symmetry.

(2} For the given bubble shape and coordinate mapping, compute a new approximation for the dynamic ficlds
(¢ and ~) by advancing the solution of the Navier-Stokes equations one iteration (i.e. one AD! time step).

(3} Calculate the normal stress terms at the bubble surface, and if the condition (17) is not satisfied,

increment the bubble shape by a small amount by incrementing n-(l n) using Eq. (217, and obtaining correspon-
ding boundary conditions for 3x/J: ) and dy/‘,’- '

(4) Calculate a new orthogonal mapping fitting the new bubble shape by solving Egs. (5a,b) with appropri-
ate boundary conditions {in practice we do only one ADI iteration on the mapping equations).

(5) Repeat this process starting with step {2) until convergence is achieved.
Results
We consider two cases here of streaming flow past a bubble.

Case A: Re = 2.47, We = 4.00
fase B: Re = 100., We = 2,00
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The final bubble shape is depicted for Case A in Fig. 1, where we show a portion ot the final coordinate mesh
and the upper half of the bubble boundary in the plane through the axis of symmetry. The flow is from left to
right. The corresoonding streamlines and lines of constant vorticity are shown in Figs. 2 and 3. It may be
noted that the bubble shape is in qualitative agreement with available experimental results.!® Indeed, the
drag coefficient calculated here is 9.17, whereas the measured value at the same Reynolds number but somewhat
larger We was 9.37. It may be noted that the drag coefficient was found experimentally’® to be insensitive to
We for large We. The streamlines and lines of constant vorticity for Case B are shown in Figs. 4 and 5, from
which the bubble shape can aiso be discerned. Again, the flow is from left to right. it (s thus evident that
the bubble is actually flattened to a greater degree in the front and is more rounded at the rear. Shapes of
this general type have been previously observed experimentally for similar values of Re and Ue." although a
shape which is rounded in the front and flattened at the rear, which will occur for larger Reynolds number or

larger Weber number, 1.e. smaller surface tension, is much more common. Each example required about an hour
‘of CPU time on a VAX-11 computer, starting from the irrotational flow pas a sphere as an initial guess in

both cases. The cost is thus on the order of $10.
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Figure 1. Coordinate mesh for Case A.
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Figure 2. Streamlines for Case A.
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Figure 3. Lines of constant vorticity for Case A,

Figure 4. Streamlines for Case B.

Figure 5. Lines of constant vorticity for Case B.
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The production of drops by the bursting of a bubble
at an air liquid interface

J.S. Darrozés and P. Ligneul
Université Paris VI, Campus Univ. Bat 502 Orsay, Orsay, FRANCE 91405

Abstract

This work describes the fundamental mechanism arising during the bursting of a bubble at
an air-liquid interface. A single bubble is tollowed from an arbitrary depth in the liquid,
up to the creation and motion of the film and jet drops. Several phenomena are involved and
their relative order of magnitude is compared in order to point out the dimensionless para-~
meters which govern each step of the motion. Furthermore, this study is completed by high
speed cinematography. The characteristic bubble radius which separates the creaticn of jet
drops from cap bursting without jet drops is shown to be a = (o0/0g)1/2, The corresponding
numerical value for water is 3 mm and agrees with experimental observations.

Introduction : physical mechanisms description

The burst of gas bubbles on a liquid interface leads to a mass transfer in stratified
two-phase flows which is of great importance in many fields such as ocean-atmosphere ex-
changes, aerosol generation, boilers, degazeification processes, etc... The physical me-
cani:ms of such a phenomenon are still not wellknown. The burst occurs during a few tens of
microseconds and involves many physico-chemical effects. The film cap draining is due to
gravity and surface tension and its thickness (in the range of 0.5 to 10~° micrometers) may
be small enough to produce non negligeable intermolacular forces which depend on the impuri-
ties contained in the liquid phase. The film cap breakage generates an aerosol which is
usually split into two distinct families which are the "film drops" and the "jet drops”.

. The film drops are created by the tearing of the interfacial cap which propagates fram an ini-
initial hole at a very high speed (8 m/s). Due to the tangential motion of the liquid film,
some drops are ejected horizontally and the others are blown vertically by the air which was
initially inside the bubble. Another possible mecanism is the sudden shattering of the whole
cap which bursts into droplets in any direction . Film drops are very small {1 - 20 um)
and their number increases with the initial bubble diameter @y (about 100 when @p = 2 mm,
and 1000 when @ = 6 mm). They are ejected up to a height in the order of 10 to 20 mm above
the free surface level.

. The jet drops are produced by the very fast motion of the bubble bottom interface which
s in a state of non-equilibrium when the film cap breaks. Instantaneously, gravity and sur-
face tension act to create a strong interface deformation and give rise to the formation of
a jet in the upward direction. Because of instabilities, the liquid jet is fragmented into
several drops {(from 1 to 5 depending on the bubble diameter @), in the range 6 mm to O.lmm).
For values of ¢b less than 2 mm, the ejection height of jet drops may reach 100 @p above the
free surface level.

These two families lead to a transfer in the gas of two different kinds of chemical sub-
stances, namely the surfactants spread on the free surface (film drops) and the particules
wn suspension or dissolved inside the liquid (jet drops).

The aim of this paper is to consider a dimensional analysis of aerosol production in or-
der to reach a better understanding of the phenomena involved during the bursting of the
bubble. The notion of dimensionless parameters, characteristic times and predominant mecha-
nisms may be used to define simplified experimental studies and to search for approximate
analytical solutions. In what follows, several effects are analyzed :

- underwater bubble rising - film drainage - cap tear propagation
- film drops ejection - free surface motion after film cap rupture.

Underwater bubble rising
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The dimensionless form of equations governing the relative liquid flow past the bubble
is written with the characteriscic bubble size a, the pressure variation pag (involving
the liquid density p and the acceleration g gravity) and an unknown characteristic time =t
which leads to the reference velocity a/t. The bubble motion is obtained from the fundamen-
tal dyn