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ABSTRACT

A design of a highly programmable, land based, real time synthetic
aperture radar (SAR) processor requiring a processed pixel rate of

2.7%5 MHz or more in a four-look system was conducted. Variations

in range and azimuth compression, number of looks, range swath, range
migration and SAR mode were specified. A number of alternative range and
azimuth processing algorithms were examined and analyzed in conjunction
with projected integrated circuit, digital architecture, and softwere
technologies.

The selected design for the Advanced Digital SAR Processor (ADSP)
employs an FFT convolver algorithm for both range and azimuth processing
in a parallel architecture configuration. This overall design approach
met all of the system implementation and performance criteria for
programmability, modularity, adaptability to VLSI, low risk, reliability
and cost.

The report provides algorithm performance comparisons, a detail design

of the selected system, implenentation tradeoffs and the results of a
supporting survey of integrated circuit and digital architecture technologies.
Cost tradeoffs and projections with alternate implementation plans are
presented.
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1.0 [INTRODUCTION

A general practice in synthetic aperture radar (SAR) systems has been
to use a specially tailored processor to convert the raw radar signals
to imagery. The advent of practical digital signal processing tech-
niques, brought about by LSI technology, has made high pertormance,
multi-mission programmable SAR digital signal processors feasible.

This is the final report of a study to quantify various issues related
to the hardware development of such a SAR processor. The generic name
for the processor is the Advanced Digital SAR Processor and it shall be
referre’ to from this point on in the report as the ADSP.

A very br.ad set of performance goals have been set by the Jet Propul-
sion Laboratory (JPL) for the ADSP. These are discussed in Section 2.1
together with the system performance requirements.

Two principle design facets are examined, processing algorithms and
technology. The algorithms are further divided into time and frequency
domain techniques; while the broad issue of technoloqy includes digital
integrated circuits, digital architecture and software. Section 2.2
gives a comprehensive description of the candidate processing algorithms
together with hardware implementation approaches for them.

A key factor in the selection of a processing algorithm is the quality
of imagery it produces. Extensive computer simulations have been de-

veloped and run to evaluate the performance of candidate algorithms.
Thi: data, given in Section 1.3, was then applied as appropriate to the
hardware sizing of the various implementations.

Technology is addressed in Section 2.4 with the current state of the
art and projections provided for digital integrated circuits, archi-

tecture and software.,

A design recommendation for the ADSP is synthesized and described in
Section 2.5. It meets all of the performance and implementation goals
of the ADSP.

Key issues in the selection of an algorithm for the ADSP were its
effectiveness in compensating for range migration, progammability for
multiple modes, performance level and the inherent computation
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r.juirements and memory storage. The selection of an algorithm was
closely tied into the technology issues, particularly digital inte-
grated circuits and architecture. The design selected minimizes
memory storage and offers simple memory management techniques. It
provides a programmable architecture in modular form which offers
both incremental development and growth potential with little waste
of effort. Finally, the design has inherently high reliability

and maintainability features.

Cost factors, aiternative development plans and tradeoffs are pre-
sented in Jection 2.6 and 2.7.

Software developed under the program is provided in the appendix.
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2.0 TECHNICAL DISCUSSION OF POOR QUALITY

2.1 ADSP SYSTEM REQUIREMENTS

A satellite SAR system is depicted in Figure 1. As the radar moves
along its flight path, multiple radar pulses are coherently processed
to achieve a resolution corresponding to the length of a synthetic
antenna. This length is determined by the footprint of the real an-
tenna on the surface. The limiting resolution of the SAR ig thus
determined by the size of the real antenna and is equal to one half
its diameter. To achieve radar returns which depict the contours of
the surface, an oblique incidence angle is employed. In addition, a
forward look angle off broadside is commen. Reselution in the cross
track, or range, dimension is achieved by using conventional radar
pulse compression techniques. The total range swath covered is also
constrained to the dimensions of the radar footprint.

\\‘( IMAGE RESOLUTION
WO
& e M. D
el Hmax T
g = ¢
R !UR §'|W []

INCIDENCE
ANGLE

/

AZIMUTH

RADAR FOOTPRINT FROM
REAL ANTENNA

Figure 1.
SATELLITE SAR PARAMETERS




2.1

Functional Requirements

The ADSP requirements have been established
cessing a wide variety of SAR data.
a comprehensive set for design parameter purposes are given in Table 1.
Both satellite and afrcraft SAR aire represented.

Tadle 1

SAR Mission Set

in anticipation of pro-
SAR missions which represent

SWATH
RESOLYTION | WID NUMBER | INCIDENT POLARI- | A

MISSION SET m3 (km) | OF Loo'& ANGLE | FREQUENCY | ZA |(':!a'|- wam
SEASAT 2 100 4 22.54 1215 S 200
SIR REFLIGHT ] 50 1 20-70 1215 S 210-280
AIRCRAFT

L 10-20 18-35 8 0-60 1215 S 312

X 10-20 18-35 8 0-60 9600 S 312
VOIR

H1-RES 520 5 180 4 52 1215 S 2%

LO-RES 529 300 0 0 52 1215 S 50
ICEX 150 360 6 36.42 9600 S 00
ERSAR L°** 15 @ 4 «@0° 1215 D 00
ERSAR Xe*o 15 40 ] «° 9600 D 300

* S = SINGLE, D = DUAL
** PRELIMINARY

The most stressing signal processing requirement of the missions in
Table 1 is the ERSAR (Earth Resources SAR) which has been selected by

JPL for the baseline design mission for the ADSP.

quirements for the baseline mission are given in Table 2.

Both range and azimuth processing requirements are included.
fications are also provided for range migration correction, reference
function update; integrated sidelobe level and output data format.

Functional re-

Speci-




Table 2

ADSP Baseline Functional Requirements

RANGE CORRELATOR
INPUT SAMPLE RATE (COMPLEX WORDS) 11MHz
RANGE COMPRESS ION RATIO 410
RANGE PULSE LENGTH 475 (COMPLEX SAMPLES)
RANGE INTEGRATED SIDELOBE RATIO DUE TO PROCESSING  -15d8
_AZIMUTH CORRELATOR
SWATH WIDTH (OUTPUT PIXELS) 4,000
RADAR PRF 2,500Hz
NUMBER OF AZ IMUTH LOOKS (CONCURRENTLY PROCESSED) 4
AZIMUTH BANDWIDTH PER LOOK S00HZ
AZIMUTH COMPRESSION RATIO PER LOOK 350
RANGE WALK COMPENSATION ACROSS 1L00K 28 SLANT RANGE B INS
RANGE WALK COMPENSATION ACROSS 4LOOKS 86 SLANT RANGE B INS
RANGE CURVATURE COMPENSATION ACROSS 4 LOOKS 7 SLANT RANGE B INS
! PDATING RATE CROSS-TRACK EVERY 8

REFERENCE FUNCTION UPDATI G AT,

EVERY 12,000 RADAR PULSES
AZIMUTH INTEGRATED SIDELOBE RATIO DUE -2048
TG PROCESS ING
OUTPUT PIXEL FORMAT A) SELECTABLE 12 GITS IN
(BOTH OPTIONS A AND 8 ARE REQUIRED) AMPLITUDE OVER 80dB

DYNAMIC RANGE
8) COMPLEX $ INGLE LOOK
PJXEL‘S BT
. 128115Q

Changes in cperating mode are anticipated to occur within a SAR mission and
these changes could involve, altitude, look angle, resolution, number

cf looks, swath width and the range and/or azimuth weighting functions.

The processor is required to operate in a continuous or burst mode.

The former has the sensor emitting non-changing parameters. The latter
interleaves alternate bursts with different parameters, yet permits
contiqguous imagery formation. Alternate bursts may involve different

radar frequencies, different polarizations or different antenna pointing
angles.

Design objectives of the ADSP include programmable features

to permit range compression from 10 to 600, azimuth compression from
20 to 350 per look and swath width from 500 to 4000 pixels. A desired
feature provides the capability to tradeoff looks, resolution

and swath width within the capabilities of the processor.



Modularity in design was a key functional design objective. This
feature could provide greater swath width (up to four times the base-
1ine), more parallel looks and multiple frequencies and polarizatfons.

2.1.2 ADSP System Scope

The princinal elements of the ADSP as shown in Figure 2 are an input
data handling facility to permit either real time or recorded data

to be processed, a range correlator, an azimuth correlator and a multi-
look integrator. Al1l of the high speed processing hardware is encom-
passed in the pipeline from data input to output. The host computer is
used tu set up conditions for mission operation. These will include
SAR parameters and overall control commands. The hardware itself

will respond to the program commands and under firmware

REAL TIME
DATA INPUT
RANGE AZIMUTH MULTI 00K
mmmt DATA ;=i CORRELATOR [~ CORRELATOR === INTECRATOR
RECORDED
DATA
O CONTROL / TEST L] IMAGE DATA
INTERPRETER AND INTERFACE FORMATTER
DISPLAY
COMPUTER STORAGE
Figure 2

ADSP Elements

control will complete the required operations. A goal of the system
design was to maintain software simplicity for the host computer by
incorporating as much as possible of the SAR variables in the hardware.



2.1.3 Analysis of ADSP Requirements
2.1.3.1 SAR Parameter Variation

The azimuth resolution for operation near broadside is given by:

K
5 e as

AZ 2V3TL

where Rs = slant range, A = wavelength, V. = satellite velocity and

TL = coherent look time. The azimuth beam width factor K, is asso-
ciated with the receive weighting required to achieve a desired side-
lobe level. For -36 dB sidelobe level, K; = 1.2 for a Taylor n = 8
weighting function. This weighting produces an integrated sidelobe
level, ISL, of -25 dB. When other sources of sidelobes are included
such as digital granularity and the lack of interpoiation in range

cell migration compensation, an overall ISL of -20 dB is obtained.

The chirp bandwidth associated with the coherent look time is given by:
given by:

2
2V T, KaVs

B, = =
L .
MR 87

For the ERSAR case VS = 7.73 km/sec, 6AZ = 15 m, Ka = 1.2 and
B, = 618.4 Hz for each look. At N=10.235 m, T = 0.686 sec.,
BLTL = 424 and the angle compression during the look angle =
424/1.2 = 383,

For four looks the total processed bandwidth = 4BL = 2473.6 Hz.

The azimuth beamwidth that just matches this spectrum is given by

#g * 4Vs TL/RS = 0.0375 (2.15%). The antenna length required

for this beamwidth is LA = .886 )/J% = 5.55 meters, assuming uni-

form illumination. The PRF of the ERSAR = 2500. The ratio of the PRF
to the four-look bandwidth = 1.01. This ratio is lower than it should
be for low doppler aliasing (angle grating lobes). A calculaticn shows
that the integrated grating lobes from the four looks is only -8.2 dB.
A higher ratio of PRF to four-look bandwidth would be required for
reduced grating lobes; however, the range grating lobes would then be



required for reduced grating lobes; however, the range grating lobes
would then be excessive unless the swath were reduced by the same

ratio that the PRF was increased. The sampled range to allow for a

40 km swath at 60° incidence and a 35.2 ysec transmitted pulse requires
266.1 usec. The ratio of the 2500 PRF period to 266.1 psec = 1.503

is a reasonable value to inhibit range grating lobes adequately. A
lower ratio of periods caused by a higher PRF would cause the range
grating lobes to appear.

SAR mission sets given in Table 1 can be evaluated as a function of
the ' umber of looks, swath width and required resolution for the
optimum PRF and antenna parameters. For the case of dual frequency
such as ERSAR-L and ERSAR-X, the real antenna lengths, PRFs, and look
bandwidths would be identical. However, the antenna widths and angle
compression should be scaled by the wavelength. Oual polarization
reception could be simultaneous, if desired. However, dual polari-
zation transmission would have to be orthogonal either by frequency

or time. The possibility for change in look angle depends upon an
adequate ratio of PRF period to A/D sampling time for the desired
swath. Electronic scanning or beam switching can be employed to change
the look angle if the ratio is less than 1.5 The requirement for a
"burst mode" involving interleaving different frequencies, polarization,
and pointing angle may Alsc require azimuthal electronic scan. This

is discussed in Secction 2.1.3.2. Of course, several PRFs may be
required to center the swath window between the ambiguous transmission
pulses to avoid eclipsing if the look angle or orbit attitude is
changed.

2.1.3.2 Mode Variations

The ADSP is required to have the flexibility to process data from a
wide variety of different missions described in Table 1 and to accom-
modate continuous or burst modes.

Figure 3 shows the case for four looks in the continuous mode integration

for azimuth cell j, where Look 4 coherently integrates the first NA/h
samples and Look 1 coherently integrates the last NA/h samples over
the azimuth beam. The four looks are noncoherently integrated and




registered at the correct range and azimuth cell. As each new azimuth
sample 1s received, a beam is completed for each look and one final
integrated multilook azimuth image sample is completed.
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Figure 3
Continuous Mode Integration Requirements

In the burst mode, a number of variations are possible. When bursts

are interleaved and do not involve frequency chanyes, the integration
patterns shown in Figure 4 are obtained. In the case shown in Figure 4a,
two pclarizations are interleaved by bursts in a four-logk mode. The result
is that the output imagery is available on a two-look two-polarization
basis. A polarization comparison of image samples can then be made.

The processing can be identical in form to the continuous case except

that inefficiencies occur in that not all of the antenna coverage is
integrated and used in the final imagery. This is because the field

must be illuminated for a full look before the data can be processed

to obtain a full integrated signal-to-noise ratio with the desired resolution.
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A large number of looks can be transmitted on an interrupted basis as
shown in Figure 4b. In this case, 32 looks are processed. Look
integration procedures may be varied as a function of time, if the
burst sequences are short. In the limiting case, each look can be

an unfocussed segment of the entire beam. The beam is then split in
angle into the number of "looks" processed. The Multiple burst looks
must be placed in proper range registration prior to integration.

The conditions change if bursts of different frequencies are transmitted.

If we assume that the antenna size remains the same, the high frequency

has a proportionally narrower beam. Thus, if full coverage is desired,
multiple bursts at different pointing angles must be transmitted. This is
illustrated in Figure 5. For simplicity, the example of high frequency is
four times the lower frequenry and four looks are employed. The first

burst at frequency F1 provides the four-look coverage indicated. Quadrupling
the frequency narrows the antenna beam proportionally and also increases the
ground resolution by the same factor. To obtain the same final image
resolution, only one fourth as many pulses need be transmitted per burst.
But since the beam is narrower, it must be steered to a total of four

angles with a separate burst transmitted at each angle. Four looks are
processed at the high frequency also to maintain the final imaje resolution.
A strip map can be generated in this way which has one look at each
frequency for each image location.
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Figure 4b. Interrusted Bursts, 37 Looks

FIGURE 4a.  Contiguous, Two-Polarizetion Sursts

Figure 4 Interleaved Polarization Burst Mode
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Figure 5
Interleaved Bursts At Two Frequencies

2.1.3.3. Range Cell Migration

Range cell migration occurs during the synthetic aperture integration
due to the radial range change between the radar and a ground scatterer.
This migration consists of a 1inear_component with time, rt, and a
quadrature ratio component, 1/2 ft. The range cell migration function
is analagous to the phase focusing function and can be derived in

the same manner. The time, t, is generally referenced to the point

of closest approach, L for a non-rotating earth. A rotating earth
component of velocity toward the radar will actually make the point

of closest approach occur slightly later in time. An orbital altitude
rate associated with eccentricity will also affect the time of closest
approach. The radar beam pointing departure from broadside will shift
the time of signal return and thus introduce an r term equal to Vs cosOy,
where @y is the angle between the velocity vector and the ground
scatterer.

Table 2 indicates that for ERSAR there are 86 slant range bins of

range walk to be compensated for across the four looks. Assuming

an incidence angle of 60°, a ground bin of 15 meters resultsin a slant
range bin of 15 sin 60° =12.99 m. Thus, the range walk is 86 x 12.99 =
1117 m or 7.45 pysec. The range curvature is given as 7 slant range

bins = 90.9 m. The maximum ranqge walk across the farthest look = 1117/4 +

1



3/4 x 90.9 = 347.4 m or 26.7 slant range bins (slightly less than the
26 specified). The 4-look time is 4 x 0.686 = 2.744 sec. Thus, the
maximum range rate is assumed to be 407.1 m/sec. The corresponding
acceleration is 96¢.6 m/secz. The coherent integration of each look
must take place along the curved range cells to achieve the desired
rasolution. The range cell migration infers a two-dimensional matched
filter requiremenrt for which the processing algorithm alternatives

in Section 2.2 have been developed.

2.1.3.4. Clutter Lock Requirements

The approximate satellite position, velocity and altitude information
is provided to the SAR processor. The SAR antenna pointing (roll,
pitch and yaw) will be controlled within + 1°. Uncertainities in the
data could easily cause the signal to depart in center frequency by
more than the per lvok bandwidth. For example a yaw angle of 19
translates to a cross-cone angle of the slant range vector of 0.83°
from broadside. This results in a shift in doppler of 950 Hz for the
L-band 300 km ERSAR satellite. At X-band the same yaw shifts the dcppler
by 7153 Hz. Earth velocity for a satellite polar orbit has a radial
component at the equator of VEQ sin (incidence angle) : 463 x sin 60°
= 401 m/sec, causing a doppler shift of 3413 Hz at L-band. For
accurate ERSAR mapping such as 10 m absolute location (AX), the

doppler shift due to the earth must be known to,
2V gAX 2 x 7730 x 10

Af = - = 1.17 Hz ¢r 0.034%
RA 564.4 x .235

Clutter locking should be maintained to within 100 Hz to keep the

per look tuning within 20% of the look bandwidth (4% of the PRF).
Errors greater than 50% of the look bandwidth will degrade the azimuth
sidelobes due to azimuth spectral aliasing. Clutter locking errors
due to satellite yawing do not cause a mapping error since the doppler
used to tune the processing bandwidth to the signal spectrum is em-
ployed in forming the map location.

% 2.1.3.5 Automatic Focusing Requirement

i The doppler chirp rate fq of a target viewed by the SAR beam must be

12




matched by the azimuth correlation process to achieve the azimuth
beam compression and desired target resolutifon. It is equal to f, =
2F /). The radial acceleration i is a function of the satellite
velocity Vs' the slant range Rs. the ratio of the target distance y
from the orbit axis to the orbit radius, RE + hE' for near broadside
operation for a non-rotating earth. The relation for a circular orbit
is

vszy V$2 RE cos @

r .
Rs (RE + hE) RS (RE + hE)

where gis the earth angle between the satellite and the earth target and
he is the orbit height; RE is the earth radius. The nominal value of
r =100.84 m/sec2 at the midpoint of the ERSAR swath (Vs = 7.73 km/sec,
RE = 6373.95 km, hg = 300 km, R, = 564.4 km, a = 4.2°). Over the 40im
swath, ¥ varies from 104.03 m/sm:2 at the near edge to 97.8 m/sec:2 at
the far edge. The variation A¥ = 6.23 m/scec2 occurs across the 40 km

swath, resulting in a change in doppler rate

_2Ar _ 2x6.23

Af = 53 Hz/sec

d A .235
The depth of focus, expressed in terms of allowable change in doppler
rate, can be determined assuming a quadratic phase error allowance of
+ /2 at both ends cf the synthetic aperture relative to the center

of the aperture. The phase error

T/2 T/2 .
A¢=+1}=21?j' S af, a2 = I
: 7

0 0

.2
Afy T

The term Afy = + 2/T 2. Thus, the depth of focus, DOF = @,
where TL is the time to form the synthetic aperture for each look.

For an azimuth compression ratio of 350 and a bandwidth of 500 Hz,

T = 0.7 seconds. Thus, the depth of focus = 4/.72) = 8 Hz/sec. From
the point of view of a single look, the reference function does not
have to change more often than 40 km (8 Hz/sec : 53 Hz/sec) = 6.04 km

13



swath. However, the reference function will have to change more often
in a cross-track direction to permit the registration of the four looks
within 0.2 czimuth cell,

The presence of a quadratic phase error corresponds to a mismatch of the
reference function chirp rate with the target chirp rate. This mismatch
has the effect of a doppler error between the four looks, gf, producing

a misregistration of the {mages, 4x.

ZVSAx
Af & e
Aas
2 x 7730 x 3
For x = 0.2, ’AZ s 0.2 x 15 = 3 meters, Af = = 0.35 Hz

.235 x 564.4 km

The time interval between the four looks = 3TL- 2.1 sec. The aliowable
change in doppler rate cross-range = (0.35/2.1) =0.17 Hz/sec, Thus,

for registration, a new reference function should be applied more often
than 40 km x (0.17 Hz/sec 2 53 Hz/sec) = 126 meters of swath, corre-
sponding to 8.4 resolution elements. The specification calls for a

new reference function cross-track every 8 samples, which is reasonable.
Fortunately, the chirp rate variation across the swath is deterministic
from the geometrical parameter variations and may be computed from

the one or two measured chirp rates refined by auto-focusing

techniques.

14



ORIGINAL PAGE I3

UALITY
2.2 PROCESSING ALGORITHMS OF POOR Q

This section describes the candidate SAR processing algorithm
considered for the ADSP and gives pertinent implementation data on
them. Performance levels are treated separately in the following
section (Section 2.3).

2.2.1 Basic SAR Processing Functions

The formation of images from synthetic radar arrays follows the same
principles found with optical lenses or real radar antennas. Images
can be focused in the far-field when the energy reaches the antenna
as a virtual plane wave relative to the antenna diameter or in the
near field. The far-field SAR is generally terred an unfocused SAR
and, being relatively simple to process, is not treated in this

study. Processing in a focused SAR is essentially a two dimensional
matched filter process as indicated in Figure 6.
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Figure 6
Focused SAR Image Processing Functions
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The range, or cross-track, dimensfon may be processed by conven-
tional rcdar pulse compression techniques, the mcthod used depending
on the type of radar waveform employed. The azimuth, or along track,
dimension can be considered in the same functional sense as the
range dimension. Here, the radar footprint of the real antenna with
its doppler frequency response forms a quadratic phase (or linear FM)
function across its width. As the real antenna moves with its scan-
ning platform the radar footprint "waveform" moves along the image
plane in azimuth in the same manner that the uncompressed radar
pulse moves across the image plane in range. Thus a filter matched
to the radar footprint "waveform" operating in the azimuth dimension
will compress the radar footprint to the resolution defined by its
time and handwidth parameters. The limiting azimuth resolution for
a focused SAR is one half the azimuth dimension of the real antenna.

&EARYH VELOCITY

RADAR BEAMWIDTH
SATELLITE YAW

SATELLITE FLIGHT PATH

[}

Figure 7
Satellite Radar Swath

Two other functional requirements are important in SAR processing,
range migration and multiple looks. As a SAR satellite platform

o e e
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moves along its track, the earth velocity causes the radar return to
move linearly with the motion of the spacecraft (5/C) (See Figure 7).
In addition, the range of a fixed point on the earth will vary in a
quadratic manner as the S/C radar footprint moves past.

Radar returns from objects vary in amplitude as a function of the
aspect angle of the radar. This tends to give radar mapping return

a speckled appearance. The effect can be reduced by non-coherently
summing coherently processed segments of the radar fcotprint "waveform!
This multi-look processing reduces the final image resolution in
proportion to the number of looks processed. The bandwidth of the
processing required for each look is also proportionally reduced.

The combined efrect of range migration, linear and quadratic range
walk and multiple look processing is illustrated in Figure 8.

ELEMENT RANGE WALK
RANGEWALK « RT + JR1Z+ . . .

W ANTENNA BEAMW IDTH

FIXED ANTENNA

Figure 8
Azimuth Resolution Element Motion
Relative Fixed Antenna
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2.2.2 Time Domain Processing

2.2.2.1 General Time Domain Processing Consideration

The general form of a time domain processor is shown in Figure 9.

It essentially implements the SAR processing equations with a time
domain analog of the functions. After range correlation, which
consists of a tapped delay line finite impulse response filter in a
time domain implementation, the signal is filtered (presummed) into
bands curresponding to the looks to be processed. This serves to
greatly reduce the computation requirements of the azimuth correlators.
A simple example will illustrate the effect. Consider an azimuth
correlator with 1000 azimuth samples over the total beamuidth with

an azimuth doppler bandwidth (and sample rate) of 1000 Hz. The

number of complex multiples per second to perform a time domain
correlation is then 106 per range cell. If the signal is processed

as four looks, the bandwidth per look becomes 1000/4 and the number

of azimuth samples covering each look is 1000/16 giving a total
computation rate for four parallel look 7ilters of (1000 X 1000 X 4) =
106/16 per range cell. Thus, the computation rate is 4inve;1§;&
proportional to the square of the number of looks processed. The

net complex computation rate for a time domain correlator is GTABA/NLZ

LOOK }
AZIMUTH _
*! coRkELATOR [o] DELAY
MULTILOOK
PREFILTER
L e QUTPUT

RANGE
INPUT CORRELATOR [

LOOK 2 '

AZIMUTH
! CORRELATOR

Figure 9
Multi-Look Time Domain Processor Functions
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where; TA is the synthetic aperture integration time, BA is the
doppler bandwidth, NL is the number of looks, and ¢ is the over-
- sampling factor.

After prefiltering and azimuth correlation, the multiple looks are

summed. A time delay must be inserted in the look filter prior to

summation to compensate for the time offset of the look energy from
particular looks.

Two general types of architecture have been identified for time domain
processor and have been evaluated in Reference 1. They have been de-
signated Type A and Type B and we will continue to use those designations
for clarity. Type A (Figure 10) is a classical tapped delay line
matched filter in which the intertap delay lines connected serially
contain the entire SAR range swath.
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R:f?('ii FIFD FIFQ
FIF
SWATH MEM MEM MES
STORE
} F [ X R —— l
DELAY AND DELAY AKD ELAY
INTERPOLATE INTERPQLATE n?re"s?mfﬁ?s
L i
3 e
ouTPUT
AZIMUTH FOCUSING FUNCTION STORE

Figure 10

Serial Time Domain Azimuth Processor

19



ORIGINAL PAGE IS
OF POOR QUALITY

Type B (Figure 11) performs azimuth filtering by the construction

of parallel azimuth beam correlators, each accumulating the processed
beam over the entire range swath. The general simplicity of form for
these processors plus their minimization of memory storage makes them
candidates for the ADSP. We will develop sufficient detail on these
processors to permit evaluation on an equal hardware technology basis
with the frequency domain methods.

tNPUT RANGE 3
=8> \NTERPOLATOR| © DATA BUS
® © @ {2 I J 1’ o @
RANGE
MIGRATION SWITCH SWITCH SWITCH
COMPENSATION AND GATE AND GATE AND GATE
FOCUSING
FUNCTION
AZIMUTH LINE FIFO FIFO cce FIFQ
ACCUMULATOR MEM MEM MEM
QUTPUT <@umed SWITCH  jugom j
e
Figure 11

Parallel Time Domain Azimuth Processor (Type B)

2.2.2.2 Serial Time Domain Processor (Type A)

Figure 12 is a more detailed sketch of a Type A or serial processor.
The processing is segmented into processing units labeled as corre-
lator #1, correlator #2 ... up to correlator N. Each processing
unit has a FIFO (first-in, first-out) memory large enough to hold a
single pulse radar sweep. Since the range processing is completed,
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?)??gg; QUALITY
the FIFO memory covers the range swath plus any uncompensated range
migration. The FIFO memory can be implemented with shift registers:
but random access memories which have more capacity per chip, consume
less power and are less expensive are a preferred choice. In addition,
the storage length of a FIFO random access memory is easily changed
by address control. The address control mechanism conzists of a
counter, a reset control word and a comparator. On each count new
data is read into the memory and the data stored is read out. When
the count reaches the value of the reset control word, the comparator
will output a signal which resets the counter to zero. Thus, the
delay (FIFO) capacity is easily changed. The memory read-modify-write
cycle time must be less than the clock period. If it is not, multiple
memory units can be multiplexed to meet the speed.

:_ CORRELATOR #1 T CORASLATOR a2 —I M7 7 commecaronsw —}
| l
| —et i : — B || ! —p ]
- ' -
| L
s Ty | - : " — 1 |
| Rl ' PRl | I pe: '
STORE STORE STORE |
| FIFD l FIFQ I I FIFO |
l | | [
l RANGE l AANGE | | RANGE |
| COUNTER | COUNTER I ' COUNTER
r i I ! |
I TiME l TIME - VA|mAIlE {7y ' TIME I
| e DELAY | o]  OELAY FOR ACH pLUS | |  DELAY
7+ 07 Tee it INCAENENT (son) oo nr |
| | | | || Ty MRS g )
| STORE | STORE | } STORE |
‘ . 2-4 :
I =1 ooLATOR l == soaron | PO‘"" | BT |
|
| | l | y I
| FOCUSING | 3 I
| I FUNCTION | | l
R J— @ n QUTPUT TO
I
Yy Y | Y I,
I 4 | | Wrenrace ' | | Wveneace |
L- — ' mmmmm .-L — ] —————— —J L —— 1- — — om— — oo— -—’

Figure 12
Detail of Type A Processor
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Range migration compensation is accomplished within each correlator

by a combination of variable clock interval (range cell) shifts (Ty)
plus interpolation. Simulations indicate that a two point interpolator
will give adequate performance, but for the highest quality imagery

it may be desirable to use a three or four point interpolator. The
focusing function storage in each correlator unit is related to the
required increments of range migration compensation. Each significant
variation in focusing function, nominally every 8 range cells for the
baseline SAR mission, has an associated range migration compensation.
The total reference storage in each correlator unit is at least 4000/8
= 500 words of at least 34 bits. These bits would be assigned as 22
bits for focusing function, 7 bits for incremental range migration,
and 5 bits for the interpolator.

In addition to the variable time delay in each range migration compen-
sation memory, a fixed incremental delay is inserted to aid in con-
veniently obtaining an output summation. In effect, each correlator
segment is operated offset in time by one range cell. Then, as the
partial sums are passed from one unit to the next through register
delays they are automatically added with the appropriate delays.

In the baseline SAR system requirements, the four look prefiltering
will give a clock rate of 11/4 = 2,75 MHz for each azimuth correlator.
Obviously, the computational hardware in each correlator unit cau

be operated at a higher rate and this is reflected in the three circuit
tabulations given in Table 3 for the Type A system. A typical con-
figuration fcr a 4X multiplexed correlator is shown in Figure 13.

Note also in Table 3 that the number of interconnections is modest

for the Type A correlator modules.
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Multiplexed {4X) Type A Correlator Channels

Table

Type-A Circuits -- Interconnections

3

CIRCUMIS IMODULE
X F$
FNCTION CIRCUNT TYPES b

PRI STORE (BK X 22 4K X 4 RAMS 12 - ]
PRI MEMORY CONTROL MESCELLANECUS 10 10
RANGE COUNTER COUNTERS AND REGISTERS 4 [ ]
RMC AND CONTROL MISCELLANEOUS (1] 0
FOCUS MULY A MY, 2A0DS 1% n
ADDER ADDERS AND REGISTERS 16 b ]
CONTROL INTERFACE  MISCELLANEOUS n n”
TOTALS 1 161

110 INPUT 2

QUTPUT DELAYED 2

UT SUM . 1

QUTPUT
CONTROL IN-OUY _32

TOTAL

23

108

4
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2.2.2.3 Parallel Time Domain Processor (Type B)

A detafled diagram of the Type B time domain processor is shown in
Figure 14. Because of the nature of the architecture, a single
common interpolator unit can be used for all of the correlators.
However, this step creates a large I/0 pin requirement and the
accuracy that can be used is therefore limited. The example shown
has eight, two point interpclators feeding the input bus. Range
migration compensation is accomplished for each correlator by se-
lecting the appropriate interpolated point and gating the desired
range cell. The entire interpolation control sequence is generated
and/or stored in the Common Control Unit. As the first correlator
starts its integration process, the required RCM controls as a
function of range for the first radar PRI are applied. This control
sequence is then passed to the second correlator and the RCM

control sequence for the second PRI is applied to the first corre-
lator. This process is repeated until the last PRI to be integrated
by the first correlator is received. A similar process is used for
the focusing function store. The reference words pass serially
through the string of correlators. Wnen a correlator unit completes
its integration process, its output is selected and it starts the
integration process again.
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Tabie 4 1ists the circuit counts for various multiplexing alter-
natives for the Type B architecture.

Table 4
Type-B Circuits -- interconnections

* X X ax
' ANCTION CIECUTTYPES DM simm Jidm
SELECTY 8:1SW 2 2 2
RCM MEM AND CONT MISCELLANEOUS " 3 %6
FUNCTION STORE MEMORY () 12 A
ADDRESS GEN MISCELLANEOUS 10 18 26
RANGE CELL ACCUM 4K X 4 RAMS 16 32 o4
COMPLEX MULY AMLY 15 11 19
ADDER ADDERS 16 18 2
CONTROL INTERFACE MISCEUANEOUS _‘2 _lg _12.
TOTAL CIRCUITS 109 161 ril)
110 INPUT 116
' FOCUS IN-OUT a8
INTERPOLATE IN-OUT 8
ouTPUT 0
CONTROL 16
TOTAL 2718

2.2.2.4 Type A, B Comparison

A qualitative comparison of the Type A and Type B time domain
processors is shown in Table 5. There is not a significant difference
in the estimated cost or performance of the two approaches. Type B
offers more flexibility for variation of SAR parameters. However,
this is only true if the number of looks are held constant and the
compression factor is less than the established size. For both
systems, if the number of looks are reduced it takes significantly
more hardware correlator modules to achieve real time processing

/ rates and the system must be reconfigured. Our preference is with
§ the Type B system because of its greater programmability and
somewhat less fault sensitivity.
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Table §
Type-A, B Comparisons
CHARACTERISTIC TYPEA TYPEB
COSY, SIZE HIGH ( > 2X FFT CONVOLVER) HIGH { > 2X FP CONVOLVER)
MODIARITY
: mooo o :mun cugammns PARAULEL CORRELATORS
o FAULY SENSITIVITY . '%%h 10 o
®
% vlg o .Ai‘?&ﬁ‘ HIGH IN SERIAL CONTROLS
o CONTROL ° &%gﬂm MODULE SERIAL CONTROLS
° RESSION FAIR -~ (F |ES FAIR Y0 GOOD -~
éaﬁuﬁﬂf“"“‘ 600D - IF %iﬂﬂﬁw.
POOR ~ IF GREATER ] d
o RANGE SWATH GOOD —MEMORY CONTROL GOOD ~~MEMORY CONTROL
» NUMBER OF LOOKS POOR -~NEED EXTENSIVE FAIR wuuvmmn-sggm
Wﬁﬂ”ﬂﬁs S W) QF’SV
R ALLY ROWS EXPONENTIALLY
WITH FEWER LOOXS WITH FEWER LOOKS
o BURST MODES IN ACCORDANCE WITH AZIMUTH COMPRESSION VARIATIONS
o RELIABILITY :gg% %n TO SERIAL DELAYS ;m 3}5 sto SERIAL CONTROL
0 ggsgauaggmm CONTROL BUS RGE mt;g%‘g&s.“ .
n%ﬁﬁﬁbya 1F COMMON

2.2.2.5 Prefilter and twultilook Integrator

The general multilook (for four looks) prefilter situation is depicted
for the input signal to the prefilter shown in Figure 15. The signal
spectrum, which has been sampled at the sampling frequency fs, is offset
from the center by an amount foff' The objective is to filter the
signal into the four individual looks and decimate the sampling
frequency by a factor of four. The clutter lock circuit will detect
the offset frequency and this will be applied to the overall spectrum
(point (a)) to center it about zero (point (b)). Each of the four
individual look offset frequencies 1 fas f3, and f4 are then applied
and the result is low pass filtered to isolate the individual look
bands. Since the bandwidth for each channel has been reduced by a
factor of four, the sampling rate can also be reduced (decimated).
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Figure 15
Multilook Filtering Functions

An implementation of the filtering and decimation function is given in
Figure 16. A 32nd order low pass filter is used to achieve the de-
sired passband and ripple characteristics. This is obtained from the
approximation given in reference 2,

%

an-'InCZ

AF%
mM-1) ¢

where AF is the passband to stopband transition width, M is order
of the filter, and 62 is the passband ripple,
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if we set AF = .05, and §, =.01 we obtain N2f32. In the implemen-
tation of Figure 16, the decimation is accomplished by the serial to
parallel shift register tap registers operating at a reduced (4 to 1)
clock rate. The decimation is exploited by operating the filter
coefficient multipliers at the input clock rate and accumulating four
products prior to the formation of the adder tree.

JRIGINAL PAGE 3
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Figure 16

Low Pass Filter
(32nd Order) Decimate by 4

An implementation of the multilook integrator is shown in Figure 17a.
; The method shown with four individual look integrators is preferred
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over the delay line approach since less memory is used. If X is the i
product of range cells times azimuth compression samples per look,

the storage in Figure 17ais 4X. A delay line approach (indicated in

inset) would require 3X + 2X + X = 6X.
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2.2.2.6 Time Domain Hardware Summary

Table 6 lists a hardware summary of the time domain processing F
options. The totals assume 11 MHz clock rates in the correlator

modules. Althoush *his speed is achievable, it is somewhai high for

TTL application. We feel it is practical in this instance, since it

is an on-module clock rate. Most of the module interface rates are ]
at one fourth this rate or 2.75 MHz. Nevertheless, the total number

of modules is 3 to 4 times as high as the number expected for an FFT

convolver implementation.
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Time Domain Module Summaries

NUMBER REQRIRED
TYPEA PEB

FUNCTION REMARKS
RANGE CORRELATOR 130 130 11 MHz CLOCK, ~~200 CIRCUITS EACH
RANGE CONTROL | 1
:‘I%El;l'lﬂi]% !g':\?l’i‘)NngTROL 4 4 11MHz IN, 2.75MHz OUT
INTERPOLATOR - 4
AZIMUTH CORRELATOR 420 420 11.0MHz CLOCK, 4 CHANNELS / MODULE
CONTROLLER 1 1
INTERPOLATOR AND MAGNITUDE 1 1 4 MODULES / INTEGRATOR
MULTILOOK ACCUMULATOR 16 16 500K WORDS / MODULE
CONTROLLER 1 1
SYSTEM CONTROLLER 1 1
INTERFACE/ TEST 1 ]

2.2.3 FFT Convolver

Azimuth processing, using an FFT convolver, has been divided into
two approaches: Case 1, discussed here, where the range and azimuth
correlation are operated separately and Case 2, discussed in Section
2.2.5, where a two dimensional convolution is performed either inclu-
3 ding, or not including, the range compression function. Range com-
; pression alone using FFT convolution is discussed separately in
Section 2.2.6.

FFT azimuth correlation is accomplished by forming an azimuth matched
filter moving along constant ranqge 1ines of the radar return. The
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filter is formed by transforming the data to the frequency domain,
multiplying by the complex reference of the azimuth focusing function
and performing the inverse transform to convert the signal back to the
time domain. The frequency transform filter thus formed performs

a circular convolution of the azimuth focusing function with the
signal data within the FFT window.

With multiple look processirg, separate frequency filters must be
provided for each 1ook. This is done as shown in Figure 17 b with
separate spectral references for each look and separate inverse

FFT's. Because the frequency band coverage of a single look is a
fraction of the total, the frequency samples can be decimated (reduced
sample rate) prior to inverse FFT processing. In the example of
Figure 17b with four looks, the number of inverse FFT points is reduced
by a factor of four to coincide with a four to one reduction in

bandwidth,
® SELECTED 0 RETAIN
FREQUENCIES 266 POINTS
131 LOOK |
RANGE 5i2 POINTS |
® OVERLAP WALK
FROM INPUT DATA ) LOOK 1 REF LOOK 2
RANGE su;{){ms frr——
] FORMER fos] 2008 BOINTS BUFFER MuLTILooKk [IMAGE
— — i
BUFFER 14036) LOOK 2 REF prs LOOK 3 COMBINER
o OPPLER §12 POINTS
CENTROID
512 POINTS |
LOOK 4 REF
Figure 17b

FFT Convolution-Azimuth Processing
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The ability to perform range migration compensation in the FFT
convolver approach is due to the unique relationship of range
migration and frequency coefficients in the azimuth processor

as illustrated in Figure 18. As indicated in Figure 8, the range
migration correction is a function of beam angle and the frequency
coefficients are represuntative of beam angle. Therefore, range
migration correction by shifting freguency coefficients in range
will correct for all of the targets with energy in that coefficient.
We have shown (Section 2.3) that for adequate performance the range
migration correction must be refined using interpolated sample
points.

FREQUENCY

NGl PROFILE

2 A A

\\\ ///

3 : \\ \ _ // // E
\ \ INTERPOLATION
\ A/
I L
S~ 7t wrientine

e 2048 COEFFICIENTS ———}

Figure 18

Unique Relationship Between Range
Migration and Frequency

We have selected the FFT convolver algorithm for the recommended

ADSP design and discussion of its implementation is contained in
Section 2.5.
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2.2.4 Subarray Processing

Subarray (or step transform) SAR processing is performed by con-
verting segmented received time data to the frequency domain and
resolving the individual doppler trajectory of the map elements.
Partitioning the data into small groups or subarrays permits range
walk and other correction factors to be incorporated. This par-
titioning also enables a continuous strip map to be processed

in an efficient manner by adding onlv new subarray data to the al-
ready accumulated data and dropping the old subarray data.

SAR processing using subarrays consists of the following five steps.

Focus data over short subarray time.

Store subarray data over large array length.
Combine subarray outputs to form large array.
Compute new subarray data entering large aperture.
Orop old subarray leaving large aperture.

N H W Ny —
) . - . .

Figure 19  illustrates the step transform algorithm. Since the data
is being continuously fed into the step transform processor, the
overlapped subarray computation can be performed as a running process.
Similarly, the output fine resolution can be computed as soon as a
full aperture of subarrays have been computed. This is also done as

a running process where new subarray data is added while the old data
is dropped.

Factors to be considered in implementing the subarray approach
include input spectral aliasing, short aperture sidelobes, and
straddling loss. These and other factors have been analyzed and are
“iscussed in Reference 3.
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Block Diagram of Subarray Azimuth Processor

The functional diagram of Figure 19 illustrates the subarray approach
for an infinite deramping function. The azimuth processing begins

with the application of the infinite deramping function following

range pulse compression. The reference function applied is illustrated
in Figure 20. It is essentially a continuous frequency ramp

wrapping around at the sample rate. Total frequency coverage within
the sample rate will cover the entire SAR antenna beam response
including multiple looks and guard band. A single target will
encompass the full response.

After demodulation, the data is collected in a subarray memory which
forms overlapping subarray segments which are amplitude weighted

and processed in the subarray focusing FFT. Data is then placed

in a corner turning memory whose output is first processed for range
walk compensation prior to final subarray combining. The subarray
combining data is integrated along paths as indicated in Figure 21.
Coherent integration occurs across a single look at a single coarse
azimuth frequency with multiple look, non-coherent integration
following along the same frequency.

35



CRIG'NAL PAQGE 1S
OF POOR QUALITY

"% \\ GUARD
\\ \\ BAND (1)
FREQUENCY \x\ \ LOOK 1
RESOLUTION N
. NO\gsa N LOOK 2
N ~
REFERENCE \\\ REFERENCE® | \ LOOK 3
SN e
5 O\ - \, BAND (2
2 TINE
=== - = SUBARRAYS -
Figure 20
Continuous Deramping and Subarray Processing
s /\
27 7NN NN
, /S 7 777 7T
FREQUENCY L L L L L LS s
LML N7 7 77 77,0, 7
W VA A A A A
SN AN A ey
o /S a8 L L L L L L
(S 7,0 ST
LS SIS S, £ £ L L L
\,@/\93\,&/\,/@/ 7 7 7 7 7
)07 Lt L L L L
/s 0 ST 777 7
AV AN AN,
S\, 7/ /7~7 7 7 7 7
<t S
TIME
Figure 21

Deramp Coarse Resolution

36

ANTENNA
BEAM
RESPONSE



Buik storage in the subarray processor can be estimated by reference
to Figure 22. The integration must occur along horizontal paths for
each look. As new subarray data is received integration intervals

as a function of frequency become filled. These are then read out
and processed for fine re:olution. Since the data can be discarded
after integration the minimum storage requirements for each range cell
will be contained within the four triangular patches with width
covering a look integration time and height corresponding to the
look bandwidth. Thus, if there are M subarray coefficients and N
subarrays per look the minimum storage is MN/2 or MN if a double
buffered implementation is used. For the ERSAR case, the PRF is 2500
and the look integration is 0.7 seconds. The input time-bandwidth
product is then 1750. Msing a subarray size of 64 points and an
overlap factor of 2 to 1, the number of subarrays per look becomes 54.
The number of spectral coefficients used is 4/5th of 64 =52, The
minimum memory storage is therefore 52 x 54/2 = 1404 per range cell

or about 5.7 x 106 words to encompass 4086 range cells. A programmable
design of the bulk storage unit in a subarray processor is difficult
and it may simplify its control if a double-buffer arrangement can be
used. In this case the total memory would be 11.4 x 106 words.

The complex computation rate for the baseline can be estimated per look
interval per range cell as follows:

Continuous deramp function: .7 x 2500 = 1750

First FFT Wtg: 54 x 64 3456
First FFT: 54 x 32 x 6 10,368
Second FFT Wtg: 52 x 64 3328
Second FFT: 52 x 32x 6 9984

Total per range cell 28,886
Total per 4086 cells 113 x 10°
Rate per second 168 x 106

The rate of 168 x 106 assumes equal computational load for the
weighting function and the FFT butterfly computations. If the
weighting is accomplished by combining it with the FFT process, half
of the weighting orzration are eliminated and the net computation rate
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becomes 148 x 106 complex operations per second.
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Bulk Storage in Subarray Process
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2.2.5 Two-dimensional Convolution

The 2-dimensional convolution approach to SAR azimuth processing

has been divided into two parts, one in which the range correlation
is included and the s2cond for azimuth compression only and the
2-dimensional process is applied to correct for range migraticn.

The latter approach also includes a hybrid FFT time domain technique.

2.2.5.1 Full Range Azimuth Correlation 2-D Process

Two dimensional convolution as illustrated in Figure 23 is an ideal
approach in terms of computational efficicency for a single reference,
but the small depth of focus for a single reference spectrum results in
reduced =fficiency. For example, the azimuth reference function

must be updated every 6 km of swath to maintain single look focus.

Over a 40 km swath, the reference would have to be adjusted at least

9 times if a 1024 x 4096 2-D array were used. The process also rules
out the incorporation of multilook registration in the process since
this requires a reference update every 8 range cells.

DATA SPECTRUM

TWO-D IMENS 1ONAL 1
FFT PROCESS
RANGE e I > X
)
RADAR PULSES REFERENCE SPECTRUM
-- ===7F DEPTH OF
- - -1 rocus
Figure 23

Two-Dimensional Convolution Using FFT Processing
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2.2.5.2 2-D Convalution With Pange Compressed Data

A 2-D convolution azimuth correlation procedure can also be employed
on the range compressed data to accomodate range walk. This fu.ction
can be done using the standard FFT algorithms (4) or other more recent
algorithms such as the fast polynomial transform (5). The fast
polynbmial transform has been applied to SAR processing (6,7) and a
short summary will be provided here.

Consider the convolution of the range compressed data [a(m,n)s with
reference [r (n,m)3 , each of size Mth For the SAR processing in
mind, M is the number of range cells for which a single focusing
function could cover, typically 128 or 256, and N is the azimuth
coverage, typically 4096 or 8192.

From the data array ia(m,n)} , we generate (r+]) subarrays, where
r=1+ logz(N/M). The i-th subarray iai(m.n)g is of size Mx(N/2'),
i=1,2,...,1 4 1092(N/M) except array {ao(m,n)} which is of size
Mx(M/2). To generate {? {(m,n)& , we take each row of ga(m,n)§,
partition in the middle, take the sum and difference of the corres-
ponding elements:

al(m,n) = a(m,n) - alm,n+/2) .
] 0 =néN/2 -1
a (m,n) = a(m,n) + a(m,n+M/2)

Of the two arrays generated {a‘(m,n{% and gé](m,nig. The first one
is kept and the second is used to generate a (m,n), row by row, as
follows:

az(m,n) = 5](m,n)-51(m,n + N/4)

(@)
N
=
[T,
o=
[]
—

i2(m,n) = 3 (myn) + 3 (myn + N/4)

This process is illustrated in Figure 23.

* The notation is somewhat different from references (6) and (7).
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The process is repeated r times, the last two arrays are {ar(m.n)g
and ia°(m.n)3 as indicated in Figure 24. The operation takes a
total of 2MN additions.

The operation is also precomputed on the reference array r(m.n)g
and stored.

@ N

- n/2

1

[ — ) I =
oth row of a-l(m,n)
) Generation of aé(m,n)
| — i |
a-}(m,n) al(m,n)

oth row of a (m,n)
M Generation of al(m,n)

a-2(m,n)  a2(m,n)

Figure 24a. Generation of {a](m.n)g from {a(m.n)} and
of iaz(m.n)g from {51(m,n)§ .

M | DATA A

M Al Az e o o Af A.

Ni2 N/4 M2 M2

Figure 21b. Renetition of Figure 24a Process

FIGURE 24. Polynomial Transform Operations
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The next step is to perform the polynomial transform of the arrays
iéi(m,nQS and i}‘(m,n)g , 1 =0, 1,...,r. The structure of the
polynomial transform is very similar to radix 2 FFT, except each row
in the array is treated as a single element. To illustrate with a

"DI F" structure applied to the ia‘(m.n)}array. we first take two
rows M/2 apart, and take the sum and difference of the corresponding
elements, i.e.,

a'(m,n) fa'(mem/2,n) 0< N/2-1

The sum is left alone, but the difference is cyclic shifted (or wrapped
around) by a prescribed amount (depending on the corresponding twiddle
factor in the FFT structure) and the sign of the wrapped around

part is changed as shown in Figure 25. These two rows are put back

in the array and two more rows are taken out and cperated on in this
manner. After M/2 such operations, the first stage is completed.
Another set of operation then commences, as in the 2nd stage of the
FFT. That is, rows that are M/4 apart are operated on pairwise.

This operation is repeated for the logzM stages.

— =< [
K « N2, NI, . ... MI2 <— CHANGE SIGN

ELEMENT BY ELEMENT
ADDITION AND SUBTRACTION

Figure 25. First Stage of Polynomial Transform
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The "butterfly" operation in the polynomial transform can be pipe-
lined by inserting the resuylts back into the array in a criss-

cross manner (8), as follows. For the first stage, the first pair

is i_a‘(O.n)} and i_a](M/Z.n)g,the results are, for example al(o.n)

The 2nd pair to operated on by the butterfly show1d be {a (M/d n)

and [a (3M/4 ,n) ; obtaining the results ia (M/4,n) and { (M/4, n) .
Now the result ja_ (0 n)S should be stored in row 0, %a (0 n)3 in row
M/4, {3‘(M/4 n{i in row M/2, and {FI(Mld n)S in row 3M/4.

The total number of additions for transforming the i‘a (m,n)3 array
is NlogzM So the total number of additions for transforming all
the g(_a m.n)S arrays is 2N1092M

Again, we note that the polynomial transforms of the reference arrays
i_r (m, n)3can be precomputed and stored.

We denote the po.ynomial transforms of ai(m,n)jand ri(m,n)g by
234 (m, n)3 and ¥ (m, n) respectively.

The next step 1s a cyclic 1ike convolution of the rows ofia (m, n)g

with 3 r (m n)& . The difference from the ordinary cyclic convolution

is that the wrapped around part has a sign change. References (6) and (7)
suggests the use of an idea proposed by Arambepola and Rayner (9) which
accomplishes the convolution via a transform algorithm that is only

a slight modification of the FFT algorithm by changing the twiddle
factors. One could, on the other hand, use the straightforward FFT

te compute the mancyclic convolution and simply do a circular shift

and change the signs of part of the result. This step requires
2MN(1og,N-3) additions and N(2§ + Tog,N-3) multiplications.

Finally these (r + 2) arrays are combined to give the cyclic con-
volution o the data {9(m,n) and the reference ik(m,n) . This
step involves the merging of arrays of sizes Mx(N/Zi). The merge
starts with the summing and differencing, element by element, two
smallest arrays, each of size Mx(N/2") (Figure 26). The result is a
MxM array. This is then merged with the next size array (i=r-1),

o using the same element by element sum and difference. This process
1 is continued until a final array of MxN is obtained. This is the

t result of the cyclic convolution.
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Figure 26
Merging of two MxM/2 arrays

The advantages claimed by the fast Polynomial Transform method are:

It requires fewer multiplications than using the FFT.
2. The process of Polynomial transformation can be performed in
parallel.

The comparison with FFT in terms of arithmetic operations are sum-
marized in Table 1 of reference 6. The number of additions are com-

parable and the number of multiplications have a ratio of approximately

5:3 in favor of the polynomial transform. Bergland (1G) has shown in
1968 that there is a 30% saving in multiplications if one uses radix

4 rather than radix 2. Recently Nakayama (11) proposed a mixed
decimation FFT algorithm which results in a 15% saving over the con-
ventional FFT fcr the radix 2 case. In his algorithm, the two input
butterfly computation ker .#” is retained. The saving in the radix 4
case is about 5~8%,

The computation of 2-dimensional transforms is conventionally carried
out by first transforming each row and then transforming each column.
It has been shown (12) that a simultaneous row-column decimation

would result in a 25% saving. It is therefrre possible to combine the
simultaneous 2-dimensional decimation with the other schemes mentioned
previously to obtain a substantial saving over the straightforward

FFT approach. Indeed, it has been shown (13) that a 40A/50% saving
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possible. Needless to say, the saving is achieved at the expense of
increased complexity of the algorithm. But the polynomial transform
approach, requiring operations on row vectors of different length

also increases the complexity considerably over that of a conventio-
nal FFT. Thus, the first purported advantage of savings in arithmetic
operations is achievable with other approaches with perhaps a simpler
structure of the hardware processor. This latter point definitely
would require further study to establish.

The second advantage of the polynomial transform is also not con-
vincingly demonstrated. The arrays ai(m.n) are of different sizes,
the row sizes of successive arrays are two to one. Although these
operations can be carried out in parallel, it is doubtful that the
saving would be substantial. A considerable portion of the hardware
would be idle. Essentially the speed advantage of using parallel
operation would be about 2 to 1 but the hardware would be idling

about half of the time.

The tentative conclusion we have reached at this time is that, in terms
of simplicity of structure, a processor based on the conventional

FFT or some minor modifications appears to be most attractive approach
for a two-dimensional convolution.

2.2.5.2 Hybrid 2-D Process

A final 2-D process has been suggested by Wu and Liu (14). This
approach, indicated in Figure 27, employs FFT convolution for azimuth
correlation and a tapped delay line convolver for the range migration
correction. Ordering of data appropriately for the tapped delay line
convolver is accomplished by doing the azimuth processing with a
multiplexed FFT structure. This method, which requires a larger
memory storage, outputs data from the first FFT on a singie frequency
coefficient sequential range basis. Range migration correction can
then be applied with a tapped delay 1ine of length equal to the range
migration. Modularity and an incremental growth and implementation are
also difficult to achieve.

In principal this method is functionally equivalent to the FFT convolver
algorithm using range interpolation in the range migration compensation. The
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memory required is at about 2.5 times the minimum memory storage required
in the FFT convolver corner turning memory. Since the minimum memory
storage is about 17 x 106 words, the total impact on cost is large.
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Figure 27
Hybrid SAR Processor
2.2.6. Range Correlation

2.2.6.1 Range FFT Convolver

The forward-inverse FFT frequency domain matched filter, Figure 28 is
now an established technique for digital convolution for many appli-
cations (15). Matched filtering is accomplished by spectral domain
multiplication with the inverse FFT providing the matched filtered
time domain output.

The advantages of the forward-inverse FFT matched filter are well
known and include:

o A computation-efficient algorithm.

o Complete waveform flexibility.

o Adaptable to modular construction.
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o Implementation can be adjusted to accommodate different processing
speed requirements.
e Will benefit from advanced tr.chnology developments.

e Direct interpolation of outout data possible.
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Figure 28
FFT Matched Filter System

The input data can he processed from real sampled data as might be
acduired with the intention of processing in an optical processor.
Using the FFT for providing the real-complex conversion is the most
convenient approach. If this is done the input data window is
normally twice as long, but two real channels can be processed simul-
taneously in tne complex FFT window.

The FFT matched filter (range correlator) will functionally have the

form shown in Figure 29. Because the range swath interval is a fraction

of the total radar pulse repetition interval (PRI) the range data is
normally buffere. after A/D conversion to slow down the data rate to
the range correlator.
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FFT Convolution-Range Processing

A tradeoff exists in setting the FFT processor parameters of an FFT
convolver. In general, the larger the size of the FFT, the more
efficient the computations. For the baseline system range processor,
the total number range samples to be processed per pulse is 4000
(range image swath) plus 475 (uncompressed pulse length) plus 86
(range migration) for a total 4561 samples. This can be processed
as a sliding aperture convolver with an FFT size of 1024 points or
as a batch processor of 8192 or 4096 points. If the maximum FFT
size is 4096, a seperate FFT of 1024 must be processed to cover the
total range interval. The net computation rate for the three cases
is given in Table 8 which shows that the most computationally
efficient size for the baseline system is the 4096 point FFT.
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Table 8

Range FFT Convolver Alternatives

I v AT e e

CHARACTERISTIC SLIDING APERTURE MAX-SWATH PROCESSOR
' > 4000 + 475 +
FY SIZE 22 HANGTORM (2 O 4095 > 1050
COMPUTATIONS 8]512(2 10g; 1024 + 8192 FFY
PER PULS 190,112 20%12 tog, 8192 + 2
(114,688
4096 + 1024 FFY
204812 log, 409 + 2) + 512 (22)
(64,512)
COMPUTATION RATE 225 x 109 8192 FFT ;287 x 10:
OPERATIONS /sec) 4096 + 1024: 161 x 10

2.2.6.2 Step Transform Linsar Frequency Modulated (LFM) Signal
Matched Filter

The step transform subarray algorithm was originally conceived as

a technique for LFM matched filter processing (16,17). The algorithm
is shown symbolically in Figure 30. A received LFM ramp 1s demodulated
by a sawtooth ramp with the same slope, producing CW frequency seg-
ments "stepped" by the frequency span of the sawtooth (Af) and of
length equal to a tooth (AT). A spectral analysis of the successive
CW segment produces a set of frequency response functions that are
stored in a time-frequency data reorder memory shown in Figure 32.
Data as read from the time frequency matrix along diagonals results
in a linear phase shift along the diagonal producing the "fine" range
resolution at the processor output. Weighting is applied prior to
the second FFT to reduce range sidelobes.

The step transform pulse compression technique provides a natural
segmentation of data as a function of range. It offers a means of
applying range migration compensation to small blocks of range
samples. Its main disadvantage is that it is not universally pro-
grammable for waveform type or time-bandwidth product.
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Step Transform LFM Pulse Compression Algorithm
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Step Transform LFM Range Pulse
Compression Processing

(For maximum efficiency, DFTs are implemented.
as FFTs)
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2.2.6.3 Digital Tapped Delay Line Correlator

Tapped Delay Line Pulse Compression Filters - The output y(t) of a
matched filter implemented via convolution of an input signal s(t)
with the impulse response of the matched filter h(t) = x(-t), where
x(t) is the transmitted waveform, is:

0
y(t) -f S(r)H* (t-v)d 7
- 00
The signal and filter functions are generally represented as complex
inphase and quadrature samples for sample data operations. Thus, a
physical realization of the filter function must accomodate the
complex multiplication operation.

(a + jb) (¢ - jd) = ac + bd + j(bc - ad)

A tapped delay 1ine matched filter then takes the form of Figure 32.
The total number muitipliers is over d(TN)2 where TW is the time band-
width product of the waveform. With a maximum TW product of 66C for
the ADSP, the total number of taps required is 765.

A time domain range processor is very simple to use. It is only
necessary to input the radar waveform of arbitrary length into the
‘reference register together with the appropriate number of zeros.
If a single unit is used as in Figqure 32, however, it must operate at
a ciock rate of 11 MHz. The system would be partitioned into 130
modules with up to 200 circuits per module all operating synchro-
nously at an 11 MHz clock rate. The total number of circuits for
the range correlator would in this case be about egual to the total
number required by both the range and azimuth correlators using FFT
cenvolver algorithm.

51



ORIGINAL PACE (8
OF POOR QUALITY

IRPUT
SIGNAL  cmamenytermesadind SIGNAL SHIFT REGISTER
16

he 116 X 16

o

30

L X 2]
LY v
™M

© e o
765
6 ) 16 fis
16 WEFERENCE SHIFT REGISTER
Figure 32

~*‘me Domain Range Convolver Controls

2.2.7 Ailgorithm Study Summary

A graphical depiction of the SAR baseline system performance para-
meters for the azimuth processor are given in Figure 33. It shows
the relationship of the total beam integration time of 28 seconds

to the radar PRF. The time-bandwidth product per look is 0.7
seconds times 500Hz = 350. Using these parameters, a compirison was
made of the azimuth processor memory size and computation rate for
the three main processing algorithms as a function of the number

of looks.
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Baseline Azimuth Parameters

The results are given in Table 9. It shows results as generally
expected with the subarray approach having the lowest conputation
rate and the time domain processor exhibiting the smallest memcry.
However, the computation rate of the time domain processor is much
higher than the other approaches. This high computation rate
translates into hardware as demonstrated in Section 2.2.2 and
eliminates the time domain approach as a contender. The tradeoff
between complexity of control and hardware is a factor between the
FFT convolver and subarray approaches.

The 2-D convolution approaches have not been included since they are
similar to the FFT convolver algorithm. In the approaches using 2-D
convolution of range compressed data the question is of the relative
advantage of 2-D convolution for range migration compensation versus
range interpolation. Simulation results presented in Section 2.3
indicate that a simple two point interpolator will give an adequate
integrated sidelobe performance level. A foyr point interpolator
is close to the ideal and its implementation in the selected design
is not a computational burden.

Based upon its greater ease and completeness of programmability and
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its lower cost for development, the FFT convolver algorithm has
been selected for the ADSP recommended design. Further details
of the design and selection {issues are given in Section 2.5. The
design and architecture have also lent themselves to the selection
of the FFT convolver for the range processor.

Table 9

Look-Parameter Azimuth Processor Variations
for Baseline SAR System

F p
CONV&E&ER SUBARRAY TIME DOMAIN *q
LOOKS comp comp comp
RATE MEMORY RATE MEMCRY RATE MEMORY

1 306 67.1 m 45.6 77,000 28.0

2 276 33.6 160 22.8 19,250 14.0

4 245 16.8 148 1.4 4,813 7.0

8 | 215 8.4 138 5.7 1,203 3.5

0 COMPUTATION RATE IN MILLIONS OF COMPLEX
OPERATIONS PER SECOND

O MEMORY STORAGE IN MILLIONS OF WORDS
® TOTALS EXCLUDE RANGE MIGRATION COMPENSATION
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2.3 Performance Levels

The selection of a signal processing configuration for the ADSP
required the determination and comparison of the relative performance
of each candidate algorithm. The analysis/simulation of the algorithms
is described in this section. The simulation results permitted cost
versus performance tradeoffs. A design requirement that was particu-
larly important in the tradeoffs was the integrated sidelobe level
(ISL). A design goal of -20 db ISL in two dimensfons (range and
azimuth) was established as a minimum requirement.

2.3.1 Performance Procedure

The organization of the simulation was broken into two parts. The
first part is the generation of a representative time signal of
interest. The second was the processing of the signal using two
different algorithms, the FFT-convolver and the step transform sub-
array.

2.3.1.1 Generation of the time Signal

The objective of the first part of the simulation was to generate the
time response of a point target. The simulated target was assumed

to have already been matched filtered in the range dimension by FFT
convolution. The range response was Hamming weighted and was evalua-
ted exactly at the sampling points. If the target peaked at a non-
sampled point, the response at the sampling points was generated re-
lative to the peak. The phase of the target was generated using

d()= 2TVt IR

where V is the velocity of the spacecraft (assumed to be a constant),
t is the relative sampling time,ﬂ is the wavelength of the transmitted
pulse, and R is the slant range to the point source.

The effect of the range migration was obtained by displacing the
Hamming weighted function. Range migration is composed of linear

and quadratic components. The linear range migration component is
primarily due to the earth's rotation. The quadratic component varies
in a non-linear manner as a function of beam angle. Figure 34 shows
the two components of the range migration as they were modeled in the
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simulation.

QUADRATIC

LINEAR

RANGE

Figure 34
Quadratic and Linear Range Migration

Linear range migration is simply a slope parameter in the simulation.
The quadratic displacement is given by

a = (vie¥ar)/(c/as)
where V is the velocity of the spacecraft, t is the relative time, R
is the slant range, ¢ is the velocity of light, and B is the band-
width of the system. Figure 35 shows the relationship between the
quadratic range migration (35a) and the corresponding linear FM
function (35b). The maximum range, Rm, in Figure 35a corresponds to
the maximum and minimum frequencies (+fm/2 and -fm/2) in Figure 35b.
The minimum range migration corresponds to the zero crossing point of
Figure 35b. The signal is present along limited portions of the
spectrum as a function of time and generates a linear FM (LFM)
response. The generated signai migrates to different range cells as a
function of time and beam angle.
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Figure 35
Generation of the Time Signal

2.3.2 FFT - Convolver Algorithm
2.3.2.1 Range Migration Compensation

The FFT-Convolver SAR processing algorithm was simulated first. Iin
this approach, the azimuth data is transformed to the frequency
domain along constant range lines. In Figure 35a, the transform is
performed along the horizontal lines. Since the energy of a point
source is dispersed into different range lines, compensation must be
provided prior to matched filtering in the azimuth direction. Figure
36 shows the Fourier transform of N range cells. The compensation
for the range migration consists of moving the fourier coefficients
into the proper range cells. The number of ran_ migration cells is

equal to A*Rn2/gvVER,

where Ais the wavelength of the transmitter, R is the minimum slant
range, V is the velocity of the spacecraft, Rc is the range cell
width and Wis the Fourier coefficient number.
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Range Migration

The amount of range walk as a function of frequency allows for the
proper alignment of .he coefficients.

The simpliest adjustment to the coefficient would be to simply

slide the data by integral steps ( 8). For cxample if the migration
for a given coefficient were 5.4 range cells then the data would be
obtained from the coefficient 5 range cells offset. For a migration

of 6.7 range cells, the data would be obtained from 7 range cells array.
This method, while simple, would tend to cause some output distortion.

Interpolation of the data shift eliminates the effects of the dis-
continuities of integral transfers. Interpolators of two, three and
four points were simulated. Table 10 gives the equations of the
interpolators used in the simulations.
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Table 10
Interpolation Formulas

o 2pt: (1-p) X9 + pX)
o 3ot BB o v g2 xg ¢ BB g
o gt DODEA L DD

-p(p*l%hLZ) Xy + p(p:-l) X

2

2.3.2.2 Azimuth Matched Filter

Following the range walk compensation, each of the range lines are
matched filtered by multiplying the transform of the azimuth focusing
function. The azimuth focus function has a linear FM slope of

a-= 21}V2/RJ

and i=igth determined by the maximum integration line. The simulation
has the option of applying a non-unifcrm w2ighting across the time
response of the azimuth matched filter. The location of the time
aperture of the azimuth matched filter depends upon wh%cﬁ of the four
looks is being processed.

2.3.2.3 MWeighting

Figure 37 outlines the terms that are used in the discussion of the
similation and resulcs. The waveform in Figure 37 represents the
compressed response in both range and azimuth. The mainlobe of the
response can be defined in a number of ways. The most comnon de-
finitions use widths about the peak to the 3 db points, 6 db points

or to the first nulls. Sidelobes are then defined as everything that
does not lie within the mainlobe. The peak sidelobe level versus the
peak mainlobe (PSL/PML) is defined as the largest value found outside
the mainiobe divided by the largest value found within the mainlobe,
usually expressed in db. The integrated sidelobes versus the integrated
mainlobes (ISL/IML) is defined as the integration of the region not
found in the mainlobe divided by the integration of the mainlobe region,
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again usually expressed in 1 dB. The PSL/PML and the ISL/IML can be given
for one or two dimensions. The one dimension (1D) case uses a single range
line containing the mainlobe peak. The two dimension case (2D) is the two
dimensional plane of azimuth and range. ‘:sing the definitions of Figure 37,
Table 11 gives a brief review of differe- . ighting functions. Weighting
selection represents a compromise between resolution or width of the peak
response and sidelobe levels. This is clearly seen in comparing the increase
in the mainlobe width (3 dB and null columns of Table 11) to the decrease

in peak sidelobe and integrated sidelobe levels (the columns labeled PSL/PML
and ISL/IML). The results of Table 11 were obtained using a signal aperture
of 64 samples and a total time history of 1024 samples (the rest of the
signal was padded with zeros).

AZ IMUTH

o

DISCRETE SAMPLES ™™

PSL/ML -- PEAK SIDELOBE VERSUS THE MAINLOBE (dB)
ISL/IML -- INTEGRATED SIDELOBES VERSUS THE INTEGRATED
MAINLOBE (dB)

10 -- ALONG AZIMUTH DIRECTION
2D -- ALONG AZIMUTH AND RANGE DIRECTION

MAINLOBE -- POINTS LYING WITHIN THE FIRST NULLS
FROM THE PEAK

SIDELOBI: -- ALL POINTS NOT iN THE MAINLOBE

3dB -- WIDTH OF THE MAINLOBE AT THE 3dB POINTS
6dB -- WIDTH OF THE MAINLOBE AT THE 6dB POINTS
NULL -- WIDTH OF THE MAINLOBE TO THE FIRST NULLS

Figure 37
Sidelobe Definitions
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Table 11
Ideal Characteristics of Weighting Functions

LENGTH: 64 FFT: 1,024
TYPE PSL/ML  ISL/IML  3dB MWL

RECTANGULAR 13.26 9.68 10 2.2
HAMMING Q2.8 ua 15 45
BARTLETT 2.53 5.3 15 43
HANNING 31.50 3291 17 45
BLACKMAN 58,14 58,89 19 6.6
25 dB TAYLOR 2.3 1896 1.2 3.0
30 dB TAYLOR .98 23,55 13 3.4
35 dB TAYLOR 3.93 2.60 13 37

*PSL/ML -- PEAK SIDELOBE TO MAINLOBE RATIO (dB)

*{SL/IML -- INTEGRATED SIDELOBES TO INTEGRATED MAINLOBE (dB)
*3d8 -- RELATIVE WIDTH OF MAINLOBE TO 3 dB POINTS

*NULL -- RELATIVE WIDTH OF MAINLOBE TO FIRST NULL POINTS

2.3.2.4 Time Domain Qutput

The final processing of the signal in the azimuth FFT convolver is to
apply the inverse Fourier transform to obtain the time domain response.
In the simulation, the time domain output is not decimated as would

be the case in an actual signal processor. This reduces the measure-
ment error since the nondecimated output provides a higher output
sampling rate.

2.3.2.5 Interpolation and Weighting Simulation Results

A number of simulation runs were performed to measure the peak sidelobe
levels and the integrated sidelobe levels for different order
interpolators. The system parameters used in the simulations were a
constant spacecraft velocity of 7.45 km/sec, a slant range of 850 km,
22 MHz sampling rate in the range direction, a pulse repetition rate

of 1.6 kHz and an azimuth coverage of 4096 pulses. The signal was
placed in the middle of the scan and the scan was processed for four
looks. The radar system pulse bandwidth in the range dimension assumed
to be 19 MHz (over-sampling in the range direction by 1.16). The
transmitter frequency was assumed to be 1250 MHz.
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Table 12
FFT Convolver Interpolator Results

¢ CASE 1: NO INTERPOLATION

10 i)}
LOOK ISL/my ISLIIML PSLIML
1 26.3 12.4 19.8
2 21.8 12.6 19.6
@ CASE 2 FOUR PQINT INTERPOLATION
10 Pl
LOOK  ISL/Im, INATLIN PSLIML
1 .l 289 3.8
2 328 32.6 36.3

§ MEASUREMENTS IN 0B
0 HAMMING WEIGHTING

Table 12 summarizes the performance obtained by inco~porating a four
point interpolator with range migration compensation. Since the signal
was placed in the middle of the scan, look 3 has the same results as
look 2, and look 4 the same as look 1. Looks 3 and 4 are thus not
shown in Table 12. Table 12 shows that the ISL/IML performance is
improved by the four point interpolator over no interpolator in one
dimension only (column labeled '1D') by ounly 5 4t at a 30 db level.

The improvement is of the order of 20 db however when a two dimensional
integration is examined (column labeled '2D'). The peak sidelobe

level versus the mainlobe occurs in the cn2 dimensional line and is
thus the same for either 1D or 2D (column labeled 'PSL/PML'). The
large degradation in the ISL/IML with no interpolator is expected.
Shifting of the Fourier coefficients without interpolation results

in discontinuities that raise the level of the sidelobes in the range
cells surrounding the signal.

The results in Table 12 were obtained using a Hamming weighting function
across the azimuth matched filter. Table 13 illustrates the reason

for using a weighting function to reduce the sidelobe levels at the
expense of a reduction in the resolution in a simulation. If no
weighting were employed, the results would be ambigious on the need

for an interpolator in the processor. The column labeled 'Rect' shows
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only a 1.5 to 2.0 improvement for the interpolated case. What has
happened is that the high sidelobes of the rectangular weighting
function (window) have contributed to the integrated sidelobe. Using
a window with greater sidelobe suppression provides results which are
sensitive to processing differences. A triangular window ( column
labeled 'Triangle') suppresses the PSL/PML level of the window to

27 db from 13 db for a rectangular window and also the falloff of the
sidelobes is at a 12 db/octave rate versus 6 db/octave for rectangular.
The mainlobe increases by approximately 40%; however, the difference
due to processing can now be seen. The ISL/IML difference between

no interpolator and a four point interpolator is approximately 12 db.
Using Hamming window which has a PSL/ML of 43 db, a falloff rate of

6 db/octave and an ISL/IML of 34.42 db, the processing difference is
seen to increase to approximately 20 db (column labeled 'Hamming').
Considering that the theoretical ISL/ML for a rectangular window is
9.68 db and a PSL/ML of 13.26 db, the effects being seen in the "rect"
column for the no-interpolation case are largely due to processing
(the ISL/IML is approximately 8 db), while for the four point
interpolator it is the window (the ISL/IML is 9.7 db). On the other
hand, both processor's performance is being measured when the Hamming
window is used.

Table 13
Effect of Weighting Functions, FFT Convolver

0 CASE 1: NO INTERPOLATION

LOOK RECT TRIANGLE HAMMING
ISL/IML (PSL/ML) l 7.8(13.5) 12.4(19.8) 12.4 (19.8)
2 811128 - 12.7 (19.6)
AZIMUTH RESOLUTION 1 L4
RANGE RESOLUTION CONSTANT

0 CASE 22 FOUR POINT INTERPOLATION

LOOK RECT TRIANGLE HAMMING
ISL/IML (PSLIML) 1 9.8(13.5) 24,0 (26.7) 2.1 (35.8)
2 9.7(13.2) 3.1 21.0) 32.8 (36.3)
AZIMUTH RESOLUTION 1 1.4 1.4
RANGE RESOLUTION @———— CONSTANT
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2.3.3 Step Transform - Subarray Approach
2.3.3.1 Description of Subarray Simulation

The second algorithm simulated was the step transform-subarray. The
first step in the process after range compression is the dersmping

of the complex time signal by the azimuth reference LFM. The deramped
signal is then sectioned into subarrays. The number of samples in
each subarray and the amount of overlap between the subarrays were
systems parameters examined in the simulation. An example of a sub-
array length of 64 with 2 to 1 overlap is depicted in Figure 38.

—  DERAMPED TIME DATA -
(e—52—]
(=53 —]
(= S4—=]

0 EXAMPLE
¢ LENGTH OF SUBARRAY -- 64
o OVERLAP (1/12) --32

0 SUBARRAYS
o S1 (1-64)
o S2 (33-96)
o S3 (65-128)
o S« (97-160)

Figure 38

Subarray Formation

After forming the subarrays, each subarray is transformed into the
frequency domain using an FFT. The subarrays are then phase corrected
using a correction factor of e ¥p (-j2Tkd/N) where k is the FFT
coefficient number, d is the displacement between subarrays and N is
the length of the FFT. The original signal has been transformed

into a three dimensional array with the Fourier coefficients on one
axis, the subarray number on the second axis, and the range cell
number on the third. Figure 39 shows a two dimensional slice of the
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three dimensional array with the range dimension fixed and the FFT
length 64.

0 COMPUTE THE FIRST FFT (EXAMPLE 64 LENGTH)
\ :
\ '

1st COEFF -- DC TERM
2nd COEFF --A
3rd COEFF -- 2A

REF  SIGNAL
33rd COEFF -- T/2

64} A = fs/LENGTH OF FFT

i fs = 1T « SAMPLING FREQUENCY
B3I
3 -
2 -
1 L.

123 4 R R+l

SUBARRAY #
Figure 39

First FFT in Subarray Approach

Assuming that the signal depicted in Figure 39 has no range migration,
then the deramped subarrayed signal would appear entirely in the

plane. If for example, the difference between the deramping reference
and the signal was exactly 3 A and the signal began at the 256 sample,
then the fifth subarray would be the first to see the signal and its
transform would have the fourth Fourier coefficient as the highest of the
64 coefficients (assuming no other signals are present). The fourth
coefficient would be high for each subarray in which the signal was
present. In the case where the signal exactly matches the reference,

the first (DC coefficient) would be the highest of the 64.

However, the signal does not stay within a single range cell. The range
migration traverses a quadratic function in the third dimension. Consider
three signals, one that exactly matches the reference, one that is

delayed in time ky an amount which corresponds to the signal peaking in
the 2nd Fourier coefficient and the third is delayed by an amount
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equal to the third coefficient. These three signals are depicted in
Figure 40a as 0, O&T and 2AT delay from zero time. Assuming that the
first signal begins at the first sample, then the first coefficient
of the first array would have to be range corrected the maximum
amount. The first coefficient of the 2nd subarray would be corrected
according to the range migration correction formula wused in the FFT-
Convolver approach. The amount of range migration and correction would
diminish as the higher number subarrays are addressed until the
subarray corresponding to the zero time of Figure 40a is addressed.
This point is shown as the first point on the zero correction line
of Figure 40b. The correction would then increase to the maximum.
{nse the signal was assumed to be matched to the reference, then all
of the correction is applied to the first Fourier coefficient.

TARGET SPACING OF AT IN SAME RANGE CELL

AN AN

ts 2
* \ '
Figure 40a N K
Migration of Target:Across Subarray "2
NN N

CUNTOUR GF
1 | YT

Alellr N
. . d { coRntciy
n.monuml. L //

: o
Figure 40b 2 7

=

P | ZLRU 1HON
Deramp and FFT the Subarrays |/ ////A ,//” COHRECTIO
5 1 /V”
1 P L | raxiMum
a1 sPACING | 1 / 44 CORRECTION
PROIICES INVEGIRAL = 2| LA A A
SHBARKAY Fitl “U’ NLY t
STORY SUBARRAY
GAME CURRECTION APPLIED ACHUSS SUBARHAY ELEMENTS
Figure 40

Subarray Range Migration Correction

The second signal in Figure 40a would first appear at a subarray
number corresponding to the time delay A T. Once the signal starts,
the correction function would proceed from the maximum amount down

to zero and back up to the maximum in the same quadratic shape as the
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first signal. The only difference is that thas -orrection is per-

formed on the 2nd FFT coefficient. The third signal would have the

same correction performed on the 3rd coefficient. Figure 40b depicts

the correction across the subarrays as the straight lines labeled "contour
of maximum correction", "zero correction", and "maximum correction”.

The slope of the parallel lines would be given by

slope = (452 T)/(NA LM)

where £s is the azimuth sampling frequency, N is the subarray length,

T is the total time that the signal is present, A LFM is the total
change in the LFM reference and d is the number of points that the sub-
arrays overlap. The correction scheme used for the range walk is no
different than that used in the FFT-Convolver algorithm. The data

is shifted in integral amounts for no interpolation and is interpolated
between points otherwise.

The final part of the processing in the subarray approach is to per-
form the focusing FFT. The same slope that is used in the range
migration correction is used to address the subarrays for the focusing
FFT. In the case of a non-integral slope, the nearest subarray is
chosen. The signal is then padded with zeros which minimizes the
measurement errors of the analysis. The FFT is computed and the proper
coefficients are selected from the FFT. Each set of coefficient are
abutted to form the output. The selection of the proper couefficients
is analogous to a comb filter bank where each output filter is tuned
to only certain center frequencies and a given bandwidth about them.
Figure 41 depicts the process of selecting the output values.
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Coefficient Selection

2.3.3.2 Subarray Simulation Results

The first issue to be examined in the step transform subarray algorithm
is the amount of overlap required between successive subarrays. The
results of the simulation of two overlap cases is given in Table 14.
Case 1 is an overlap of 4 to 1 and case 2 is an overlap of 2 to 1.

That is, case 1 represents a subarray spacing of one fourth of the
subarray length and case 2, a subarray spacing of one half its length.
The column labeled 'COEFF' is the FFT coeftizcient output by the focusing
FFT (second FFT). The parameters for the second or focusing FFT were
chosen so that both cases had the same number. The 33rd coefficient

in column 'COEFF' corresponds to the DC component of the good coefficients
and the 65th the last valid coefficient. These two coefficients
represent the extremes with the other 32 coefficients lying between.

As can be seen from the 'ISL/IML' columns, the greater the overlap

or subarray sampling rate the better the performance. Increasing the
overlap increases the spacing between the main subarray lobe and its
grating lobe caused by subarray sampling. However, higher overlap
ratios also increase the required amount of computational effort.
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Averaging over the 64 coefficients for case 2, the average per-
formance is found to be 25.6 db for 2D ISL/IML which is well below
the 20 db required.

Table 14

Subarray Overlap

10 20
CASE COEFF ISL/IML PSL/ML ISL/IML PSL/ML

1 65 320 a.7 3L9 40.8
N 31.0 4.5 31.0 4.5
2 65 219 19.0 189 16.7
3 321 i 313 3.1

CASEl  CASE

Ist FFT . 64 64

SUBARRAY . 16 32

SPACING
# SUBARRAYS - 64 32
2nd FFT e 256 128

*BOTH FFTs HAMMING WEIGHTING
*LOOK 2

*AVERAGE ISL/IML FOR CASE 2 OVER 64
COEFFICIENTS 25.6 dB

The ~ffects of the grating lobes on the subarrays can also be reduced
by a proper choice of the weighting function across the first FFT. The
window is chosen to place a null near the grating lobe. Tabie 15

shows that a 30 dB Taylor weighting will meet the requirements.

The table also shows that optimum performance with the first FFT
weighting function is achieved by a careful balance between mainlobe

width, which affects the amplitude of the output grating
lobe, and sideiobe level which sets overall ISL/IML.
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Table 15

Effect of Weighting of First FFT
in Subarray Process

4\

TYPE COEr¢ ISL/IML PSLIML
HAMMING 65 18.9 16,7
64 18.3 17.3
34 31.2 3.1
3 313 3l
25dB TAYLOR 65 15.5 29
64 15.6 31
L 343 4.5
3 34.8 4.9
30dB TAYLOR 65 a3 240
64 2.4 3.6
34 3.7 38.4
3 3217 381

“30d8 TAYLOR WEIGHTING WILL MEET THE REQUIREMENTS

2.3.4 Ferformance Comparisons

Having chosen the parameters «hich will meet the requirements for

the different algorithm the relative performance between algorithms
is shown in Table 16. Table 16 shows the performance with and with-
out the addition of linear range migration to the quadratic range
migration. The effects of interpolator complexity is aiso summarized
in Table 16. For the FFT/Convolver approach a 2-point interpolator
would seem to be adequate since 13 db of 18 db of the processing
improvement compared to no interpolator has been obtained. For the
subarray approach a 3-point interpolator appears adequate. The in-
tegrated sidelobe values in Table 16 for the subarray system have
been averaged over all valid coefficients out of the focusing FFT.
Table 17 shows that doubling the amount of linear range migration does
not affect the performance for the FFT convolver algorithms.

The reason that the subarray case in Table 16 with linear migration
and no interpolator provides better performance than the quadratic
only case is that the linear migration tends to offset the quadratic
in look 2.
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Table 16
Linear Range Migration (24 cells)

0 COMPUTATION OF ISL/IML WITH LINEAR RANGE MIGRATION OF 24 CELLS
ADDED TO QUADRATIC (7 CELLS)
LINEAR INTERPOLATOR POINTS
MIGRATION 0 2 3 4
FFT NO 124 23 29 321
CONVOLVER YES 120 58 26 305
SUBARRAY NO 125 - 26 255
YES 136 191 244 254
DATA TAKEN FOR LOOK 2
Table 17

Linear Range Migration (40 cells)

0 ISL/IML WITH A LINEAR RANGE MIGRATION OF
40 CELLS ADDED TO QUADRATIC (7 CELLS)

0 FFT/CONVOLVER APPROACH

NTERPOLATION 2D

' POINTS‘ LOOK ISL/IML (PSL)
-12.4(19.7)
-12.4(19.7)
-12.419.8)
-12.4(19.7

-25.6(30.7)
-25.8 (313
-25.8(31.4
-24.8(29.5)

-29.9 (31.7)
-30.5 (38.5)
-30.5 (31.3)
-28.2 (35.1)

0

EWNw DWNE 0w e
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2.4 Technology Survey

Technology is an important consideration in the design of the ADSP.
The three principal areas designated; digital integrated circuits,
digital architecture and software encompass the major design issuec
related to the system. This section summarizes the stucy,evaluation
and projection of these technology issues for the ADSP and future
SAR systems.

2.4.1 Digital Integrated Circuits
2.4.1.1 Survey of Integrated Circuit (IC) Manufacturers

Keys to the determination of IC technology available for the ADSP are
the current and future plans of semiconductor manufacturers. An
industry survey was conducted to determine plans and projections in
the 1983-85 and post-1985 time frame. The companies included were:

Advanced Micro Devices Ravtheon Semiconductor
Fairchild Semiconductor RCA Solid State
American Microsystems Signetics

Intel Texas Instruments
Intersil Harris Semiconductor
Motorola Synertek

Mos tek Monolithic Memories

National Semiconductor

Information reiative tc technologies, memory size and configuration,
LST-VLSI logic functions, speed, power and cost were requested for
the 1983-85 time frame. For post 1985 projections on technologies,
line widths, gate density, speed, and power were requested with
specific projections on memories, arithmetic functions and micro-
processors.,

Several of the companies surveyed declined to respond due to company
policies on the release of long range plans. A summary of the results
is contained in Tehle 18-20 and includes current technology, firm
plans ~-1983-1985, projections 1983-85, and post 1985 projections.
Random access memc. 25, EPROMS/PROMS/ROMS, and IC logic functions

are included.
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2.4.1.2 IC Technology Trends

The IC technologies in current use span a large gamut of semi-
conductors. These include the high speed emitter coupled logic (ECL)
line to the low power, relatively low speed complementary metal oxide
semiconductors (CMOS) and integrated injection logic (IZL). Bipolar
transistor-transistor logic (TTL) with Schottky and low power Schottky
(STTL, LSTTL) versions are the dominant semiconductor technologies now
used in digital logic. N-channel MOS (NMOS) is the dominant large
memory technology and silicon on sapphire (S0S) is used primarily for
specialized military and space applications.

As digital logic moves to shorter channel lengths we can expect
changes in the technologies used. Although we can expect the same
technologies to be in general use through 1985 we will see a definite
shift toward narrow channel CMOS replacing TTL and ECL because of its
low power, with high speed, capability.

In the post 1985 time frame the principal technologies will be NMOS and
CMOS with CMOS/SOS possibly moving into some general commercial
application.

There is general agreement that CMOS will have emerged as the prime
digital semiconductor technology because of its inherent low power
dissipation. As line dimensions of CMOS circuits decrease, the speed
also increases. CMOS «ircuits have been fabricated with 2 micron
dimensions giving average gate delays of 1 nsec. When projecting

up to 50,000 or more gates per chip, the power dissipation per gate
must obviously be low to prevent thermal breakdown. At line
dimensions of 1 to 2 microns and less the speed and power advantages
of CMOS/SOS over CMOS are diminished, particularly when using oxide-
isolated CMOS technology.

Atthough CMOS has been indicated to be a post 1985 technology, it
could happen much faster than that. There is a growing realization
of the speed-power advantage of advanced CMOS in the industry-and
increased investment. When the cost of the CMOS circuits meets the
NMOS :chnology costs, it will definitely be the choice because of
its lower power which simplifies tvhe power supply design, cooling
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requirements and packaging system.

The impact of the post 1985 technology on SAR processing will be in the
feasibility of on-board processing provided by low power, dense
memories, and VLSI with low power per gate provided by CMOS.

Gallium arsenide (GaAs) can also be expected to emerge as the high

speed technology in the post 1985 time frame.

Research efforts with

LaAs have produced GHz functional logic e’lements and A/D converters.

2.4.1.3 Random Access Memories

Random access memories have been broken down into dynamic and static

categories.

It can be noted that for the ADSP, static RAM's are

preferable since the synchronous nature of %he input and output data

is more easily controlled with static RAM storage.
dynamic RAMs are less costly on a per-bit basis.

In general,
Current static RAM's

are much faster, consume more power and, in accordance with general
trends, cost more per-bit for the higher speed capability.

Table 18
Random Access Memories

POST 1985
PROJECTIONS

CURRENT
TECHNOLOGY
DYNAMIC SIZE TO 64K
CONFIGURATION xl
ACCESS (nsec) 100~300
POWER (mW) 300/20
{ACTIVE/STANDBY) _
COST/BIT (&) 0.1
STATIC SIZE TO 16K
CONFIGURATION x1, x4, x8
ACCESS (nsec) 50-100
POWER 600/100
COST/BIT (g} 0.1-0.4
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1983-1985 1983-1985
FIRM PROJECTIONS
64X 128%-512K
x8 x4, x1 x8, x16
200 50-200
300/ 20 -
0.04-0.1 0.02-0.1
16K-64K 64K-256 K
x8 x4, x1 x8, x16
5-200 50-200
200-1,000 -
0.1-0.3 0.02-0.1

64K-1M

50-100

64K-1M

50-100

N I > R AR
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The 1983-85 projections generally continue to follow the "Moore
curve" of memory development first observed by Gordon Moore of
Intel Corporation. It shows memory capacity per chip doubling
every year. Perhaps more significantly; the cost per bit is pro-
jected to drop significantly, at least by some companies, in this
time frame. In addition, the memory size firm committments of
manufacturers is probably conservative. Figure 42 shows the state
of the art for developmental memory circuits which is currently
(mid 1981) 256 K bits for bulk CMOS. There is about a two year
delay between development and commercial introduction. Based on
the Figure 42 curve, we should see megabit dynamic memories on the
market in 1985.

NMOS
_ -~ (DYNAMIC)

M e
STATE-OF 26K -
VETORY _ DULK CMOS
-
-
16K
4K
lK | s ) TR 1 I 1 [ i N
7 16 't ‘718 ‘79 80 81 ‘82 ‘83 ‘84 '85
YEAR
Figure 42

Memory Chip Capacity Trends
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Memory cost trends are shown in Figure 43. Both chip costs and
installed memory costs are included. Chip costs should be close

to the 0.01 cents per bit level in 1985. This translates to about
$50,000 for the chip costs of the corner turnirng memory of the ADSP
processor in the 1985 time frame.

100

coST
CENTS /BT
1.0

INSTALLED MEMORY

\\
01}
CHIPCOSTS ~ — — _ _

0.01 - . , . L
'74 '76 78 '80 82 84 86
YEAR

Figure 43

Memory Costs/Bit Trends

2.4.1.4 EPROMS, PROMS, ROMS

An essential part of the ADSP processor are the programmable -iemories
used in the control firmware of the processor. Projection of circuit
capabilities for erasable programmable read only memories (EPROMS),
programmable read only memories (PROMS) and mask programmable read
only memories (ROMS) are given in Table 19.
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Table 19
EPROMS, PROMS, ROMS

CURRENT 1983- 1985 1983-1985 POST 1985
TECHNOLOGY  FIRM PLANS PROJECTIONS PROJECTIONS

EPROMS  CONFIGURATION 25 4K, 8M 32K, 64K T01M
{' 4R%SB?¥SI
WORD
ACCESS (nsec) 350-600 200
COST/BIN (¢ 0.2-0.4 0.1-0.3
PROMS  CONFIGURATION 1K 2KWORDS TOS8Kx 8 T0 1M
8Y ), 4 8BITS
PER WORD
ACCESS (nsec) 45-100 50
COSTBIT (¢) 0.3 0.1-0.3
ROMS SIZE T0 64K 64K-128K 512K T0 1M

EPROMS are fabricated with MOS technology and although there are

a wide variety of configurations available, they are generally too
slow for convenient application to the ADSP. PROMs on the other hand,
are made with bipolar technology and are much higher in speed although
not as large. However, the maximum size PROM, 16K in up to a 2K X 8
configuration is applicable to an FFT signal processor.

A mask programmable read-only memory chip (ROM) may be applicable to
the ADSP. The size and speed of ROMs of up to 64K are applicable,
and if the set-up charges are sufficiently low to be offset with the
quantities required in the ADSP it is the preferred direction.

2.4.1.5 IC Logic Functions

IC logic function projections are summarized in Table 20. Particularly
noteworthy to the ADSP (and all other signal processing appiicaticn) is
the expected emergence of various "FFT chips" in the 1980's. These
circuits will make the principal computation requirement in the ADSP
much less costly to meet.
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Table 20
IC Logic Functions

CURRENT 1983-1985 1983-1985 POST 1985
TECHNOLOGY FIRM PLANS PROJECTIONS Pnomgngxas
ARITHMETIC o 87016 BIT ¢ 1670 32 BIT o 2BITM
—_— MULTIPLIERS MICROPROCESSORS AND Jucg'g-' PLIERS
Mumpg)ms PROCFSSOR, 20MHz
‘l’ 6"’(&1 6 1'639:”‘ o FFT CHIP o 10,000 GATES/CHIP o FFT PROCESSOR ON
o 1,000-10,000 CHIP
AlUs GATES / CHIP 0 CH5;)‘,000 GATES /
(1981) 16 BIT FLOATING
POINT AND PROGRANM:  ° oraeioz CLOCK
MABLE ALUs
OTHER
o 16 BIT ERROR DETECTION
AND CORRECTION

¢ 8 BIiT COMPARATOR
¢ PROGRAMMABLE LOGIC
ARRAYS

Most of the new logic circuit development in recent years has been
directed toward microprocessor development. High speed LSI

arithmetic circuits applicable to signal processors have not been
developed to the extent possible. TRW has marketed a number of

LSI arithmetic components which meet signal processing needs. Chief
among these are a line of parallel multipliers of up to 24 bits.

The 16 X 16 bit multiplier has a speed ov about 100 nsec. TRW is also
planning to release a floating point adder circuit by early 1982

which could be a key component in the ADSP.

Another circuit of special interest to the ADSP is an error detection-
correction circuit. Because of the large memory in the ADSP, it may
be desirable to employ error detection and correction to increase re-
liability.

2.4.1.6 VHSIC

Perhaps the most significant development effort now underway for the
future of signal processing technology is the Department of Defense
(DOD) VHSIC program - for very high speed integrated circuits.
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The product of the number of gates on an IC and the clock frequency
is a figure of merit for integrated digital logic that is particularly
useful in assessing computing or signal processing power. The long
term goals of the DoD VHSIC program is to achieve a gates-times-clock
rate of 3 x10]2. This goal is compared to a number of advanced
technologies in Figure 44a. A1l of the technologies shown are or were

candidates for achieving the VHSIC goals.

GATES l‘l zCI.()GK RATE

108 Hz p= =3x 10

w

-

:

x [100 MMz~

g

(3]

10 MHz b cmos ‘
$0s
1 MMz i i A A I
1 10 100 3 10K 100K

LEGEND GATES/CHIP
GaAs TED -~ GALLIUM ARSENIDE TRANSFERRED ELECTRON DEVICE
GsAs FET ~ GALLIUM ARSENIDE FIELD EFFECT TRANSISTOR
150 - /ES%I; - gzwc:ﬂ:elguu ISOLATED EMITTER - COUPLED LOGIC
CMO! - LEMENTARY METAL OXIDE SEMICONDUCTOR/S!
D - TRIPLE DIFFUSED BIPOLAR ISILICON ON SapPHiRe
occe ~ DIGITAL CHARGE COUPLED LOGIC

Figure 44 3
Comparison of New Technologies on
Clock Rate - Gate Basis

The VHSIC program objectives inciude a shrinkage of the circuit
geometric dimensions from 5 microns to 1.5 microns over 3 years
and to 0.5 microns over 6 years. The scaling theory for circuit
performance indicates that this size shrinkage wiil provide lower
power-delay products. For example, in CMOS circuits, the basic
geometric performance parameter is the transistor channel length,
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Lc. With power dissipation proportional to ch and the delay to

l/LC, the power-delay product is thus proportional to Lc'

The projected VHSIC circuit capabilities will permit chip imple-
mentation of advanced signal processing functions un a chip. All
contractors selected for the VHSIC Phase I programs have objectives
which are oriented toward signal processing.

2.4.2 Digital Architecture

An overview of digital architecture approaches was developed in relation
to the functional characteristics of the ADSP. These functional
characteristics are summarized in Table 21 for the range and azimuth
processing functions.

Table 21
ADSP Functional Characteristics

RANGE PROCESSOR AZIMUTH PROCESSOR.
NATURAL PARTITIONING @ RADAR PRI 0 RANGE CELL
0 PULSE LENGTH 0 LOOKS
0 STORAGE RANGE MIGRATION SPAN
PROGRAMMAB ILITY 0 BANDWIDTH ¢ PRI
0 TW PRODUCT 0 AZIMUTH COMPRESS ION
0 WAVEFORM 0 RANGE MIGRATION
0 WEIGHTING 9§ CLUTTER LOCK
0 RANGE SWATH ¢ FOCUS
BULK STORAGE 0 NONE REQUIRED a RANGE SWATH x AZ IMUTH x
COMPRESSION x LOOKS x
OVERLAP FACTOR
MAJOR FUNCTIONS 0 FFT 0 RANGE PROCESSOR FUNCTIONS PLUS:

¢ COMPLEX MULTIPLY 0 CORNER TURNING
§ AMPLITUDE WEIGHTING @ RANGE MIGRATION COMPENSATION
¢ INTERPOLATION ¢ DECIMATION

® MAGNITUDE, SCALING

¢ INTEGRATION

¢ DOPPLER {CLUTTER) ESTIMATE

® AUTO-FOCUS

The first functional feature, natural partitioning, refers to par-
titioning approaches based on the synthetic aperture radar processing
algorithms or the inherent radar operation. For example, a natural
partition in the range processor is the radar PRI (pulse repetition
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interval) during which a single radar pulse is transmitted and its
reflected signals from the range swath coverage are received.

Programmability must be incorporated for the range and azimuth pro-
cesses as indicated in Table 21. A major requivement is bulk
storage which occurs primarily in the azimuth processor. The size
of the bulk store, required for range-azimuth corner turning, is
determined by the product of the range cells and pulses coherently
integrated with the number of looks and signal overlap also invol-
ved. It is also dependent upon the algerithm employed.

The major functions listed in Table 21 constitute the well defined
functions for range and azimuth SAR processing. A programmable
processor capable of performing all of these functions will by its
nature have functional capabilities not listed. Modifications in
processing algorithms should therefore be possible.

Several basic architecture approaches were investigated for the ADSP:
pipeline, paraliel, SIMD (single instruction stream-multiple data

stream), cross-bar, and various multi-bus architectures.
2.4.2.1 Fipeline Processor

A pipeline processor using the FFT convolver processing algorithm
is shown in Figure 44b. It has the primary feature of minimizing
hardware both memory and arithmetic processing elements. All
elements of the pipeline operate simultaneously and the control is
fairly straight forward. It can be programmed for changes in the
waveforms or focusing function via the spectral reference functions
and the FFT size. The arithmetic and memory can be scaled to match
the word size as the signals progress through the pipeline. However,
this approach is not usually followed since net cost reductions are
generally realized if fewer design variations are used. Techniques
for reliabiiity enhancement include providing for interchangeable
pipeline segments and the incorporation of extra FFT stages in the
pipeline which can be switched into use when a failure occurs at
any particular stage. Growth to higher capacity systems must be
done by the addition of complete, parallel pipeline systems.
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Figure 44b
Example ADSP Pipeline Processor (FFT Convolver;

2.4.2.2 Parallel Processor

An approach to implementing the ADSP with parallel processors is
shown in Figure 45. In this case, a total of 52 programmable FFT
processing units are used to compute the required FFT computations.
In the range correlator, each unit is capable of processing a com-
plete single pulse range scan. Successive pulses are inputted to
successive processors and the total number is set to operate on the
total processing load at an internal clock rate of 8 MHz. The azimuth
correlator is different in that each parallel unit handles a fixed
segment of range cells. This permits the bulk corner turning memory
to be divided equally and allocated to the respective parallel
azimuth processors. An FFT convolver function is inherent in the
azimuth correlator as in the range correlator, but because of the
spectral domain range migration compensation, the forward and
inverse FFT's are separated. The range migration compensation unit
is then a special processor in between the forward and inverse FFT.
The advantage of the parallel processor is in the standardization of
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hardware and high reliability. The current thrust of L3I technology
permits implementation of a FFT processor at reasonable cost levels,
which when constructed in quantity will further reduce the unit cost.
Spare units can be employed to enhance reliability.
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0 MEMORY: CTM + ISRMC + 238K

0 PROCESSOR UNITS: 52

0 PROGRAMMABILITY: AT PROCESSING UNIT LEVEL

0 RELIABILITY ENHANCEMENT: SPARE PARALLEL PROCESSORS

® MODULARITY: ADDITIONAL PROCESSORS
Figure 45

Example ADSP Parallel Processor (FFT Convolver)
2.4.2.3 Single Instruction - Multiple Data (SIMD)

The SIMD approach shown in Figure 46 is another parallel processor
approach with an important difference. A1l of the procassors operate
in-step on the entire processing algorithm. This approach offers a
common control approach, but it is not good for the ADSP. Since

each unit must do the entire process, it must have a full corner
turning memory or at least a significant pertion of the range swath.
Thus, the total memory requirements of the system are unreasonable.
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Figure 46
SIMD (Single Instruction - Multiple Data Stream)

?2.4.2.4 Cross-bar

Crcuss-bar architecture has long been used in high performance digital
processors. This approach, shown in Figure 47, can be used to form

a programmable pipeline signal processor. It has particular advantages
in cases where several different processing units may be used in a
varying sequence. The need for a variation of processors would arise

in a signal processing application where computationally intensive
algorithms must be performed. It may then be cost effective to
construct special purpose processors for these functions. The number
and types of processors might vary for each iistallation. A technical
problem with the cross-bar approach is the design of the cross-bar
switch itself. Several methods have been suggested in the literature
for constructing modified variations of the cross-bar. These approaches
are aimed at matching the real switching needs with an eificient
switching mechanism, generally a multi-level switch matrix not unlike
an FFT flow diagram. However, all of the proposed switching schemes

do not provide the flexibility of a cross-bar and thus limit the overall
efficiency of a general purpose processor.
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O RELIADELITY ENHANCEMENT: SPARE PROCESSING UNITS

0 MODWLARITY: PARALLEL SYSTEMS

Figure 47
Cross-liar Architecture

2.4.2.5 Multi-bus Architecture

A multi-bus architecture can be used and Figure 48 does not do
justice to the many variations which are possible. Recent efforts
in this area have been concentrated on heirarchical schemes which
partition the hardware structure into various levels of operational
control. The control preblems of this approach seem to be overly
complicated for a signal processing system as essentially well
defined as the ADSP.

STRUCTURE -- VARIABLE -- 2, 3 DIMENSIONS

0 MEMORY: > MINIMUM STORAGE

@ PROCESSING UNITS: > %

® PROGRAMMABILITY: SEQUENCE, SIGNAL PATH CONTROL

0 RELIABILITY ENHANCEMENT: ADAPTIVE FUNCTIONAL PATHS
- ® MODULARITY: ADDITIONAL PROCESSORS

Figure 48
] Multi-bus Architecture
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2.4.2.6 Programmable Signal Processor Developments

Several government-industry efforts to build high performance,
programmable signal processors are underway. These developments
are not rear the mature stage where one can buy a system. A brief
summary of these developments follows.

Advanced On-Board Signal Processor (AOSP)

AGENCY: DARPA

CONTRACTOR: RAYTHEON

OBJECTIVE: DEVELOP SIGNAL PROCESSING SYSTEM FOR FUTURE SPACE
RADAR, ELLCTRO-OPTIC AND COMMUNICATION SYSTEMS CAPABLE OF
MZETING ON-BOARD SIZE, WEIGHT AND RELIABILITY REQUIREMENTS
ARCHITECTURE: MULTIPLE BUSSES INTERCONNECTING ARRAY COMPUTING
ELEMENTS (ACEs)

CLOCK RATE: 10-40 MHz

MEMORY/ACE: 2 10M BITS

GATES/ACE: ) 100K

ACES/ADSP: 56

STATUS: STUDY/SIZING/SiMULATION/SOME BREADBOARDS UNDERWAY

S-1 Super Computer

DESIGN: LAWRENCE LIVERMORE LABORATORY

SUPPORT: OFFICE OF NAVAL RESEARCH

OBJECTIVE: TO CESIGN AN ADVANCED VECTOR PROCESSING
ARCHITECTURE: CROSS-BAR CONNECTING MEMORIES WITH 16 HIGH SPEED
PROCESSING UNITS (A-BOXES)

CLOCK RATE: 57 MHz

COMPUTATION RATE: 430 usec/4096 POINT FFT PER A-BOX
A-BOXES/ADSP: 10

STATUS: UNDER DEVELOPMENT

Enhanced Modular Signal Processor (EMSP)

AGENCY: NAVAL SHIP SYSTEMS COMMAND

OBJECTIVE: TO DEVELOP AN ADVAMCED PROGRAMMABLE SIGNAL PROCESSOR
FOR NAVY APPLICATIONS TO REPLACE THE AM/UYS-1

ARCHITECTURE: MODIFIED CROSS-BAR
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COMPUTATION RATE: 80 M (REAL MULTIPLES;/sec
EMSPs/ADSP: ~ 25
STATUS: STUDY PHASE

Other processors such as the MPP - Massively Parallel Processor
(NASA-Goodyear) ond MRP - Multi-mode Radar Processor (Hughes) are in
various stages of development. The question that must be answered
is whether any of these developments are practically .pplicable to
the ADSP.

The specialized needs of the ADSP can be best met with a processor
matched to its requirements. This will also limit long term life cycle
costs particularly in the area of mission software development.

2.4.3 Software

A study was completed of high order languages (HOLs) suitable for

the executive and control software tasks within the ADSP host computer.
The languages studied were Fortran, Pascal, SPL/I and Ada. Any one of
the candidate languages is adequate for the task, but some present
advantages over the others. It is desirable for documentation
purposes and ease of understanding to have as much of the control
snftware as possible written in the HOL, as opposed to assembly
language subroutines. This gives languages which have real time
control features an zdge, since a language without them must resort

to asszmbly language for real time control. Another key feature

for readability is the degree to which a language permits and
encourages structured code. The newer languages, especially Pascal

and Ada, are designed to force the programmer into structured

prcgrams. Manipulation of large data arrays is important and all of
the candidate languages have this capability. Finally, the availabi’ity
of the language is crucial. Is it supported on the selected ADSP
computer? Is it sufficiently mature to be fully documented and

readily usable? Is it in widespread use? These are the key questions.

Table 22 summarizes the key characteristics of each language. Ada most
closuly meets the needs of the ADSP. This conclucion was reached after
a careful comparison of the candidate HOLs.
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The HOL which has been proven in almost every application is
Fortran. In use for twenty years, Fortran is a suitable substitute
for almost any language. The newest versions of Fortran include
provisions for structured programming, including control constructs
such as [F...THEN...ELSE. Most versions have fairly sophisticated
I/0 capabilities, although most are uniqua to one machine and rot.
readily transportable to another. Most Fortran versions do not have
any real time control structures, leaving these functions to the
operating system. Fortran can handle arrays of data, although
complex file structures can be difficult to handle. Fortran is less
readable than the ne.or languages, although its widespread use may
offset this, in that so many programmers readily understand it. In
short, Fortran may be an acceptable vehicle for the task, but its
limitations were precisely what the newer languages were designed to
improve upon. It may pay to take acvantage of these improvements.

SPL/I, or Signal Processing Language I, is a relatively new language
developed by Intermetrics, Inc. for Navy programmable signal pro-
cessing applications. As a language designed expressly for signal
processing, it is an immediate candidate for ADSP. It contains

many veatures of use *: this application, especially in the number

and power of its real time control constructs. These can effectively
handle multiple parallel processes and the interfaces between them.
SPL/1 shares the structured constructs and data typing of Pascal, Ada,
and others. Detailed study of the language shows strong structural
similarities to other HOLs, including many of their weaknesses. SPi/I,
like Pascal and Ada, makes an effort to minimize dependence on a
particular macnine or compiler to guarantee software transportability.
As such, I/0 capabilities are essentially left to the implementation
instead of being defined within the language. SPL/I has only four
simple. library functions defined to handle I/0. This is less than the
other candidate HOLs.

Another major problem with SPL-I is a lack of available implementations.
Versions exist for Navy AN/UYK-7 and AN/UYK-20 computers, but outside
the Navy, it is virtually unused. Much of this lack of use is due to the
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expectations in the development of Ada, which has most o7 the same
real time control features, and at the same time provides for more
readable code.

Pascal, a language invented in 1970 by Niklaus Wirth of the University
of Zurich, is intended primarily as a teaching language. The original
intent was to provide the necessary language constructs to force a
programmer to write structured programs. Many of the concepts de-
fined by Pascal have been used in later languages, especially Ada and
SPL/I. Pascal is a highly readable, easy to understand language. It
is a strongly typed language, which means that all variables and
constants in a program must be explicictly declared as to its type at
the beginning of a program. Translation between different types is
difficult uniess their relationship is pra-defined. For example,

this feature prevents a programmer from accidently equating feet and
pounds in a calculation. Strong typing requires a programmer to
think through the process he is defining before he actually codes it.
Pascal incorporates many program control features which guarantee
structured program flow: IF...THEN...ELSE and CASE statements provide
explicit conditions for branching, making the reasons for each
branch clear in each case. Pa-cal has array handling features which
provide easy set up and manipulation of complex data structures such
as linked lists,

Because Pascal was originally intended as a teaching language, it has
a nunber of shortcomiras when applied to a suphisticated real time
application. The 1/0 defined for Pascal in its original form is
severely deficient, amd numerous implementations have attempted to
improve upon its I/0 capabilities. This has seriously inhibited
Pascal's ability to be implementation dependent, and hence transpor-
table from one compiler to another, and from one machine to another.
It also makes it difficult to compare Pascal with other languages,
since some versions of Pascai .ay have adequate 1/0 for the intended
application.

Another serious deficiency of Pascal is the absence of any real-time
control structures. Pascal is not intended for real time applications.
To be readily transportable from ore system to another, many Pascal

89



compilers, most notably the UCSD version, translate to a urniversal
intermediate level language (termed a p-code), which in turn is readily
translated to the machine language of host computer. This two level
translation process, while useful, limits the efficiency of a Pascal
program in terms of the number of machine instructions, it takes to
execute a single Pascal instruction. The two level process also

makes the execution of a Pascal program very difficult to predict
and/or minimize.

Despite these limitations, Pascal has gained wiu.spread acceptance
in the industry. Some companies, like Texas Instruments, have
standardized all of their software development around the use of
Pascal as their preferred HOL. There are many versions available,
and any final computer system chosen is likely to have at least
one commercially available compiler to use. In addition, an inter-
mediate p-code language could be translated to any embedded
processor's instruction set, providing HOL capabilities and docu-
mentation within the system hardware, provided real-time control
and /0 problems can be dealt with.

Many of the limitations of Pascal may be overcome through the use o
Ada, a derivative of Pascal first developed in 1979 by a design team
from Honeywell-Bull, under the direction of Jean Ichbiah. Developed
as a joint Army/Air Force project, Ada is intended to be the Depart-
ment of Defense standard HOL for all major systems of the future.

As such, ~da was designed to be an all-purpose language, incorpora-
ting the key features of Pascal together with real-time processing
constructs and improved I/0 capabilities. Like Pascal, Ada is a
strongly typed language, with all variables defined clearly at the
beginning of the program. Ada has all the same structured program
constructs as Pascal, and in addition has features to simplify
separate compilation of different sections of a large program. The
1/0 constructs in the original Ada definition are adequate, although
still somewhat less sophisticated as most Fortran implementations.
This will probably be improved when Ada is actually implemented. Ada
is designed to be highly readabie: the design intent was to simplify
documentation requirements by using a language as close as possible
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to a Program Design Language (PDL) which car. be used for documen-
tation instead of flow charvs. Ada's multitasking capability
provides clear definitions of multiple parallel processes, and
their interfaces.

The primary problem with using Ada is that currently its implementation
is in its infancy. The most notable development is the Intel VLSI
LAPX-432 microcomputer which is designed for the Ada HOL. The initial
definition of the language has generated considerable interest within
the software industry. A number of projects to develop working
compilers has begun, both inside and outside the defense industry.

RCA has identified 24 such projects for various machines. It is
expected that by 1983 most major computer systems will have usable
versions of Ada, and that by 1985 Ada will be in widespread use. As
such, it appears to be most promising candidate for the ADSP. Ada
combines the best features of the other languages into a single
languuge: the versatility of Fortran, the real-time control of SPL/I,
and the readability of Pascal. Table 22 summarizes the key characteristics
of each language.

Table 22
Key Characteristics of Candidate HOLs
mwnc\umunce oL FORTRAN PASCAL ADA
READABILITY FAIR FAIR EXCELLENT 600D
REAL T/ME YES YMPLEMENTATION NO YES
] SR
TRUCTURES

ARRAY DATA GOOD FAIR 600D GoOD
HROE RS
STRUCTURED YES IMPLEMENTATION YES YES
PROGRAMMING DEPENDENT
FEATURES (FORTRAN 77)
DATA TYPING YES NO YES YES
1/0 HANDLING POOR EXCELLENT POOR FAIR
CURRENT USE ANIUYK-T, WIDESPREAD WIDESPREAD FIRST

ANIUYK-20 (NAVY) COMPILERS IN

COMPUTERS ONLY DEVELOPMENT
FUTURE USE UNPREDICTABLE | WIDESPREAD WIDESPREAD | WIDESPREAD
(1983- ) (ALTHOUGH MAY

BE REPLACED
BY ADA}

9N



2.5 ADSP SELECTED DESIGN
2.5.1 Selection of Algorithm

The FFT convolver was selected for the ADSP. The selection of a
processing algorithm was made principally between the time domain,
FFT convolver and subarray algorithms. The other approaches were
considered in relation to these three.

2.5.1.1 Key ADSP Requirements

The key requirements for the ADSP are summarized in Table 23.
Continuous variation in processing parameters, with provision for
modular construction and future growth are driving factors. In
addition, the processor must accommodate continuous or burst modes.

Table 23
Key ADSP Requirements

BASELINE VARIATION

0 RANGE CORRELATOR:  COMPLEX SAMPLE RATE 1IMH2
PULSE SAMPLES 45
PULSE COMPRESSION 410 10 - 660
RANGE SWATH 4000 500 - 4000°
INTEGRATED RANGE SIDELOBES -15d8

8 AZIMUTH CORRELATOR: PRF 2500M2
LO0KS 4 .
AZIMUTH COMPRESSION RATIO /LODK 350 20 - 350
INTEGRATED AZ IMUTH S1DD.0BES -20d8
RANGE MIGRATION “'!:At %g;ﬂs

* TRADE-OFF AMONG RANGE SWATH, NUMBER OF LOOKS, AND RESOLUTION

0 MODULARITY -- PROVISION FOR:
o SWATH WIDTH -- UP YO FOUR TIMES BASELINE
o MORE PARALLEL LOOKS
¢ MULTIPLE FREQUENCIES AND POLARIZATIONS

2.5.1.2 Programmability

The variation in >a parameters can be accommodated by the three
major processing algorithms shown in Table 24, Both the time domain
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and FFT convolver approaches offer full control over the SAR processing
parameters such as compression factor. However, the subarray imple-
mentation cannot be readily programmed to cover a continuous selection of
parameters. The subarray formation process most easily accommodates

a stepped parameter control. A disadvantage accrues to the time domain
approach with variations in the number of looks. A variable prefilter
would be difficult to implement in this case. The Type B time domain
processor is used in the comparison because it is preferred over the

Type A processor.

Table 24
Algorithm Programmability

ALL APPROACHES CAN ACCOMMODATE VARIATIONS IN RANGE SWATH
' mL'ﬁOUGH MEMORY CONTROL AND SCALING

ALGORITM ""ﬁ"‘ﬂ‘ METHOD IMPACT ON HARDWA
oN VARY NUMBER OF MODEST INCREASE IN
THEBOMAIN - COMPRESSI ACTIVE CORRELATORS CONTROL FUNCTION
LOOKS o SWITCH CORRELATORS LARGE INCREASE IN
o VARY PREFILTERING SWITCHING HARDWARE

™ S AND MODEST HARDWARE
FTCONVOLVER  COMPRESSION CO&J&!&%@%%%ON INCREASE AND CONTROL

FUNCTION SOFTWARE
» AM CONTROL MINIMUM HARDWARE
LOOKS REFRO?% UENCE INCREASE
RESSION  VERY DIFFICULT TO OBTAIN
SUBARRAY COMPRE CONTINUOUS CONTROL; LARGE INCREASE IN
CONTROL IN STEPS COMPLB(ITYS?{M
CONTROL SY
S REPROGRAM CONTROL
LooK SEQUENCE

2.5.1.3 Incremental Implementation and Growth

Incremental growth or implementation can refer to variation in swath
width, number of looks, or the number of processing chaunels. In
addition, the capability of the processor to nandlc data at real time
rates is a factor. All of these issues are in a sense related. As
the swath width and number of channels increases, the processor memory
and computation can be expected to increase linearly. As the number
of looks increases the computation requirements generally decrease and
drop dramatically for the time domain processor with a prefilter.
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The algorithm and architecture selection are related and in anticipation
of the selection of a parallel architecture that implementation is
assumed for the FFT convolver and subarray algorithm in Table 25.

Table 25
Incremental Growth and Implementation

PARAMETER
NUMBER OF CHANNELS
INCREMENTAL GROWTH MR OF CHAM
ALGORITHM  SWATH WIDTH PARALLEL LOOKS DOARTEATION]
AUD ELEMENTS 1O ADD PARALLEL

JUEIomAIN ARSI REDUCE LOOKS SYGTEMS

ADD RANGE REDUCING LOOKS AD[, PARALLEL
FETSONEOLVER  AND AZIMUTH Seth CyoTEms
NeGANetuRey  'PROCESSORS Si2E sATN% mg.onv

ADD RANGE IS MOST EFFECTIVE ADD PARALLEL

tzl%%“»\v AND AZ) WUTH FOR SYSTEMS
TOAR PROCESSORS  COMPRESSION RATIOS
ARG TECTURE) (FEW LOOKS )
INCREMENTAL IMPLEMENTATION

TIME DOMAIN NOT PRACTICAL o PROGRAMMA
(TYPE B) BECAU'S*. OF POGR A NIA

MODUL. MEMORY' 4 ynCREASES REAL

: TINE RAYE

FETCONVOLVER  REDUCE NUMBER OF  MORELOOKS REDUCE NIA
(PLRALLEL RANGE AND AZIMUTH 2 A
ARCHITECTURE)  PROCESSORS Moy D
AZIMUTH REDUCE NUMBER OF  LOSES EFFECTIV
gy e rwm Shrooes
ARCHITECTURE) NES LARGE

2.5.1.4 Burst Multimude Processing

The issues in burst mode processing fall into two categories; 1) the

ability of the processor to accommodate mode changes with different SAR
parameters with no loss of imagery and 2) the ability to process specia’
modes such as a large members of looks in a burst mode (See Figure 5).
first case is illustrated by Figure 49. A SAR processor will have an

The

94



ORIGINAL PAGE IS
OF POOR QUALITY

SINAL (N SAR SIONAL PROCESSON IMAGE CUT
DELAY INTEGRATION

OELAY irp) > INTEGRATION YIME (1)

RADAR SIGNAL
|
1

= "' ! r.'
1y BURSY ’ f28URSY

STEH ieH mveuzoa?ue
| s
V/ M -0, V% L N
L v,
smc» swircH
TRAVELING MODE
% mvauo oureur %__,"_,‘. Y __'
s Tar
Figure 49

2urst Processing Delays

inherent delay (rD) from input to output which is greater than the
integration time (rA). Radar bursts can switch instantaneously from
one frequency to another as illustrated. A processor can have either
a switched mode corntrol or a traveling mude control. With a switched
mode control, all of the parameters of the processor change together
so the data within the processor when the mode swtich is changed is
all lost. On the other hand,with a traveling control that moves with
the data no additional invalid data appears beyond that equal to the
integration time. The traveling mode control is obviously preferable
and the time domain processor (Type B) is unique in its adaptability
to a traveling mode control. The lost data can be avoided by increasing
the bulk memory size by 50% for the FFT convolver and 100% for the
subarray technique.

The second burst processing problem can be considered in the extreme
case where the length of a burst is equal to the integration time
and the bursts are of arbitrary spacing. In this situation there
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can be essentially one image resolution element per look and the FFV
The time
dorain type B process is well matched to the case because of its
mulitplier - accumulator structure.
used with each processing module handling a separate look for the

convolver in its normal form is extremely inefficient.

futl burst range swath.

The type B processor can be

The FFT convoiver and subarray systems can

process this mode with some variation in their structure. The basic

approach is to deramp the input signal, corner turn, FFT, correct
for range all migration and integrate the appropriate multiple looks

as indicated in Figure 50.

44—  LOOKS

CORNER

- MEMORY

———r

FFT

RCM

—

BURST
DERAMP ING
FUNCTION

FIGURE 50.
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2.5.1.5 Algorithm Cost Comparisons

Relative costs were developed for the three principal ADSP algorithms
and are summarized in Table 26. The design costs of the subarray
technique overshadow its lower materials costs. 'iaterials for the
time domain pizessor reflecting the large number of computations
required dominate its cost profile.

Table 26
Relative Algorithm Costs
IME FFT SUB-
M CONVOLVER ARBAY
PROGRAM CONTROL 0.246 0.207 0.220
Mounoamc AND DESIGN
ASSURANCE
DESIGN 0.416 0.334 0.626
MATERIALS / SERVICES 1.24 0.263 0.174
ASSEMBLY AND TEST 0.419 0.146 0.191
2,295 1.000 L1
TOTALS 23) i) (1.2

2.5.1.6 Risks

Development risks associated with the candidate algorithms are
indicated in Table 27. The time domains approach has problems with
reliability and the control of a large hardware system at the nominal
system clock rate of 11 MHz. The complexity of the subarray processor
design is its major risk factor while the FFT convolver algorithm has
no serious drawbacks. Its only questionable area is in achieving cor-
venient modularity of the hardware elements - a concern that also
applies to the other algorithms. General algorithm-independent risks
are also listed in the table and the major one affecting the lifetime
of the ADSP is meeting the correct mix between hardware and software
controls.
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Table 27
ADSP Algorithm Development Risks

APPLYIRS TO
SPECIFIC ALLA
TIME DOMAIN o C OF LARGE TECHNICAL: o ING CORRECT MIX
orgmog gg\}m« HARCWARE
MULTI m CABINETS AND SOFTWARE
o 11 MHz CLOCK
¢ RELIABILITY SCHEDULE: @ TIMELY AVAILABILITY OF
L RCHASED ICs
FFT CONVOL\'FR o ACHIEVING MODULE
PARTITIONING COST: o unmgucmtg INFLATIONARY
CHEDULE
SUBARRAY o ACHIEVING REQUIRED o MEETING COST PROJECTIONS OF
PROGRAMMABILITY ICs IF PURCHASES MUST BE
o DEVELOPMENT OF SPLITINTIME
gumm TEST
ROCEDURE
o CONTROL SYSTEM

2.5.1.7 Summary and Selection

A summary of the general characteristics of the various processing
algorithms studied is given in Table 28. Particular algorithms have
features whick may be useful in certain applications. For example,
the subarray process, which offers a minimal hardware implementation,
is advantageous for a single dedicated processor for low power and
size on-board applications. However, the FFT convolver algorithm
was sei,ected for the ADSP because:

e Programming for multiple modes is straightforward,

e the higher cost of memory and computations {(relative to
subarray) are offset by savings in control system design
costs,

a lower risk is associated with the approach,

integrated circuit technology thrust is reducing the cost
of memory and computations,

it lends itself to modular growth,

it provides a continuous selection of SAR parameters and,
the ADSP has no requirements for small size, low power or
special environmental conditions.
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Table 28

Algorithm Summary Comparison

Al oL P
OLIGINAL PAGE
OF PCOR QUALHV‘

2.5.2 Selection of Architecture

ALGORITHM MAJOR FEATURE DI SADVANTAGES
| FFT CONVOLUTION (1D) EASIER TO PARTITION NOT MINIMUM HARDWARE
| AND CONTROL o
BLOCK FFT APPROACH N CORNER TURNING MORE MEMORY REQUIRED
. 2D FAST FOURIER MOST FLEXIBLE HIGHER COMPUTATIONAL
. TRANSFORM RATE DUE TO 2D OVERLAP
LIMITED BY DEPTH OF
! FOCUS
20 FAST POLYNOMIAL LESS MULTIPLICATIONS  MORE DIFFICULT T0
. TRANSFORM ! ~ PARTITION
SERIAL TIME DOMAIN | VERY FLEXIBLE REQUIRES MOST
CORRELATION EASY REFERENCE COMPUTATIONS
GENERATION
BEST FOR BURST MODE B
PARALLEL TIME DOMAIN NO ADVANTAGE OVER REC UIRES MOST
CORRELATION SERIAL SYSTEM COMPUTATIONS 1
REFERENCE FUNCTION
DIFFICULT TO GENERATE |
SUBARRAY PROCESSING  MINIMAL HARDWARE |

MORE DIFFICULT TO
PROGRAM

© e e v o ——— 4

A comparison of pipeline and parallel architecture is given in Table 2€.
The vreponderance of key favorable factors make the parallel approach

the optimum selection.

A parallel structure is also characteristic

of a number c¢f specific processors including the Massively Parallel
Processor - MPP (19), the Advanrad On-Board Signal Processor - AOSP

(20) and 5-1 (21).

figured for the ADSP.

Table 30 shows how these systems could be con-
Their use in the ADSP would depend upon the
achievement of their development goals in a timely manner.

In addition,

they do not have the incremental implementation and growth characteristics

desired.

tailored specifically to the ADSP requirements.
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ADSP
CHARACTERISTIC

Table 29

ORIGINAL FAGE IS
OF POOR QUALITY

Pipeline - Parallel Architecture Comparison

PIPELINE

PARALLEL

NATURAL PARTITIONING o

PROGRAMMABILITY 0

MEMORY SYSTEM ®

RELIABILITY/ o
ENHANCEMENT 0

FORWARD
MODULARITY o MODULAR!TY REDUCES o MODULARITY INHERENT IN
EFFICIENCY DESIGN
RISK ¢ MODERATE o LOW
Table 30
Processor Comparisons
("FT Convolver Algorithm -- FFTs)
MULTIBUS S-1
ADSP MPP* (56 ACES -- CROSSBAR
REQUIRED PARALLEL est) (10 A-BOXES)
REAL 2,240 910 2,240 2,240
MULTIPLICATIONS
PER SECOND + 156
REAL ADDS 3,360 4,428 3,360 3,360
PER SECOND + 100
APPROXIMATE 416 16°° 560°° -
MEMORY

STORAGE = 106
(BITS)

EACH PIPELINE ELEMENT
DOE; OWN FUNCTION

FFTs -- LENGTH CHANGE

CONTROL -- TIMING MUST
BE ADAPTABLE

CAN TAILOR EACH ELEMENT
TO MINIMUM SIZE

MUST OPERATE AT HIGH
SPEED

MED!UM RELIABILITY

EXTRA PIPELINE UNITS BUT
CONTROL IS DIFFICULT -

TESTING IS DIFFICULY

¢ RANGE -- PRI
¢ AZIMUTH -- RANGE SLICE

o FIRMWARE PROGRAMMABLE
(NO HARDWARE RESTRUCTORING)

o LOW SPEED OPERATION
¢ MODULAR, CONVENIENT SIZES

o [NHERENT HIGH RELIABILITY

o SPARES ARE INDEPENDENT
AND EASILY INSERTED

o STATUS TEST IS STRAIGHT-

* MULTIPLIES AND ADDS ARE NOT SIMULTANEOUS FOR MPP
** EXTENDABLE
*e* ASSUMES 5 MEMORY CHIPS PER ACE
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2.5.3 Desiar

The design selected for the ADSP features a parallel processor
implementation of the FFT convolver algorithm for both the range

and azimuth correlators. It {5 programmable and adaptable to multiple
missions. The parallel architecture allows a modular implementation
suitable for expansion or reduced system capability. The parallel
design achieves high system reliability and graceful performance
degradation.

The system is designed with TTL compatible logic, has an internal 8MHz
operating clock rate, has floating point arithmetic and employs 64K
dynamic RAMs for the bulk memory. It is controlled by a host computer
for mission set up and performance monitoring, but because most of the
control reqirements are embedded in firmware, a minimum of software
effort is anticipated for a new mission set-up.

Figure 51 shows the arrangemant of the parallel processing modules. For
the assumed 8 MHz clock rates, 22 parallel processors are used for the
range correlator and 15 parallel channels are employed in the azimuth
correlator.

The architecture and algorithm permits a maximum degree of mission
programmability with a minimum of software set-up effort. The host
computer is not involved in any of the real-time computations as a
process proceeds buv is used for configuration and test fuactions. Al]
real time controls are embedded in the signal processing elements.
Commands from the host computer set up the SAR processing parameters.

2.5.3.1 Range Zorrelator Design

The range correlator is illustrated in Figure 52. Each processing
module handles a full radar PRI. The PRI/FFT unit, whose primary
function is FFT processing, is the same module used for FFT processing
in the azimuth correlator.

Each PRI/FFT processor consists of an input/output (I/J) memory, a
working memory for computations, an arithmetic computation unit, a
reference function store, and a controller. The I/0 memory is large
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enough to hold the full range swath window prior to range compression.
Data is transferred from the I/0 memory through the data switch to the
working memory for processing. The computation unit can be programmed
to do the FFT butterfly, weighting, reference multiplication, magnitude
calculation (12+QZ or JI2+02 ), normalization, scaling, and either real
or complex FFT computations.

2.5.3.2 Linear Range Migration Correction

From the point of view of control simplicity it appears preferable to
compensate for all of the linear components of range migration separately
from the quadratic terms. This is the approach employed in the recommended
design where the correction is applied after range pulse compression.

The implementation is simply an incremental delay plus an interpolated
fractional sample delay. OQur simulation showed that, with the FFT con-
volver processing algorithm, adequate performance could be obtained with-
out the use of a separate linear range migration unit if interpolation
were used in the frequency domain correction. However, we have included
the function since it may contribute to higher quality imagery in some
cases.

2.5.3.3 Corner Turning Memory

The corner turning memory module functions are given in Figure 53. A
PRI buffer is used to capture the range swath to be processed. The

net data rate through each parallel channel is then only about 22/15 MHz.
This Tow data rate permits the use of slow 64K dynamic RAMs for the bulk
store.

The organization of the corner turning memory modules is shown in Figure 54.
With a 4096 point azimuth processing window, the windows must be repeated
each 2048 points. This is accomplished by using an overlap - save sequence
in the memories. After the full 4K samples are stored in two memories the
next 2K of data is read in to one-half the memory while the 4K window is
read out. Operation in this manner means that the total bulk corner turning
memory storage is approximately the product of the range swath and the
azimuth correlation extent.
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CORNER TURN

IN ~11 MH2 PRI OUT<2 MMz BULK MEM&RY
e—- BUFFER |———— ~1.2x1 fresm— TO FFT
aKx 24 WORDS PROCESSOR
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- INTERRUPT
CONTROLLER REFRESH ON LOAD
lagemm START
ADDRESS
GENERATOR [ CLOCK
jageane RESET
*SPECIAL REFRESH MAY
NOT BE NECESSARY
CTM PARAMETERS
FROM CONTROLLER
Figure 53
Corner Turning Memory Function
FROM PRI ,
BUFFER ' ADDRESS
l GENERATOR
] x 1 2K

| 4
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Figure 54

Corner Turning Memory Organization
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2.5.3.4 Azimuth Correlation

After the first FFT is taken to convert the constant range lines to the
spectral domain, the quadratic range migration correction (and any
residual linear component) is applied together with the spectral reference
focusing function. Bearing in mind that the data rate at the interface

to this function shown in Figure 55 is less than 2 MHz, the implementation
of the functions can be streamlined by time-sharing hardware elements.
Most of the adaptive processes in the azimuth correlator are centered
here. A separate clutter lock estimator is used. Although the focusing
function generation is shown on the module, our selected approach for

this function is to employ a separate FFT processor module for

computing all of the references as discussed later in this section.

}u

RMC STORE
4K x 16 WORDS

T

ADORESS
GENERATOR

FROM
COEFFICIENT TIMING AUTO-FOCUS
GENER CORRELATOR
* COMPLEX REAL
c ';MCl MULTIPLY MULTIPLY Eﬂﬁg?.'gﬁ
cé’rﬁwﬁ\ N GENERATION
1
CLUTTER LOCK 88%% WEIGHTING
BUFFER FUNCTION SAR
INPUT 8K WORDS PARAMETERS
SAR
PARAMETERS -
TO INVERSE
MULTILOOK FFTs
Figure 55

Range Migration Correction and Matched Filter
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2.5.3.5 Multilook Integrator

Figure 56 shows the design approach for the multilook integrator. Input
data is first interpolated, if necessary, for image registration or geometric
mapping correction, or changes in the output image pixel density. If
the autotocus is not accompléshed with modification to the focusing
function, multilook registration corrections can be applied here. The
multiple looks are integrated after the magnitude of the complex samples
are obtained. The multiple looks are integrated after the magnitude

of the complex samples are obtained. The multilook memory store is
approximately one-eighth as large as the corner turning memory and all
of the associated functions can therefore be included on the module.

MULTILOOK
MEMORY STORE
INTERPOLATE, T
VR + Q2 LOOK 2 MIN MEMORY SIZE
—_— « 1024 x 288 < 327, 680
. WORDS (65,536  5)
mnf = LOOK N
INTERPOLATION, | [ orour NEMO
REGI STRATION = RY
£CISTRATIO SCALING CONTROLLER
| ’ 12 ‘ ’
M&%E' FROM I LOOKS RANGE 'Eg&msr
FOCUS

Figure 56
Multilook Integrator
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2.5.3.6 Clutter Lock
A clutter lock technique was described in (22). It relies on a measure
of symmetry of the mean image energy of the four looks. The normalized
error is determined from

E1 +E2 -E3 - &4

El +E +E3 + B3
where E1.4 are the energy le.els in the respective looks. A modification
of this approach is suggested here based on the following two observations.
First, the referenced approach assumes that the actual mean image energy
of a particular look, say look 3, does not fluctuate too much as the
terrain is changed. Although this is generally valid, there may be specific
peculiarities, e.g. transition from ocean to land, that will violate this
assumption. Secondly, as the frequency offset (Fc-fc) approaches zero,
the difference between the mean image energy looks 2 and 3 would appear
to be insensitive to changes in (Fc-fcj.

The suggested modification uses two different segments of the range
compressed data in such a way that the image of look 1 ¢f the first segment
coincides with the image of look 4 of the second segment. Furthermore,
only the spectra of looks 1 and 4 are used to establish the symmetry, as
these are much more sensitive to changes in the frequency offset (Fc-fc).

Two measures of symmetry can be used. The first is the difference of the
total image energy of each look, i.e. Ej-Eq. Another measure is obtained
by comparing each spectral line in the two looks. Let 51(k8> and «Ea(k)
he the kth component of looks 1 and 4 respectively. Then a good measure is

D= L ysp(k) - sa(k)y.

This quantity appears to be much more sensitive to changes of the frequency
offset (Fc-fc), as can be seen from the result of a typical simulation
presented in Table 31. The disadvantage of using U to perform clutter lock
is that cne has to seek the minimum of D as (Fc-fc) is varied whereas the
use of (E1-E4) needs only to search for the zero crossing.
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Table 31
Clutter Lock Simulation Results

§ POINT TARGET
o TWO POINT INTERPOLATOR IN RANGE COMPENSATION ALGORITHM
o YAW IS APPROXIMATELY 1/2 A LOOK

® RESULTS:
Fe-fc

MEASURE 0.008 0.006 0.004 0,002 0 -0.002 -0.004
3 5057 5055 5061 5070 5076 508 5.089
E4 5094 5087 5089 508 5076 5070 5.060

Ej-E4  -0.0364 -0.0325 -0.0286 -0.0131 -0.0004 +0.0125 +0.0287
)] 3989 3.003 1594 1442 G343 1468 1985
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2.5.3.7 Generation of Focus Function
The reference signal needed for the azimuth matched filter is of the form

(e'ia("'"o)z}n where the constant a depends on the range as well as other
system parameiers. This dependence on range demands that new reference
functions be generated fairly frequently for proper focusing, and the
Fourier transform of the newly generated reference function be calculated

if the matched filtering is carried out in the frequency domain. The
required spectral focusing function can be generated by taking the FFT

of a linear frequency ramp function which has been adjusted for the

correct slope. While we have initially selected this first method, it

is worthwhile to consider alternates which reduce the amount of computations.
One method for reducing this computation task is described here.

Assume that <;-ja(n-no)€> is the focusing function in use, and the value
of a is changed to a+A for focusing at a different range. Rather than
generate e-i(a+2)(n-ng)2 anew, we rewrite e-3(a*8)(n-no)2 55 fo1l0us:

e-J(a+8 )(n-ng)2 .  g-ja(n-ngl: g-jb(n-ng)2

= e’ja(n-ﬂo)z [l-jA("'ﬂQ)z' A_zﬂl;—nqx‘.-f ...}

If 1is sufficiently small, the first two terms in the series expansion
are sufficiently accurate for our purpose. In the transform domain:

~ Sl - éi./~ “ 0 d-jaln- 2 -~ : )
% J{a+a)(n-ny) R {Ja(n no)zj ,jA-{n_no)z e-ja(n-ng)2 .

- %E ?:<3n-n°)4 e-ja(n-no)2>

-

Thus, one needs to store only the three transforms on the right side
of the equation and combine them using whatever value of A necessary to
obtain the transform of the desired new reference.
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To determine one range of A for which this approach offers sufficient
accuracy, we ¢enerated a reference with 4 varying and used it for matched
filtering the returns from a point target. The results were compared with
those obtained when 4=,

If there is no yaw, then the proposed alternate will produce less than
0.5dB change in the response when A is kept within +50 range cells. If

a yaw corresponding to half a look is present, then A has to be within + 30
range cells in order to keep the change to within 0.5dB. If the yaw is
increased to one look, then & has to be within +20 range cells.

While the alternate method offers significantly fewer computations, the
availability of FFT processing modules makes the direct reference
computation cost efficient. With a new reference required every eight
range cells, two FFT processing modules can be applied to the task of
computing the references for 15 parallel channels.

2.5.3.8 Control System

System requirements which affect the range and azimuth processor controls
are listed in Table 32. These general requirements impact in various
ways on the processor depending upon the algorithm and architecture
employed.

Table 32
ADSP System Control Requirements

Range Processor
Ranga Compression Ratio: 10 2o 660

Swath Width: 500 to 4000

Azimuth Processor
Azimuth Compressfon: 20 - 350 per look
Reference Function Update: Cross track - every 8 range cells

Along track - every 12,000 radar pulses

Required Modes
Oual Frequency

Oual Polarization
Burst
Continous

Variations within Mission in altitude, look angle, resolution,
number of looks, swath width, and azimuth weighting
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The FFT convolver is relatively easily controlled for the variation

of system parameters. The length of the FFT can be changed to accommodate
varying time bandwidth »roducts and swath width. This is especially
easily accomplished in a serial FFT where the length change is by firmware
control. In addition, waveform and weighting function variations can be
accommodated by either storing the additional functions in ROM or by
inserting them into a temporary storage RAM via the control computer.

A continuous selection of swath widths and waveform length can be

batch processed with the FFT convolver within the limits of the maximum
size FFT. The FFT can also be operated in a slidin¢ aperture mode.

Then successive FFT windows are processed at intervals of the difference
between the FFT size and waveform length. Table 33 lists a number of
variations in FFT and waveform size and resulting complex computations
per output point. The table illustrates the logarithmic increase in

the required computations as the waveform and FFT size increase. It
also illustrates the computational advantages of increasing the FFT

size relative to the waveform length.

TABLE 33
FFT Range Correlator Convolver Variations
RANGE COMPLEX
WAVEFORM COVERAGE COMPUTATIONS
SIZE SIZE PER FFT PER POINT
512 256 256 20
1024 512 512 22
2048 1024 1024 24
4096 2048 2048 26
8192 4096 4096 28
8192 2048 6144 18.67
8192 1024 7168 16
8192 512 7680 14.9
112
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Controls required on the FFT convolver to meet the total programming
requirements are indicated in Figure 57. Some of these controls may be
most appropriately placed on a common control module fo:r multiple range
processors. The tradeoff in this regard is the consideration for
multiple uses of the module, as in the azimuth correlator.

Controls for the azimuth processor are distributed to each functional
element. For the FFT convolver algorithm all required controls for the
FFT are embedded in the FFT module used in the range processor. The
primary control centers are then in the corner turn memory, the range
migration-matched filter module and the multi-look integrator. Linear
range migration is a separate function in the design as is the clutter
lock estimator.
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Figure 57 FFT Convolver Control
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2.5.3.9 Test Subsystem
The complexity of the ADSP dictates the implementation of a diagnostic,
status test subsystem in conjunction with the operating system. A
conceptual test system is shown in Figure 58. The system elements
would be exercised with a test signal sequence and check-sums would be
obtained at selected locations in the processor. These check sums are
read back to “he control computer for failure localization.

In addition to the built-in-test system, a test fixture should be developed
for testing and debugging functional modules. This test unit could be
used both for production testing and long term maintenance of the equipment.

2.5.3.10 Physical Configuration

The ADSP system was sized for its physical configuration. The module
complement for the system is shown in Table 34. Large 15" x 17" modules
were assumed capable of housing 200 or more standard dual-in-line circuits.
Using an average of 170 circuits per module the total number of circuits in
the system is about 33,000 including 5% spares. Five standard cabinets

can be used to house the ADSP with about 2000 watts dissipation per cabinet.

VEaT STIMULUS ) G Tenoca **°
CHEER SUMS 1 o
FOR BAILUAE
LOCALIZATION
INTERPACE ace -t AGC
[ XX ]
I T
B
UINE -3 Fil-3
cawruTEn ace -
a3 .
[ XX ]
raocesson
COMPARISON
Ny
G
AL ADIACENT ourruTs

A
FNR - FUNCTIONAL MODULE

AGE - ACCUNULATOR

Figure 58 Test System Concept
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Wirewrap interconnections were assumed. Because of the large number of
circuits in the system it is recommended that they be acquired with a
burn-in specification of 60 hours, particularly if plastic circuits are
used. A PDP-11/23 computer with 256 K bytes of memory, dual disk, and
hardware floating point was selected for the host computer although any
of a large number of computers would be adequate.

TABLE 34. MODULE SUMMARY

FUNCTIONAL OPERATING OTHER SPARES

MODULE TYPE UNITS SPARES (OPTIONAL)
PRI/FFT Pre.essor 54 4 4
Corner Turn Memory 60 4 4
Range Migration Correction 15 1 1
Multi-look Integrator 15 1 1
Linear Range Migration 1 1
Timing Unit 1 1
Clutter Lock and Focus 1 1
Test Probe Interface 6 1
Controllers 3 3

156 10

—t
~

2.5.4 Impact of Technology

The specific impact of future technology on the implementation of the ADSP
can be deduced from Figures 59 and 60 which show key integrated circuit and
architectural developments over the ADSP development time. All of the DC
developments shown should serve to minimize the ADSP cost if they are
available in a timely manner. Either 256 K bit dynamic RAM's or 64 K bit
static RAMs will be available by 1983. Wide word configurations of up to

8 bits will reduce costs. Particular logic developments which can be
anticipated are highlighted by a coming selection of chips specifically
designed to reduce the cost of implementing the fast Fourier transform (FFT).
The culmiration of logic will come with the advent of VHSIC technology which
is primarily aimed at signal processing applications. In the microcomputer
field the recent announcement of the i APX-432 Ada 32 bit microcomputer by
Intel Corporation is just the forerunner of an expected set ot competitive
VLSI computer systems.
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Specific signal processors should also be completed within the general

time frame of the ADCSP as indicated in Figure 60.

These developments,

however, as previously indicated are not immediately applicable to the

ADSP unless they have sufficient maturity,
the time the ADSP is completed.

which should come at about

1982 W |

1984 ws |

| ADSP |

RAMS: 256K 8K x8

DYNAMIC STATIC

¢

4

FFY
AY

ools
/BT

PROMS:

) )

FLOATING  MISC
POINT  SIGNAL
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$

INTEL - - . AND
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Figure 59

IC Technology Projection
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Figure 60
Signal Processor Architecture
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2.6 ADSP SCHEDULE AND COST FACTORS

The nominal development time for the ADSP has been established as

three years. However, changing the program schedule will affect the
expected cost as illustrated in Figure 61 which was derived from outputs
of the RCA PRICE* program for the ADSP design. However, at shorter
schedules both costs and risks tend to increase until at about 18 months
the risks are too high for rational consideration. A 36 month schedule
provides a higher cost, but the additional time gives a higher success
expectation.

MAXIMUM
14}
Ll EXPECTED
RELATIVE
LT MINIMUM
W= =-=-- !
|
! :
0.8} ] !
g ' !
VERY HIGH : :
0.6 RISK REGION = | !
g S
g ! |
0.4 jj | :
|
Z : ‘
021 Z : i
Z
A : :
0 1 A 1 1 1
12 2 3 a8

DEVELOPMENT TIME (MONTHS)

Figure 61
Effect of Schedule on Cost
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If a two phase program is planned for the three year effort, the
expenditure rates in Figure 62 will be obtained.

of the job includes all of the design and first piece test work plus

The first 24 months

the integration of all the elements into a partial working system
capable of doing all ADSP functions at a non-real time rate. The
two-year design costs include all of the cabinetry and control for the

full performance system.

full performance system.

1.0

FRACTIONAL

COoST

0.6

0.4

0.2

The final 12 month period then involves
purchasing additional parts and modules and integrating them into a

QUANTITY
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4
u

!
PARTIAL

|
|
|
|
]
%
|
DESIGN AND SYSTEM |
FABRICATE : 1
i | :
| | 1
| | |
: % !
' ! |
{ | {
1 1 i [ 4. i 1 | )
2 3 4 5 6 ) 8 9 0 11
YEARLY QUARTERS
Figure 62

Typical Expenditure Rates
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2.7 IMPLEMENTATION PLAN ALTERNATIVES
The recommended schedule for the ADSP is given in Figure 63. It reflects
the two phase develcpment outlined in Section 2.6.

YEAR 1 YEAR 2 YEAR 3

SYSTEM
DESIGN

HARDWARE DESIGN
i
SOFTWARE /FIRMWARE SY

ﬁ--'----—

.°
>
2
>
F

=

-

INTEG /TEST

FULL
PARTS /FAB SYSTEM

INTEG /TEST

Figure 63
Recommended Schedule

The question of structuring the ADSP as a partial (non-real time)
implementation with a four year development cycle was addressed. Full
capability would be achieved with later add-ons. Alternatives for this
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scenario are listed in Table 35. The first option is essentially to
stretch the two-year development cycle of Figure 63 to four years. While
this would achieve all program performance objectives, it would result

in a cost increase (not including inflation) of 20 percent. In addition,
the four year program could produce a technology deficient design unless
the hardware design details were delayed until the last two years.

Table 35
Alternative Trade-off

RELATIVE
COST
OPTION (4 YEAR) COMMENTS
1. NONREAL TIME 0.78 o WOULD DEMONSTRATE ALL PROGCRKAM OBJECTIVES
FULL FUNCTIONS o FOUR YEAR PROGRAM IMPOSES 20% COST PENALTY

o FOUR YEAR PROGRRAM MAY BE TECHNOLOGY DEFICIENT

2. (a) NONREAL TIME, 0.73 o REDUCING PROGRAMMABILITY ELIMINATES ONE OF
R KEY PROGRAM OBJECTIVES

EDUCED
PROGRAMMABILITY o TEST FACILITIES, BOTH BUILT-IN AND MODULE,
ELIMINATED

{b) CASE (a) PLUS 0.60 o LOSS OF PROGRAM OBJECTIVE OF EXPANDABILITY TO
REDUCED GROWTH FULL REAL TIME SYSTEM WITHOUT ANY DESIGN

o FULL SYSTEM CAPABILITY WOULD REQUIRE
REPACKAGING OF HARDWARE

3. DELAY HARDWARE ? ¢ TOTAL COST IS UNKNOWN -- COULD BE HIGHER THAN
ALTERNATIVES

o APPLIES MOST ADVANCED TECHNOLOGY

o HARDWARE DEVELOPMENT BETTER MATCHED TO
CURRENT MISSION TIMING

The second option in Table 35 would involve reducing the level of
programmability ¢nd the built in test and module test facilities.
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This would eliminate one of the key program objectives, programmability,
and the elimination of test facilities would make the equipment very
difficult to maintain. A substantial cost reduction (.40) is achieved

if the previous two factors are eliminated plus growth capability. That
is a partial system, with its limited control, would be designed and
built. A large disadvantage to this approach (2b) is that future
expansion would require design effort and thus cause much greater ultimate
costs.

The final choice would be to delay the hardware development. While the
ultimate cost of this approach is not known, it does have the advantage

of applying the most advanced technology, either custom built or purchased.
Also since the SAR missions which might use the ADSP do not occur until
1986 and beyond, a delayed program would be more in line with mission
timing.
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3.0 CONCLUSIONS/RECOMMENDATIONS

General Recommendations

1) The FFT convolver algorithm is the recommended choice for a progorammable
SAR processor not having specific environmental requirements.

2) Parallel architecture is recommended since it provides modular
structures which are matched to program needs in terms of incremental
implementation and growth and the thrust of technology.

Performance Results

1) Equivalaent performance can be achieved with the FFT convolver,
step transform subarray, or time domain azimuth processing algorithms.

2) The performance of the step transform subarray technique is a
function of the subarray overlap factor.

3) Range migration compensation without interpolation is not a
recommended procedure.

4) HAdequate interpolation can be achieved with a four, three, and
possibly a two point inte-polator.

5) Very little range spreading is observed with any processing algorithm,
although some skewing of the resolution cell can occur in the subarray
process.

6) The integrated sidelobe levels are comparable with either the subarray
or FFT convolver approaches.

7) The mainlobe width {resolution cell) is determined by the weighting
function as long as interpolation is employed.

Algorithms
1) The FFT convolver algorithm offers a high degree of programmability

with moderate hardware complexity.

2) Time domain approaches, while =roviding some good control features,
require by far the most computations which translate directly to
hardware size and cost.
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3)

4)

Subarray processing offers a minimum hardware approach, but its
control system complexity outweighs the hardware reduction for a
highly programmable, laboratory based system.

The subarray technique may be most appropriate for a dedicated,
onboard processor where size, weight, and power requirements
predominate.

Architecture

1)

2)

3)

Parallel architecture offers the desired system characteristics

of modularity, modular implementation, moduler growth, high
reliability, maintainability, programmability, and accommodation

to new technology.

Pipeline architectures minimize hardware, but are difficult to make
reliable and do not lend themselves to modular implementation and
growth.

Current government and industry advanced signal processor developments
are not ready for immediate use in a real! SAR processor.

Integrated Circuit Technology

1)

2)

VLSI, VHSIC technology trends will have a profound impact on signal
processor implementations such as the ADSP in tne 1985 time frame.

Between 1981 and 1985 a continuing array of improved integrated

circuits will become commercially available including: 256K dynamic

RAMs, 8Kx8 static RAMs, 64K PROMs, FFT chips, and advanced microcnmputers.
These developments will make on board processors realizable with modest
size and power.
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4.0 NEW TECHNIQUES

A modular parallel SAR signal processing design was conceived and
designed which meets the severe performance requirements of the ADSP.
The system, described in Section 2.5, is capable of being programmed
to cover a wide, continuous range of SAR parameters by virtue of its
use of the FFT convolver algorithm. The algorithm has been implemented
in a parallel architecture which allows incremental implementation

and growth, high reliability, programmability, maintainability, and

low cost. The design is adaptable to subsequent advanced technology
infusion.
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APPENDIX - PERFORMANCE SIMULATION PROGRAMS

PART I - SAR SIGNAL GENERATION

ORIGINAL PATE 17
OF POUR QUALITY

SaQG,FOR

PROGHAM TOQ GENERATE THE RANGE WALK ANO
THE PHA3E WISTORY NF A TARGEY IN A
SAR TYPE ENVINONMENT

VIRTUSL AT(4d98),A0C4090)
VIRTUAL TEMPA(2008),TEMPB(2048) ,RANGEN(4298)
COMMON /1~3TR/7A(3Q)

CALL INSTR

CaLL INSTRA

CALL MAR(AL,AQ,TEMPSA, 'EMPB,R‘NG&a;LMN)

CaLlL GUYP(TEMPL,TEMP 3, RANGER)

CALL FFTR(ALI,AQ,TEMPA,TLMPR,RANGER ; LMN)
ENG
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$4RG1,,FOR

INSTRUCTION SET FOR THE $S4AR

C ]9 TME SPEED UF LIGWT 8 5, € o 8 ( M/SEC )
Pl & a,eaTAN(Y,)
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Al4) WANGE TO TARGEY ( kM) R

ALY)  SAMPLING RATE ( MnZ ) Fs

A(6) PRF  ( rWZ )

4(7) NO, OF PULSES TNANSMITTED N

A(B)  aANUWIDTHM OF & RANGE CELL C MMZ ) OW
Al9) RATIO Qr FS/8w

A(1A) TOTAL TIME OF FLIGMTY ( SEC ) N/HRF
A(S1) COUNSTANY POR THE NANGE wALK CHW

Vveaesd/(2eR) (™)
A(12) RANGE RESULUTION RR
C/(2adw) (M)
A013) CUNSTANT FOR The RANGE AMPLITUOE PFUNCTION
WI/RATIO
A(14) CONSTANT FCR THE PMNASE CONRECTION
GePleCRW/ WL ( 1/79ECue2 )

A(LS) MAMMING WEIGHTYING ACUROSE THE ANTENNA WINOOW
yes = §{ NO ® 2

A(Ib) NUMUBER OF RANGE CELLS LOOKED AT
AL17) RANGE wALX YES s 9 NO = |
A(18) BANDAINTM OF THE SYSTEM ( MNZ )
A(19) RANGE CELL THMAY TaRGET IS IN
A(2¢) NO, Op SAMPLES PER DOPPLER FILTER
A(21) RANGE CURRECTION OPTION

@ NO CORNECTLION

1 WU SCHEME

@ PRENCH

3 STEP TRANSFORM

A(22) RATIQ OF THE SAMPLING RATE TO TME LFM RATE
AC29) LINEAR NANGE wALK
NO 8 0 YES 8 mAX AMQUNT

A(20) MAXIMUM AMOUNT OF RANGE WALKR
A(21) TYPE OF INTERPOLUTION FOR FHRENCH SCHEME

2 18 2 Py

318 585 pPY
¢ 13 6 PT

A(30) TEMPORY STORATE UStD FOR TME DYNAMIC NANGE

LTI TY AT Y
SUNROUTINE INSTR

(ALY R X

PR s e

¥

OO0 OO0 OO0 OOCDODOOOOAONOI0O0OOOOONODOONOO0OOOODINNN
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ORIGINAL PAGE S
OFf POOR QUALITY

COMRON ZINSTH/ZALY)

CaLL ASSIGN(B,°TTI?)
CaLl a8SLGN(S,°LPE”)
CALL ASIIGN(R,*SANG,SRC’,0,°3CR?, Q)

DISK FPILE FON THE PET RAW UATA

wWNITE(S,S)
FORMAT(* NAME OF THE Ol8K FILE °7/)
CALL ASSIGN(L,"OUMMY?, @1, "NEWN®,,Q2)

ASH THE QULSTTIONS

WRITE(O,1Q)

FUNMAT(® TRANYMITTED PREQUENCY ( MWZ ) /)
A(1)al12%,

ReAU(o,13) #(Y)

FORMAT(F10,Q)

WAVELENTM C/ZA(Y)
A(2)as . ke@/a(l)

WHITErn,ed)

FORMAY(* VELOCITY OF THE SPACECNAPT ( KM/SEC ) */)
AL8)el 09

READ(O,11) A(S)

wRITEC(H,3N)

FORMAT(* WNANGE TO THE TARGET ( XM )*/)
A(Q) 2850,

ReaD(e,11) A(Q)

WRITE(S,4d)

FORMAT(® SAMPLING RATE IN TNE RANGE ODIRECTION ( MWZ )*/)
A(S)eR2

ReAaD(o,11) a(y)

WwRITE(8,%2)
FORMAT(® PRF OF BEANS ( KN2 )*/)

ALd)eg,0
ReAD(d,11) A(S)

WRITE(h,82)

FOR“MAT(® TOYTAL NO, OF BEAMS LAYED DOWN */)
A(T)eadvs,

READ(O,15) a(7)

A3



OF POOR QUALITY

WNTTE(S, T
Te BUNMAT(® BANODWEIDTH UF A RANGE CELL ( Ml )°/)
A(R)s19,
REAUC(O,V1) A(8)

OO0

WHITE(6,80)
8¢ FURMAT(® maMMING WEIGWT Nt aCRGSS ANTENNA WINOOW 7/
) * yes o | NO 0 Q 7))
A(19)02,
REa0(o,11) ACLY)

WRITE(6,90)
0 FOoRMAT(* NO, OF RANGE CELLS LOORED AT PER HEAM /)
AlLS) e,
A(1d)en,
Reao(oe,11) acle)

WRITE (s ,99)
99 FUNMAT(® D0 YO WANT RANGE wWALK */
! *YES 0 NO W ?/)
ALir)ag,
0 REAO(O,11) allY)
WRITE(O.97)
97 BOPMAT(” BANOWIOTH OF THE SYSYEM ( MWl ) /)
w(id)ayv,
v Rea0(6,11) A(18)

wRITE(H,98)
98 FORMAT{® LOCAYTION OF THE TARGET WMICM RANGE CELL '/}
a(19)e3,
ReAD(D,11) a19)

anno

WNITE (6/,99)
99 FUNMAT(® FANGE CORRECTION OPTION */
1 * NONE 8 D wy e 3§ CAND w 2 STEP = § */)
A(2il)eg,
A(2i)ee,
READ(o,11) at21)

Ir(acel) NE,2,) 6OYO 110
WRITE(6,10d)
FORMAT(® TYRE OF INTERPOLATION 2 OR 4 °/)
ReAD(m,1L) A(eY)
ConTINE

-
[ -]
e &

AATIO OF ThE SaiPLING RATE TO TWE RANGE CELL BANDWIOTM

At9)sa(d)/ats)

TOTaL TIME OF ThHE PLIGRT ¢ SECS )

OO0 OO0 OONO~

A4



T ST U

OOIGOOO

QOO0 OTO0N0

o OoOOoO00On

1990 FURMAT(® LINEAR RANGE wALK NO ® @ YES ®» MAX AMQUNT ¢/)

res

ORIGINAL FAQT i3
OF POOR QuALITY

ACLO)mA(T) vt e3/A(S)

CONSTANT FOR THE RANGE WaALK

M/3ECHe?

Al11)ea(3)0a(3)/7(2,0A(Q))
SRR RTINS I £ |

RANVE WESOLUTION ASSUMING SMaLL ANGLE OF INCIDENCE
AlL12)8,E02/7(2,2A(18))
CONSTANT FOR THE aMPLITUDE WEIGMTED PUNCTION

Plsa ,naTaN(1,)
AC13)=PL/A(9)

CONSTANT FOR THE PHASE CORRECTION
AC1a)ma,ePLaA(11)/7A(2)

A(2%9) 09,
WRITE(S,10%0)

Rean(e,11) a(es)

HETURN
ENO

AS



ORIGINAL PAGE IS
OF POOR QUALITY

$\RGIALFQR

ShdenRntteaenntae

SUBROUTINE INSTRA

COMMON /INSTR/ZACY)

1 1R00) (A(l),181,7)

* TRHANSMITTIED PHEQUENCY ( MMZ ) *,i{PE1Y,.8/

* WAVELENGTM ( M) *,1PELY,8/

* VELULITY OF Tne SPACECRAFY ( KM/SEC ) *,1PELS,8/
* NANGE TO TmE TARGET ( KM ) *,1PE)S, 8/
N
1 4

- 00000 NODN0O0 OOO0OOHOONOON

WRITE
Q0 FQRMA

SAMPLING RATE IN RANGE ( MMZ ) *,{PE1S,8/
ALIMUTH ( KWZ ) *,1PELY,8/
NO, UF PULSEY LAYED DOWN *,F7,1/)

(- gRY I SV VI

WRITE(S,1M80) (a(l),l=8,1a)

1010 FURMAT(” BANDWNIOTM OF A RANGE CELL ( MNZ ) *,i1PEL1S,87

* RATIO OF Tue SAMPLING RATE IN RANGE TO BANOWIOTYN OF A *,

* CEBLL °*,1PEYY,8/7% TOYAL TIME OP LUOKR ¢ 9EC ) *,1PE1S,8/

® RANGE wALK CONSTANT ( M/SECeed J *,1PE1S,8/
¢ NANGE RESQLUTION (M ) *,iPE1S,87

* CONSTANT »QH AMPLITUDE PUNCTION *,1PE1S,8,° ( PI/RATIQ ) ¢/
? CONSTANT FOW QUAURATIC MPHASE °,1PE1%,8) °* (SECwes=2) ¢//)

@ U & N\

WwRITE(YS,1082) (Ca(1),1215%,19)
1020 FORMAT(® mAMMING W~EIGMTING ACROSS ANTENNA APERTURE °,
* YES s 1 NO ® @ *,F9,1/
NOo, OF RANGE CELLS YO PHOCESS *,FS,.1/
RANGE WwALR YES ® 2 NO s § °,FS,1/
BANDWNIDT™ OF Twe SYSTEM ( MHZ ) °,1PE1S,8/
LOCAT.ON OF TARGET RANGE CELL NO, *,1PE1S,8//)

LV NV Y
. ® e

oo

DELLFMB2,eA(3)aeeA(i)/7(AC2)0A(4))
Orsale)sa(l)

UPBSNELLIM/DF

A(2¢)m0Pravd,

A(22)sa(d)/DELLFNM

WRITE(S,1030) DELLFM,&(0),0¢F,Aa(24),a(22)
1032 FORMAT(* CrANGE IN FREGUENCY ACHOSS WINDOW ( XNZ ) ¢,
IPE1S,8,” SAMPLING NATE ( XNl ) *,
{PELS, B/
* NOes OF nmZ PER FFT CELL °*,1PE19,8,
° NO, CELLS PEN DOPPLER FILTER *,1PELS, 8/
* RATIO OF SAMPLING RATE TO LFM RaTE °*,1PEL1S,8//7)

y
PO mty e

A6




s s
ORYG Ly .

OF POCR QUALI fY

WRITE(S, 1049, A(21)
1940 PORMAT (" CORMNECTION SCHEME NONE & Wy @ § °,

1 ® CAND ® 2 STEP 8 3 *,rY,177)
c
¢
1P Cal21),£0,206) WRITE(H,1069) A(27)
1049 FURMAT(® TYPE QF INTENPULATION TwQ ON FQUR *,F93,1/77)
¢
¢
c
c
¢

N ITE(S, 1050) A(2s)
1030 FURMAT(® LIMEAR RANGE waiLn® aQO0EDL */
) * NO 8 @ VES ® MAX AMUUNT?, F7.,2/)

RETURN
ENO

R7
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ORIGINAL pagp
|
OF POOR QUALIT\S'

SaHGE,PON

(A AALRZLRARRRRY]]]

SUBRQUTINE MAP(AT,AQ, TEMPL, TEMPO, RANGER, LMN)

(I FAREARR AR ]

VIRTUAL A2(1),QaANGER(L),A
VIRTUAL TEMPICL) ) TEMPQ(L)
COMMUN ZINSTRZAC(YL)

ad1)

TiMEseA{lQ) 22,
TeTuPst Eed/A(s)
TrINALSeTIME

WRITE(B,6TRO) TIME,TSTEP,TPINAL

FORMAT(® BEG *,1PEL1%,8," STeP *,1PEL5,8,° END *,1PELS,8)
Cunwza(ll)

OrLTaNEA(9)

oL TéadeLTAR# 2,

CONSRsA(12)

ConSamA(LS)

cunNdsa(14)

NPULSEsA(?)
IRANGEaA(10)
faaLXRuA(lT)
10FFSTaA(19)
IAUCP TvaA(21)
ILINNSA(29)
TP CILINR NE D) CONLB=2,ea(285)/7¢A(T)eTSTEP)

(wed
CONTINUE

COMPUTE TME AMQUNT QF RANGE WALK

TSQeTIMEeTIME

RaNwLXed,

1F (IWALRN,EQ,1) GOTO S
WaLRaLONWETS0
RANWLABwALX/CONSR

CONTINUYR

A8
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9
c
c

. 9
RIGINAL PAGE
g? POOR QUALITY

IPCILINR G NE Q) NANWLKORANWLK o CONL@TIME

FIND THE PHASE

PrASEeTSQeCONS
Insin ¢
AL(IW)oPMASE
AQG(Iw) sRANWLK
TIMEeTIME o TSTEP
IP 1w LT NPULSE) 6GOTO 3

FINO THe MIN AMD MAX RANGE WALR

xMAxeAR(L)

xMiNoAQ(L)
LMAXYaY
WMINe}

00 4 [=22,NPULYE

IF(AQCT) LT XMAX) GOTO @
xMAXSAG(L)
LMAXS]
IF(3Q(1).GT,XMIN) GOTO &
XMEINSAQ(I)
LMINe]

CUNTINUE

NORMALIZE THE MAP TQ THE MIN/MAX OF THE RANGE WALX

NRANGEWIRANGE
LMNe}
IP(XMAN.ERD,) GOTO 9
AXMAXSIFIX(XMAX)
IF (X XMAX GNE ¢ XMAX) XXMAXSBXXMAX ¢ §,
NRANGESNHANGE o IFIY(XXMAX)
1P (XMIN,eeds) GOTO O
XS3=)YMIN
XXMINSIFIX(XS)
IF(XXMINGNE XS)  XXMINSXXMIN ¢ 1,
NRANGEONRANGE ¢ XAMIN
LMNS=XXMIN ¢ |,
1P (1wyOPT, EG,1) GOTO 9
NRANGEaNRANGE o 2
LMNSLMN o
CONTINYE

WRITEC(6,)0080) LMIN,XMIN,LMAX,XMAX,LMN, JRANGE ,NRANGE

80802 PUNMAT(® RANGE INFORMATION */° MIN *,18,1X,0PELS,8/

¢
¢
¢
€
¢
¢

1 ° Max °,16,1X,iPE15,8/° OFrSEY 7,10,
e * NO, WANTED °,16,° NQ PHOCESSEO *,16//7)

COMPUTE THE SIGNAL FOR EaCH SEAM POSITION

A9
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ORIGINAL PAGE IS
OF POOR QUALITY

AS A FUNCTION OF RANGE

s X2 X 3]

Lsy
1Y) COMNTINYE

o

fwsy
Ilwsi MN
PraSESAT(L)
CSeCOY(PHASE)
SS3ISIN(PHASE)
KANNLKIAQ(L)
é CONTINUYE

€€ oo

TEMPI(IW)ed,
TEMPQ(IW) g,
IPCIW,GT,NRANGE) GOTO 20

XIwellw « [QFFIT

XXtwexlu @ RANWLX

Cabl SINX(VI,xXxIw,CONSX)
SX[wsXXIw o DELTAR

CALL SINX(v2,XX[w,CONSX)
xXfwsXXlw » QELT2

CALL SINX(VI, XXIW,CONSX)

(s Xz X+

DNsvy o Q0,4260(VYE ¢ V3)
TEMPI(IW)S0ONeCS
TeMPQ(IwW)sDO*SS

Twealw & §
[lwslIiy o 1§
G0T0 12

[

CONTEINUE

WRITEL2) (TEMPI(J)»Je),NRANGE), (TEMPG(J) ,Jul,NRANGE)

0 O00O0OOMNOO

LsL ¢ §
IF(L.LE.NPULSE) GQTO 10

1] CONTINYE

REARRANGE THE RANGE

DO~ ON

LENPULSEZ2
VO 112 Jei , NPULSE
Lo, o ¢
T IP (L RTJNPULSEY Lt
TeMPPRAG(J)
RANGER(L)STEMPP
12 CUNTINYE

IO o

A(3Q) aNNRANGE

Al0




1099

O O60O0

GE iy
OF PGCR QuaLITy

A(2n) axMAX
WRITECo,7899) LXLN,NHANGE ,NPUL SE
FONMAT(/7/7° NU, PHOC *,106,” NRANG *,16,° NPULSE *,l0/7}

RETURN
EnD

SUBRQUTINE SINX(V,X,CUNST)

vel,

0D=CONSTex

0aBSS3ANnS (DD)

1P (UALSS,GT,1,E=8) V3SINCDD)/OUL
NETUNRN
ENQ

All
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ORIGINAL PAGE IS
OF POOR QUALITY

SARLI,POR

SOoONO O

(3

Codancsesantosnnesheen
SUBROUTINE QUTP(AL,AQ,NANGER)

(AR XA S X

OoOo0O6n O

VIRTUAL AT(90),A0(50),RANGEN(Y)
REAL Ja(2e)
COmMMON /INSTR/ZACL)

WRITE(6,19)
10 FORMAT{® PLOT QUT THE TIME RESPUNSE YES 8 @ NQ of ?7)
XMAXEL,
READ(D,11) xMAX
1 FORMAT(P10,0)

P (XMaXNELD,) GOTO 13000

00 12 (sg,Q0
é 1a(1)sy1uB200,

REWINO @
NPULSERA(T)
NRANGE®A (30)

FIND THE MaXIMUM KEEP THE AZIMUTH AND RANGE BIN

QOO0

AMAXSD,
00 10 Js1,NPULSE

READ(2) (AICI),I91,NRANGE), (4Q(Y), 181 ,NRANGE)

v0 S0 Is1,NRANGE

o OO0 O

AL(1)sAal(I)ee2 & AG(I)we
IF(al(l),LT,XMAX) GUTO S0
xMaxsal(l)

KJaJd

Kis]

CONTINUE

1) CONTINUE

SCALE ALL Thmet POINTS TO MAX PUT IN LOG SCALE

OOoONDOOOO00OWVN

Al2
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S99

0O 00 O O 00 OO0

ORIGINAL FAGL 13
POOR QUALITY

NRANSNRANGE
TP (NRAN,GT,¢d) NNANESRE

ANITE(S,500) KT ,KJ,AMaL, (1,181 ,NRAN)

FORMAT(/7/7° RANGE .‘lao" AZIMUTN ¢, 1H,

® OF MARIMYM VALUE ( 2 Ob REFERENCE ) *,1PELS,8//
Sl.d\ﬂ(ll,!a.al).' WALK ’/,

REWIND 2

JISNPULSE/R
00 200 Jey,NPULSE
READC(2) C(AICI) 1ot ,NRANGE), (AQCL),lal,NRANGE)
00 190 [91,NRAN
1A(1)e108000,
UOR(AT(L)ee2 ¢ AQ(TI)weg)/XMAX
TF(00sGT,0,) IA(1)8=10,0AL0613(00)
CONTINUE
JJegd ¢ ¢
IP(JJGY NPULSE) JJat
WRITEC(S,1dva) Jo(1ACE),181,20),RANGERCJIY)
FORMAT(1S,22(1X,FS,2),1%,P0,3)

CONTINYE

CONTINUE

RETURN
END

Al3



ORIGINAL PAGE IS
OF POOR QUALITY

SARLA,FOR

seanan
WRITES OUT & FILE IN THE FOLLOWING PORNMAY

RECORO s}
ARRAY A INITIAL CONFIGURATION { @0 REAL ELEMENTS )

RECORDS » 2 10 8 RANGE CELLY » ¢
1 COMPNONENT ANRAY OF PFT AND Q COMPONENT ARRAY OF FFY
C POR THe STEP THANSFOHM IT IS NUN FFT NATA )
EACH ARRAY IS OF LENGTH ® OF SeaAM POSITIONS NEAL ARRAYY

¥ & NF BeAMS 1Y NOT A POWER OF 2 THEN THE LENGTH
OF Tht ARRAYS |8 NEXT WIGHMEST POUWER OF @

RECORD ® RANGE CELLS ¢ &
AANGE WALK PFON EACH BEAM POSITION

aAOOAOOOONOOAOANOAONOONOODNDDOOADOON

Cosnnvonnanansneen

c
¢

Croscntaspnracenes
¢
¢

SUBWOUTINE PPTRCAT,AQ, X2, XX0,HANGER,)LMN)

VIRTUAL XX1(50,43),XxX0(38,40)
VIRTUSL WANGER(1),A1(1),40(1)
REAL XI(50),xu6(50)
COMMUN/INSTR/A(S2)

BRING IN EACH RANGE ROW TO MAKE UP
THE AZIMUTH ARRAY

aonOoONOn

NPULSEsA(Y)
IwaLKesA() /)
fWINOSA(1S)
NRANGESA(16)
18CrHMsa(2Y)
INTP3A(RT)
IRANGE®A(30)
RAT10sA(22)
XMAXe 3A(2)
ANPab L OAT(NPULSE/2)/RATIO
JNPSXINP ¢ 4,8
ANITE14,08999) JNP,NPULSE,XNP,NATIO
8999 FURMAT(® JNP *,16,° NPULSE *,16," XNP ?,1PELS,8,° RATIO *,1PEL1S,8)

OON o

CONSTaa(2)we2ea(U)/(8,0A(3)0edeA(12))
CONST3CONSTH] (E=S
pSTevaa(b)el ,Ee3/FLOAT(A(T))

0 WRITE (6,95900) CONST,FSTEP

4968 FORMAT(® COST °*,1PEL1S,8,% FSTEP *,1PELIS,8//)

Al4
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ORIGINAL FAg: ;
s
OF POOR QUALITY

ILINNEA(2Y)
IF CILINN  NE ,¥) CONLSe2,vA(2S)nA(22)/7PLUAT(NPULSE)

WRITE QUT THE CUNFIGURATION

WRITE(L) A
WHITE (0,8G8¢) NPULSE,IRANGE,)A (1)

0ee FURMAT(L6,1X,16,1% 3PE1%9,8)

PUT ME RANGE wALK AMOUNT IN TO FILE POR THE STEP
IP CISCHME. ™ RITE(1) (NANGER(I),1%1,NPULSE)

00 120 591, JRANGE
REWIND 2
00 S2 Je}l,NPULSE
READ(2) (XP(K),kn},IRANGE),(XQ(K),Ket, IRANGE)
AL(Jd)exI(l)
AQ(J) 2 XQ(1)
CONTINYE
WINOOW THE DATA
[F(IWIND NE,1) GOTO S%

XKK®Q,2000679%
ANNe=sNPULSE/E

no S2 Jsi,NPULSE
XXBXNN®XKK
TP CABS(XX)GT,0,0008) VALS(SIN(XX)/XX)0ed
Al(J)sAL(J)evaAL
AG(J)saN(J) aval
XNNEXNN o §,

CONTINUE

CONTINUE
COMPUTE THE FFT CT THL ..uNGE CELL
1P CISCHM(NE 3] el FFTV(NPULSE,AL,20Q)

WRITE OUTY THE ARRAYS TO THE FILE

WRITEC(]) (AL(J),Jm1,NPULSE), (AQ(J),Ja1,NPULSE)
WHITE(&,8088) NPULSE,]

Al5



T TR Y,

~ put

ﬂ 1 ‘b‘
OF;\G:N - QUAL‘TY
0o

pL v
OOR

B CUNTINYE

FIND THE RANGE WALK FOR EACH ANGLE TAG LT

GO~

IPLISCHM EG,08) GOTO 39090
IF(ISCNM,EG,8) GOTO 12000

aon

REWINO @

NPaNnPUYLSE/2 ¢ §
NPASSE4Q
NPPINPULSE/NZASY
NOVERSNPUL SE = NPPaNPASS

ISTARTRY
IF(NPPLT,L) 6GOTO 30
NPIPENPYLSE ¢ |
NPRISNPIP o |
I1STRuuiMN ¢ 2
IENNSISTR ¢ NRANGE =
IRNGR3[RANGE = NRANGE ¢ |

19 ) 00 129 Jei,NPP

Qo=

REWINO 1
REAL (1)

(1]

00 U6 Xsi,lRANGE
IS3ISTARY
READ(L) (AZ(CL),L®3,NPULSE), (AQ(L), o] ,NPULSE)
00 105 LLsf,NPASS
XXI(K,LL)SAZ(LS)

XXQ(K,LL)3AQ(LS)
IS8 ¢ §

CONTINUE
CONTINUE

S
[ 4

CORRECT THE ARRAY IN RANGE

00 110 xs3,NPASS
JJUISTART

0 0O 00000 »D

WALKHS3,
IF(LIwalx ,EQ,1) GOTO i03
IFCIJGT NPY JJSNPPR « §J
valLut s (FLOAT(JJ = 1) oFSTEP) v#29CUNST
wALRKBYALUE
103 IFLILINA,EG,8) GOTO 104
IF(ISTART GT,NP) JJs ISTART = NPULSE
VAL2SCUNLOFLOAT(JJ = {)
ANALKNIWALRR » VAL
104 CONTINUE

IF(ISChM.kQ.28) GOTO 1028

Al6




TAUSASS(WALNR) ¢ 8,9 ORIGINAL PALL 18
IF(walARLT,0,) LIruselny OF
15¢1813 o fwy POOR QUALITY
leojENR ¢ [wU
IP(LS,GT,2) GOTO 1206

1904
[EaNNANGE
GOTC L07?
1o IFCIELELIRANGE) GOTO 107
131 RANGE
IS8 INNGR
17 WALTE(R) C(XXICLLIK), LLBIS,IE), CURQLLL,K)Y  LLOLIS,LE)
0 ARITE(D,bUnD) ISTART , WALKR, 1wU,13,1E
Y115 FORMAT (1o, 1x,1PE15,4,301X,19))
GOTQ 109
1 ¥'1-] CONTINUE
KLLBR
CALL CANOCXXE, xXQ, WALXR, NRANGE KLL,INTP,I3TR, IRANGE)
4
wRITRE(Q) CXXTCLLIR)pLLOY ,NRANGE] ) (XXACLLeK) )LL3L yNRANGE)
c .
1e9 CONTINYE
¢ WRITE(6,9019) ISTARY, JJ,VALUL, VAL )WALKR,LS,1E
V19 FORMAT(2(IR,L0),3(CiX,1P819%,8),2(1X%,143))
(4
ISTARTSISTARY o
c
$10 CONTINUE
c
120 CUNTINYE
c
c
§se fr (NOVERLE,Q) GOTO 139
(4
NPP ey
NPASSANOVER
NOVER®Q
GOTO 119
c
c
139 CONTINUE
c
(4
REWING ¢
READ(L)
c
00 1ap xs{,NRANGE
c
REWIND 2
¢
00 $31 Jeg . NPULSE
c
REAVCA) (XICL) Lo, NNAMGE), (XQ(L), Lol ,NRANGE)
AlCJ exTI(K)
AQ(JS) 8 xQ(X)
¢
154 : CONTINUE
¢
WRITECL) CATCL) LSy, NPULSE), (AQCL),Lo8,NPULSE)
¢
¢
¢
1402 CONTINYE
1¥@aJd  conringe
C
WRITE (6,828)1) NPUL SE
¢UPt  FURMATET LSt onE 4,10/
c CALL CLOSECY)
c

RETUNN
Evo Al7
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5099
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OREINAL PACE 18

OF POCR QUALITY

SARG4AFOR

SUNMROUTINE CANQCAL, AL, RW)N,XK,INTP,ISTH, IRANGE)
VIRTUAL AZ(%2,40),40(90,40)

IRWsRW
DeLTaaRy = FLUAT(IRW)
Le}
JalSIR ¢ IQw
IFCINYP,EN ) JoJy =}
IP(INTRP,ERS) JsJ =}
IP(NDELTALLT,D,) J3ad = |
IF(DELTALLT,9,) DELTASL, ¢ DELTA
IF(J.LT,1) Js
INANGBIRANGE = N
WRITE(S)9¢90) KyJ,ISTR,RW
WRITE(S)5999) (JXK,AT(JIK,K),JKut,INANGE)
FORMAT(S(Ib,1X),1PEL1S,8)
Foahuv(ls.u.SPHS.&.tx.I:otx.wﬁls.bol!.ﬂol!oIPEH.G)
IP(INTRP,EGs2) GOYTO 100
I (INTP,EGL3) GOTQ 320
IRANGBIRANG = 2
1F(J.GToIRANG) JIIRANG
DELTAQIVELTARVUELTA
DELTASIVE TA2DELTA

AMiS=OELTAC(DELTAS = S,*0ELTA ¢ 2,)/6,
AUs (DELTAS e 2,00ELTAC « DELTA ¢ 2,372,

Al3<CrLTAC(DELTAG = DELTA =2,)/2,
besVELTAC(RQELTA2 = 1,)76,

CONTINUE

VaLUETaaMieAl(JoK) o A0eaJ(Jei,K) ¢ ALeAl(JeR,K) ¢ A2eAI(JeS,N)
VALUERSAMInAQ(J,K] o AQeAW(Joef k) + AIRAG(Jed,n) ¢ A2aAJ(JP3yK)

ATCL,x)BVALUEL
AG(L,K)mvALUER

JsJ ¢
LSl ¢+ ¢
IP(L.LEWN) GOTO 1§
ALL OQONE
GOTO 13000
CONTINYE
QgL Ta2si, « DELTA
CONTINUE

VALUETISUEL Ta204)(JsK) ¢ DELTASAL(J*i,;K)
VALUEBQIVELTACPAQR(JpK) & DELTACAG(J*1,R)

Al8




AtCL M) svALYET ORICINAL ol 1o
X, 'R
AGCL/X)3VALUYEQ OF POOUR QUALLY'Y
c
Jasd ¢
LeL ¢
c IF(LeLEWN) GOTO 101
GOTO {9ovy
300 CUNTINYE
c
[
IRANGeTNANG =
¢ IF(J, 0T INRANG) JILIRANG
AMISOELTAn(DELTA « },)/2,
AR, = QeLTAn®2
AL3QELTan(OELTA + 1,)/2,
6
éwl CONTINUE
VALUEI®AMYI®aL(JyK) & aded](Jei, K) + ALeAR(Se2,K)
e VALUEGuAMI®AG(J,K) & a2saG(Jel,K) + Alea(d(Je2,N)
Al(L,«)sVvALUET
c AG(L,K)svaALULEQ
JaJ ¢
LeL *
c IF(L,LE(N) GUTQ 30}
¢
c ALL DONE
c
c
{eeeQ CONTINUE
0 WHITE(S)3099) (JK,AT(JIX,K),dx2l,N)
RETURN
END
Ce
ce FPTIV,FOR
Co
Ce
Ca FFT ALGOTRITHM FUR YIRTUAL AHRAYS
C»
[
SUBROUTINE PFTV(NUMHBR, XT, YY)
VIRTUAL XTC(1),YT(1)
c
€ NUMUR [§ THE NO, OF POINTS OF GOUO 0ATA
C 1F NOT & POWER (QF TwWQ PAD TO NEXT WIGHEST
C WITH Zeku$
e
4
NePOWSY
ITeMPENUMBR
1 ITEMPSITEMP/2
1F(LTEMP,LE,L) 6OTO 10
NEPOWENIPOW ¢ |
60T0
{0 CONTINUE
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LT 1

63}
829

635

ORIGINAL PAGE 1S
OF POOR QUALITY

NE2esN2POW
- IP (NoGE NUMBR) GOTO 13
NeNe®2
NEPOWENZPOW ¢ |
CONTEINUE

IF (NUMBW,GE,N) GOTO 20

NISNUMBR ¢ |
00 13 LM'N"~

XT(LM)sQ,
YT(LM)sQ,

CUNTINUE
CunTINyE

MIN2POW

DO 602 L0si,M
LMXs@ne(Meld)
Lixsgep My
SLL30,283189/P L 0AT(LIX)
00 60@ LM, LMX
ARGs(LM=})eSCL
CoCOS(ARG)
$3SINCARG)

V0 000 LISLIX,NyLIX
JisLImIXoLM
JasJienx
T1sXT(J1)=XAT(J2)

“TesvYTiJL)=YT(J2)

XTCJ1)exT(JiYexT(J42)
YT(J1)esYT(Ji)evT(J2)
XT(J2)sCeTieSeT2
Yi(J2)aCeT2e§eT}
CONTINUE

NvasN/e

NMy BN

Jei

00 535S st ,NMY
IF(I.GE,J) 6O TO &3¢
Tisxr(J)

r2avY1(J)

XT¢J)snt(l)
yrég)evr(l)

XT(1)s7}{

Yr(ijsre

A3NVE

CONTINUE

[P (K,GE,J) GO TO 439
REREYS

KeK/Q

63 TO s20

Jajex

NUMBRaN

ReETURN

ENO
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OF POOR QUALITY

WINUOV,FOHR
VIRTUAL VEWSION
WINDOWING FUNCTION

ARGUMENTS

ARRAY IS THE ARRAY TO BE Wl /WOWED PINSTY LOCATION
TITART IS THE FINST ELEMENT OF THE ARNAY TO HE WINDUWED
NUMBR 1Y THe NUMAER Or ELEMENTS TO BE WINDOWED STARTING AT ARUVE
10PT IS TYPE QF WINOOW
NO WINDOSING (RECT FUNCTION )
HAMMING wINDOW
QARTLETT wINDOW ({TRIANGLE)

MANNING WINUQW
dLACARMAN W INQOW

Ewiye &

VRN BNV RQENERNINNRERRARRARARNNNRY
SUYROUTINE WINDOV(ARRAY,ISTART,NUMHR,IOPT)

(IX XS XNREI NSRRI R22 22 2 ]

VIRTUAL ARRAY(Y)

[z X 2] GO QOO0 O0ONN

¥ (10PY,EG,¥) GOTO 12J€Q
ANBNUYMHBR = |
ISTATSISTARY

IFCIOPY,ER,2) GOTQ 200

c
Plsd,eATAN(L,)
Ples2,*P]
PHASEuUP /XN
IPCIOPT,EQ.4) GOT0 100
c
Ciso,d
Cawu,d
IPCIUPT,.EGeS8) GOTO 10
c
Ci=o,%
C283,40
c .
10 CONTINUE
c
c
00 a¥ lei,NUMBR
[

INS] =
wposCl o C2eCOS(PHASENXN)
ARRAY(ISTAT)owOnANRAY(ISTAT)
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ORIGINAL PAGE IS
OF POOR QUALITY

ISTATSISTAT o |

[

CUNTINYE
GOTO 4000

<
S

COUNTINYE
PHASE2ePMASE e,

00 122 lsg,NUMBR

0O 606 O~Nn OAD

NSl e §
WN8Y, 82 @ $,50eCUS(PHASEOXN) ¢ P,08%COS(PMASLZwXN)
ANWIAY(ISTAT) aw) e ARRAY(TSTAT)

ISTarslstar »

CONT INYE

QO
n.
S

GOv0 10004

NUMBR 18 TME NUMHEN OF ELEMENTS IN THE WINOOW STARTING
FHOM THe FLINST AQORESS OF ANRAY

<
&

CONTINUE
[uPeNUMBR/

0O ale tei,lupP

[ B ¢ ] OO OOn

WOSPLOAT(2#(I = 1))/7XN
ARRAY(]ISTAT)sWDeARRAY(ISTAT)
ISTATSISTATY ¢ |
13 CONTINUE
IUPIIUP ¢ |
00 220 leluP,NUNMBR
AaNe2, e FLOAT(29(2 = §))/XN
ARRAY(JSTAT)IWORARRAY({ISTAT)
ISTATEISTAY ¢ |

22¢ CONTINUE

GOTO 10002

12000 CINTINUE

RETURN
EnO
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ORIGINAL PAGE IS
OF POOR QUALITY

PART Il - FFT CONVOLVER AZIMUTH CORRELATOR

MAT FOR
PROGRAM TO PROCESS THE 54 DATA FROM SARG PROGRAN

VIRTUAL ASL(4U9B),ASCLA090)
VIRTUAL F3(anva),pllou9e)
CUMMUN /INSTRZA(30)

COMMON /TEMP/AZ(LG)

CaLy “MSTN
CaLlL GEN(PI,FQ)
NG § tsi,q
CALL UOPPLR(FL,PG,1)
CoLl BIGNAL(ASI,ASG,FL,rQ,1)
CaLL UUTPO(PQ,FI,AST,ASQ)

CONTINUE

ENU

A23



OO0 OO0 OO0 NOOON OO0 1.0 OO0

MATL FOR

o f‘
ConinthL PAGE 19

) il

OF p(ﬂ)R QﬁJAL‘?“

INSTRUCTION SET FOR THE SaR

C IS THE SPEBED OF LIGHT o 3, E o 8 ( M/SEC )
Pl s G,aaTaN(,)

A(l)
A(a)
A(8)
A(4)
ais)
A(s)
A7)
A(8)
A(9)
AL10)
A(LL)

A1)
AL13)
at1a)
a119)

Alls)
A(Lr)
AL18)
A(LS)
AL2V)
Alel)

a(ee)
A(2%)

a(27)
A(e9)
AL30)

TRANSMITTEOD FREGUENCY ( MMZ ) Ft
AAVELENGYH QF FY ( M ) C/FY L
VELOCTLY OF SPACECRAFT ({ KM/SEC ) v
RANGE TU TAWGET ( <M ) R

SAMPLING HATE ( MHZ ) Fs

PRF ( KWZ )

NO, OF PULSES TRANSMITTED N
BANOWIOTH OF & WANGE CELL € MWZ ) BW
RaYIQ QF FS/0w

TOTAL TiME OF FLIGHMT ( SEC ) N/VRP
CONSTANT FOR THE RANGE WALK cHu

vend/(2eR) ¢ M)

RANGE RLSOLUTION RR

C/z(2eBu) (M)

CONSTANT FOR THE NANGE AMPLITUOE FUNCTION
PI/NATIO
CONSTaAnNT FOR THE PrASE CORRECTION
AepleCRN/HL ( 1/8ECee2 )

WAMMING WEIGWTING ACROSS THE ANTENNA WINOQW
Ye§ s § NQ ® Q

NUMBER OF RANGE CELLS LOOKED AT
RANGE wagX YES 3 U NO w §
BANOWINTN OF ThE SYSTEM { MWZ )
LOCATION OF THE TARGET

%0, Or CELLS FOW £4CH DOPPLER FILTER
RANGE CURREECTION UPTIUN

@ NONE

i Wy

e CaNLIANS

RATIO OF THE SAMPLING wATE TQO THE LFM RATE
LINEAR PM walLK ADUED NO s Q YES ® MAX AMOUNT

TYPE WINOOW ACRUSYS FILTER
STARTING LOCATION In FREQ OF TME FILTER
$STOPPING LOCATION OF THE MATCHED FILTER

(AR XZR X222 R R}

SUBROUTJINE INSTR

COMMON ZINSTR/ZA(30)

CALL ASSIGN(®,’TTS’)

A24



A .
¢ PCOR QUALIY

[z X 1]

WRITE(D,1)
FORMAT(® NaME OF LINEPRINTER QUTPUT FILE °/
i * LPS T UKBINAME MTQOt NAME /)
CALL ASSIUN(S, OUMNY?, =t)
CaLL ASYILN(S, LPs?)
WN1TELS,R2)
FOWMAT(® Name OF FILE #0M QUYPUT ( OR3 QR MYRENAME ) *#/)
CalL ASSIGN(G, 0OUTP,SCRY,0,°8CR*,,2)
CalL A%YIGN(Y,0UTPR,5CR?,0,?8CN?,,2)

MO € o

NAME OF DISK FILE TO BE PRUCE3SED

WNITE(6,9)
FORMAT(® ~NAME OF DISK FILE TO At PROCESSED °*/)
CaALL ASSIGN(1,0UMHY*,e})

REAV IN THE CONFIGURATION

REAULL) 4

DOADOCI OO v OCOOON

WRITE(S,1000) (8(1),i31,7)
1000 FORMAT(® TRANSMITTED FREQUENCY ( MWZ ) * {PEL13,.,8/
* wWwAVELENGT™ ( M) *,1PE19,8/

VELOCITY OF THe SPACECRAFTY ( KM/LEC ) °,1PEL1S,8/
RANGE TO THE TARGET ( ’M ) *,1PF15,8/
GamMeL ING RATE IN RANGE ( MW2 ) *,1PE1S, 8/
’ PRF QF Tmk AZIMUTH ( KNZ ) *,1PEL1Y%,8/

* NO, UF PULSES LAYED DOWN *,F7,17)

S @ -

PP E e

WwRITE(S,1210) (af2),188,14)
1ot FORMAT(® WANOWIDTM OF A RANGE CibLi ( MMZ ) *,1PE1S,8/
 RaT1O OF THb SAMPLING RATL IN RANGE TO 2ANOWIOTW OF A *,
* CBLL °,piPR{D,8/° TOTALL TIME OF LOUK ( BEC ) *,1PE1S,8/
* RANGE wal® CONSTANT ( M/SeCwed ) ?,1PELS,08/
* NANGE RESOQLUTION (™M ) ?,1PE1%5,8/
* CONSTANT pON aMPLITUOL PUNCTION °,5PE15,8,° ( PI/RATIO ) ¢/
* CONSTANT PON QUADRATIC PMASE °*,1PE1Y,8, * (SECwe=2) *//)

(- SN Y N N PR

wilITE(S,5020) (A(1),1815,18)
io2e PURMAT (* MAMMING WEIGMTING ACROSS ANTENNA APERTURE °,
’

] YeES s § NO 3 @ *,FH,1/
2 °* NO, OF RANGE CELLS TC PNOCESS *,F5,.1/
3 ® RANGE wALN YES 3 0 NU ® | °,FS,1/
€ % BANDWIOTH OP TME SYSTEM ( MMZ 3 °*,1PE15,8/7)
¢
c
OtLLFMue,0A(3)ae2ed(10)/7(a2)0A(R))
oLsa(s)za(?)
A(22)sQELLFM/UYL
A(20)wA(20) 74,
c
C ABOVE ASSUMES wé HAVE FOUR QOPPLER FILTERS
€

WHRITE(S,1080) DELLFM,a(8),DL,A(20)
1030 FORMAT(” CHANGE IN FREQUENCY ACROSS wINDOw ( KRMZ ) °,
i 1P219,8,” SAMPLINL RATE ( KmuZ ) °,

AZ5
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{
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OHIGINAL
OF PCOR

LRt oen/

FAGE 13

QUALITY

* NO, UF Kn2 PER FFT SAMPLE *,1PH19,8,
* NDy OF CELLS PER DUPPLER FILTEN *,1PEL1Y%,377)

WRITE(S,1n4n) A(L)

FONMAT(’ RANGE CORRECTION FACTON
* CANAULANS 3 2 *,rS5,1/77)

WRITE (S, 109¢) A(2%)

FURMAT(/7/7° LINEAR FM ALK ADDED NO & O YES s MAX AMOUNT *,Fb6,2//)

WRITE(S,1193) a(22)

NONE & @

FUORMAT(/77° LOCATION OF THE TARTGET ¢,FS,1)

WRITE(b,1000)

wy e ¢ *,

FORMAT(” TYPE QF WINOOW ACRQSS MATCHED FILTER %/
® NONE 8 & mAMMING 8 | SANTLETT 3 2 MANNING o § *,

"ULACKMAN 8 4 *//)
acar)si,
READ(6,10U61) A(2T)

FURMAT(P{0,2)

4RITE(S,1062) A(27)

FORMAT(® TYPE OF WINDOW ACROSS MATCHED FILTER */
> NONE 8 2 MaMMING & | BAHTLETT 8 2 WANNING ® 3 ¢,

*BLAGCAMAN 8 4 *,FS5,2//)
RETURN
eND

A26



ORIGINAL PAGE |3
OF POOR QUALiTY

C
C
C MATR,FOR
c
(]
c
Cavosendosscaasionen
¢
SURROUTINE GEN(AST,AS8Q)
c
Cascostnsnnsnnetannye
¢
VIATUAL ASI(1),A8G(1)
COMMON /ZINSTRZA(Y)
;
€ GENERAIE QUY THE ReEFENENCE SIGNAL
t POR MaTEemED FILTENING IN THE ANGLE OOQMALIN
[ LINEAR PM WAVE PQRNM
(~
¢
c
¢
NPULSE=A(T)
TSTEPe] ,ce8/A(0)
TiMte=a(10)/2,
TFINALeeTIME
CONngsA(14)
c
[
g9y
1 CONTINUE
¢
IFCI,GT,NPULSE) GOTO 100
4
¢
TSQaTIMELTHE
PHASESTSUeCONS
XtsCOS(PNASE)
AST(l)exYX
xxSgIN(PHASE)
ASGLL)eXX
c
TIMEeTIME + TSTEP
1sl ¢ |}
G070 1§
c
c
120 conTInyE
c
c
c
c
C WRITE QUT THE TOTAL WAVE TQO A TEMPORY FILE
c
WRITE(2) CASICJ),)Jol,NPULSE), (ASBCLJ),Ju1,NPULSE)
[ .
c
RETURN
END
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ORIGINAL PAGE 13
OF POOR QUALITV

c
(4
C MATI,FOR
c
c
¢
Croetcnsnacennsnatnge
¢
SUBRGUTINE OOQPPLR(PI,FG,1TAG)
c
Cosenncecasnespnseniny
c
(4
VIRTUAL FI(1),Fa(l)
COMMON /ZINSTR/ZA(L)
[
c
NPULSESA(T)
NUMDSNPULSE /4
fwinOowsalar)
c
¢
REWIND @
RedD(e) (FI(L) 2o1,NPULSE),(FQ(L), 191 ,NPULSE)
c .
c
c
¢
c
c
C NULL OUT THE TIME HISTORY OF NQ INTERESY
c
[
KiLsy
c Ir(ITAGL,EQ, ) GOTO 20
c
¢
c
KUs(lTAG = 1) sNUMB
oKy ¢
00 18 Ksy,RY
[
FI(n)eQ,
FQ(r)eQ,
c
10 CONTINUE
c
(4
IP(ITAGL,EQ.4) GOTO SQ
[
2o CONTINYE
c
c
KUSITAGRNUME » ¢
00 23 KskuU,NPULSE
c
FI(R)8D,
FR(K)sQ,
c
a9 CONTINUE
¢
c
Se CUNTINYE
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anNOnn

951

©¢o92

D= O £O0O0O0OON

789
cc
c

<

aooan

IPCIagn0w,EQ,d) GUTY

ISTARTeK|

U!‘zu‘:;’drg“ [ |

,e

OF POOR yusy

4991

PUT MaMMING WEIGHMTING ACROSS PILTER

CALL W[%NOOV(FL,ISTART  NUMYE,TWINOA)

ISTARTKL

CALL WINDGVIFU,ESTART NUME, IWINOW)

CONTINYE
NUMBRINPUL SE

FINO THE SPECTRUM OQF THE REFERENCE

CaLL FFTV(NUMBR,FI,FQ)

CONTINUE

KKUSKY o Ki, ¢

WRITE(h,789) KKK,KU,KL

FORMAT(3(3X,18),° DEL UP LOW *)

T

Y

)
'

4

STORE aWAY THE STARTING ANY STUPPPING LOCATIONS

A(d9)sy
A(30)sNUMBR

RETURN
ENV

A29



oo 0000 COooOoonOnN

OooOO0N

(2] OO0 OO0 O On

c
10
Coveeee

c
c
¢
C NULL

ORIGINAL PACT Y"‘.
OF POOR QUALIT

MAT4,,FUR

[ E AR RSENEEEEEX ]

SUBROQUTINE SIGNALCASI,ASQ,P1,F0,ITAG)

(AR XIS EENENY )]

VIRTUalL ASI(1),AS86(1)
viRrTuaL FI(1),FQ(L)

COrMQN /ZINSTR/ZA(S)

COMITUNZTEMP/TEMNP (L)

NPULSESRA(T)
IRANGESA(1D)
ISTART=A(2Y)
IeNU3A(30)

REWIND 1

READ(Y)
REWIND 3

RMAXSO,
1AR3Q
iNGe0Q
00 1900 181, IRANGE
WRITE(s,8082) ITAG,!
FURMAT(® SIG OOPP ?,16,% RANGE ?,IS)

REAC(1) (ASI(J),Jogi,NPULSE), (ASQ(J)sJ1i,NPULSE)

MULTIPLY BY THE REPERENCE SIGNAL SPECTRUM
COMPLEX CONJUGATE THE RE3SULT POR A SUBSEQUENT
IFFTY

00 1™ JSISTART, IEND
XX19AST(J)eprI(J) ¢ ASU(JI*FG(J)
XX38eASI(J)eFGQ(J) * ASA(IIerI(S)
ASIt(J)exxl
ASG(J)s=XXQ

CONTINUE

OUT THE NONeQVERLAPPING REGION OF THE SPECTRUM
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OF POOR QUALTY

IP (1ST14RT,EU,L) GOTO 20
[S3ISTART = |
00 1Y Je1,18

AS1(J) e,
A3Q(J) 0,

>

CONTINUE

CONTINUE

IFCIEND ,EQ,NPULSE) GOTQ 3O
TealEND o
00 2t Jalk,NPULSE

[z I + ] 0 ONOGN~N
[~

ASI(J)e0,
ASQ(J)e0,

CONTINUE

>

0 CUNTINYE

COMPUTE THE IFFT

OOOOOOHOLOOMLO

NUMBSNPULSE
CaLl FFTV(NUMB,ASL,A3G)

STORE THE MaGNITUOR SQUARED AwAY ON UATY SLOT ¢+ 3

(s Rz N ¢+ K x)

XMAX8Qd,
1XMeQ

(¥ X ¢]

D0 4@ Js1,NPULSE

ASICJINASI(J) w2 ¢ ASU(J)eed
IFLaSICI) LT.xMAX) GOTO 40
XMAXSASTI(J)
I1xney

4o ConTInyE

L4 WRITE(S) (ASI(J),Juli,NPULSE)
WRITE(9,1020) TolXM,XMAX
WHITE (by1000) ol YM, XMAX
1020 FQh“AT(® RANGE *,16,° AZ *,16,° VALUE °*°,1PEiS,8)
1P (XMAX LT ,RMAX) GOTO 3§00
RMAXSYMAYX
. lAR®]
INGeIXM

0 CONTINYE

D =IO D

Trap () aNPULSE
feMp(2)alan
TeMP (3)alING
TEMP (L) BRMAX

aoon

RE TURN A3l

ENO
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ORIGINAL PAGE (S
OF POOR QUALITY

FriveFOR
FFT ALGOTRITHMM FUR VIRTUAL ANRAYS

SUSROUTINE FFTV(NUMER,XT,YT)
VIRTUSL XT(1),YT(L)

NUMBR S TME NO, OF POINTS OF GOUN DATA
1F NUT A POWER UF TWQ PAD TO NEXT MIGHEST
Wit 2&ROS

N2PQOWs ]

{1EMPONUMER
ITEMPOITEMP/

IFCITEMP ,LE,L) GOTO §0
NEPOWaNZPOW ¢ |}

G0T0 |

CONT INYE

N2 eaN2PQW
1P (N, LEJNYMBR) GOTO 13
NaNeg
N2POWSN2POW ¢ §
CONTINUE
tr (NUM3N,GE,N) GGYO 20

NiSNUMBR ¢ {
00 19 LMsNQ,N

XT(LH)-O.
Yr(LM)so,

CUNTINUE
CONTINYE

MeNEPOW

DU »Y0 Lasi,M
LMrXa2en(Malid)
LixsdeMx
SCL36,2A3185/¢L0AT(LIX)
D0 &ud LMsi,L MX
AnGe(LMe=]Je3dCL
CsCUS(ARG)
$8SIN(AnG)

DU &4 LISLIX,N,LIX
JisLlellxeLMm
JésJie My
TisxT(Ji)=uT(J2)
TesYT(Ji)=vY (4Q)
XT(JLIsxnT(J1)exT(J2)
YT(J13aYT(Ji)eyT(J2)
AT (JE)sCaTieSaTe
YT(JEIsCaTaudnT]
CONTINUE

NvesN/ze

NMieNey

Jai
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ORIGINAL. P
OF pPoon Wl

Nnos

QU 63% les),NMY
1P (L,GEWJ) GO TD H351L
Tiex1(J)
T2ev7(J)
XTCI)exT(1)
Yredyevr(ll
X1 (l)sv}
Yrig)ere
' 631 KeNVQ

629 COnNTINUE
IP(K,GE,J) GO TO 633
JaJmR
KoK/
GO 10 422

639 JsJox
NUMYRaN
Re TURN
END
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ORIGINAL PAG

WINUOV,,FOR
VIRTUAL VERSION
WINVDQWING FuUNCTION

ARGUMENTS

ARRAY [S THE ARRAY TO BE WINDUWED FIRST LOCATION
ISTART S THE FIRST ELEMENT OF THE ARRAY Y0 BE WINOOWED
NUMBR I8 THE NUMAER Or eLEMENTS TO BE WINDOWED STARTING AT ANOVE
toPY IS TYPE OF wINOOW
O NO WINDOWING (RECT FUNCTION )
4 HMAMMING AINQOW
2 BARTLEYTY WINDOW (TRIANGLE)

3 RANNING WINUOW
O SLACKMAN WINOOW

ASARCNREVRPUCAERNRCARNANSNAPANNNAN
SUAROUTINE WINDUOV(ARRAY, ISTART,NUMdR, IQPT)

(AR ARALRAR AR 2R ]2

VIRTUA| ARRAY(1)

oOon [s X2X2] OO0 NOOOO0OOONNO0O00000O00O00000

IF{I0PT,EQ,0) GATO 10000
XNSNUMBR o §
ISTATSISTARY

I (10PT,£Q,2) GOTO 200

c
Pled . eATANIL,)
P12s2,sP}
PrASEIPLR/XN
IF(I0PT.EQ4) GOTO 100
c
Cies@,9
(T11'F%
[F(IUPT,.EQ,S3) GOTO t0
c
Cisp,5%4
ca.@oab
c
ie CONTINUE
c
c
00 ed Iwg,NUMHR
€

ANS] e §
wUSC] @ C2eL0S(PHASEXN)
AVRAY(ISTAT)awOeANRAY(ISTAT)
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ORIGINAL PAGE 12
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(STATRISTAT o |
CONTINUE
GOTO 1020
CONTINUE
PHASE2sPHASEE,
00 120 Iei,NUMBR

NSl = {

wOsU ., 42 = Q,5B*COS(PHASEPXN) ¢ D,00eCOS(PHASE20XN)

ARRAY(ISTaT)swDeARRAY(ISTAT)

ISTATQISTAT ¢ |
CONTINUE
GOTO 10000

NUMSR IS THe NUMBER OF ELEMENTS IN THE wWINOOW STANRTING
ANRAY

FHOM THe PIRSY ADORESS OF

CONTINUE
TuPsNUMBRY 2
00 210 [Ist,luP
WOSFLOAT(2e(] = 1))/7XN

ARRAY(]1STAT)swOCARRAY(ISTAT)

15TATS[STAT » |
CONTINYE

IUPsgUP » 1
00 22uv Is1uP,NUMBR

woe2, = FLOAT(2(] = 1))/Xn
ARRAY(1STAT)ISWDSARRAY(ISTAT)

ISTATSISTAT » |
CONTINUE

GOTO tedQoe
CONTINUE

RETURN
EnD
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PART III - SUBARRAY AZIMUTH PROCESSOR

0T.FOR

PROGRAM TO PROCESS THE SAR DATA FROM SARG PRQGRAM
TMlS PROGHAM PRUCESS THE DATA USING THE STEP TRANSFURM

OO OON

VIRTUAL AST(4196),A53(409s)
VIRTUAL FR(4Q96),FL(d4090)
COMMON ZINSTR/ZA(3D)

COMMON /TAY/T(128)

COMMON /TEMP/TEMP(10)

(g X 2}

CALL INSTR
CONTINUE

[z X

IF(TEMP(9) 6T, TEMP(B)) GOTO 12

CALL GEN(FI,FQ)

Call DeRamMP(FI,FG,A3(,ASQ)

CALL CORNCT(FI,FG,A8L,A80)

catL FINE(FI,FQ)

CALL OQUTPN(FI,AS1,ASG;FQ)
TEMP(H)STEMP(6) *» |,
TEMP(9)3TEMP(9) ¢ TEMP(1L)

GOTO
19 CONTINUE

AVESTEMP(7)/TEMP(6)
WHITE(B,10QR) TEMP(E),TEMP(T),AVE
WRITE(S,1000) TEMP(&),TEMP(T),AVE

1600 FORMAT(//% NOe °9FS.8,° SUM ?,1PE15,8/
3 * AvE °,1PELS,8//)

[ X2 X}

ENO
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OT1,FOR

INSTRUCTION ScT PUR TNE 8AR

C IS THME SPEEQ OF LIGHT o 3, E o 8 { M/3EC )
Pl = 4,saTANC(Y,)

0000400000000 00000
COMMON oL UCK INITR
PEIPIPIOIPIOIGCIIGIOIOIIIPIS

ACl) THANSMITTED PREGUENGY ( MnZ ) Ft
ALR] NAVELENGTN OF FY ( ™ ) C/FT ¢
ACNY Ve LUCTLY OF SPACECRAFY ( KM/8EC ) V
A(4) RANGE TU TARGETY ( Um ) R

A(9) SAMPLING RATE ( MWl ) F3

A(0) PRF ( KMZ )

A(?) NO, OF PULSES TRANSMITTED N

AL8) HANOWLOTH OF A RANGE CELL ( MHZ ) BW
A(9) NATIO OF FS/Bw

A(1?) YOYAL TiMe OF PLIGHMT ( SEC ) N/FRF
A(11) CONSTANT FOR THE RANGE wALK CNuw

Ves2/s(deR) (M)
A{12) RANGE RESQLUTION RR
C/(2e84) (4
AL1S) CONSTANT FON THE NANGE AMPLITUDE PUNCTYTION
Pl/RATIO
A(14) CONSTANT FOR THE PHASE COWRECTIUN
dePleCRA/NL { 1/SECoe2 )

A(19) HMAMMING WEIGNHTING ACROSS THS ANTENNA WINOOW
Yyes$ s { NO ® 2
1F vyes OPTION QUESTION TYPE OF wINOOW

ACin) NUMBER OF RANGE CELLY LOOKED AT
ALLT7) RANGE wALK YES 3 3 NO » §
A(14) BANDWIOTH QF THE SYSTEM ( MMZ )
A(19)
4(20) NO, OF CELLS FOR EACH DOPPLER FILTER
A(2l) RANGE CORWECTION OPTION

0 NONE

1 Wy

@ CANULIANS

3 STEP

A(22) RATIO OF THE SAMPLING FREQUENCY YO THE LFM SWEEP FREQ
AL@8) CORNECTLION OF RANGE wALK 4 PT INTERP 8§ NONE 8 2
@ PT INTERPQLATOW ® 3 3 PT INTER s &
A(24) STARTING SUBARRAY wHICH LOOK
1 1S FIRSYT LOO~ SuB o |
2 1S 2NV LOUK SUB = TOTAL/G ¢

AL2%) S12E OF THE FIRST FrY

A{2s) NO, OF POINTS IN THE OVERLAP OF SUBARRAYS
A(27) NO, OF SUBARRAYS FON THE 2ND PFT

Ale8) SI2t OF THE 2ND OW rINE FPFT

A{29) NO, OF SUBARRAYS CONTAINING DATA

NN NN NO OO0 NOONoNON0NOOO0O0ON00O00O000000
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A(39) MAXIMUM NUMBER OF HANGE CELLS PRCCESSED OQUE TO aALX

CPIPIP0909 9000000
COMMON BLOCK Teuw
[ EXZ AN R XY LY X )
TEMP (1) 3TORES THE ~u, OF FINAL AZMUTH SAMPLES
TemMP(R) THE LUCATIUN IN RANGE OF THE MAX
TeMP(8) THE LOCATION IN AZIMUTHM OF THE MAX
THMEP (4) THz MAXIMUM VALUE
TeMP(S)
TEMP(6) THE NUMBER OF NDIFFENENT STANTING TIMES MAVE QONE
TeMP(7) THE RUNNING AVENAGE OF THWE INTEGRATE MAINLOHE 10
Trt SIVDELQOBE FOW OIFFEWRENT STARTING TIMES
YeMe(8) TWE ASY [TIME FUR DIFFERUNT STANYING TIMES
TP (9) The RUNNING DelLay FOR QIFFERENT STANTING TIMED
TeMP (13) THE INCREMENT FUR YHE OLIFPENENTY STARTING TIMES

O T Y YT I L T
SUBRCUTINE INSTR

NAABLANNUONROURNREDN

OO0 O0O00NGOOO0NOONOOO0NOONOOOO0O0

CAMMON /ZINSTR/A(3D)
COMMON/ZTAY/TAYLORC(Y)
CUMMON ZTEMP/TEMP (L)

4
c
¢
CaLl ASSIGN(S,°TT:?)
c
(4
0 WRITE(S, 1)
1 FORMAT (" NA4E OF LINEPRINTER QUTPUT FILE */
) * LR 0K ENAME MT3s NAME /)
CaLl ASSIGN(S,°LPI’)
CoblL ASSIGN(2,°0UTP2,84R%,2, " JNKNOWN?,,2)
Calll 433IGN(3,"CUTPS,5AR?,3, "UNKNQWNT?,,2)
CaklL ASSIGV(4) OUTRPY,SCK’,2,”SCH?,,a)
e
c
c NAME OF DISK FILE TO BE PRUCESSED
c
c
wiiTE(S,S)
g FORMAT(* NaME OF DISK FILE TO Bt PROCESSED */)
c CalLl 2SS51G.o(1,°DUMmMY’®, ey)
CalL aSSIGN(1,7ST12,85AR°%,08)
c .
C READ IN THue GONFIGURATION
c
READ()) &
c
¢
1(25)n0g
a(ee)sse,
A(2r)ase
A(28)s128
¢
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ARITE(A,0)

FORMAT(® SL2E QF THe FINST PFY ?/)
REANCS, 1) a(2Yy)

PURMAT(P10,0)

WITECO,3)

FORMAT(” NO, UF POINTS OF TKE OVERLAAP ?/)
ReEaU(6,7) A(2w)

wWAlTE (0, 9)

FORMAT(® NO, OF SUBARNWAYS USED IN 2NO FFTY */)
Aeav(s,7) acel)

AdlTE(6,10)

FURMAT(® NO, DOF POINTS IN 2ND PPY *y)
REAQLS,7) a(ad)

jol
iJ

Qo OO —wOr
S

AN 0O-

wRlTE(S,102e) (a(l),1s1,7)
10090 FQRAT(® TRANSMITIED PREQUENCY ( MmZ ) 7,tPELS,8/
* WAVELENGTW ( M) °,1PE19,8/
* VELOLITY OF 71wk SPACECHNAFTY ( KM/SEC ) *,1°E19,8/
® RANGE TO THE TARGEY ( ’M ) ?,{PE19,8/
® SAMPLING RATE IN RaNGE ( MWZ ) °,L1PE1S,8/
! PRF OF THe AZIMUTH ( KnZ ) ?,1PE3S,8/
f NO, UF PULSES LAYEQD J0wWN *,F7,1/)

W E e

WwaiTeét5,3010) (a(l),1e8,14)

1010 FORMAT(” BANDNIDT™ OF A RANGUE CELL ( MMZ ) - ,IPEL1S,8/
 RATTO OF THE SAMPLING RATE IN WANGE TO BANOWIOTW OF A °,
gLl *,1PELS,B/7° TOTAL TIME QF LOOK ( SEC ) *,1PE1S5,8/

’ RANGE WALK CONSTANT ( M/SeCend ) °,1PEYS,8/

® WANGE NESOLUTIUN (M ) *,tPELS,8/
® CONSTANT pON AMPLITUOE FUNCTION *,1PE15,8,° ( PI/RATIO )
* CONSTANTY FOR QUAORATIC PHASE *,1PE15,8, * (SECee=2) *//)

@B E e

WRITE(S,1020) (A(1),1w19,18)
100 FORMAT(® WAMMING WEIGRTING ACROSS ANTENNA APERTURE °*,

1 * vYES s § NO ® @ *°,FY9,)/
2 ’ NGO, OF RANGE CELLS TO PROCESS °,FS,%/
S ’ RANGE waLx YES s @ NOU 3 | °*,FS,1/
4 * BANDWIOTH OF THME SYSTEM ( Mml ) *,1iPEiS,8/)
c
c
DELLFMB2,0A(3)ne20A(10)/7CR(2)0A(4))
OLsa(s)/a(?)
AC2Q)SDELLFM/OL
A(2)sa(20) /4,
¢
C AB0OVE ASSUMES WE mave FOQ''R DOPPLER FILTERS
c

WRITE(S,103@) OELLFM,A(8),0L,A(20)
1232 FURMAT (" CHMANGE IN FPREGUENCY ACWOSS AINDOW ( rMp ) ?,

1 IPE19,8,* SAMPLING NATE ( KMZ ) *,

e 1Pe1Y,87

3 * NO, OF KmZ PER FPY SAMPLE *,1PELY,8,

4 * NO, OF CtLLS PER DUPPLER FILTEN *,iPELS,8//)
¢
c
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WRITE(S,1040) A(21)
1949 FURMAT (* NANGE CORMECTION FACTOR NONE ¢ 2 Wy » § °,
1 * CANAUIANS » 2 STEP s § *,53,1//)

OO OODOLO0

WRITE(H,10060)
1069 FURMAT(//° T(PE QOF AINDOW ACROSS EACH APERTURE ¢/
1 ° 1 a WAMMING 2 3 BARTLETT 3 s WANNING °/
2 * 4 8 BLACAMAN 9 2% 0o TAYLQR?,
3% 6 30 VS TAYLON 7 35 06 TAYLOR?//)

¢
A(15)8y,
g REAU(SL,7) A(19)

WRITE(S,1070) A(1S)
1@ FURMAT(//7 TYPE QF WINDOW ACROSS EACH SUBARRAY ¢y
1 L MAMMING 2 MANTLETT 8 WNANNING *,
@ * 4 s BLACKMAN 9 29 Do TAYLOR?,
3 * 6 33 0OH TAYLOR 7 595 00 TAYLOR’,FS5,1/)

WHITE(S5,1030) (A(J),J82%,28)
tnéa FoRmeYLrye NQ, OF COEFFICIENTS IN FIRST FFT ’,Fh,2/

1 * NO, OF PQINTS UF OVERLAP OF SUBARRAYS *,F6.2/
@ ° NUMBER OF SUBARRAYY USEU IN FINE FFT *,F8,2/
3 ° NU. OF POINTS IN THE SECOND FFT °,Fb,2//7)

[+

c

{ovoe CONTINUE

c

A(22)8A(6) /NELLFM
WRITE(S,2000) a{22)
2uvoe FIRMAT(” RATIO OF SAMPLING FREQ TO LFM RATE *,1PE1S5,8/)

WHITE (6,1090)
10992 FORMAT(” CORRECTION SCHEME FOR RANGE WALK *7/

i ? 4 PT INTERP ® | NUNE 8 2
2 2 PT INTERP 8 3 3 PY INTER s 4 /)
A(28)s8y,

REAU(®,7) Ag23)
WHITE(Hy]099)
1899 FOR“AT(* SUBARRAY STANTING POINT wHICH LOOK ?/)
A(24)s},
READ(n,7) A(249)

€
¢
: WOITE(S,1996) A(23),4(24)
¥ 1098 FURMAT (" COKRECTION SCREME FOR RANGE | 3 4 PT 2 s wy ¢

] FY.,2/° SUDAHRAY STANTING POINTY ¢,$5,2/7/)

¢
¢
f, CaLCULATYIONS FOR THME OIFFERENY STARTING TIMES
¢
¢

SLOPE  TIME OVER LFM EXPANDED
A40
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R'(,JN;M F 0o
\’)F PCO'? LAY . §
5 & L‘} ; N

SL0ARUA(10) /0ELLIM
INCHEMENT £aCH DELAY TIME
SLUME » PRF/(SI2E UF 18T FFT o S12E UF ThE ann FFPT/2)

TRe /72 18 V0 TD UVEHSAMPLING PADOING wITH [ERUS
TWwiCE Tie LEUNTM

TeMP (1) 0dL0PEeA () /7 (A(2T)0A(28)/2,)

STARTING TINE
Tnth 70 18 FOR TnE PADOING wifW ZLEROS

ANU ENDING TIME

OO0 OO0 O

TevP(8)sTeMP(10)9A(28)/4,
WRITE(H,14997)
1097 PFURMAT(” STARTING TIME ( 0 = yp )*/)
X189,
READCO,T7) Xx}
TEMP(9)SeTEMP(B) » XXIeTEMP(10)

c
¢
c PUl IN POR EXPED
¢
TeuR (3) 00,
TEMP(LYISTEMP(10) »8,
¢
(o4
[~ RUNNING SUMS AND COUNTER
4
c
TEMP (7)) 20,
TEMP(B)sQ,
c
4

WRITE(S,1280) (TEMP(I),1an,10)
ieoe FORMAT(” COUNTENS *,2(1xX,F5,Q)/

1 P ENOING AND STARTING TIMES °,2(1X,1PEL5,8)/
2 * INCMEMENT EaCw TIME *,1PE1S.87/)
c
4
¢
ISTsA(1S)
1FFTy9a(29)
IPLIST,06T.2) CaLL WTITAYLOR,{1FPTL,58T)
whITE (6,7891) A(30)
WHITE(S,7891) A(3D)
1493 FORMAT(//° NO, UF RANGE CeLLS PNOCESSED ALL TOT *,FS,2)
c
(4
c
c
WRITE(6,3457) a(el)
3457 FQR~AY(II’ TYPE OF INTENPOLATION *,FS.i,
1 1 ¢ PT 2 NONE 3 2 PT 4 3 PT °/)
WRITE(S,30S57) A(2Y)
c
¢

RETURN
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SUBROUTINE GEN(FI,FQ)

CENABRRPORNCOAND

VIRTUAM, FI(1),F0U(L)
COMMON JINSTHZACY)

COMMON /TEMP/TEMP(L)

GENENATE QUT Twmi REFENENCE SIGNAL

FOR MATCHMED FILTERING IN THE ANGLE OOMAIN

LINEAR FM wave PQONM

NPULSERA(T)

TSTEPSL ,ka3/A(6)

OELaYSTEMP(9)
Times=a(1a) 72,
TrINALS=TIME

TIMESTIME ¢ QELAY
TEINALSTFINAL o DELAY

CONSwA(14)

wRITE(S,1220) TE“P(6),T3TEP,DELAY,TIME, TFINAL
wHITE(D,8000) TEMP(6),TSTEP,DELAY,TIME, TFINAL

FUNMAT(7/° sTep uQ,

*yFn,.2)* TIME SYEP °,1PELS,8/

i * CORNSPONUING DELAY (SeC ) *,i1PE1S,.8/
e * INITIAG TIME °,1PE1%,8," FINAL VIME *,1PE15,8//)

Isg
CONTINUE
IF(1.GTNPULSE)

TSAeTIMECTIME

PHASEETSQsCONS

XxsCOS(PMASE)
Fl(Iisxx

XXSSIN(PMASE)
Fa(l)sxx

GOT0 109

TIMESTIME ¢ TSTEP

[s] ¢
GoTe §

COM T INUE

RETURN
ENO
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OiCr3,FOR

NORSEARACANNRQROSRRPQAARNNGR

SUBROUTINE DERAMP(FI,F0,81,30)
ARRRARNSEERNORNARNCSRRROQRQEENN

N OOOOO0OOH0

VIRTuUal FIC(1),FOC(1),S1(C1),80())
CUMMUN ZINSTR/ZAC(Y)

[2 Xz X2}

NPULSESA(T)
fwINDOA(1Y)
NRANGEsA (39)
IRANGESA(16)

aan

REWIND 2
REWIND |
READ(Y)
READ(1) (SI(J),Jei NPULSE)
ARITE(®,234) SIC1),81(512),8I(1vQa),81(22a4),
i $1({3096),31(4096)
FURMAT(S(IX,4PELS,8))

(7]
L ]

00 500 13),NRANGE
GEYT THE SIGNAL FROM THE ITH RANGE CELL

REAN(CL) (ST(J),Ju),NPULSE), (SGW(J), sl ,NPULSE)
DERAMP THE SIGNAL

00 35 Jsi,NPULSE

0O 0000 aOOonNnNn Ok

xX1a ¢ SI(JYeFI(J) + SQ{J)eFQ(J)
XxGe = SI(JI+FQ(J) * SC(I)*FI(J)
SI(I)exxl
SOLJ)sXNU

CONTINUE

PERFORM THE FFT GTORE RESULTS AWAY ON QISK FILE ¢ 2

USE . A S@ % QUERLAP

PUT THE PMAEE CORNRECTION ON DUE TO OVERLAPPING APPERTURES

aoOoOOODOOOOaOun

CaLL OVER(S1,:8Q)
"]"] CONTINYE

[ BT Ay
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DICR3A,FOR

AR RNERARNICRRNIDINRANADEY

SUBROUTINE OVEN(ST,8G)
NNENNNT IR NN RN LR RN R ONNR

OO0 OSSO0 COON

VIRTUAL SI(1),80(1)
ReeL af(1e8),aq(i2d)
CUMMON /INSTR/A(I)
COMMON /TAY/TaYL0OR(})

PERFQORM THE FFT STORE RESULTS AnAY ON DISK FILE ¢ 2

PYT THE PHASE CORWECTION ON DUE TO OVEFLAPPING APPERTURESY
CORRCTIUN FACTOR 18
EXP(Je2w?[oRAaTIO OF OVERLAYSARRAY NO, = §)

OO OO

NPULSE®A(7)
ILENSA(29)
ILENGSA(2S)
IWINDSA(LY)
1833
1EsILEN
NUMB Y

OVERLAP FACTOR FOR PHASE CORRECTION

(2 X312 3]

DeA(26)/7A(29)
PIsg . naTaAN(l,)
Plava,2PL
PI20OsPI2eD

CONTINUE
xsy

DU 12 Jui8,lE

O O O=O0OnD

AT(K)aSICJd)
AQ(x)8Q(J)
Kek ¢ §

"] CONTINUE

(g X N X ]

18819 ¢ ILEN2
IEslt + ILEN2

00

AdA




[ 2 N 21 aoOoaOaaan
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o o OO0 O OGO~~~

OO0 00 OO0 O O000000000NO~0

ORIGINAL PACE IS
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PUT WINOQWING ACHOSS THE SUBARRAYS

IF(IwIND,EG,0) GOTO &7
DU 1@ xsy, JILEN

AL(K)SAT(K)eTAYLOR(K)
AQ(K)SAG(K) aTAYLOR(K)

CONTINYE

CONTINUE

CALL FFT(ILEN;AL,AQ)
1F(NUMB,.EQ,8) GOTO 20

PHASESPI2DaFLOAT (NUMS)

00 18 X=2,ILEN

XKaPHASE «FLOAT(K»1)
SNaSIN(XK)
CS3CAS{xn)
XXI8CieAT(K) & SNsAQ(K)
XXG3CS*AQ(R) = SNaal(XK)
Af(R)sXX]
AQ(x)exXQ

CONTINUE
CONTINVE

STORE AwWAY ON OAT SLOY ¢ 2

WRITE(2) (AT(X),K3],ILEN), (AQ(K]),Kn], TLEN)

NUMBENUMB ¢ §

IF(IE.LE.NPULSE)} GOTO 7

a(e9)snymMs

RETURN
END
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NTO.FON

CORRECTION OF RANGE wALR IN THE STEP TRANSFORM

tANRNSNN RN E R R RNANRRRY Y
SUBROUTINE CORRCT(RANGER,A1,AQ,DUMNMY)
NURANC AN RIS RR RO AT RRRRRY

OO0 oo OnNaGn

VIRTIUAL AI(128,32),A0(828,32) ,RANGER(L) ,0UMMY (L)
REAL FF(2%0)
CummQnN ZINSTR/ZACL)

NO RANGE COINECTION 7

IFCa(37),EG,3,) GOTO {0000
PATIOR ((22)
RMQVSRATIOwA(2S)/7A(27)
NPULSE3A(T)

MaxSyasa(e9)

MY3MAXSUS = )

MINS He

NMCOEF=A({29)

NmEéaNMCOEF/2

anDoOnOOO

(s X g}

REWIND 1§

READ(CL) Xxi

READ (L) (OuMMY (L), I ,NPULSE)
REQROER THE ARRAY

FIND THE MIN

aoOnNnOoOOG

XMINSOUMMY (D)
LaNPULSE/2
00 3 131 ,NPULSE
LaL + |
IF(L.GT,NPULSE) L}
RANGER(I)SOUMMY (L)
IF(XMINGGT uUMMY (L)) XMINSOUMMY (L)
CONT INYE

FIND TWE LOCATION QOF THE ZERO RANGE CELL

OO0 W

LmNeg
{F (XMIN,GE,2,) G6OTO &
XSs=XMIN
xaMINSIFIn{X8)
IP(XAMINGNE XS] XXMINSXXMIN o §,
LMhseXXMIN ¢ 1,
4 LMNBLMN = |

A46
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oan

NNANGE 8A(32)
IRANGE=A (D)
18CEMERA(2Y)

(3 X s Xz

REWIND &
00 18 1e3,maxSUB

READ IN THE | TH SUBARRAY FOR EACH RANGE CtLL AND THEN
00 g CUWRECTING HWRITE THWE RESULTS OUT TO + 4

REWIND 2

O OODOONn

1{a] « |
IF(Il.LTo1) GOTO {0
00 S Jsi,It
AEA0(2)
CONTINYE

[

DO 20 Jsi,NNANGE
REAU(2) (AZ(X,J),K8),NMCOEF),(AQ(K,J), K ,NNCUEF)

[ 2] O DGO O0-~WN

1F (JL.EQ NNANGE) GOTOQ 29
vO 12 Ka),MX
READ(2)
CONT INUE

-
N

D0 THE CORRECTION WHOLE ARRAY AT A TIME

OO0
[

START]
IRNGENRANGE = [RANGE
IRNGEIIRNG ¢ §
IRNGLSINNG
IANGSIRNG = 2
IRNGL I JRNGL = §

ISTRe«LMN ¢ 2
00 32 Jsi,NMCOEF

ISTARTSSTARY ¢ 0,9
IP(START,LT,2,) ISTARTSSTARY = 2,3
IF(iSTART,LT,1) GOTO 35S
IELMSAMZe[START
WANWLKEBRANGER(IELM)
XF(LISCtMt.tC.l).UR.(ISCEME.Eacli) 60T0 24
IF (1SCEMEEWad) 5070 2¢
INwBANS (RANWLK) ¢ 0,9
IF(RANWNLA LT D,) LIRWs=IRY
KKelgTH & AW
IF(RK,.LY,1) GOTO 28
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1F (XK GT IRNG2) KRSIRNGR
00 22 xs8}),INANGE

ALCJ,R)3Af(J)KR)
AQ(J,)K)sAB(J,KR)
KKEKK ¢ |
ae CONTINUE
GOTC 28
24 CONTINUE

IRWERANWLK
DELTaSRANWLK o FLOAT(IRW)
KSISTR ¢ [RW
JFLISCEME,EQ,1) X8K = {
IF(ISCEME ,EU,4) KaK = §
IF(OELTA,LT,2,) X8K = {
IF(NELTALT,0,) VELTASY, ¢ DELTA
IF(K,LT 1) Ke}
Ls}
IF(ISCEME ,EQ,3) GUTU 8089
1F(ICeEmMR ,EQ.4) GOTO RQ92
IF(X,GT,IRNG) KS[RNG
DELTAC3DELTASOELTA
VELTAISOELTA2eDELTA

AMISeOELTAR(DELTAS « 3,40ELTA ¢ 2,)/5,
AQS(DELTAS » 2,00ELTA2 = DELTA ¢ 2,)72,
AlseDELTA®(DELTAZ = QELTA = 2,)/2,
A2sQELTA(DELTAE = {,)/6,

[ CONTINUE
VALUEIBAM{ AT (JoK) & AJNAI(J,Kol) ¢ Aledal(J,K+2) ¢
1 A2«AT(JoXe3)
VALUEGEAMI #AB(J,K) & AQ2A0(CJ,Kel) & 810a3(i,Ke2) »
i A2eAQG(J,neld)
Al1(J)LISVALUE]
AGLJ,L)3VALUEQ
LeL ¢ ¢
K3k ¢ |\
IFtL,LE,IRANGE) GOTO 26

GOTO 28
©8o CONTINUE

2 PT INTERP
OELTA2:], « DELTA
IF(K,GT,IRNGL) KaIRNGL

"1 CONTINUE

o 0O OO0 (1]

VALUS ISDEL TA2#Al(J,R) + DELTA®ALI(J,Ke1)
VALUBJISNELTA2#AQ(J,K) » DELTANAG(J,Kel)
Al(Jdon)avaLuUE!

AQ(J,A)SVALUEG
Let ¢ |
KsX ¢ §
1P (L LE.,INANGE) GOTO 82813
c
GOTO 28
80%0 CONTINYE
c
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tes
110

14¢
150

10029

180ELTAS(DELTA = 1,)/2 G llAL PAGE IS

AMIsQEL (0t -

AQey, « QELTAeed " OF POOR QUALITY
ALSDELTAC(OELTA + 1,072,

CONTINUE

VALUEISAMI @Al (J K] & AD0AT(J,Kel) o ALeal(J,Keg)
VALUEQSAMIwAQ(J,)K) ¢ AURAG(J KoL) o ALeAQ(J,Ke2)
AlCJ,L)aVALUVEL
20 (J,L)sVaALUER
L3 ¢ |
* Ksk ¢ 1
IFtL,LE,IRANGE)Y GGTO 8091

CONTINUVE

STARTSSTARY = HMQV
CONTINYE

WRITE OUT THE REWULTS TO ¢ &

CONTINUE

00 4v k=i, IRANGE
WRITE(Q) (AL(J,K),JBL,NMCOEF), (AQ(J,K),Ja],NMCOEF)

conTINUE

WRITE THE FILE 3aCX TO ¢ 2 IN THE FORM IT wWANTS

ISKIPSIRANGE » 1}
NMS2eNMCUEF
REwWIND 2

DO 220 xsi,IRANGE
REWIND @
IF(K,EQ,3) GOTO 110
Jisk o |
DO 145 [91,11
READ(4G)
CONTINVE

00 3196 I®3,MmAXSUB
REAU(4) (PF(J),J81,NN)
WRITE(2) (PF(J)sJoi,NM)
IF(I.EQ,MaXSUB) GOTO 159
D0 140 Jsi,15K]IP
READ(4)

CONTINUE

CONTINUE
CONTINUE

RETURN
END
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OF POOR QUALITY

DTS, rOR

oo aoOn

C'..QQ'!'..!'.'......I
SUBROUTINE PINE (FI,FB)

Cannnrnnsacosnntnntann
c
c

VIRTUAL FI(1),Fu(y)

COMMON /COEFS/7AL(1024)

CuOMMON /INSTR/ZACY)

CUMMCN /TEMP/TEMP (L)

COMMON /mMaM/HAM(256)

CUMPUTE THE FINE NESOLUTION F¥T

OO0

IRANGESA(1S)
RATIOSA(223)
NMCQOEFSA(2Y9)

NIMSSNMCOEF 22

IFINESA(2T)
MAXSUBSA(29)
MINSUBS]

Iravea(as)
RMOVSRATIO=A(T)/(A(20)2A(25))

STARTSSY{,
IF(a(ed),e0,2,) STARTSSA(7)/(4,vA(20)) ¢ |,
WHITELG,7T89) STARTS,A(24)
FURMAT(? STARTING SUBARNAY *,F5,2,1X,FS,2)

@
L ]

GET THME WINDOW WEIGHTS

OO N0OY

1§7s}
CalLl WY (WAM,IFINE,IST)
WRITE(%,5000) TRANGE,NMCOEF,IFINE, IPAD,
1 MINSUB,MAXSUY
Syoe FOQRMATY(//° B INE IRANGE *,106/
* {ST FFT *,16,° ® OF SUBS IN 2ND *,[&,
» 2NO PFT r,16/° MIN SUB ?,10,° MAX SUB ’,16//)

Fub oo

wRITE(6,5a¢1) RATIO,RMOV
3001 FURMAT(® RATIO OF SF/LFMF *,{PEiS, 8/

i ? INCWEMENT QF SUB ’,1PE1S,8/4/)
(4
RMAXSD,
1azse
IRNGSD
c
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REWIND 2
REWIND 3

00U 293¢ K3y, JRANGE

REWIND 4

*DON O O

TRANSFER OATA FOR THE K TH HANGE TO DAY SLOT ¢ 4

-~
<

00 4 lsi,MAXSUS
REAV(E) (AZ(L), Lot ,NM2)
WRITECY) CAZ(L) L1 ,NM2)
CONTINUE

00 THE COEFFICIENTS 1 TO HALF ¢

(s N e X2 Xe e X -]

[ARSQ
CALL POSHWLF(FI,RMUOV,STARTS,IAR,CO7MAX,ICOF)

00 THE NEGATIVE COLFFICIENTS

CALL NEGHLF(FL,RMOV,STARTS,1AR,COFMAX, ICOF)

WRITE(S) (FI(J),Je8,1AR)
WRITE IT OUT 1O THE 9

OO OO DOOHOOHO

ANITE(S,1€2¢) 1COF,COFMAX,X
WHITE (s 3@0L) ICOF,COFMAX,K
voe FORMAT(” MAX 1S AT *,16,*" VALUE OF * 1PE1S,8,” RAN *,1I8/)

[y X2 Lo

15 (COFMAX LY, NMAX) GOTO 2v0
RMAXSCOFMAX
1als]1Caf
IANGSK
20t CONTINUE
c

TEMP(1)alAR
TEMP (2) s IRNG
TEMP(3)nlAZ
TEMP (4)sRMAX

TEMP(1)s1920,
TEMP (2] 92,
TEMP(S)elS,

TEMP (W) 82,20944516L5

OOOOONN00CONN

RETURN
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OTSA,FOR

AN

Crtnnsnsncnnsegsnarane
SUBROUTINE POSHLP (FI,RMOV,STATS, [AR,COFMAX, ICUF)

Cosssncsonasnenenpdnne
c
C

VIRTYaL FI(1)

CUMMON #COEFS/ A2(128),A0(1283,%W0RK[(256),%0RKG(2%96)

COMMON /INSTR/ZACL)

NMCOEFsA(2Y)
1FINERA(2TY)
Max§uBna(ey)
MINSURGY
IPAUSA(28)
NUMBRSIPADeIPIX(A(2h))/NMNCOEP
C WAITE(6,450) NUMUR, [PAD,NMCOEF,A(26)
FORMAT(S(LIO,1X),1PEL15,8)

Y3
o

N0 THE COEFFICIENTS 1 TO HeLF o 4

aAIOOONDO0 &

ICCcNMCOEF/2 o §

RUNSUN3ISTARTS

ISTARTSSTARTS
IENDIISTARY o IFINE =

COFMAXSY,
1COF g

00 %9 1®%,IcC

IF(ISTART GT ,MAXSUB) GUTO 69
REWIND 4
IGBISTART = |
IF(1G,LT,3) GOQYO 10
00 5 Jsi,1G
REAU(A)
© CONTINUE

1ESIEND
IFCIEGT,MAXSUB) 1E3MAXIUB

JJs=0
V0 195 JsISTART,IE

READL4) (AL{L) ,Lsi,NMCUEF), (aQ (L), .93, NMCOEF}
JJIsJJ o
wONKI(JJIsAl(I)
wORKG(JJI=AR(1)
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CONTINUE

PUTl IN ZENQOS wWHMERE NO TARGET EXISTS
IFC(JIEQ,IPINE) GOTO 20
JisgyJ o |
00 17 Jogx,1FIN%
NORKI(J) l@.
WORRQ(J) 20,

CONTINUE

CONTINYE

PUT maMMING WEIGHTING ACNOSS SUBARRAYS
NULL THE ReST OF ARNRAY
COMPUTE ThHe PINE STRUCTURE FFY 2NOD
PINO THE MAGNITUODE QP THE SPT ALONG LARGESTY ,ECT

CALL PADFFT(F1,COrPMaX,ICOF,IPAD, IFINE, JAR,NUMBR)

[2 X +1 2] QOO OODODNDO-N

OOV N

AUNSUBIRUNSUE ¢ RMOY
ISTAHTaNYNSUS ¢ 0,S
IENOBSTANTY ¢ IFINE =
CONTINYE
CONTINUE

NETURN
ENO
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QTo4,FON

shenacdpesosnentshbane

SUBROUTINE NEGMLF(FL,RMOV,3TARTS, IAR,COFMAX,COF)
sersveNestenetant e

OO0 OODNAOONN

VIRTUAL FIC1)
COMMON /COLPS/ AJ(128),A0(128),W0RKE(2506),WORKA(2SS)
COMMON ZINSTR/ZAC(L)

NMCOLFaA(RY)
IFINEsA(2T)
MAXSUBSA(2Y)
LA CEIVEE B
1PaLea(28)
NUMIRSIPAD®IFIX(A(&o) ) /NMCOEF

DO THME NEGATIVE COLFFICEENS

OO0

XXSFLOAT(NMCOEF/2 = {)eRMQY
RUNSUBBSTARTS « XX
AxsABS (RUNSUS) ¢ 0,9
1F (ﬂUNSU@.LY.W.) Axse XX
{STARTSE XY
TENUVSIUTART o IPINE »

IGeNMCUEF/2 o 2

00 100 1s1d,NMCOEF

O O AO0ONOHn

REWIND 4
1981STANTY
1IF(1S,LT,1) Isag

[R5

IF(IEND.LT,8) GOTO b0
Jis?
IF(1S,EQ,18TART) GUTO 10
ICIFre=]{STARY ¢ 1

V0 S J=!,101FF

(2]

WORKT(J)sQ,
nQRKG(J)ed,

CONTINVE
JIslolrPF

= NN

¢ CONTINUE
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ORIGINAL PAGE ;3
OF POOR QuALITY

00 %% Jsl3,1END
ReAD(4) (ALCL),L9Y,NMCOEF), (AU(L) L8l ,NMCNEF)
Jisdy ¢}
WORRl(JJ)oAL (L)
WORKQ (JJ)sAG(L)
CONTINUE

CALL PAUFFT(FI,COFMAX,3COF,IPAD, TFINE, JAR,NUMBR)

CONTINUE

RUNSUBSRUNSUY » RMOV
YXsADS (RUNSUD) & 2,95
IF (RUNCIB LT ,B,) XXaa)x)
ISTartexX
JENOOISTART ¢ [FINE =

CONTINYE

RETURN
END
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¢
¢
¢
€ 0t9C,FUR
c
¢
c
Cosnncnsonennantoonpne
SUBROUTINE PaOFFT(FI,COFMAX,3COF,IPAD,JJ, [AR,NUMBR)

Cosnosnconaprtonenanes
¢
c

VIRTUML F1(})

COMMUN /COEFS/ al(128),4Q(128),%0RK]I(2%6),WORKQ(RS6}

COMMON /MAM/HAM{Y)
+
c PUT mAMMING WEIGHMTING ACROSS SUBARRAYS
[ NULL THE REST OF ARRAY
c COMPUTE THe PINE STRUCTURE FFT 2NOD
g FLINO THE MAGNITUOE QP THe FFY ALONG LAWGESTY ,ECT
c
¢
c .
€ PUT THt WEIGHTING ACRGSS THE WINOCW
¢

00 9 Jsi,dd
c

a0RKI(J)amaM(J) o WORKT(J)

N WORKOC(J)IHnAM(J) A WORKWLY)
] CONTINUE
¢
c
c NULL OQUT THe REST OF THE ARKRAY
[~
c
c 1IF(IPAD,LEL.JJ) GOTO 23

Insdy ¢
00 24 JsJx,IPAD

WORKI(J)e@,

WORKG (J) 8@,
CONTINVE

CuNTINUE

COMPUTE THME FINE STRUCTURE

CALL FFT(IPAD,)~QRKI,WwORKG)

COMPUTE TWE MAGNITYDE OF VYHE SQUARED
REORDPER THE ARRAY
SINCE ®ALF THE FINE COEFFICIENTS AKE TU THe LEFT AND

THe OTHER malP 10 Tme RIGNT FOR EaACH GROSS CUEBFFICIENT
OVEWR SAMPLING BY FACTUR OF 2 TO { THROW OUT mALF THME COEFF

NDOOOCOODO0O00O0 nnnnnmng
e
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ORIGINAL p
AGE [ep
OF POOR QuaLyry

JLUeNUMANRY/2
JXs[PAQ = JL e}

DO 24 Jul,NUMDR
AASWORKL(JX)*n2 & WORKG(JU)wwE
Jasyx & §
IFLIX LT, IPAD) Jxe}
TARSIAR ¢ |
FICLAR) 8XX
IF(XX,LT,CUFMAX) GOTO 24
COFMAXSXX
ICOFsAR

CONTINUE

RETURN
END

<3

A57



(Ndas bratatn 29

",,:» Wik .
JF POOR QU ALITY
¢
¢
(4
¢ VICR4,POR
¢
c
c
Cennennntnnesccnantotoonne
¢
SUBNQUTINE OUTPOIAL,ARQ,A3,A4Q)
¢
Chncencannvpncntontntenene
¢
VIQRTuAL A3(1),42(1),A8(1),A0(01)
COMMON ZINSTRZAA(L)
COMMON /TRMP/TEMPLY)
(4
¢
C PRINY QUY THt UATA  SCALE TO T=E May PASSED IN ARGUMEATS
C
NRANGEOAALLG)
NPUL 3o TENP(Y)
tRetENP ()
[aaTEnP(S)
XMAXOTEMP(])
¢
NRTTE (8, 1000) IN, LA, xmAx, vPUL SE
WNITE (S, 1wud) IR, la,urman,aryLse
1930 PORMAT(/7/° NANGE CELL °,107°" ANGLE *,18/° VaALUE *,1PELS,.S,

-

* NQOo PULSE *,l077)
FINO THE LIMITS Or THE MAINLOUE ALONG ThE AJIMUTN SLICE
CALL SLICRCIR,IANPULSE ILF,TRT,XMAK,AL)
REUNGANTZE tHE FILE IW THME A2IMUITH VERSUS RANGE
RATHER THEN IN THE WAMLE VERSUS AZIMUTM OIR

ALSO PUT EM PEAK IN THE MIDOLE QF THE PILE

Calt HEURO(NPULSE I, NRANGE ,01,42,A3)

FIND Tw@ SUM IN THE MAINLOBE AND TWE 310L00E POR
NANGE AND AZIMUTW DIRECTIONS

CALL VALUB(NPULSE, IRy LA ILF,INT , NNANGE, AL, XNAX)

OO0 OONOGONE OOOOGOHODO O0O0N0

RETURN
END
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bew

OF POOR QUALITY
oICnaa, FOH
srsenavasRseeRatRARY

SUBNGUTINE SLICECIR) SASNPULSE, TLF,SRT  XMAX,AL)

VIRTUAL At(1)

FIND ThRE LIMITS OF THE MalnLOAZ AND THE MAINLOBE
SuUM ALUNG THE aNGLE SLICE

OOOONOH0 OO0 OOOHTIONOO O

HEWIND 3

ASIR e |
IFLK,LT,1) GOTO 2

00 1 Jel,K

READL(Y)

CONTINYE

NEADCS) (AL(L),)Lmi,NPULSE)

VO RIGHT SIOE OFF THE PEAK

COODON OO~

RLOJA
KRalA ¢
UMK,

CONTINUE

i O

1P IRy oGT 4 NPULSE) RLWw}
IP(RR GT NPULYE) RRWY

I (AL (KR) ,GE. AL CRL)) GOTO 4
SUMRSSUMR *» Af(KL)
KLERL, ¢ |
KAaKH & §

GOT0 3

COnTINUE

0oe

IRTeR
SUMNBSYMR + AL (KL)

FINY THE LEFT SIOE POINTY

QOO NO

KRelA
KL8IA o |
QUNLIQ.
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OO RN
-
[
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ORIGINAL PAGE IS
OF POOR QUALITY

CONTINYE

Tr (KRGLT,t)  nQeNPULSE
Ir(ng LT,1)  RLONPULSE

TP CAL(RL) GE AL(KR)) GOTO &

SuMLESIML ¢ AL (KR)
RROKR = |

Lok = |}

GOTO 9

ConTinyt

ILFeKR
sumLasuUML o AL (KR)
SuMAZeRSUML ¢ SUMR e AL(IA)

TwE 810ELOBE

T0TLe0,
00 227 Lei,NPULSE
say(l)
TOTLSTOTL ¢ XX

TOTS,*Q,
pPrax3Le0,
[PEAKe

19 (ILFLGT,INT) GOTO 299

1P {ILF,LT,2) GOTO 209
ReILF = §

00 208 ls},x

TOTSLOTOTSL ¢ AL(3)
IPCat(1), LT, PeaARSL, GOTO 2038
PLARILaAL(Y)
iPtAKsl

CONTINUE
FONTINUE
ROIRY ¢ §
KRanPUL 38
1P LILFGTL,IRT) KReILF =%
00 @1v Jsx,NK
TOTSLATOTAL « AY(D)
IP (AT LT, PEANSL) GOTOD 210
PeArsLeai(ly
IPeAre]

CONTINUE
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a0

DOON

220

aoOnnHO

(Y % - V. S

-

& n W oo

CHCTD NS

RESSTOTL = SUNAZ QF PR pome )
Duaso,
IF(SUMAZ,GT,B,) 0BAR1N,2ALOGIA(RKES/SUMAY)
DoPasy,

IFCaMAY 6T 0,) OBPARID,¢ALOGIO(RES/XMAX)

WATTE(6,218) ILF,)IA,IRT,SUML,SUMR,SUMAZ,TOTL,
RES,Dua,0uPa

WRITE(S,238) ILF,RA,I%T,5UML,3UMR,SUNAZ,TOTL,
RES,0HA, 08P

FORNAY(' MAINLOVE OF ANGLE '/' LEFT PUINT *,14%/

MIU PUINT *,15/7° HMT POINY *,1S5/° SUM LEFT *,1PE15,87
SUM RINT °,)PELIS,8/° MALNL08E Sy *,1PELS 8/

TOTAL SyM ‘.1P§15.61' SloueLoBL sum ’clPEES.GI
SINELQRE TO MaINLOBE ( UB ) *,1PE19,87

SIVELCBE TO PEAR £ Ov ) *,1PLiS.8/7}

.- % e

DbaQ,

IF(SUMAZ,6T,¢,) OB310,AL0GIOLTOTSL/SUMAZ)
veasLse,

IF(YMAN,GT,0,) OUSLE10,9AL0GIA(PEARSL/XMAX)

WRITE (6,220) SUMAZ,TOTSL,PEAKSL, IPEAK,) XMAX, 1A,
Vo,08 8L
WRITE(5,240) SUMAZ,TOTSL,PEAKSL, IPFAK, XMAX,; LA,
0d,D88L
FORMAT(//7° ANGLE SUM °,1PE195,8," MAIN SUM °,1PELS,8/
® pean SIDE LUSE °,1PE1%,8," LOCATION *;le/
¢ oMAXIMUM VALUE °,1PE1S,8," LOCATION *,16/
? INTEGHATEDQ (Lwv) °*,1PELS,8/
* PoL/PEAK (D) *,1PELS,877)

RETURN
EnND
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ORIGINAL PAGF. 13

DICRADBFON

I AR RN AR AN ] ]

SUBRQUTINE REQRO(NPULSE ) 1A NRANGE ,A3,A2,A3)

NtdovfocoRRNRQet Rt
VIRTUAL AL(1),42(20,200),A8(20,200)

REQUNGANTZE TwmE FlLt IN AZIMUTH VEROMWS RANGE
RATHER THMAN RANGE AZIMUTH
PUT THE PEAR IN THE MIQOLE OF ThE FILE IN AZIMUTN OIRECTYION

OO0 QOO0 OOOaGHOOO

c REJIND @
IMIDINPULSE/
ISTARTsIA =« IMID
IFCISTART LTo8) I8TARTSISTANTY o NPULSE
c
NPASSEAQD
NPASQENPASS/R
NPAGQRONPASE
c
NPANPULSE/NPASS
NOVERSNPULSE « NPASIeNP
IF(NPLLT,L) GATO 899
c
1 CO 8&0 Jog,NP
4
NEWIND 3
18018 TVARY
c
¢ D0 8310 1sy,NRANGE
READ(3) (AL(R),Ko),NPULSE)
1SRe]S
c
00 8#0Y Xs§,NPASE
c
IFCISR,GT,NPULSE) ISRe}
A2(1.R)mAg (ISN)
JSROJSR ¢
c
8us CONTINYE
(4
c
i [P (NPASR2.LT.1) GOTQ 810
g c
& cc
& DO sQ6 xui,NPAS2R
# c
: IFCISN,GT NPULSE) ISRWY
5i AS(Cl,n)sA)(LSR)
ISREIIN o ¢
c
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ORIGINAL PAL 1
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LT CONTINUE
(
810 conTINUR
¢
[
00 819 Rey ,NPASQ
s wlRITE (4) (AR@(CTon), 80 ,NRANGE)
C
c
IF(NPAS2E,LT,8) GOTO 847
¢
00 816 Rej NPASZR
816 WRITE (W) (A3(l,n),101,NRANGE)
(4
[
(1%} 1STARTRLSR
c
[
8¢9 contINnue
¢
c
899 1P (NOVER,LE,Q) GOTO jed
c
NPy
IF(NOVER,GT,NPASR2) GUTO 138
c
NPASQANQVER
NMASQR0D
NQVERS®Q
GOTO
139 CONTLIMUE
c
NPASHRABNOVER = NPAJE
NOVEQed
sRre
162 CONTINUE
(4
(4
RETURN
ENG
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ORIGINAL PAGE 1S
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DICKIC,FuR

etsasossvsectentpRtone
SUBROUTINE VALUE(NPULSE, INANGE, IA, ILF, JRT,NRANGE, AL, XMAY)
atanstentpesaetastent
VIRTUAL AL(Y)

REWIND &

0 OO0 OO0 OOACAODN

1M10eNPULSE/2
toeLTAslA « ILP
TP (LOBLTALLT,O3) I1DELTASEDELTA o NPULSE
LIMLSIMID = LOELTA o
ICELTASIRT « IA
IF(IoELTA LT, @) ICELTASTIDELTA & NPULSE
LIMNBIMID o JOELTA ¢ }

IPHRALIMR ¢ 200

LPRLSLINL = 200
IF{iFaL LT 1) IPRLSY
1P CIPNR,GT ¢ NPULSE) [PRRENPULSE

[ 1 X %

WHITE(&,7099) IMIO,NPULSE,TUELTA,LIML,LIMR
899 BORMAT(//7 VALUE *,6(ER,37)/¢)

T0TAL®Q,

OO0 OO0 -

107323,
TOTLSE,
vS{OEeD,
IVSR®Y
fvsaeQ

DO 120 Ja31,NPULSE
READ(4) CALCS),191,NRANGE)

TAG A MAINLOBE WwITK IT o

OO0 O O

1Ys2
IF (I UE LIML) (ANG,
t (JoLEelIMR)) 178y

non
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yradee,

00 11@ 1] NNANGE

0 O

TOTALSA(L) o TOTAL
1 CONTINUE

O =

SuMTed,
SuMLLe0,

1P (IT.EW.Q) GOTO 118
IVe IHANGE
SUML BV,
IvLely
Jvdaty o |
13 CONTINUE

[ X X4

IFCIVR,GT ,NUANGE) GOTO 114
IFCag(IvR) T, ALCIVL)) GOTO 114
SuMLEsUML o AL(TVL)
IVReI{VR o §
Ivietivl o ¢
GOTO 318

14 CoONTINUE
SuMLaSUM, o AT(TIVL)

D D=

1F(JVR,GT ,NRANGE) SUMLeSUM| » AL (NNANGE)
TVRRN VL
YUMREeY,
Iviely =
fvasly

118 ConTinye
IFCIvL LT, 1) QOFD {10
IF (A1 (IVL)GToAL(IVR)) GOTO 146

SUMRBSUMN o ALCTIVR)
IVRAIVR »
pVLeIvVL = |

G070 §18

16 CONTINUE
SUMRESUMR o AL(IVN)

IPCIVLLT,8) SuMasSUMR ¢ A3(L)
IVLLSIVR

SUMTESUML ¢ SUMR » AL(1V)
IFCIviL.Le,8) 6OTO 19

IvisiviL =
00 12 Isg,Ivl

SUMLLESUMLL  AL(D)
IP (A CL)oLT,VSIDE) GOTO 1O

vSIOtsAf(l)
IVSAs}
1vsaay

10 CONTINUE
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¢
é: CONTINUE
¢ IF(IVNR,Ge ,NRANGE) GOTO 20
IVRSJVRAK ¢ |
¢ DU L7 IsIVA,NKRANGE
SUMLLESUMLL ¢ al(])
1P (At (L) LY,VILI0E) GOTO &7
VSILEsAL(I)
Iv8naf
Ivsasy
c
17 CONTINUE
~
¢
E{) LunT iNUE
GOT 119
¢
118 CONTINYE
¢
4
c 00 32 [w),NRANGE
SUMLLSSUMLL » AL(D)
IFLAL(EY, LTY,v830L) GOTQ 33
¢ .
v3i0keay ()
ML T THA
IvSaeyd
¢
30 (INTINUE
¢
¢
119 CONTINUE
(4
<
TOTSsTOTS o SUMT
¢ TOTLB70TL + SUMLL
¢
g PRINTY DUT THE MAINLODE AREA
c
P TP CCIALT L IPRL) LORGCJLGT,IPRR)) GOTO 92
¢ 00 89 [#),NRANGE
VAL 84999,
xxeai(l)
XXBXX/XMAX
IF(NLGTe0,) VALS®ID,#ALOGLACXX)
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29 CONTINUE
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0U by LMs),LMX
ARGa(LMey)aSCL
C3CUS (ARG)
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T18AT(J1)=aT(J2)

. TasYT(J1)eVYTY(J2)
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NUMB 15 THE NO, OF SAMPLING ELEMENTS IN 2eP(

10PT [S TYPE OF AINOUW
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REAL ARRAY(1)
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Ir(I0PT.EQ.0) GOTQ 602
ANSNUMBR = §
JIF(IQPT.ER.E) GOTO 200

c
Pisa,eaTAN(],)
PlZ'é.tPl )
PHASERPLE/EN
IF(10PT .EQ.4) GOTO 120
1P (TOPT,EG.D) GOTO 300
1P (10FT,EQ.0) GOTO G0
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[
Cis0,%
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c
i0 CONTINYE
e
¢
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c
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