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This semi-annual report covers the progress of the research work conducted under this grant from October 1, 1980 to March 31, 1981. During this period, the following tasks have been accomplished:

1. Development of the Modified Nonlinear Discrete Vortex (MNDV) method has been completed. The method is complemented by a viscous model for the vortex core based on the first-order boundary-layer-like equations. (Viscous analysis is supported under a separate contract from the Naval Air Development Center, Warminster, Pa.). The results of the inviscid and viscous methods have been reported in the AIAA paper No. 81-1263 titled "Recent Improvements in the Prediction of the Leading and Trailing Edge Vortex Cores of Delta Wings." A copy of this paper is enclosed in Appendix A. This paper has been submitted for publication in the Journal of Aircraft.

2. Development of the Nonlinear Hybrid-Vortex (NHV) method for wings with side-edge separation in steady and unsteady flows has been completed. The steady and unsteady results of this method have been reported in the AIAA paper No. 82-0351 titled "Steady and Unsteady Nonlinear Hybrid Vortex Method for Lifting Surfaces at Large Angles of Attack." A copy of this paper is also enclosed in Appendix A. This paper has been submitted for publication in the AIAA Journal.

3. The principal investigator has been invited as a lecturer in a short course on "Computational Methods in Potential Aerodynamics," organized by the International Center for Transportation Studies (ICTS) in Amalfi, Italy, in the period from May 31 to June 5, 1982. The lecture is titled "Steady and Unsteady Incompressible Free-Wake Analysis." The lecture covers the state of the art of free-wake analysis including a detailed presentation.

*Associate Professor, Department of Mechanical Engineering and Mechanics, Old Dominion University, Norfolk, Virginia 23508.
of the work developed so far under this grant. A copy of the lecture is also included in Appendix A. The lecture will appear in the proceedings of the course, an ICTS publication.

The following tasks are to be completed by September 30, 1982:

1. The Inverse Hybrid-Vortex Method; Accurate Near-Field Calculations. For accurate near-field calculations in the MNDV method, the lumped vortex filaments, representing the wing and its wake, are redistributed on the corresponding surface panels. This modification guarantees the accuracy of the MNDV method and moreover maintains the efficiency of this method over the expensive panel methods. To eliminate any leapfrogging at the location of trailing-edge core and to expedite the convergence, functions of helical curves are used to fit the computed nodes of the free-vortex segments after each iteration cycle.

2. Steady and Unsteady Nonlinear Hybrid-Vortex Method for Leading-Edge Separation. The present NHV-method (covered in AIAA Paper No. 82-0351) is currently extended to treat wings with leading-edge separation. The computer code is very general; it can treat combined-edge separation (LE & TE), general planforms, and cambered wings. The solenoidal property of vorticity is also enforced across the edges of vortex panels. This eliminates (on the average, since the vorticity distribution is assumed to be linear) the discontinuity in the vorticity gradient.

3. The steady part of the NHV-method completed in item 2 will be used to develop the unsteady NHV-method for the frequency domain approach.

4. The NHV-method for bodies of revolution with prescribed separation lines is being completed.

Mr. Li-Chuan Chu is working on the NHV-method reported in items 2 and 3 above for his Ph.D. dissertation while Mr. Chong is working on the NHV-method reported in item 4.
APPENDIX A

1. AIAA Paper No. 81-1263.

2. AIAA Paper No. 82-0351.

AIAA-82-0351

Steady and Unsteady Nonlinear Hybrid Vortex Method for Lifting Surfaces at Large Angles of Attack

O.A. Kandil, L.C. Chu, and T. Tureaud, Old Dominion Univ., Norfolk, VA
STEADY AND UNSTEADY NONLINEAR HYBRID VORTEX METHOD FOR LIFTING SURFACES AT LARGE ANGLES OF ATTACK

Osama A. Kandil*, Li-Chiian Chu**, and Thomas Tureaud**
Old Dominion University, Norfolk, VA. 23508

Abstract

Steady and unsteady Nonlinear Hybrid Vortex (NHV) method, for low aspect ratio wings at large angles of attack, is developed. The method uses vortex panels with first-order vorticity distribution (equivalent to second-order doublet distribution) to calculate the induced velocity in the near field using closed form expressions. In the far field, the distributed vorticity is reduced to concentrated vortex lines and the simpler Biot-Savart's law is employed. The method is applied to rectangular wings in steady and unsteady flows without any restriction on the order of magnitude of the disturbances in the flow field. The numerical results show that the method accurately predicts the distributed aerodynamic loads and that it is of acceptable computational efficiency.

I. Introduction and Background

In recent years, development of numerical methods for predicting the steady and unsteady aerodynamic characteristics of lifting surfaces exhibiting leading- and/or trailing-edge separations has received considerable attention.

For the steady-flow problems several numerical techniques have been developed. These include the Nonlinear Discrete-Vortex (NDV) methods, high-order doublet panel methods7-9 and Nonlinear Hybrid Vortex (NHV) methods. For the unsteady-flow problems, the literature shows fewer numerical techniques which include the NDV-methods10-11 and constant doublet panel methods12-15. The literature lacks high-order panel methods for the unsteady-flow problems.

For this reason and because of the success of the high-order panel methods in steady-flow problems, we are presenting in this paper an efficient and accurate method for the steady- and unsteady-flow problems of lifting surfaces at large angles of attack.

In this method, vortex panels with first-order vorticity distribution is used in the near-field calculations. In the far field calculations, the distributed vorticity over each far-field panel is lumped into equivalent concentrated vortex lines. In this way, accuracy is satisfied in the near field while computational efficiency is maintained in the far field. The coupling of a continuous vortex-sheet representation and a concentrated vortex-line representation for solving the nonlinear lifting-surface problem is called the "Nonlinear Hybrid Vortex (NHV)" method.

II. Formulation of the Problem

The problem is formulated relative to a wing-fixed frame of reference \(xyz\). The \(x\)-axis is the wing centerline and the \(xy\)-plane is the wing plane of symmetry. The wing is rotating at the angular velocity \(\Omega\) and the freestream velocity is \(\mathbf{U}\). The general orientation of the wing is described using the Eulerian angles \(\alpha\), \(\beta\), and \(\gamma\), figure 1, which refer to the angles of attack, yaw and roll, respectively. In terms of these angles and their time rate of change, the dimensionless freestream velocity and the angular velocity are expressed by

\[
\mathbf{\bar{U}} = \cos \alpha \cos \beta \mathbf{T} + (\sin \gamma \cos \alpha + \cos \gamma \sin \alpha) \mathbf{J} + (\sin \alpha \sin \gamma + \cos \gamma \cos \alpha) \mathbf{K}
\]

where \(\mathbf{T}\), \(\mathbf{J}\) and \(\mathbf{K}\) are the base unit vectors of the \(xyz\)-frame of reference.

The unsteady irrotational ideal flow in the region outside of the wing and its separated vortex sheets is governed by the Laplace's equation

\[
\nabla^2 \phi = 0
\]

where \(\phi(\mathbf{r},t)\) is the perturbation velocity potential. The no-penetration condition on the wing \(s(\mathbf{r},t)\), relative to the wing fixed frame of reference, is given by

\[
\frac{\partial \phi}{\partial n} + (\mathbf{\tilde{u}} - \mathbf{\tilde{U}}) \cdot \mathbf{n} = 0 \quad \text{on} \quad s(\mathbf{r},t) = 0 \quad (4-a)
\]

For a rigid wing, \(\frac{\partial \phi}{\partial n} = 0\) and equation (4-a) reduces to

\[
(\mathbf{\tilde{u}} - \mathbf{\tilde{U}}) \cdot \mathbf{n} = 0 \quad \text{on} \quad s(\mathbf{r}) = 0 \quad (4-b)
\]

On the separated free-vortex sheet \(w(\mathbf{r},t)\), the no-penetration condition is given by

\[
\frac{\partial w}{\partial n} + (\mathbf{\tilde{u}} - \mathbf{\tilde{U}}) \cdot \mathbf{n} = 0 \quad \text{on} \quad w(\mathbf{r},t) = 0 \quad (5)
\]

The no-pressure jump condition on \(w(\mathbf{r},t)\) is obtained from the unsteady Bernoulli's equation

\[
C_p(\mathbf{r},t) = -\gamma \frac{1}{2} \left[ \frac{(\mathbf{w} + 2(\mathbf{\tilde{u}} - \mathbf{\tilde{U}}))}{\mathbf{\tilde{u}} - \mathbf{\tilde{U}}} \right] - 2 \frac{\partial \phi}{\partial n} 
\]

where \(C_p(\mathbf{r},t)\) is the pressure coefficient at any point \(\mathbf{r}\) and at any time \(t\). Forming the pressure jump from equation (a) and equating the result to zero, we obtain

\[
C_p = C_{p1} - C_{p2} = -[(\gamma_1 - \gamma_2)][(\mathbf{w} + 2(\mathbf{\tilde{u}} - \mathbf{\tilde{U}}))] - 2 \frac{\partial \phi}{\partial n} = 0 
\]
where the subscripts 1 and 2 refer to the upper and lower surfaces of the wing, respectively. Rearranging equation (b) and setting
\[ \dot{\psi}_1 - \dot{\psi}_2 = \dot{\alpha} \]
one obtains
\[ \Delta \mathbf{c}_p = -2(\mathbf{a} + \mathbf{v}_w \cdot \mathbf{n}) = -2 \frac{\partial (\dot{\alpha})}{\partial \mathbf{e}} = 0 \]
where \( \mathbf{v}_w \) is velocity of a wake element relative to the xyz-frame of reference
\[ \text{of conservation of the circulation and the outflow of vorticity; respectively. In equation (6), } \mathbf{n} \text{ is a unit normal to the surface } A \text{ bounded by a closed curve around which the circulation } \Gamma \text{ is calculated. Equation (6) simply states that the rate of change of circulation around a closed curve or the rate of change of outflow of vorticity through the surface bounded by this closed curve is zero (following the same fluid particles.)}

Finally, the infinity condition requires that
\[ \psi = 0 \text{ away from } s \text{ and } w \]
Equation (1) - (8) are the required equations for the general unsteady flow problem.

III. Nonlinear Hybrid-Vortex Method for Steady Flows

III.1. Governing Equations

The research effort in this paper is concentrated on the symmetric-flow problems. For a steady-symmetric flow, the governing equations are obtained from the general equation (1) - (8) by setting \( \dot{\beta} = 0, \dot{\gamma} = 0 \) and dropping the time dependent terms. The resulting equations are
\[ \mathbf{e}_w = \cos \alpha \mathbf{T} - \sin \alpha \mathbf{J} \]
\[ \mathbf{v}_w^2 = 0 \]
\[ (\mathbf{e}_w + \psi) \cdot \mathbf{n}_s = 0 \text{ on } s(F) = 0 \]
\[ (\mathbf{e}_w + \psi) \cdot \mathbf{n}_w = 0 \text{ on } w(F) = 0 \]
\[ \Delta \mathbf{c}_p = -2(\mathbf{a} \cdot \mathbf{n}_w) + (\mathbf{e}_w + \psi) = 0 \text{ on } w(F) = 0 \]
\[ \Delta \mathbf{c}_p \bigg|_{\text{TE,LE,SE}} = 0 \]
\[ \psi = 0 \text{ away from } s \text{ and } w \]

III.2. Method of Solution of the Steady Flow Problem

Equation (12) requires the flow to be parallel to the vorticity direction. Therefore, if the flow direction is forced to be parallel to the vorticity direction on the surface \( w \), the boundary conditions of equations (12) and (13) are automatically satisfied. Next, we outline the method of solution.

Once the wing and its free-shear layers are represented by vortex sheets, equations (10) and (16) are automatically satisfied. The basic unknowns in the present problem are the vorticity distribution \( \psi \) and the free-vortex sheet \( w \). They are determined by satisfying the remaining boundary conditions, equations (12) - (14), through a finite-element type approach.

In this approach, the bound-vortex sheet (representing the wing) is divided into quadrilateral bound-vortex panels while the free-vortex sheets (representing the free-shear layers) are divided into triangular free-vortex panels, see figure 2. On each vortex panel (bound or free), a local vorticity distribution with undetermined coefficients is defined in a local-coordinate system. The local distribution is selected such that the solenoidal property of vorticity is satisfied. The continuity of vorticity (a compatibility condition) is enforced at certain nodes on the interelement boundaries of adjacent panels.

The remaining boundary conditions, equations (12) - (14), are enforced at certain nodes of the vortex panels to obtain the undetermined coefficients of the local vorticity distribution and the shape of the free-vortex panels. Kutta condition, equation (14), is enforced at the nodes of the bound-vortex panels along the edges of separation. The no-penetration condition, equation (11), is enforced at the average points of the bound-vortex panels. The no-penetration and no-pressure-drop conditions, equations (12) and (13), are simultaneously satisfied at the nodes of the free-vortex panels.

To satisfy these conditions, an iterative technique is followed which alternatively yields the local vorticity distribution on the bound-vortex panels and the shape of the free-vortex panels. During a typical iterative cycle, an over-determined set of algebraic equations are solved for the undetermined coefficients of the local vorticity distributions. This is followed by adjusting the surface \( w \) such that \( \psi \) and \((\mathbf{e}_w + \psi)\) at the nodes of the free-vortex panels become parallel. The over-determined set of equations consists of the equations obtained from the continuity of vorticity condition, Kutta condition, the no-penetration condition on the wing, and a symmetry condition applied at the nodes along the line of symmetry. This set is solved by a least-square technique.

Once the iterative technique converges, the pressure distribution is calculated and this is followed by calculating the total aerodynamic characteristics. Convergence of the technique is expedited by using an initial guess for \( \psi \) provided by the Nonlinear Discrete-Vortex method (NDV method).
In the next subsections, the basic equations required at each step of the solution are given.

III.2.1. Quadrilateral Panel

Quadrilateral vortex panels are used to represent the bound-vortex sheet. On each panel, a local first-order vorticity distribution is specified. For the Kutta panel, the vorticity distribution is given by

\[ \omega_i(k) = a_1(k) + a_2(k) \zeta(k) + a_3(k) \xi(k) \]
\[ \omega_i(k) = -a_2(k) \xi(k) - a_4(k) - a_6(k) \zeta(k) \]

which contain five undetermined coefficients: \( a_1, \ldots, a_6 \).

It should be noted that a first order vorticity distribution is equivalent to a second-order doublet distribution. The distributions given by equations (16) and (17) satisfy the solenoid property of \( \omega \)

\[ \nabla \cdot \omega = 0 \]

(18)

The four corners of the panel serve as nodal points where continuity of vorticity condition, Kutta condition, and/or symmetry condition are satisfied. The \( \zeta \) and \( \eta \) axes are located in the panel plane such that the \( \zeta \)-axis coincides with the 1-4 side of the panel. The \( n \)-axis is perpendicular to the panel such that \( \zeta, \xi, \) and \( n \) axes form a right-handed local coordinate system. The average point of the four nodes serves as the control point where the \( n \)-no-penetration condition is enforced, see figure 3a.

In the near-field, the induced velocity at any field point \( x, y, z \) is calculated by

\[ \bar{v}(x, y, z) = \frac{1}{4\pi} \sum_{i=1}^{3} \frac{\omega_i + (\xi - \zeta)\omega_i}{[(\xi - \zeta)^2 + \xi^2 + (\zeta - \xi)^2]^2} \]
\[ -\frac{(\xi - \zeta)\omega_i}{n} - \frac{\xi \omega_i - \zeta \omega_i}{S} n \cdot d \xi \cdot d \zeta \]

(19)

where the summation over \( i \) indicates that the panel is divided into two (in the case of a triangular panel; see sec. III.2.2) or three subpanels. Substituting equations (16) and (17) into equation (19), we integrate the resulting expression in the \( \zeta \)-direction analytically. The resulting equations are given in Appendix A. The integration in the \( \zeta \)-direction is performed numerically. Currently, complete analytical integrations in both directions are developed, Appendix B.

In the far-field, the vorticity distribution is lumped into concentrated vortex lines and the simpler Biot-Savart's law is used to calculate the induced velocity. The locations of the concentrated vortex lines are the lines connecting the midpoints of opposite sides of the panel. The far-field equation of the induced velocity is given by

\[ \bar{v} = \frac{\Gamma}{4\pi h_c} \left( \cos \theta_1 + \cos \theta_2 \right) \bar{E} + \frac{\Gamma}{4\pi h_c} \left( \cos \theta_3 + \cos \theta_4 \right) \bar{E} \]
\[ + \cos \theta_5 \bar{E} \]
\[ + \cos \theta_6 \bar{E} \]

(20)

where

\[ \Gamma = (\bar{\omega}_c \sin \gamma_2 - \bar{\omega}_c \cos \gamma_2) e_2 + (\cos \gamma_1 \sin \gamma_2 - \sin \gamma_1 \cos \gamma_2) e_1 \]
\[ \Gamma = (\bar{\omega}_c \cos \gamma_1 - \bar{\omega}_c \sin \gamma_2) e_1 + (\cos \gamma_1 \sin \gamma_2 - \sin \gamma_1 \cos \gamma_2) e_2 \]

(21)

and \( A \) is the panel area. Figure 3b. shows the different parameters used in equations (20) - (22).

III.2.2. Triangular Panels

Triangular panels model nonplanar and twisted surfaces more accurately than quadrilateral planar panels. Therefore, they are used to represent the free-vortex sheets where highly nonplanar and twisted surfaces are encountered. The local vorticity distributions are still given by equations (16) and (17). The corners of this panel serve as nodal points where certain boundary conditions are enforced. The \( \xi \)-axis coincides with the 1-3 side of the panel, the \( \zeta \)-axis is in the panel plane, and the \( n \)-axis is perpendicular to the panel such that \( \zeta, \xi, \) and \( n \) axes form a right-handed local coordinate system, figure 4a.

In the near field, the induced velocity at any point is given by equation (19), where \( k = 1, 2 \). In the far field, the vorticity distribution on the panel is lumped into concentrated vortex lines so that Biot-Savart's law can be used to calculate the induced velocity. The locations of the two concentrated vortex lines are chosen to be the line connecting the midpoints of sides 1-2 and 2-3 and the line connecting node 2 to the midpoint of side 1-3. The far-field equations of the induced velocity are given by equations (20) - (24), where \( \gamma_1 = 0 \) and \( k = 1, 2 \).

III.2.3. Boundary Conditions

At each control point of the bound-vortex panels, we satisfy equation (11). For the \( \omega \)-th control point (a receiver panel), equation (11) gives

\[ \sum_{j=1}^{5} \bar{v}(m,k) - \bar{v}_j(m,k) - \bar{n}_j(m,k) \]
\[ \bar{n}_j(m,k) = \bar{\omega}_j(m,k) \bar{E}_j(k) + \bar{\eta}_j(m,k) \bar{E}_j(k) \]

(25)

where \( N \) is the total number of bound- and free-vortex panels (\( k \) refers to a sender panel), and

\[ \bar{v}(m,k) = \sum_{j=1}^{5} \bar{v}_j(m,k) \bar{E}_j(k) \]

(26)
The coefficients of $\theta_0$, $\theta_1$, and $\theta_2$ are given by the equations of Appendix A or Appendix B.

The unit normal $\mathbf{n}(m)$ of a bound-vortex panel and the base-unit vectors $\mathbf{u}(k)$, $\mathbf{v}(k)$ and $\mathbf{w}(k)$ of the local coordinates of the $k$th bound panel (bound or free) are expressed in terms of the base-unit vectors of the global wing-fixed coordinate system $T$, $J$, and $K$ as follows:

\[ \mathbf{n}_b(m) = d_{nx}(m) \mathbf{T} + d_{ny}(m) \mathbf{J} + d_{nz}(m) \mathbf{K} \]

\[ \mathbf{u}_b(k) = d_{ux}(k) \mathbf{T} + d_{uy}(k) \mathbf{J} + d_{uz}(k) \mathbf{K} \]

\[ \mathbf{v}_b(k) = d_{vx}(k) \mathbf{T} + d_{vy}(k) \mathbf{J} + d_{vz}(k) \mathbf{K} \]

\[ \mathbf{w}_b(k) = d_{wx}(k) \mathbf{T} + d_{wy}(k) \mathbf{J} + d_{wz}(k) \mathbf{K} \]

where $d$ refer to the direction cosine.

Substituting equation (28) into (26) and substituting the resulting equation and equation (27) into equation (26), the no-penetration at any $n$th point reduces to

\[ \mathbf{n}_b(m) \cdot \mathbf{d}_x(m) \mathbf{T} + \mathbf{d}_y(m) \mathbf{J} + \mathbf{d}_z(m) \mathbf{K} = (27) \]

\[ \mathbf{u}_b(k) \cdot \mathbf{d}_x(k) \mathbf{T} + \mathbf{d}_y(k) \mathbf{J} + \mathbf{d}_z(k) \mathbf{K} = (28) \]

\[ \mathbf{v}_b(k) \cdot \mathbf{d}_x(k) \mathbf{T} + \mathbf{d}_y(k) \mathbf{J} + \mathbf{d}_z(k) \mathbf{K} = (29) \]

\[ \mathbf{w}_b(k) \cdot \mathbf{d}_x(k) \mathbf{T} + \mathbf{d}_y(k) \mathbf{J} + \mathbf{d}_z(k) \mathbf{K} = (30) \]

where $w_x$ and $w_y$ are expressed in terms of the undetermined coefficients $a(j,k)$ using equations (16) and (17).

Kutta condition, equation (14), is satisfied at the nodes of bound-vortex panels along the edges of separation. At a typical global node $(i+2,j)$, equation (14) gives

\[ w_x(i+2,j) v_x(i+2,j) - w_y(i+2,j) v_y(i+2,j) = 0 \]

Since $w_x$, $w_y$, $v_x$, and $v_y$ are functions of the undetermined coefficients, equation (31) is a nonlinear equation in $a(j,k)$. Adding equations of this type to equations (29) and (31) disturbs the linearity of the resulting set of equations. Therefore, we enforce equation (31) in a linearized approach. We divide equation (31) by $v(i+2,j)$ and let

\[ v_x(i+2,j)/v(i+2,j) = \cos(i+2,j) \]

and $v_y(i+2,j)/v(i+2,j) = \sin(i+2,j)$

Thus, equation (32) becomes

\[ w_x(i+2,j) \cos(i+2,j) - w_y(i+2,j) \sin(i+2,j) = 0 \]

Assuming that $s(i+2,j)$ is initially known, equation (33) becomes a linear equation in $a$. In the subsequent iterative steps, the angle $s$ is calculated by equations (32) using the $a$ values of the preceding iterative step.

The last set of linear equations are obtained from the symmetry condition (for symmetric flow) along the root chord. A typical symmetry condition written at a global node $(i,j)$, corresponding to a local node $(1,k)$, is given by

\[ a_x(1,k) = c_x(1,k) \mathbf{d}_x(1,k) + a_y(1,k) \mathbf{d}_y(1,k) = 0 \]

The resulting set of equations obtained from equations (29), (30), (33) and (34) are solved for the coefficients by a least square solver (over-determined set of equations).

Once the coefficients are determined, equations (12) and (13) are enforced by aligning sides 1-3 of the triangular free-vortex panels with the local flow directions. Equations of the following form are used to calculate the new global downstream nodes of these sides:

\[ x(L+1,J) = x(L,J) + c(L,J) \mathbf{d}_x(L,J)/v(L,J) \]

\[ y(L+1,J) = y(L,J) + c(L,J) \mathbf{d}_y(L,J)/v(L,J) \]

\[ z(L+1,J) = z(L,J) + c(L,J) \mathbf{d}_z(L,J)/v(L,J) \]

where $(L,J)$ and $(L+1,J)$ refer to the upstream and downstream nodes of side 1-3, $c$ is the length of this side, and $v_m$ is the velocity calculated at the upstream node $(L,J)$.

III 2.4 Pressure Distribution

The net-pressure coefficient is calculated at the no-penetration control point of a bound-vortex
This approach can treat problems where the flow unsteadiness starts at (t = t₀) from a steady flow or where the flow unsteadiness starts impulsively from rest. The former problem initially requires the steady-flow solution to be known; equations (9)-(15) while the latter problem initially requires the solution of the flow over a wing without a wake surface.

Once the initial condition is obtained, we march step by step in time satisfying equations (42)-(45). At each time step, the basic unknowns w(F,t) and w(F,t) are obtained.

Next, we discuss the boundary conditions and the calculations of the pressure distribution at each step.

IV.2.1. Boundary Conditions

Although the developed time-domain technique is a general one and moreover is not restricted to any particular source of flow unsteadiness, the case of an impulsively started wing from rest is considered for the purpose of explaining the details of the technique. In this case, we set a = 0 and replace [N] by [n] in equations (39), (40) and (42)-(45).

The following steps explain the procedure to enforce the boundary conditions of equations (42)-(45) and to obtain w(F,t) and w(F,t):

a. The initial condition, at t = t₀, is considered to be a wing without a wake surface having a velocity of -v. At this instant, we assume that not enough time has passed for the vorticity to be convected from the separation edges. The initial vorticity distribution on the wing w(F,t₀) is obtained from the least-square solution of an overdetermined set of linear algebraic equations in the unknown coefficients (a). The set of equations consists of the no-penetration conditions, equation (42), the continuity of vorticity conditions, equation (40), the Kutta conditions, equation (45), and the symmetry conditions, equation (34).

It should be noted that the initial vorticity distribution on the wing is such that the circulation around any closed curve embracing a wing section or equivalently the outflow of vorticity from a surface enclosed by this curve is zero. Consequently, a starting vortex of opposite strength to that of the vorticity on the wing develops at the edges of separation. The starting vortex is then convected downstream with the local particle velocity, the flow existing at the preceding instant is disturbed, and the vorticity distribution on the wing changes creating a new starting vortex to be downstream.

This process continues and by the end of the first time step, at t0 + Δt, a free-vortex strip, consisting of triangular free-vortex panels attached to the separation edges, is created. The free-vortex strip obeys the conditions given by equations (43) and (44) and its upstream edge satisfies Kutta condition at the separation edges. Equations (45).

b. At t = t₀ + Δt, one needs w(F,t₀ + Δt) to determine the width of the vortex strip. Since this velocity is unknown so far, an ad hoc estimate is taken as the velocity at the preceding time step v(F,t₀), which

IV.2. Method of Solution of the Unsteady-Flow Problem

The source of flow unsteadiness in this problem can be a time dependent angle of attack or a time-dependent freestream speed, Figure 6. In the time domain approach of this problem, we divide the function or angle of attack into discrete changes in time; i.e., at t = t₀, a = a₀, and at t = t₀ + Δt, a = a₀ + Δa etc. The problem is then solved at each time step where the solution of the preceding time step serves as the initial condition for the present time step.
is completely known from the solution corresponding to the initial condition. Within the time step \( \Delta t \), the displacement \( \Delta F \) of any panel node is found from

\[
\Delta F = F(t_0 + \Delta t) - F(t_0) = \Delta t \cdot \nabla F(t_0)
\]

where

\[
\nabla F(t_0) = -\omega + \theta(F(t_0))
\]

\( \omega_0 \) for the considered case

\[
\theta(F(t_0)) = \frac{N_0}{k} \theta_k(F(t_0))
\]

\( \theta_k(F(t_0)) \) is given by equation (19)

and \( N_0 \) is the total number of panels on the wing.

At \( t=t_0 + \Delta t \), one also needs the vorticity of the triangular vortex panels forming the free-vortex strip, \( \omega(F(t_0 + \Delta t)) \). For each triangular panel, we express its five unknown coefficients \( (a_k) \), describing its linear vorticity distribution, in terms of the five unknown coefficients of the adjacent bound-vortex panel, at the separation edges, at \( t=t_0 \) (\( a_k \) of the bound panel are already known) and at \( t=t_0 + \Delta t \) (\( a_k \) of the bound panel are still unknown). This is achieved by satisfying the following conditions. At \( t=t_0 + \Delta t \), the vorticity is continuous at the global nodes (on the separation edge) between the bound- and free-vortex panels. At \( t=t_0 + \Delta t \), the fluid particles along the downstream edges of the triangular panels are the same particles which existed at the edge of separation at \( t=t_0 \). According to Helmholtz theorem \( \frac{\partial}{\partial t} = \omega \times q \), the vorticity of these particles changes as they are convected downstream. But according to Kelvin theorem \( \frac{\partial}{\partial t} = 0 \), the circulation around these particles remains constant and hence additional equations are written to satisfy Kelvin theorem between \( t=t_0 \) and \( t=t_0 + \Delta t \).

Next, the vorticity distribution on the wing \( \omega(r,t_0 + \Delta t) \) is obtained from the overdetermined set of algebraic equations.

c. At \( t=t_0 + \Delta t \), a new free-vortex strip is created along the separation edges, the first shed free-vortex strip is convected downstream under the condition \( \frac{\partial}{\partial t} = 0 \), and step (b) is repeated to find the locations of the free-panels nodes and \( \omega(r,t_0 + \Delta t) \).

d. The steady state is reached once the change in the vorticity distribution is less than a prescribed error.

### IV.2.2. Pressure Distribution

To calculate the net-pressure coefficient at any point on the wing surface \( r \) at any time \( t = t_0 + k \cdot \Delta t \), we apply the unsteady Bernoulli's equation

\[
\Delta C_p(F,t_k) = -2 \nabla j(F,t_k) \cdot \left[ \nabla F(t_k) + (F_e - \infty F) \right] - 2 \frac{\Delta U(F,t_k)}{\Delta t}
\]

where \( \nabla j(F,t_k) \) is the jump in the tangential velocity across the wing, which is completely known from the vorticity vector at this location, \( \omega(F,t_k) \). The first term in the brackets \( \nabla j(F,t_k) \) is calculated from equation (11). The last term on the right-hand side is calculated as follows:

\[
\frac{\Delta U(F,t_k)}{\Delta t} = \frac{\Delta U(F,t_k)}{\Delta t}
\]

\[ P(r,t_k) = P(F,t_k) - P(F,t_k-1) \]

### V. Computer Program

A computer program is developed to implement the methods of solution of the steady and unsteady flow problems. The program is divided into three major parts and each part consists of several subroutines.

The first part deals with the wing geometry, wing paneling (bound-vortex panels) and wake paneling (free-vortex panels). Usage of initial wake paneling depends on the initial conditions of the unsteady problem. No wake paneling is considered if the unsteady problem starts from rest. For the unsteady problem with steady-state initial condition, wake paneling is considered. Several subroutines are used to generate the global and local coordinates of the panels and the direction cosines of the local coordinate systems.

The second part deals with the initial conditions. For the unsteady problem with steady-state initial condition, the steady-flow problem is initially solved. The boundary conditions on the bound- and free-vortex panels are satisfied (Section III.2.3.) through several subroutines. For \( \omega(F) \), these subroutines fill a rectangular matrix \( [N_{bc}, \text{number of boundary-condition equations}] \times N_0, \text{number of undetermined coefficients of the bound-vorticity distribution}] \) with the coefficients of the boundary-condition equations; no-penetration conditions, continuity of vorticity conditions, Kutta conditions, and symmetry conditions. The overdetermined set of equations is then solved using a least-square solver. For \( \omega(F) \), the boundary conditions on the free-vortex panels are enforced using a separate subroutine. Once the boundary conditions are satisfied, the net-pressure coefficients are calculated as given in Section III.2.4. If the initial condition is rest, the problem is solved without any free-vortex panels.

The third part of the program deals with the problem at \( t > t_0 \). Several subroutines are used to satisfy the boundary conditions (Section IV.2.1.) at the subsequent time steps \( t=t_0 + k \cdot \Delta t \), \( k=1,2,... \). One subroutine is used to generate a new shed free-vortex strip and another subroutine is used to convect the previously shed free-vortex strips. The vorticity distribution of the panels forming the previously shed free-vortex strips
$r(F, t_n)$ is found from another subroutine which enforces Kelvin theorem. The unknown vorticity coefficients of the panels forming the newly shed vortex-sheet strip are related to those coefficients of the wing panels existing at the separation edges.

Other subroutines are used to fill the matrix representing the wing boundary conditions: non-penetration condition, continuity of vorticity condition, unsteady Kutta condition and symmetry condition. The least-square solver is used to obtain the vorticity distribution at this time step, $w(F, t_n)$.

The unsteady Bernoulli's equation, Equation (81), is then used through a separate subroutine to calculate the net-pressure coefficient. Figure 7 shows a flow chart of the computer program.

### VI. Numerical Examples

#### VI.1. Steady Flow

The developed computer program is used to solve for the steady flow past a rectangular wing having side-edge separation. The wing is of aspect ratio of one at 9.7° angle of attack. The wing is divided into 6x6 quadrilateral bound-vortex panels, the trailing edge free-vortex sheet is divided into 6x6 quadrilateral free-vortex panels, and the side edge free-vortex sheet is divided into 6 vortex strips and each is divided into a different number of quadrilateral free-vortex panels such that the last panel in each strip occupy the same chordwise station as that of the last panel of the trailing edge free-vortex panel.

Figure 8 shows a typical converged solution of the spanwise and cordwise components of vorticity at the local nodes of the quadrilateral vortex panels. At any node, the upper number is the spanwise component $\omega_s$, and the lower number is the cordwise component $\omega_c$. It is seen that the continuity of vorticity condition, Kutta condition and the symmetry condition are satisfied at the common nodes, at the nodes of the trailing and side edges, and at the nodes of the line of symmetry; respectively.

Figure 9 shows the spanwise variation of the section normal-force coefficient at three iteration steps. The solution converges in the third iteration step and is in good agreement with the experimental data of Scholtz. The figure also shows the solution of the case obtained by the NDV-method with 6x6 bound-vortex lines. One can conclude that the NDV-method underestimates the normal-force coefficient near the wing tip. If the number of bound-vortex lines of the NDV-method is increased to 9x9, the solution agrees with that obtained by the NNV-method with 6x6 bound-vortex panels. This clearly shows that a less number of vortex panels gives the same accuracy as that obtained by a large number of bound-vortex lines.

Figure 10 shows the converged solution of the spanwise variation of the section pitching-moment coefficient for the wing. The results of the NDV-method with 6x6 and 9x7 bound-vortex lines are also included in the figure.

Figure 11 shows the spanwise variation of the net-pressure coefficient at different chord stations with different number of panels for a rectangular wing at 15° angle of attack. The corresponding results of the NNV-method are also shown in the figure.

The present computer program is computationally efficient when it is compared with other existing codes which use high-order doublet distribution. The CPU time on the CYBER 175 for this case is about 200 seconds.

#### VI.2. Unsteady Flow

Next, the developed computer program is used to solve for the unsteady flow past impulsively started wings from rest without side edge separation. In the two examples, the wing is divided into 8x8 quadrilateral bound-vortex panels with a time distribution in the chordwise direction and a cosine distribution in the spanwise direction. In the present cases, the dimensionless time step is equivalent to 0.48 while the root-chord length is 5 units.

Figure 12 shows the distribution of the lift coefficient for a rectangular wing of aspect ratio of three at 5° angle of attack for $t=1$ and $t=22$. The present results are compared with the steady numerical data of reference (19) where 196 panels of constant potential function are used. It is also compared with the experimental data of Reference (20). Although we used 26 panels in the present case, the results compare well with the other numerical and experimental data.

Figure 13 compares the growth of indicial lift for the same wing considered above with the numerical data of reference (17) where 100 panels of constant doublets are used.

Although we used 26 panels in the present case the results compare well with the other numerical data.

Figure 14 shows the distribution of net-pressure coefficient for a rectangular wing of aspect ratio of two at 20.5° angle of attack for $t=2$, 10, 21 and 22. On the CYBER 175 computer, the CPU time for each case with 8x8 bound panels and 22 time steps is about 10 minutes.

Currently, work is underway to increase the number of panels, use the efficient far field calculations, and calculate cases with side- and leading-edge separations.

### VII. Concluding Remarks

Steady and unsteady Nonlinear Hybrid Vortex Method for low aspect ratio wings at large angles of attack is developed. The method uses vortex panels with first-order vorticity distribution (equivalent to second-order doublet distribution) in the near field calculations. In the far-field, the distribution vorticity is reduced to concentrated vortex lines where the simpler Biot-Savart's law is employed for the velocity-field calculations. The method is applied to steady and unsteady flow problems without any restrictions on the order of
The presented numerical results show that the method produces accurate results and it is computationally efficient.
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APPENDIX A

SEMI-ANALYTICALLY INTEGRATED EXPRESSIONS OF THE INDUCED VELOCITY FIELD

\[ \mathbf{V} = u_\xi \mathbf{\xi} + u_\eta \mathbf{\eta} + u_\zeta \mathbf{\zeta} \]  
(A.1)

\[ = \frac{5}{4} \sum_{j=1}^{2} \mathbf{a}_j \]  
(A.2)

\[ = \mathbf{a}_j \]  
(A.3)

where

\[ u_1 = \hat{y}(F/G_3 - \hat{z}/G_2)/(G_1/G_3) \]  
(A.4)

\[ u_2 - cv_1 \]  
(A.5)

\[ u_3 = \hat{y}((\hat{x}F + G_1)/(G_3 - G_2)) \]  
(A.6)

\[ u_4 = 0 \]  
(A.7)

\[ u_5 = 0 \]  
(A.8)

\[ v_1 = 1/G_3 - 1/G_2 \]  
(A.9)

\[ v_2 = cv_1 - (\hat{z} - c)u_3 \]  
(A.10)

\[ v_3 = \text{Im} \left[ ((G_2 - \hat{x})/(G_3 - F)) + (G - F)/G_3 \right] \]  
(A.11)

\[ v_4 = -(\hat{z} - c)u_1 \]  
(A.12)

\[ v_5 = cv_4 \]  
(A.13)

\[ w_1 = 0 \]  
(A.14)

\[ w_2 = u_3 \]  
(A.15)

\[ w_3 = 0 \]  
(A.16)

\[ w_4 = u_1 \]  
(A.17)

\[ w_5 = u_2 \]  
(A.18)

\[ F = \hat{x} - \hat{y}c - b_1 \]  
(A.19)

\[ G_1 = F^2 + (\hat{z} - c)^2 \]  
(A.20)

\[ G_2 = (\hat{x}^2 + G_1)^{1/2} \]  
(A.21)

\[ G_3 = (\hat{z}^2 + G_1)^{1/2} \]  
(A.22)

\[ b_1 = \xi_1 - \xi_1 \]  
(A.23)

\[ b_1 = \xi_1 - \xi_1 \]  
(A.24)

APPENDIX B

ANALYTICALLY INTEGRATED EXPRESSIONS OF THE INDUCED VELOCITY FIELD

\[ \mathbf{V} = u_\xi \mathbf{\xi} + u_\eta \mathbf{\eta} + u_\zeta \mathbf{\zeta} \]  
(B.1)

\[ = \frac{5}{4} \sum_{j=1}^{2} \mathbf{a}_j \]  
(B.2)

where

\[ u_\xi = \frac{1}{4\pi} \left[ \frac{2\hat{z} A_1}{|\mathbf{x}|} A_1 - \frac{\hat{z}^2}{|\mathbf{x}|} \right] \]  
(B.3)

\[ v_\eta = \frac{1}{4\pi} \left[ \frac{1}{|\mathbf{x}|} + \left( \frac{\hat{z}}{M_1} \right)^2 A_2 \right] \]  
(B.4)

\[ w_\zeta = \frac{5}{4\pi} \left[ \frac{\hat{z} A_1}{|\mathbf{x}|} A_1 - \frac{\hat{z}^2}{|\mathbf{x}|} \right] \]  
(B.5)

\[ r = \left( \frac{\hat{z} - c}{|\mathbf{x}|} \right)^2 + \frac{\hat{y}^2}{|\mathbf{x}|} \]  
(B.6)

\[ M_1 = 1 + c^2 \]  
(B.7)

\[ A_1 = \tan^{-1} \left( \frac{\hat{z} - c}{|\mathbf{x}|} \right) \]  
(B.8)

\[ A_2 = \ln \left[ 2 M_1^{1/2} + 2M_1 c + 2t(1-z) - 2\hat{x} \right] \]  
(B.9)
\[ A_3 = \ln \frac{2-1-tz-\tau}{2-1-tz+\tau} \]

\[ \zeta_{fn} = \zeta_{fn} \zeta_{I_{fn}} + I_{fn} \quad \zeta_{in} = \zeta_{in} \zeta_{I_{in}} + I_{in} \]

\[ \zeta_{fn} = \zeta_2 \quad \zeta_{in} = \zeta_1 \]

\[ t_{fn} = \frac{\zeta_2 - \zeta_1}{\zeta_2 - \zeta_1} \quad t_{in} = \frac{\zeta_1 \times \zeta_2 - \zeta_2 \times \zeta_1}{\zeta_2 - \zeta_1} \]

For a triangular panel:

\[ t_{fn} = \frac{\zeta_3 - \zeta_2}{\zeta_3 - \zeta_2} \quad t_{in} = \frac{\zeta_2 \times \zeta_3 - \zeta_3 \times \zeta_2}{\zeta_3 - \zeta_2} \]

For a trapezoidal panel:

\[ t_{fn} = \frac{\zeta_4 - \zeta_3}{\zeta_4 - \zeta_3} \quad t_{in} = \frac{\zeta_3 \times \zeta_4 - \zeta_4 \times \zeta_3}{\zeta_4 - \zeta_3} \]
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Continuity of Vorticity

Kutta Condition

Symmetry Condition

Kelvin Theorem

**Figure 1.** Space-Fixed Coordinates XYZ, Wing-Fixed Coordinates xyz, and Eulerian's Angles

**Figure 2.** Boundary Conditions and Arrangement of Bound- and Free-Vortex Panels

**Figure 3.** Quadrilateral Vortex Panel Used on the Bound-Vortex Sheet

**Figure 4.** Triangular Vortex Panel Used on the Free-Vortex Sheet
Figure 5. Details of the Boundary Conditions for the Steady-Flow Problem.

Figure 6. Typical Sources of Unsteadiness for the Unsteady Symmetric Flow Problem

Figure 7. Flow Chart of the Computer Program For the Steady and Unsteady (Time Domain Approach) Flow Problems.
Figure 11. Spanwise variation of lift pressure at different chordwise stations for a rectangular wing, AR = 1, a = 15°, 5x5 and 6x6 panels.

Figure 12. Chordwise variation of lift coefficient at various spanwise stations for a rectangular wing, AR = 3, a = 5°, 5x5 Bound Panels, zero thickness, no Tip Separation.

Figure 13. Growth of Indicial Lift for a Rectangular Wing, AR = 3, a = 5°, 5x5 Bound Panels, zero thickness, no Tip Separation.

Figure 14. Spanwise variation of net pressure coefficient at different chordwise stations for a Rectangular Wing, AR = 2, a = 20.5°, 5x5 Bound Panels, zero-thickness, no Tip Separation.
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Abstract

The recently Modified Nonlinear Discrete-Vortex (MNDV) method has shown a remarkable success in predicting, for the first time, the latest experimental data published by Hummel on vortex formation behind a slender delta wing at an angle of 20.5°.

This paper presents the recent developments in the MNDV-method in order to accurately predict the location of the trailing-edge vortex core and the surface pressure distribution.

Moreover, a Viscous Core model, based on the boundary-layer-like approximations (quasi-cylindrical approximations), is presented. The resulting parabolic equations, with the outer-edge boundary conditions obtained from the inviscid-model solution using the MNDV-method, are integrated using a finite-difference marching technique. Typical velocity profiles of the leading and trailing vortex cores have been used to initiate the step-by-step marching technique.

I. Background

I.1 Existing Experimental Data and Concluding Remarks

The separated free-shear layers emanating from the leading edges of highly sweptback wings roll up spirally into two counter rotating vortex cores. The vortex cores are fed, through the free-shear layers, with vorticity shed along the wing leading edges from the boundary-layer flow on the wing surfaces. This flow separation is known as the "primary separation" and it has a dominant effect on the wing aerodynamic characteristics due to the large strength of its vortex cores and their proximity to the upper surface under the primary vortex core.

The adverse spanwise pressure gradient due to the primary vortex core induces "secondary separation" of the boundary-layer flow on the upper surface. Depending on the angle of attack and the wing aspect ratio, the secondary separated flow forms either an additional free-shear layer or a bubble. In the range of moderate to large angles of attack, a secondary free-shear layer develops, rolls up spirally in an opposite sense to that of the primary free-shear, and forms a secondary-vortex core of much smaller strength than that of the primary-vortex core.

Depending on the type of boundary-layer flow on the upper surface, the secondary-vortex core may affect the pressure distribution on this surface. For a laminar boundary-layer flow, a small pressure peak is produced between the secondary and primary lines of separation while for a turbulent boundary-layer flow, such a peak is hardly noticed and the pressure peak corresponding to the primary-vortex core is larger than that of the laminar boundary-layer flow. A third type of flow involving a "tertiary" separation may occur between the lines of primary and secondary separations due to the adverse spanwise pressure gradient generated by the secondary-vortex core.

It is seen from the description given above that secondary and tertiary separations are viscous phenomena and cannot be modeled by using inviscid analysis only. However, their effects are small particularly when turbulent boundary-layer flow exists on the upper surface of the wing and hence they are neglected. Therefore, when inviscid analysis is used to predict pressure distributions, one must compare the surface pressure distributions with those experimental data corresponding to turbulent boundary-layer flows.

The free-shear layer emanating from the trailing edge is of opposite strength to that of the primary free-shear layer. Within a short distance behind the trailing edge (a distance of 1/4 root-chord length for a delta wing of aspect ratio of one at 20.5° angle of attack), the trailing free-shear layer rolls up spirally in an opposite sense to that of the primary free-shear layer and forms two counter rotating vortex cores. The trailing-edge vortex core has the same sense of rotation and almost the same spanwise location as those of the secondary vortex core, although each originates from a different phenomenon. The former is due to an edge separation while the latter is due to a surface separation. Hummel concluded from his latest experimental measurements for turbulent boundary layers at the trailing edge that the secondary-vortex core decays rapidly behind the trailing edge and its remains roll up into the trailing vortex.

Figure 1 (reproduced from Reference 5) shows the vortex formation behind a slender delta wing. Figure 1b corrects the location of the trailing-edge core as given earlier by Figure 1a. It also shows that the secondary-vortex core has the same spanwise location as that of the trailing-edge vortex core but it does not show their interaction which is still unknown.

Predicting the correct formation of the trailing-edge vortex core is essential for predicting the correct aerodynamic loads near the wing trailing edge due to its proximity to this edge. Moreover, a correct prediction is of paramount importance to problems involving high-angle-of-attack aerodynamics for the canard-wing configurations. Consequently, one concludes that any prediction method which employs a prescribed shape of the trailing-edge vortex sheet (the so-called "fixed design wake") will be strictly limited to isolated-wing problems away from the trailing-edge region.

The size of the primary-vortex core and
The phenomenon of vortex-core breakdown is defined as an abrupt increase in the core diameter. It occurs due to the adverse pressure-induced pressure gradients along the core axis. Using the radial component of the momentum equation of the boundary-layer-like equations (for quasi-cylindrical vortex cores), one can show that an increase in the swirl velocity of the flow, due to an increase in the core strength, increases the axial pressure gradient along the core axis. Therefore, the vortex core loses its axial momentum and swelling of the vortex core develops.

For moderate angles of attack, vortex-core breakdown develops far downstream from the wing trailing edge. As the angle of attack increases, vortex-core strength increases and the breakdown point travels upstream toward the trailing edge. As the breakdown point approaches the trailing edge, the slope of the lift versus angle of attack curve decreases until the maximum lift is reached. Thereafter, the lift coefficient drops sharply, the breakdown point crosses the trailing edge and the wing stalls.

To account for all these changes, one has to include the viscosity within the vortex core in order to have a realistic model in this region.

### 1.2. Existing inviscid Models and Concluding Remarks

In most of the existing inviscid analyses, primary flow separation is only considered. The attached boundary layers are replaced with bound-vortex sheets while the free-shear layers are replaced with free-vortex sheets. Accordingly, the inviscid region representing the vortex core should be represented by a conical spiral vortex sheet which ends with a concentrated vortex line along the core centerline. Although this theoretical representation of the vortex-core is ideal for the inviscid model, the usage of many turns within the core region creates numerical problems in a three-dimensional model which does not assume slender-body approximations. The numerical problems arise due to the proximity of the vortex layers of the spiral and due to the large number of small-size panels needed to accurately model the turns. However, it was found, according to the numerical results and their excellent comparison with the experimental data, that only one turn of the spiral need to be accurately modeled while the remaining turns of the spiral are replaced by a cut ending with a concentrated vortex line along its edge.

In all the inviscid models, the wing edges, where separation occurs, are assumed to be sharp so that the existence of concentrated vortex lines between abutting wings at large angles of attack. For these types of wings, it is well known that the lift coefficient increases nonlinearly with the increase in the angle of attack. This is attributed to the increase in the length of the primary vortex core. However, the increase in the lift coefficient is limited by the occurrence of vortex-core breakdown over the wing and hence there exists a maximum angle of attack corresponding to the maximum lift.

The existing inviscid models can be divided into four main groups. Next, each group is presented and evaluated.

The first group of models uses slender body and conical flow assumptions. Modeling of the primary-vortex core and its feeding sheet was first introduced by Brown and Michael. However, the feeding sheet in their model was taken as a planar surface and hence it did not represent the real rolled-up vortex sheet. However, Mangler and Smith introduced the first realistic model of the primary-vortex core and its feeding sheet. However, this model does not account for the feeding-sheet deformation in the chordwise direction due to the slender-body assumption. These models satisfactorily predict the pressure distribution on the front portion of the wing surface. In the rear portion, the models fail to predict satisfactory pressure distributions because Kutta condition cannot be satisfied at the trailing edge. Such models were limited to slender delta planforms.

The second group of models uses the old NDV-method. The most obvious drawback of the old model is the lack of a realistic model of the primary-vortex core and its feeding sheet. The primary-vortex sheet was modeled by a system of segmented vortex lines which were rendered force-free during the course of solution and no attempt was made to lump these lines into a concentrated primary-vortex core. Although the agreement between the calculated and experimental total aerodynamic loads was excellent, the agreement between the calculated and experimental pressure coefficients was less than satisfactory in particular for highly sweptback wings.

The third group of models employs doublet-panels. In this method, the wing and its free-vortex sheets are divided into networks of quadrilateral panels. Each panel of the networks representing the wing has a biquadratic local doublet distribution and a bilinear local source distribution. The panels of networks representing the free-vortex sheets have biquadratic local doublet distributions. Source and doublet splines are used to express the distributions of singularities on the networks in terms of discrete values of singularity strength at certain standard points on each network. The boundary conditions and continuity of singularity strengths across abutting networks are enforced at certain standard points on each network. The results of this method are generally good when the solution converges. Apparently, the difficulty in obtaining convergence is due to the failure in satisfying the continuity of the derivates of the doublet strength across abutting networks. This is equivalent to the existence of concentrated vortex lines between abutting.
networks.

The doublet panel method was extended to include the effect of entrainment of the primary vortex cores through an empirical approach. The results indicated that the entrainment increased the normal-force coefficient substantially over the experimental values.

This group of models does not account for the chordwise deformation of the primary vortex sheet. Consequently, the primary vortex sheet cannot be fed three-dimensionally with the shed vorticity. Moreover, the trailing-edge free-vortex sheet was represented by a "fixed design wake."

Therefore, none of the models given in the first and third groups is capable of predicting the deformation and interaction of the trailing-edge vortex sheet and its vortex core. Additional references of the three groups given above can be found in references 43 and 44.

The fourth group of models employs a nonlinear hybrid vortex method. In this method, continuous vorticity and vortex-wake potentials of the wing and its separated free-shear layers are used. Continuous vorticity is included in the near-field calculations while discrete vortex-lines are used in the far-field calculations.

The wing and its free-shear layers are divided into planar quadrilateral panels having first-order vorticity distribution. The aerodynamic boundary conditions and continuity of the vorticity distributions are imposed at certain nodal points on the panels. To satisfy these conditions, an iterative technique is followed which alternatively yields the local vorticity distribution on the boundary-vortex panels and the shape of the free-vortex panels. This method has been used to calculate the steady-distributed and total loads on planar-flow-aspect-ratio rectangular wings. The results have shown that the spanwise variations of the load coefficients are in good agreement with the experimental data. Comparisons of the results with those of the NOV-method have shown that the hybrid method requires less number of vortex panels for the same accuracy. Currently the method is extended to include leading and side-edge separations for steady-flow problems and for unsteady-flow problems due to small oscillations of wings around large mean angles of attack (flutter calculations) and due to general nonstationary wing motions (dynamical applications). Work is underway to use this technique to predict the details of the flow field including the primary and trailing-edge vortex core interactions.

Although the old NOV-method, used in the second group of models, was almost abandoned in predicting the flow details and the distributed aerodynamic characteristics, the modified NOV-method pinpointed and cured most of the problems encountered with the old method. It enjoyed a remarkable success in predicting, for the first time, the latest experimental results of Hummel.

1.3. Existing Viscous-Core Models and Concluding Remarks

In this paper, we only consider existing viscous-core models which adopt the quasi-cylindrical approximations. In the quasi-cylindrical approximations, we assume that the axial gradients are small compared with the radial gradients and that the streamsurfaces be cylindrical. These boundary-layer-like assumptions simplify Navier-Stokes equations and reduce them to a parabolic set of equations. Approximations of this type have been used by Gartshore, Hall, Bossel, Mead, and Wilson to predict the locations of the vortex-core breakdown. Gartshore and Hall used the differental form of the equations while Bossel, Mead, and Wilson used the integral form of the equations.

The numerical results obtained from the quasi-cylindrical equations have shown good agreement with the experimental data particularly for the vortex core behavior. For the locations of the breakdown points, the difference between the predicted and measured locations was within two diameters of the viscous core.

In this paper, we use the quasi-cylindrical approximations for the narrow viscous region around the core centerline. Outside the viscous region, one can treat the flow as a potential flow only or as a rotational inviscid flow followed by an outer-potential flow. Hence two models with various degrees of accuracy emerge. In the first model, the vortex core is represented by a narrow axisymmetric viscous region around the core axis. This viscous core is fed with vorticity shed from the wing edges through a vortex sheet with only one turn and a cut. The flow outside the viscous core and the vortex sheet is a potential flow. Figure 2.a, shows a schematic of this model. In the second model, the vortex core region is divided into an inner narrow viscous part and an outer inviscid and rotational part. In each part the flow is axisymmetric. Outside the core region, a potential flow is assumed. Figure 2.b. shows a schematic of this model. In this paper, only the first model is considered.
\[ \xi = \frac{x}{b}, \eta = \frac{y}{b}, \tau = \frac{z}{b} \]

\( \alpha \) angle of attack

\( \xi, \eta, \tau \) dimensionless coordinates,

\( \xi = x/b, \eta = y/b, \tau = z/b \)

11.2. Existing NOV-Method and Its Drawbacks

In this section, a critical evaluation of the existing NOV-Method is given in order to pinpoint its drawbacks. In this method, the bound-vortex sheet is replaced by a bound-vortex lattice and the free-vortex sheets are replaced by segmented free-vortex lines.

Starting with an initial guess for the inclination of the free-vortex lines, the no-penetration condition is satisfied at certain control points on the bound-vortex lattice. The resulting set of linear algebraic equations is solved for the circulation distribution. Next, with the known circulation distribution, the positions of the vortex segments of the free-vortex lines are calculated by simultaneously enforcing the no-penetration and no-pressure jump conditions at certain control points on these segments. These two steps of calculations represent one iterative cycle. Several iterative cycles are performed until the positions of the free-vortex segments or the circulation distributions converge.

Figure 3 shows a typical converged solution of the system of free-vortex lines in three views for a delta wing of aspect ratio of unity and 15° angle of attack. The plan view also shows the arrangement of bound-vortex lattice. In the three-dimensional view the leading-edge core (LEC) is shown. This core is calculated after the solution converges and it represents the centroid of the leading-edge vortex system.

Comparison of height and spanwise position of the calculated centroid with those of the measured leading-edge core is given in Figure 4. Although this comparison was encouraging, the calculated centroid does not model the physical vortex core where the vortex core is continuously fed with vorticity from the leading edge through the free-shear layers. Using the system of free-vortex lines, the total aerodynamic loads were accurately calculated but the calculated surface pressure distribution was unsatisfactory. On the other hand, using the centroid of the leading-edge vortex system instead of the leading-edge vortex system itself, the calculated surface pressure improved (this does not satisfy the no-penetration condition on the wing since the centroid is calculated after the solution converges.) It should also be noted here that replacing the leading-edge vortex system by its centroid is similar to the model used by Legrand et al.

Figure 5 shows a recent converged solution of the system of free-vortex lines with a long deformed wake. It can be seen that the trace of the trailing-edge vortex system in cross planes indicates that the sheet tends to deform upwards showing a tendency to form a trailing-edge vortex core. However, the cross-flow planes taken further downstream show that the free-vortex lines leapfrog. This does not represent the real flow. Figure 6 shows four of this cross-flow planes taken perpendicular to the wind direction.

It is clearly seen from the few examples given above, that the existing NOV-method does not realistically model the leading- and trailing-edge vortex cores. Therefore, the model and the numerical technique must be modified in order to obtain realistic vortex-core modeling.

11.3. The NOV-Method and Modeling of the Primary-Vortex Core

In the NOV-Method a realistic modeling of the primary-vortex core region is introduced. The NOV-method is only used in the first iterative cycle to initiate the roll-up process and to calculate the centroid of the leading-edge vortex system. Next, the leading- and trailing-edge vortex segments are replaced by smaller segments. Then, the iterative cycles proceed.

In a typical iterative cycle, each free-vortex line of the leading-edge vortex system is allowed three-dimensionally to rotate around the most recently calculated centroid a prescribed portion of a turn (1/4, 1/2, 3/4, or 1 turn). This is done by continuously checking the coordinates of the free-vortex segments (as they are adjusted) with the location of the calculated centroid. Once this is achieved, the remaining free-vortex segments of each line are dumped into the calculated centroidal line of the vortex system. The iterative technique is followed until the circulation distribution converges.

Figure 7 shows typical solutions at different iterative cycles. It can be seen that after one iterative cycle, the system of free-vortex lines shows good roll-up. The converged solution, indicate by ITER = 6, shows the leading-edge core and its feeding free-vortex lines. It can also be seen that the free-vortex lines continues to feed the LEC beyond the trailing edge. The trailing-edge core is also indicated on the figure. This will be clearly seen in the cross-flow planes discussed in the next section.

Figures 8 and 9 show converged solutions using 12 x 12 bound-vortex lattice for 1/4 and 1/2 turns of the free-vortex lines.

11.4. Numerical Examples and Comparisons with Hummel's Experimental Results

The calculated circulations around the free-vortex lines emanating from the wing trailing edge was found to be of opposite sign to that of the free-vortex lines emanating from the wing leading edge. This is in agreement with Hummel's measurements. The difference in the signs can be explained as follows:

The primary-vortex core creates large suction pressure peak and hence the pressure continuously rises in the spanwise direction from the wing axis to the location of the suction peak (this is completely opposite to the spanwise variation of pressure for wings with large aspect ratio and small angles of attack.) Consequently, the circulation of the spanwise bound-vortex segments increases in the spanwise direction. In order to satisfy the spatial conservation of circulation at the nodes of the bound-vortex lattice, the spanwise increase of
circulation requires the circulation of the chordwise bound-vortex segments to be of opposite sign. In the present model, the leading-edge vortex system originates from spanwise-vortex segments at the leading edge while the trailing-edge vortex system originates from chordwise-vortex segments.

According to the difference in sign of the circulation of the trailing-edge vortex system from that of the leading-edge vortex system, one expects the trailing-edge vortex system to roll up in an opposite sense to the roll-up of the leading-edge vortex system.

In reference 46, the results of the MNDV-method using 1/4 and 1/2 turns only for the leading-edge vortex lines were presented. In this paper, we add to these cases the results of the 3/4 turn. The latest results clearly show the capability of the MNDV-method in reproducing and confirming the experimental results of Hummel.

Figures 10-12 show comparisons between the experimental and numerical results for leading- and trailing-edge vortex sheets and flow directions in cross-flow planes perpendicular to the wind direction. The numerical results are drawn at the same scale as that of the experimental results. The predicted sizes and locations of the leading- and trailing-edge vortex sheets are in excellent agreement with the measured ones. The results of the 3/4 turn show the correct roll-up of the trailing-edge vortex sheet and the correct locations of the LEC and TEC. This is exactly what we expected when we increased the roll-up from 1/2 to 3/4 turn. With the 3/4 turn of the leading-edge vortex system, the roll-up tightens and larger velocities are induced at the trailing-edge vortex sheet which cause it to deform upwards and leftwards due to the large curvature of the trailing-edge vortex sheet (Figure 12, 3/4 turn case), one can see a small leapfrog at the TEC location. This is attributed to the insufficient number of vortex lines used to model this large curvature.

Figure 13 shows the results for an aspect ratio of 1.45. It is seen, by comparing these results with the corresponding results for the aspect ratio of one, that the TEC develops earlier than that of the aspect ratio of one.

Figure 14 shows comparisons between the predicted and measured static-pressure contours in different cross-flow planes. The predicted sizes, locations, and levels of the pressure contours are in good agreement with those of the measured data.

Figure 15 shows comparisons of the predicted and measured spanwise net surface pressure variation at different cross-flow planes. It is seen that the results of the 3/4 turn are more accurate than that of the 1/2 turn. With 3/4 turn, the roll-up of the leading-edge vortex system tightens and produces better predicted distribution than that of the 1/2 turn.

The developed computer program of the MNDV-method is computationally efficient. On a CYBER-175 machine, the solution using a 12 x 12 lattice and including the cross-flow planes calculation takes 10 minutes of CPU time.

Currently the technique is modified for accurate near-field calculations by replacing the concentrated vortex segments with vortex panels having linear vorticity distributions. The vorticity functions are expressed in terms of the unknown circulations of the original concentrated vortex segments. This is the opposite process currently used in the Nonlinear Hybrid-Vortex Method.

III. Steady Viscous Model of the Vortex Core

III.1. Nomenclature

\[ A \] 
grid aspect ratio = \( \Delta \theta / \Delta x \)

\[ a \] 
fraction of the step size in the \( x \)-direction

\[ b = 1 - a \] 
characteristic length

\[ h \] 
radial velocity in the computational domain = 

\[ w \] 
swirl velocity in the computational domain = 

\[ m \] 
axial station number

\[ n \] 
radial station number

\[ p \] 
pressure

\[ R = p / \rho \] 
Reynold's number

\[ \rho \] 
radial coordinate

\[ r_{out}(x) \] 
radial coordinate at any axial station

\[ r_{init}(x) \] 
radial coordinate at the initial axial station

\[ u \] 
free-stream velocity

\[ u \] 
axial velocity

\[ v \] 
swirl velocity

\[ w \] 
swirl radial velocity = \( \partial w / \partial \rho \)

\[ u \] 
radial velocity

\[ x \] 
axial coordinate

\[ \Delta x \] 
axial step size

\[ \lambda \] 
shape factor = \( r_{out}(x) / r_{init}(x) \)

\[ \xi \] 
radial coordinate in the computational domain

\[ \rho_{0} \] 
outer radius in the computational domain

\[ \Delta \rho \] 
radial step size

III.2. Formulation of the Problem

Starting with the nondimensional Navier-Stokes equations for incompressible axisymmetric steady flow, using a boundary-layer-like stretching transformation and performing an order of magnitude analysis, one obtains the nondimensional equations for quasi-cylindrical vortex flows:

\[ \frac{\partial w}{\partial r} + \frac{w}{r} + \frac{\partial w}{\partial z} = 0 \]  
(1)

\[ \frac{\partial u}{\partial r} + \frac{u^2}{r} + \frac{\partial u}{\partial z} = \frac{\partial \rho}{\partial z} \]  
(2)

\[ \frac{\partial u}{\partial r} + \frac{u}{r} \left( \frac{\partial u}{\partial z} \right) = \frac{\partial \rho}{\partial z} \]  
(3)

\[ \frac{\partial w}{\partial r} + \frac{w}{r} \left( \frac{\partial w}{\partial z} \right) = \frac{\partial \rho}{\partial z} \]  
(4)
This is a parabolic set of equations and hence a
finite difference marching technique proceeding in
the axial direction is applicable to this set. A
basic difference between these equations and the
first order boundary-layer equations is the
pressure term. In the boundary-layer equations,
the pressure across the boundary-layer thickness is
constant while in the present equations the pressure
is varying in the radial direction as given by
equation (2).

The viscous region diverges in the downstream
direction due to the swirl induced adverse pressure
gradient. If the finite-difference grid is con-
structed in this physical domain, one needs to
increase the number of grid points in the radial
direction as one proceeds downstream. For computa-
tional efficiency and convenience of applying the
finite-difference marching technique, it is desir-
able to transform the physical diverging domain
into a rectangular computation domain. In this way,
equal number of grid points can be used in the
radial direction at each station of the axial
direction (see figure 16). This is easily achieved
by adopting the transformation used by Hall.

\[ \xi = r(x)/\xi(x) \]

\[ \lambda(x) = r_0(x)/r_0(x) \]

Thus, the outer boundary \( \xi_0 \) at any axial station
becomes a constant

\[ \xi_0 = r_0(x)/\lambda(x) = \text{constant} \]

Moreover, the swirl velocity \( v \) is transformed into
a variable proportional to the circulation \( k \), while
the radial velocity is scaled by the shape factor

\[ k(x,c) = rv(x,r) = \lambda c v \]

\[ h(x,c) = w(x,r)/\lambda \]

Using the transformation equations of equations
(5), (6), (8) and (9) into equations (1) - (4), we
get

\[ \frac{3u}{c'} = -c \frac{2u}{x} + \frac{c^2}{2} \frac{2u}{c^2} \]

\[ \frac{2c}{x} = \frac{2}{2} \frac{\lambda c}{c} \]

\[ u \frac{3u}{x^2} + \frac{1}{\lambda^2} \frac{2u}{c^2} + \left( h - \frac{1}{\lambda^2} \frac{cu}{c} - \frac{1}{\lambda^2} \right) \frac{2u}{c^2} = 0 \]

\[ u \frac{2k}{x^2} + \frac{1}{\lambda^2} \frac{2k}{c^2} + \left( h - \frac{1}{\lambda^2} \frac{cu}{c} - \frac{1}{\lambda^2} \right) \frac{2k}{c^2} = 0 \]

Equations (10) - (13) are the governing equations
in the computational domain. Equations (10) - (11)
are parabolic in \( u \) and \( h \) respectively, while equations (12) and (13) are parabolic
equations in \( u \) and \( k \) respectively. Therefore, the
boundary conditions on \( u \) and \( h \) must be specified
on only one boundary; either on the axis or on the
boundary \( \xi_0 = \text{const} \), while the boundary conditions
on \( u \) and \( k \) must be specified on the axis and the
outer boundary.

Along the core axis, \( \xi = 0 \), the following
boundary conditions are imposed:

\[ \frac{2u(x,0)}{c'} = k(x,0) = h(x,0) = 0 \]

The first condition expresses the fact that the
axial velocity is symmetrical about the axis. The
second condition requires the circulation to vanish
on the axis, i.e., a rigid body motion exists in
the limit as the axis is approached. The third
condition requires the radial velocity to vanish in
the absence of sources or sinks on the axis. On
the outer surface, the following boundary conditions
must be specified:

\[ u(x,\xi_0) = u_0(x), \quad k(x,\xi_0) = k_0(x), \quad p(x,\xi_0) = p_0(x) \]

The functions \( u(x), k(x), \) and \( p(x) \) are provided
by the inviscid solution of the outer flow obtained
in Section II.4.

The initial conditions at the initial station
\( x_1 \) are given by

\[ u(x_1,0) = u_1(c), \quad h(x_1,0) = k_1(c) \]

These profiles are obtained from experimental data
or from previous approximate solutions. Alterna-
tively, they may be obtained from the three
dimensional viscous flow solution on the wing
surface.

III.3. The Finite Difference Technique and
Quasilinearization

In this section, we develop the basic dif-
fERENCE equations required to determine a function
or its derivatives along the axial and radial
directions with second-order accuracy. Next, we
develop a "quasilinearization technique" to
linearize the nonlinear terms in the equations.

Figure 17 shows a rectangular computational
domain covered by a grid system consisting of
constant \( x \) and \( \xi \) lines. Subscript \( m \) refers to
the point number in the \( x \) direction while subscript
\( n \) refers to the point number in the \( \xi \) direction.
The developed equations are evaluated at the \( x \) location which is defined as follows:

\[ x = x_m + \Delta x = x_m + a(x_{m+1} - x_m) \]

where \( a + b = 1 \)

Expanding the functions \( G_m,n \) and \( G_{m+1,n} \) about point
\( (c,n) \), adding and neglecting terms of \( O(ax)^2 \) or
higher, we get

\[ G_{c,n} = G_m,n + a \eta_{m+1,n} + O(ax)^2 \]

Subtracting the two expansions \( G_m,n \) and \( G_{m+1,n} \),
we get

\[ \]
III.4. Difference Equations of the Governing Equations

Continuity Equation

Equation (10) is evaluated at point (c, n-1). Using the difference expressions developed in the preceding section, one obtains the following equation:

\[ h_{m+1,n} = \frac{(R - \alpha)}{R_{m+1,n}} h_{m+1,n-1} + R(h_{m,n-1} - h_{m,n}) \]

Expanding \( G_{m,n} \) and \( C_{m,n} \) about point (c, n), subtracting and adding the equations, we obtain the following equations; respectively

\[ 2G_{c,n} = G_{c,n+1} - G_{c,n-1} + O(\Delta x)^2 \]

Substituting eq. (18) into eqs. (20) and (21), we get

\[ \frac{\partial G_{m,n}}{\partial x} = a(G_{m,n+1} - G_{m,n-1}) + b(G_{m,n+1} - G_{m,n-1}) + O(\Delta x)^2 \]

\[ \frac{\partial C_{m,n}}{\partial x} = a(G_{m,n+1} - G_{m,n-1}) + b(G_{m,n+1} - G_{m,n-1}) + O(\Delta x)^2 \]

Next, we consider the "Quasilinearization Technique." Equations (10) - (12) include nonlinear terms, especially \( u_x \), \( u_y \), etc. which produce nonlinear algebraic terms in the finite difference form. Since the solution of nonlinear equations is time consuming, one needs to linearize these terms. For this purpose, we consider Taylor's expansions of two functions \( G_{m,n} \) and \( H_{m,n} \) about \( G_{m,n} \) and \( H_{m,n} \), respectively, and form the linearized expression of a typical nonlinear term \( G_{m+1,n} H_{m+1,n} \)

\[ G_{m+1,n} H_{m+1,n} = G_{m+1,n} H_{m,n} + G_{m,n} H_{m+1,n} - G_{m,n} H_{m,n} + O(\Delta x)^2 \]

Since the governing equations are evaluated at point (c, n), a typical nonlinear term at this point is linearized as follows

\[ C_{m,n} H_{m,n} = a(G_{m+1,n} H_{m,n} + G_{m,n} H_{m+1,n}) + (R-1) G_{m,n} H_{m,n} + O(\Delta x)^2 \]

where \( R = b/a \)

It should be noted that eqs. (18) and (24) are used to derive eq. (20).
\[ y_n = \frac{\partial}{\partial c} \left( R u_{m,n} + h_{m+1,n} \right) \]
\[ - \frac{Ac}{(n-1)} v_m (R u_{m,n} + u_{m+1,n}) - \delta_n/(n-1) \]  
\[ (37) \]

**x-Momentum Equation**

Equation (13) is evaluated at point \( (c,n) \). Using the difference expressions developed in the preceding section, one obtains the following equation:

\[ \bar{\alpha}_n u_{m+1,n} + \delta_n u_{m+1,n} + \bar{\beta}_n u_{m+1,n} - \delta_n - \delta_n/(n-1) \mu_{m,n} \]

\[ (38) \]

\[ \bar{\alpha}_n = \alpha + 2b \delta + \delta \mu_{m,n} \]

\[ (39) \]

\[ \bar{\beta}_n = \beta + 2\delta \mu_{m,n} \]

\[ (40) \]

\[ \delta_n = \frac{-\partial n}{(n-1) \partial x} \left[ 2k_{m+1,n} \mu_{m,n} + (R-1) k_{m,n}^2 \right] \]

\[ \frac{(p_{m+1,n} - p_{m,n})}{\partial x} + [\bar{\alpha}_n + 2b \delta + \beta \mu_{m,n} + \delta/(n-1)] u_{m,n} \]

\[ - b(\delta + \beta) u_{m,n+1} - b(\delta + \beta) u_{m,n-1} \]

\[ (41) \]

\[ \psi_n = \frac{\partial}{\partial x} \left( R m_{m,n} + h_{m+1,n} \right) + \delta_n/(n-1) \]

\[ (42) \]

\[ \theta_n = \frac{(n-1)}{\partial x} \mu_{m,n} \]

\[ (43) \]

**III.5. Method of Solution Implementation, and Computer Program**

**III.5.1. Initial Axial Station**

Once the axial- and swirl-velocity profiles are specified, equation (16), the initial pressure and initial radial-velocity profiles are calculated from equations (10)-(13). For the initial pressure, equation (11) is evaluated at point \((1,n-1)\) and we obtain

\[ p_{1,n-1} = p_{1,n} - \frac{(k_{1,n} + k_{1,n-1})^2}{4c^2 (n-3/2)} \]

\[ (45) \]

This equation is used to calculate the initial pressure.

For the initial radial velocity, we eliminate the axial derivatives in equations (10)-(13) and obtain the following equation

\[ u_{m,n} = \frac{2}{3} \frac{\partial u_{m,n}}{\partial c} - \frac{1}{3} (n-1) \frac{\partial u_{m,n}}{\partial c} = \frac{2}{3} \frac{\partial u_{m,n}}{\partial c} \]

\[ (46) \]

where

\[ H = c \text{ and } I = \frac{2k}{3c^2} \left( \frac{2k}{3c^2} - \frac{1}{c} \right) \]

\[ (47) \]

To obtain the difference equation of eq. (46), we evaluate the equation at point \((1,n-1)\). The integral on the right-hand side is evaluated by using the trapezoidal rule. The resulting equation is

\[ H_{1,n} = \frac{1}{u_{1,n-1}} \left[ H_{1,n-1} u_{1,n} - u_{1,n} + u_{1,n-1} \right] \]

\[ (48) \]

**III.5.2. Subsequent Stations**

Here, iteration must be used to obtain the solutions for \( h_{m+1,n}, \mu_{m+1,n}, \psi_{m+1,n} \), and \( \theta_{m+1,n} \). The shape factor \( \lambda_{m+1,n} \), which signifies the expansion of the viscous core in the downstream direction can be determined by iteration or by assuming that the outer boundary is a stream surface. If the shape of the outer boundary is prescribed, then \( \lambda_{m+1,n} \) is already known. Next, we describe the steps used to proceed in the downstream direction using equations (27), (29), (31), and (39).

1. Equation (27) is used to calculate \( \mu_{m+1,n} \).

Starting at \( n = 2 \), we march toward \( n = N + 1 \). On the right-hand side \( \mu_{m+1,n-1}, \mu_{m,n-1}, \mu_{m,n} \) are known while \( u_{m,n-1} \) and \( u_{m,n} \) are unknown. The latter values are initially extrapolated from the preceding station values \( u_{m,n-1} \) and \( u_{m,n} \). (During the iteration cycles, they are assumed equal to the recently calculated values of the preceding iteration.)

11. Equation (31) is used next to calculate \( \lambda_{m+1,n} \).

Following the Tridiagonal Algorithm, we obtain the following recurrence equations.

\[ I_n = \frac{I_{n-1}}{I_{n-1} - \lambda_{m+1,n}} \]

\[ J_n = \frac{I_{n-1}}{I_{n-1} - \lambda_{m+1,n}} \]

\[ (49) \]

\[ I_1 = J_1 = 0 \]

\[ (50) \]

\[ \lambda_{m+1,n} = I_n + J_n \lambda_{m+1,n+1} \]

\[ (51) \]

Starting at \( n = 2 \), we march toward \( n = N \) to calculate \( I_n \) and \( J_n \) using eqs. (49) and (50). Since the value of \( \lambda_{m+1,n} \) is known from the boundary conditions, we march backward from \( n = N \) to \( n = 2 \) to calculate \( \lambda_{m+1,n} \) using eq. (51). The unknown value of \( \lambda_{m+1,n} \) eq. (37), is initially extrapolated.
from the preceding station value \( u_{m+1,n} \). (During the iteration process, they are assumed equal to the recently calculated values of the preceding iteration.)

iii. Equation (29) is used next to calculate \( P_{m+1,n-1} \) starting from \( n = N + 1 \) and marching toward \( n = 2 \).

iv. Equation (38) is used next to calculate \( u_{m+1,n} \). The following recurrence equations are used:

\[
L^1 = 0, \quad M^1 = 1
\]

\[
u_{m+1,n} = \begin{cases} h_{m+1,n} & \text{if } m+1 \leq n \leq N + 1 \\ 0 & \text{otherwise} \end{cases}
\]

v. Steps i-iv are repeated until the calculated values converge.

vi. Next, we march to the next axial station. It should be noted that if convergence failed at any or took large number of iteration cycles, this indicates that the breakdown point may be reached. The boundary-layer-like equations are not valid in this region and one has to resort to the Navier-Stokes equations.

### III.5.3. Computer Program

A computer program is written to implement the developed method of solution. The Main Program reads the boundary conditions and initial conditions either in the form of discrete values or in the form of analytic expressions. It also reads the step size \( \Delta x \), aspect ratio of the grid \( A_a \), number of steps \( N \) in the \( z \) direction, the parameter \( a \), and the ratio \( R \). The main program interacts with several subroutines.

Two subroutines are devoted to the initial conditions; the first calculates the initial pressure profile \( P_{1,n-1} \) while the second calculates the profile of initial radial velocity \( h_{1,n} \).

Another five subroutines are used to calculate \( h_{m+1,n} \), \( h_{m+1,n} \), \( P_{m+1,n-1} \) and \( u_{m+1,n} \). These subroutines are successively called in the main program within a continuous iterative loop until the values of \( h \), \( k \), \( p \) and \( u \) converge at two successive cycles of iteration. If convergence is not reached at any downstream station after a prescribed number of iterations, the program stops. This is an indication that this station is closely upstream of the breakdown station. If the program converges at all stations, it is stopped after a prescribed distance in the axial direction. In the case of the leading-edge vortex core, the program stops after a distance equals to one and one-half the wing root chord.

A Plotting Subroutine is also included to plot the profiles \( h \), \( k \), \( p \) and \( u \) at any desired station.

Figure 18 shows a flow chart of the main features of the computer program.

### III.6. Numerical Examples

Preliminary numerical examples have been considered to check the developed computer program. In this paper, the results for a trailing-edge vortex core calculations are presented. Typical velocity profiles for the initial viscous-core flow are used. This example was considered earlier by Hall. The application to a leading-edge vortex core, with boundary conditions obtained from the inviscid model, is currently considered. The DEC 10 Computer of the Old Sweldon University Computer Center is used to carry out the calculations.

For the trailing-edge vortex core, the following initial conditions are used:

\[
\begin{align*}
\text{At } x = 0.25, & \quad u(x_1,c) = 1 - 0.25 \exp(-c^2), \\
\text{and } x = 1.0, & \quad k(x_1,c) = 0.5[1-\exp(-c^2)]
\end{align*}
\]

For the boundary conditions, the following conditions are used:

\[
\begin{align*}
\text{At } c = 0.6, & \quad \text{and for } 0.25 \leq x \leq 1.0, \quad u(c_0,x) = 1.0, \quad k(c_0,x) = 0.5, \quad p(c_0,x) = 1.0
\end{align*}
\]

The shape factor of the outer boundary is considered constant; \( L(x) = 1.0 \). The axial and radial stations are taken \( \Delta c = 0.05 \) while in the radial direction, 80 stations are taken \( \Delta r = 0.075 \). The factor \( R \) is taken to be 1.0. Figure 19 shows the axial- and swirl-velocity profiles at \( x = 0.25 \), 0.5, 0.75 and 1.0. One can see the strong interaction between the axial and swirl velocities. As the swirl velocity decreases in the downstream direction, the axial-velocity deficit \( u \) decreases too. These results agree exactly with those of reference 48. The results of the linear theories \( 52,53 \) are also included in the figure. The computational time for this case took 4.0 seconds of CPU time.

### IV. Concluding Remarks

Integrated numerical methods are developed for the inviscid and viscous solutions of highly swept-back wings at large angles of attack. The results of the MNDV-method are remarkably successful in predicting Hall's experimental data. The developed viscous program, based on the first order boundary-layer-like equations, successfully reproduces Hall's numerical results. Currently, accurate near-field calculations of the inviscid model are developed to provide the boundary conditions needed for the viscous solutions of the leading- and trailing-edge cores.
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Figure 1. Vortex formation behind a slender delta wing (schematic) a) Elle and Jones (Ref. 8), Hummel and Redeker (Ref. 9) b) Hummel (Ref. 5).

Figure 2. Models of Viscous-Vortex Cores

a. MODEL NO. 1

b. MODEL NO. 2

Figure 3. Typical solution of the leading-edge vortex sheet, AR = 1, 12 x 12 lattice; Kandill, et.al. (Ref. 36).

Figure 4. Height and spanwise position of the leading-edge core, AR = 1, α = 15°; Kandill, et.al. (Ref. 36).
Figure 5. Typical solution of the leading- and trailing-edge vortex sheets, AR = 1, 7 x 7 lattice, NOV-Method.

Figure 6. Leading- and trailing-edge sheets behind a delta wing in planes perpendicular to the wind direction, AR = 1, $\alpha = 17^\circ$, 7 x 7 lattice, NOV-Method.

Figure 7. Typical solutions at different iteration steps; ITER = 6 is the converged solution showing the leading- and trailing-edge cores in two- and three-dimensional views; AR = 1, $\alpha = 20.5^\circ$, 10 x 10 lattice, 1/4 turn, NOV-Method.
Figure 8. Converged solution showing the leading- and trailing-edge cores in two- and three-dimensional views; AR = 1, a = 20.5°, 12 x 12 lattice, 1/4 turn, NNDV-Method.

Figure 9. Converged solution showing the leading- and trailing-edge cores in two- and three-dimensional views; AR = 1, a = 20.5°, 12 x 12 lattice, 1/2 turn, NNDV-Method.

Figure 10. Leading- and trailing-edge sheets and flow direction in a plane perpendicular to the wind direction with different turns. AR = 1, a = 20.5°, ε = 0.08, |V_{ref}/U_{wind}| = 1.
Figure 11. Leading- and trailing-edge sheets and flow direction in a plane perpendicular to the wind direction with different turns, AR = 1, θ = 20.5°, ζ = 0.5333.

Figure 12. Leading- and trailing-edge sheets and flow direction in a plane perpendicular to the wind direction with different turns, AR = 1, θ = 20.5°, ζ = 1.066.
Figure 13. Converged solution, leading- and trailing-edge sheets, and flow direction in different planes perpendicular to the wind direction. AR = 1.45, $\alpha = 20.9^\circ$, 12 x 12 lattice, 1/2 turn.
Figure 14. Static pressure contours in different planes perpendicular to the wind direction, AR = 1, a = 20.5°, 12 x 12 lattice, 3/4 turn.

Figure 15. Spanwise net surface pressure variation, a = 20.5°, 12 x 12 lattice.

Figure 16. Transformation of Physical Domain. Given $u_{model}, K_{model}, p_{model}$, $\zeta = \zeta_0$.

Figure 17. Finite-Difference grid system.
Figure 18. Flow Chart of the Computer Program.

Figure 19. Present solutions for the axial- and swirl-velocity profiles for the trailing-edge vortex core considered in reference 48.
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ABSTRACT

The first part of this lecture covers detailed descriptions of the flows around highly sweptback wings and bodies of revolution at high angle of attack. Next, inviscid model approximations and mathematical formulation of the problem are given for steady and unsteady incompressible flows. A general presentation of the methods of solution is given with emphasis on the modern computational techniques. Detailed descriptions of the nonlinear vortex-lattice and vortex-panel techniques are presented to show how the boundary conditions are enforced using iteration.

Typical numerical results are compared with the available experimental data. The lecture ends with concluding remarks regarding the existing computational techniques and the outstanding problems in this area.
IN RECENT YEARS, accurate analysis and reliable prediction of vortex flows have become extremely important to aerodynamicists dealing with modern designs of fighter aircrafts, missiles, and helicopters. Modern fighter aircrafts fly at high angles of attack during take-off, offensive and defensive maneuvering, approach and landing. In this range of angle of attack, vortex flows develop around the aircraft with dominant effects on its aerodynamic characteristics and controllability. Modern designs of missiles require high launch angles of attack and high maneuverability within which a very complex vortex flow develops. For helicopters, the interaction of a blade with the vortex wake of another blade affects its operating performance, vibration and noise characteristics. In forward speeds, blade slap, a predominant source of external noise, occurs due to the rapid time rates of change of the blade pressure developing from its passage through a tip vortex of a preceding blade. Examples of these vortex flows are given in Figure 1.

For all these applications, one has to deal with strong nonlinear aerodynamics. Compressibility and separation of the flow are the main sources of the strong nonlinear effects. As the flow Mach number changes from subsonic to transonic and supersonic, the flow undergoes several qualitative changes and shock waves (detached or attached) appear in the flow. As the angle of attack increases from low to moderate and high values, the lift- and pitching-moment coefficients become nonlinear functions of the angle of attack. This nonlinear behavior of the total loads is attributed to flow separations, from the wing edges (side and leading edge) and the body leeward side, in the form of vortex sheets that roll up into strong vortex cores.

Prediction of the coupled effects of nonlinearities; compressible and separated flow nonlinearities, is currently receiving considerable efforts from researchers working in the computational fluid dynamics area, but it is far from being complete. In the supersonic flow regime, a few successful attempts based on the finite difference solution of Euler's equations exists. In the transonic flow regime, nothing is available yet and several efforts have just started.

In the present lecture, I am going to discuss the nonlinearity due to flow separation only. Compressibility effects will be presented using the Prandtl-Glauert transformation. The full nonlinear compressibility effects will be presented in the next lecture using the integral equation formulation (Green's function solutions). In this regard, the lecturer has presented a steady nonlinear vortex lattice technique which accounts for the full nonlinear compressibility terms in the nonlinear potential equation. Flow compressibility in this technique is modeled by volume-source distribution within a finite volume around the body. The technique has not been numerically tested yet but work is underway using a similar technique which includes shock capturing using the artificial compressibility method of reference 11.

The first part of this lecture covers a description of the flow based on the available experimental measurements. This is followed by the inviscid model approximations and the mathematical formulation of the steady and unsteady problems. A general presentation of the methods of solutions is given with emphasis on the modern computational techniques. Detailed descriptions of the nonlinear vortex-lattice and vortex-panel techniques are presented to show how the boundary conditions are enforced using iteration. Typical numerical results are compared with
the available experimental data. The lecture ends with concluding remarks regarding the existing computational techniques and the outstanding problems in this area.

Major portions of this lecture are based on earlier published papers, reports and theses10,12-22 by the lecturer, his collaborators and his students.

DESCRIPTION OF THE FLOW FIELD

In the low-subsonic to transonic speed range, numerous experimental data are available for vortex flows about highly swept back wings23-38 and bodies of revolution39-51 at an angle of attack.

HIGHLY SWEPT BACK WINGS-The fluid flow past such wings is characterized by flow separations from side and leading edges due to strong cross flows. The flows from the pressure and suction sides of the wing leave at the side and leading edges to form free-shear layers. The separated free-shear layers roll up spirally and form two vortex cores which are continuously fed by vorticity shed from the attached boundary layers on the wing surfaces through the free-shear layers. This type of flow separation is known as the "primary separation." It has a dominant effect on the aerodynamic characteristics due to the large strength of its vortex core and its proximity to the upper surface of the wing. It generates a large suction pressure peak on the upper surface under the primary vortex core.

The primary separation lines of wings with sharp leading and side edges are fixed along these edges and hence they are known a priori. In the case of rounded edges, the separation lines are inboard of the edges and are not known a priori. Hence a viscous model or perhaps an empirical formula is needed to locate these lines.

The adverse pressure gradient outboard of the suction peaks affects the boundary layer flow on the upper surface and "secondary separation" from the wing surface occurs. The secondary separated flow forms either an additional free-shear layer or a bubble depending on the angle of attack. In the range of moderate to large angles of attack, the secondary free-shear layer rolls up spirally in an opposite sense to that of the primary shear layer and forms a secondary vortex core with a strength much smaller than that of the primary core and of opposite sense. The effect of secondary separation depends on the type of boundary-layer flow on the upper surface. For a laminar boundary layer, the secondary core produces another lower pressure peak between the secondary and primary lines of separation. For a turbulent boundary layer, such a pressure peak is hardly noticed, and the primary pressure peak is slightly higher than that of the laminar boundary-layer flow.4

A third type of flow involving a "tertiary" separation may occur between the lines of secondary and primary separation due to the adverse pressure gradient created by the secondary vortex core. Figure 2 gives a schematic of these flow separations.

The free-shear layer emanating from the trailing edge is of opposite strength to that of the primary free-shear layer. Within a short distance behind the trailing edge (a distance of a 1/4 root-chord length for a delta wing of aspect ratio of one at 20.5° angle of attack), the trailing free-shear layer rolls up spirally in an opposite sense to that of the primary free-shear layer and forms two counter rotating
vortex cores. The trailing-edge vortex core has the same sense of rotation and almost the same spanwise location as those of the secondary vortex core, although each originates from a different phenomenon. The former is due to an edge separation while the latter is due to a surface separation. Hummel concluded from his latest experimental measurements for turbulent boundary layers at the trailing edge that the secondary-vortex core decays rapidly behind the trailing edge and its remains roll up into the trailing vortex.

Predicting the correct formation of the trailing-edge vortex core is essential for predicting the correct aerodynamic loads near the wing trailing edge due to its proximity to this edge. Moreover, a correct prediction is of paramount importance to problems involving high-angle-of-attack aerodynamics for the canard-wing configurations.

The size of the primary-vortex core and viscosity of the flow within a narrow region around the core centerline play important roles in the aerodynamic characteristics of low-aspect ratio wings at large angles of attack. For these types of wings, it is well known that the lift coefficient increases nonlinearly with the increase in the angle of attack. This is attributed to the increase of the strength of the primary vortex core. However, the increase in the lift coefficient is limited by the occurrence of vortex-core breakdown over the wing and hence there exists a maximum angle of attack corresponding to the maximum lift, Figure 3.

The phenomenon of vortex-core breakdown is defined as an abrupt increase in the core diameter. It occurs due to the adverse swirl-induced pressure gradients along the core axis. Using the radial component of the momentum equation of the boundary-layer like equations (for quasi-cylindrical vortex cores), one can show that an increase in the swirl velocity of the flow, due to an increase in the core strength, increases the axial pressure gradient along the core axis. Therefore, the flow near the core axis loses its axial momentum and swelling of the vortex core develops.

For moderate angles of attack, vortex-core breakdown develops far downstream from the wing trailing edge. As the angle of attack increases, vortex-core strength increases and the breakdown point travels upstream toward the trailing edge. As the breakdown point approaches the trailing edge, the slope of the lift versus angle of attack curve decreases until the maximum lift is reached. Thereafter, the lift coefficient drops sharply, the breakdown point crosses the trailing edge and the wing stalls.

SLENDER BODIES—Three distinct patterns of flow separation develop on the leeward side of a slender body as it is pitched through three ranges of angles of attack.

At low to moderate angles of attack (6°-25°), two symmetric vortices appear on the leeward side which consist of two counter rotating vortex cores with increasing strength and size in the downstream direction. Vorticity from the boundary-layer flow on the body surface is shed from the separation lines and feeds the vortex cores through roll-up free-shear layers. This type of flow separation is also known as the primary separation. The separated flow has a dominant effect on the pressure distribution on the leeward side. Similar to the flow around delta wings, secondary-flow separation develops also inboard of the primary separation line.
Above the 25° angle of attack, the two continuous feeding free-shear layers break-up asymmetrically at points along the two separation lines and multiple pairs of asymmetric vortex cores form over the leeward side of the body. Each vortex core originates from a separate point on the separation line. Ericsson and Reding conclude that both the "vortex crowding" near the body nose and the degree of freedom of the separation point may contribute to the formation of asymmetric vortices. The resulting asymmetric pattern of vortex cores produces large side forces which can be larger than the normal force.

At very large angles of attack, above 60° angle of attack, the crossflow becomes dominant and unsteady vortex shedding starts. The separated free-shear layers are shed in the form of a Karman vortex street.

APPROXIMATIONS FOR INVISCID ANALYSIS

The experimental results given above show that we are dealing with highly complex flow fields. For highly swept back wings, four different vortex cores (primary, secondary, tertiary, and trailing-edge) have been found and apparently their origins are well understood. For bodies of revolutions, two different vortex cores (primary and secondary) have been found and three different modes of flow separation (steady symmetric, steady asymmetric and unsteady asymmetric) have been identified. For inviscid analysis, certain approximations are adopted so that the resulting potential flow model represents the main features of the real flow to a good degree of accuracy.

For wings, the effect of the tertiary vortex core is very small and can be neglected. The effect of the secondary vortex core is small in symmetric flows particularly when the boundary layer on the suction side is turbulent. Hence, its effect on surface pressures and integrated forces can be neglected without appreciable error under the conditions stated. Thus, we are left with the primary flow separation and the trailing-edge flow separation. For an isolated wing, the effect of deformation of the primary and trailing-edge vortex cores and their feeding free-shear layers is neglected after a distance of about 1/2 to 1 root chord since it is a far field effect. For canard-wing, wing-tail, and strake-wing configurations, this effect must be taken into account.

In most inviscid analyses, the attached boundary layers are replaced with bound-vortex sheets while the free-shear layers are replaced with free-vortex sheets. Accordingly, the inviscid region representing the vortex core should be represented by a conical spiral vortex sheet which ends with a concentrated vortex line along the core centerline. Although this theoretical representation of the vortex-core is ideal for the inviscid model, the usage of many turns within the core region creates numerical problems in a three-dimensional model which does not assume slender-body approximations. The numerical problems arise due to the proximity of the vortex layers of the spiral and due to the large number of small-size panels needed to accurately model the turns. However, it was found, according to the numerical results and their excellent comparison with the experimental data, that only one turn of the spiral need to be accurately modeled while the remaining turns of the spiral are replaced by a cut ending with a concentrated vortex line along its edge (Figure 4.)
Since one does not know a priori where the trailing-edge vortex core originates, one has to obtain it as a part of the solution. This has been successfully accomplished, for the first time, by the lecturer\textsuperscript{13,15}.

In all inviscid wing models, the wing edges are assumed to be sharp so that the separation lines are known a priori and hence viscous modeling is not needed to determine the lines of separations. However, for wings with round edges, viscous modeling is needed to determine these lines. Moreover, vortex-breakdown points are assumed to be far downstream so that the variations in the size of the primary-vortex core can be neglected. In fact, this assumption limits the large angles of attack at which inviscid modeling is applicable. With the vorticity confined to the inner boundary of the flow region (bound- and free-vortex sheets), the resulting model is a potential-flow model governed by Laplace's equation (in incompressible flows) and certain boundary conditions.

For bodies, the effect of secondary separation is also small and can be neglected. Unlike the primary separation of wings, the primary separation lines are not known a priori and hence viscous solutions are needed to locate these lines and determine the strength of shed vorticity (this is a separation from a smooth surface and hence Kutta condition is not applicable). In this regard, the reader is referred to the work of Mendenhall, Spangler and Perkins.\textsuperscript{53} Since we are dealing with inviscid analyses only, this problem will not be discussed anymore in the present lecture. The rest of the lecture addresses the steady and unsteady problems of wings with vortex flows.

MATHEMATICAL FORMULATION OF THE GENERAL PROBLEM

The problem is formulated relative to a wing-fixed frame of reference xyz. The x-axis is the wing centerline and the xy-plane is the wing plane of symmetry. The wing is rotating at the angular velocity $\overline{\omega}$ and the freestream velocity is $\overline{U}_w$. The general orientation of the wing is described using the Eulerian angles $\alpha$, $\beta$, and $\gamma$, Figure 5, which refer to the angles of attack, yaw and roll; respectively. In terms of these angles and their time rate of change, the dimensionless freestream velocity and the angular velocity are expressed by

$$
\dot{\alpha} = \cos \alpha \cos \beta \dot{i} + (-\sin \alpha \cos \gamma + \cos \alpha \sin \beta \sin \gamma) \dot{j} + (\sin \alpha \sin \gamma + \cos \alpha \sin \beta \cos \gamma) \dot{k} \tag{1}
$$

$$
\dot{\beta} = (-\dot{\alpha} \sin \alpha + \dot{\gamma}) \dot{i} + (\dot{\alpha} \cos \beta \sin \gamma + \dot{\beta} \cos \gamma) \dot{j} + (\dot{\alpha} \cos \beta \cos \gamma - \dot{\beta} \sin \gamma) \dot{k} = \omega_x \dot{i} + \omega_y \dot{j} + \omega_z \dot{k} \tag{2}
$$

where $\dot{i}$, $\dot{j}$ and $\dot{k}$ are the base unit vectors of the xyz-frame of reference.

The unsteady irrotational ideal flow in the region outside of the wing and its separated vortex sheets is governed by the Laplace's equation
\( \nabla^2 \phi = 0 \) \hspace{1cm} (3)

where \( \phi(\vec{r},t) \) is the perturbation velocity potential. The no-penetration condition on the wing \( s(\vec{r},t) \), relative to the wing fixed frame of reference, is given by

\[
\frac{3s}{t} + (\vec{e}_\infty + \vec{v}_\phi - \vec{a}x\vec{r}) \cdot \vec{n} = 0 \quad \text{on} \quad s(\vec{r},t) = 0
\] \hspace{1cm} (4-a)

For a rigid wing, \( \frac{3s}{t} = 0 \) and equation (4-a) reduces to

\[
(\vec{e}_\infty + \vec{v}_\phi - \vec{a}x\vec{r}) \cdot \vec{n} = 0 \quad \text{on} \quad s(\vec{r}) = 0
\] \hspace{1cm} (4-b)

On the separated free-vortex sheet \( w(\vec{r},t) \), the no-penetration condition is given by

\[
\frac{3w}{t} + (\vec{e}_\infty + \vec{v}_\phi - \vec{a}x\vec{r}) \cdot \vec{n} = 0 \quad \text{on} \quad w(\vec{r},t) = 0
\] \hspace{1cm} (5)

The no-pressure jump condition on \( w(\vec{r},t) \) is obtained from the unsteady Bernoulli's equation

\[
C_p(\vec{r},t) = -\nabla \cdot [\nabla + 2(\vec{e}_\infty - \vec{a}x\vec{r})] - 2 \frac{3\phi}{t}
\] \hspace{1cm} (a)

where \( C_p(\vec{r},t) \) is the pressure coefficient at any point \( \vec{r} \) and at any time \( t \). Forming the pressure jump from equation (a) and equating the result to zero, we obtain

\[
\Delta C_p = C_{p1} - C_{p2} = - (\nabla \phi_1 - \nabla \phi_2) \cdot [\nabla + 2(\vec{e}_\infty - \vec{a}x\vec{r})]
\]
\[ - 2 \frac{3(\phi_1 - \phi_2)}{2} = 0
\] \hspace{1cm} (b)

where the subscripts 1 and 2 refer to the upper and lower surface of the wing, respectively. Rearranging equation (b) and setting

\[
\phi_1 - \phi_2 = \Delta \phi
\] \hspace{1cm} (c)

one obtains

\[
\Delta C_p = -2(\frac{3}{t} + \vec{v}_w \cdot \nabla)(\Delta \phi) = -2 \frac{D(\Delta \phi)}{Dt} = 0
\] \hspace{1cm} (d)

where \( \vec{v}_w \) = velocity of a wake element relative to the \( xyz \)-frame of reference

\[
\vec{v}_w = \frac{1}{2} (\nabla \phi_1 + \nabla \phi_2) + \vec{e}_\infty - \vec{a}x\vec{r}
\]

Equation (d) represents the theorems of Klelvin and Helmhotz
\[
\frac{D\Gamma}{Dt} = \oint \vec{w} \cdot \vec{n}_A \, dA = 0 \quad \text{on} \, w(\bar{r},t) = 0 \quad (6)
\]

of conservation of the circulation and the outflow of vorticity, respectively. In equation (6), \(\vec{n}_A\) is a unit normal to the surface \(A\) bounded by a closed curve around which the circulation \(\Gamma\) is calculated. Equation (6) simply states that the rate of change of circulation around a closed curve or the rate of change of outflow of vorticity through the surface bounded by this closed curve is zero (following the same fluid particles.)

For uniqueness of the solution, one has to impose the Kutta condition along the edges of separation. Here, Kutta condition is represented by

\[
\Delta C_p \bigg|_{TE,LE,SE} = 0 \quad (7)
\]

Finally, the infinity condition requires that

\[
\nabla \phi \rightarrow 0 \text{ away from } s \text{ and } w \quad (8)
\]

Equations (1) - (8) are the required equations for the general unsteady flow problem.

For steady and unsteady symmetric flows, equations (1)-(8) are simplified as follows:

STEADY-SYMMETRIC FLOW-For this problem, we set \(\dot{\alpha}=0, \dot{\beta}=0\) and drop the time dependent terms. The resulting equations are

\[
\vec{e}_m = \cos \alpha \, \vec{i} - \sin \alpha \, \vec{j} \quad (9)
\]

\[
\nabla^2 \phi = 0 \quad (10)
\]

\[
(\vec{e}_m + \nabla \phi) \cdot \vec{n}_s = 0 \quad \text{on} \, s(\bar{r}) = 0 \quad (11)
\]

\[
(\vec{e}_m + \nabla \phi) \cdot \vec{n}_w = 0 \quad \text{on} \, w(\bar{r}) = 0 \quad (12)
\]

\[
\Delta C_p = -2(\nabla \times \vec{w}) \cdot (\vec{e}_m + \nabla \phi) = 0 \quad \text{on} \, w(\bar{r}) = 0 \quad (13)
\]

\[
\Delta C_p \bigg|_{\text{TE,LE,SE}} = 0 \quad (14)
\]

\[
\nabla \phi \rightarrow 0 \text{ away from } s \text{ and } w \quad (15)
\]

UNSTEADY-SYMMETRIC FLOW-For this problem, we set \(\beta=\gamma=0\) and the resulting equations are

\[
\vec{e}_m = \cos \alpha \, \vec{i} - \sin \alpha \, \vec{j} \quad (16)
\]

\[
\vec{a} = \vec{a}_z \, \vec{k} = \dot{\hat{a}} \, \vec{k} \quad (17)
\]
\[ \nabla^2 \phi = 0 \quad (18) \]
\[ (\vec{e}_w + \nabla \phi - \vec{n}_Z \times \vec{r}) \cdot \vec{n}_s = 0 \quad \text{on } s(\vec{r}) = 0 \quad (19) \]
\[ \frac{\partial \omega}{\partial t} + (\vec{e}_w + \nabla \phi - \vec{n}_Z \times \vec{r}) \cdot \nabla \omega = 0 \quad \text{on } w(\vec{r}, t) = 0 \quad (20) \]
\[ \frac{\partial \Gamma}{\partial t} = 0 \quad \text{on } w(\vec{r}, t) = 0 \quad (21) \]
\[ \Delta C_p \bigg|_{\text{TE,LE,SE}} = 0 \quad (22) \]
\[ \phi \rightarrow 0 \quad \text{away from } s \text{ and } w \quad (23) \]

EXISTING METHODS OF SOLUTION

Before the Nonlinear Vortex-Lattice [Nonlinear Discrete-Vortex (NDV)] and Nonlinear Vortex-Panel [Nonlinear Hybrid-Vortex (NHV)] methods are discussed in detail, a brief discussion of the existing mathematical models is presented. The literature contains several steady and unsteady inviscid-flow models with various degrees of limitations and drawbacks. These models can be divided into four main groups. Each group is presented and evaluated in the next subsections.

SLENDER-BODY MODELS—This group of models uses slender body and conical flow assumptions.54-61 Modeling of the primary-vortex core and its feeding sheet was first introduced by Brown and Michael.55 However, the feeding sheet in their model was taken as a planar surface and hence it did not represent the real rolled-up vortex sheet. Mangler and Smith56 introduced the first realistic model of the primary-vortex core and its feeding sheet. However, this model does not account for the feeding-sheet deformation in the chordwise direction due to the slender-body assumption. These models satisfactorily predict the pressure distribution on the front portion of the wing surface. In the rear portion, the models fail to predict satisfactory pressure distributions because Kutta condition cannot be satisfied at the trailing edge. Such models were limited to slender delta planforms.

OLD NDV MODELS—In these models,10,17-22,62-66 the bound-vortex sheet and the free-vortex sheets are approximated by a set of concentrated vortex lines. The bound-vortex sheet is replaced by a bound-vortex lattice, while the free-vortex sheet is replaced by segmented free-vortex lines (in the case of steady flow) or by a growing free-vortex lattice (in the case of unsteady flow). The boundary conditions are satisfied at certain control points on the bound- and free-vortex system using an iterative technique. Excellent agreement was found10,22 between calculated and experimental total aerodynamic characteristics, and the agreement between calculated and experimental total aerodynamic characteristics was satisfactory for wings with only side-edge separation. For wings with leading-edge separation, however, the agreement was less than satisfactory for some cases. Although the discrete-vortex model has for many years worked very well for attached-flow problems,67 when vortex-type separation from leading edges and/or tips
occurs, the free-vortex system lies close to the lifting-surface and the results are found to be sensitive to the model of the primary separated flow. The most obvious drawback of the old model is the lack of a realistic model of the primary vortex core and its feeding vortex sheet.

Although the old NDV-method was almost abandoned in predicting the flow details and the distributed aerodynamic characteristics, the modified NDV-method\textsuperscript{13,15} pinpointed and cured most of the problems encountered with the old method. It enjoyed a remarkable success in predicting, for the first time, the latest experimental results of Hummel\textsuperscript{14}.

\textbf{DOUBLET-PANEL MODELS}-This group of models employs doublet-panels\textsuperscript{68-75}. In this method, the wing and its free-vortex sheets are divided into networks of quadrilateral panels. Each panel of the networks representing the wing has a biquadratic local doublet distribution and a bilinear local source distribution. The panels of networks representing the free-vortex sheets have biquadratic local doublet distributions. Source and doublet splines are used to express the distributions of singularities on the networks in terms of discrete values of singularity strength at certain standard points on each network. The boundary conditions and continuity of singularity strengths across abutting networks are enforced at certain standard points on network. The results of this method\textsuperscript{3,4} are generally good when the solution converges. Apparently, the difficulty in obtaining convergence is due to the failure in satisfying the continuity of the derivatives of the doublet strength across abutting networks. This is equivalent to the existence of concentrated vortex lines between abutting networks.

The doublet panel method was extended\textsuperscript{75} to include the effect of entrainment of the primary vortex cores through an empirical approach. The results indicated that the entrainment increased the normal-force coefficient substantially over the experimental values.

This group of models do not account for the chordwise deformation of the primary-vortex sheet. Consequently, the primary vortex sheet cannot be fed three-dimensionally with the shed vorticity. Moreover, the trailing-edge free-vortex sheet was represented by a "fixed design wake."

\textbf{NHV-MODELS}-This group of models employs a nonlinear hybrid vortex method\textsuperscript{12,14,16}. In this method, continuous-vorticity and vortex-line representations of the wing and its separated free-shear layers are used. Continuous vorticity is used in the near-field calculations while discrete vortex-lines are used in the far-field calculations.

The wing and its free-shear layers are divided into planar quadrilateral panels having first-order vorticity distribution. The aerodynamic boundary conditions and continuity of the vorticity distributions are imposed at certain nodal points on the panels. To satisfy these conditions, an iterative technique is followed which alternatively yields the local vorticity distribution on the bound-vortex panels and the shape of the free-vortex panels. This method has been used to calculate the steady distributed and total loads on planar-low-aspect-ratio rectangular wings. The results have shown that the spanwise variations of the load coefficients are in good agreement with the experimental data. Comparisons of the results with those of the NDV-method have shown that the hybrid method requires less number of vortex panels for the same accuracy.
NONLINEAR DISCRETE-VORTEX (NDV) METHOD

In this method the basic unknowns are the circulation distribution and the shape of the free-vortex sheets. The following sub-sections give the details of the method.

CONSTRUCTION OF THE DISCRETE-VORTEX METHOD—Figure 6 shows how the discrete vortex model is constructed for a delta wing. Although the example discussed here is for a thin, flat, delta wing, the method is general and is not restricted by the geometrical parameters of the wing; e.g. camber, aspect or thickness ratios or wing planform.

The first step is to divide the wing into rectangular and cropped-delta winglets as shown by the dashed lines in Figure 6.a. A rectangular winglet is aerodynamically represented by a spanwise bound-vortex segment of constant circulation \( \Gamma_j \). This segment is placed at the quarter-chord length of the winglet (the chord length of the rectangular winglet is the characteristic length of the problem). In addition a control point is placed at the three-quarter-chord length. The choice of these positions is suggested by thin airfoil theory.

It can be shown that the bound-vortex sheet representing the two-dimensional flow around a flat plate at an angle of attack can be replaced by a point vortex of the same strength as that of the continuous vortex sheet under the following conditions: a) the point vortex is placed at the quarter-chord length and b) the flow tangency condition is enforced at only one point at the three-quarter-chord length.

On the other hand, a cropped-delta winglet is aerodynamically represented by a bound-vortex segment of constant circulation. This vortex segment is directed along the perpendicular from the midpoint of the winglet root chord to its leading edge. With this choice it can be seen that the vorticity of this vortex segment does not have a component along the leading edge and hence the Kutta condition is approximately satisfied along this edge.

Chordwise bound-vortex segments arise due to the differences in the strengths of the neighboring spanwise, bound-vortex segments. In this way, a bound-vortex lattice which replaces the continuous, bound-vortex sheet is constructed. The model is completed by adding free-vortex lines, representing the continuous free-vortex sheets at the ends of the bound-vortex lattice along the edges of separation (the leading and trailing edges). Each line is divided into a series of small, straight segments (near-wake region) and one semi-infinite vortex line (far-wake region). The upstream end of each segment represents a control point of the wake surface where the kinematic and dynamic boundary conditions are satisfied. The initial positions and shapes of these lines are prescribed. The resulting model is shown in Figure 6b. This model has an unknown circulation distribution and a wake that can be deformed to satisfy the boundary conditions.

The model described above is used to solve the steady-flow problem by satisfying the corresponding boundary conditions. On the other hand, if the problem under consideration is for an unsteady flow which starts from a steady flow situation, then the solution of the steady-flow problem serves as an initial condition to the unsteady problem. Furthermore, if the problem under consideration is for an unsteady flow which arises from an impulsive motion of the wing, then the initial condition corresponds also to the solution of the model given above, but with the wakes removed from the model.
CALCULATION OF THE VELOCITY FIELD—To satisfy the boundary conditions on the wing and its wake and to calculate the surface pressure distribution, one needs an accurate method to calculate the velocity at any field point \( \vec{r}_j \) at any time step \( t_k \). If the field point is off the wing and its wake, then the velocity is given by

\[
\vec{V}(\vec{r}_j, t_k) = \vec{v}^\phi(\vec{r}_j, t_k) + \vec{v}_n - \vec{a}(t_k) \times \vec{r}_j
\]

(24)

where

\[
\vec{v}^\phi(\vec{r}_j, t_k) = \sum_{i} \left[ \frac{r_i(t_k)}{4\pi \rho_i(\vec{r}_j, t_k)} \right] \cos \theta_i(\vec{r}_i, t_k)
\]

(25)

is the induced velocity from all the vortex segments of the model. The parameters on the right-hand side of equation (25) are those of Biot-Savart's law. The number of vortex segments \( n(t_k) \) is a function of the time step \( t_k \) due to the growing vortex lattice in the wake in the unsteady-flow problem. To account for the near-vortex velocity, equation (25) is modified by an artificial viscosity which is obtained from reference 77.

When the field point is on the wing surface or on the wake surface, one has to account for the self-induced tangential velocity due to the local strength of the vortex sheet. Figure 7 shows the parameters involved in calculating the components of the induced tangential velocity in the \( x \) and \( z \) direction at a point \( p \) for a rectangular vortex element in the \( xz \)-plane. With linear interpolation, it is easy to show that these components are given by

\[
\vec{v}_{tx} (y = 0^+) = \pm \left( \frac{1}{2} \frac{z_1^2}{z_2} \right) [r_1(x + z_1 - x_1) + r_3(x_1 - x)] \vec{e}_1
\]

(26.a)

\[
\vec{v}_{tz} (y = 0^-) = \pm \left( \frac{1}{2} \frac{z_1^2}{z_2} \right) [r_4(z + z_2 - z_1) + r_2(z_1 - z)] \vec{e}_2
\]

(26.b)

where the arguments \( y = 0^+ \) and \( y = 0^- \) correspond to the upper surface and the lower surface of the wing, respectively. Equations (26) must be added to equation (24) if one is to calculate the pressure distribution on the upper and lower surfaces by using Bernoulli's equation. Extension of equations (26) to a general, quadrilateral vortex element is straightforward.

BOUNDARY CONDITIONS FOR THE STEADY PROBLEM—The boundary conditions on the wing surface \( s(\vec{r}) \) and the wake surface \( w(\vec{r}) \) are satisfied by an iterative process. To initiate the iterative process, one needs to prescribe an initial geometry of the wake surface. It has been found from several numerical tests that the number of iterative cycles required to achieve the solution can be reduced by an appropriate choice of the initial geometry. This initial geometry depends on the problem under consideration and thus it varies from one problem to the other.

For instance, the number of iterative cycles for the steady, symmetric-flow problem is reduced by about 20% when the free-vortex lines emanating from the leading edge are prescribed to be straight lines pitched at one half the wing angle of attack. In addition, those lines emanating from the trailing edge are assumed straight lines pitched at one third the wing angle of attack. Here, the comparison is
made with respect to the number of iterative cycles required for the same problem when all the free-vortex lines are prescribed to be straight lines pitched at an angle equal to the wing angle of attack.

In the case of a steadily, rolling wing at zero angle of attack, an appropriate initial guess is found to be related to an angle \( \theta_0 = \pm 1/2 \tan^{-1}|\mathbf{n} \times \mathbf{F}|/U_a \). Here, we specify the free-vortex lines emanating from the edges of the advancing and receding sides \( \theta \) to be straight lines pitched at the angles \( +\theta \) and \( -\theta \), respectively.

Next, the flow-tangency condition and the spatial conservation of circulation are satisfied at the control points and node points, respectively, of the bound-vortex lattice. Thus, we obtain a set of linear algebraic equations which yields the circulation distribution \( \Gamma \). With the circulation distribution fixed, the kinematic and dynamic boundary conditions at the control points of the free-vortex lines are satisfied. For steady flows, these two conditions are combined into a simple condition in which we require that each vortex segment in the wake be aligned with the local velocity at its upstream end (a control point on the wake surface). This means that each vortex segment is a segment of a streamline (kinematic condition). Moreover, it means that the force on each vortex segment is zero according to Kutta-Jawkowski theorem in the small (dynamic condition). This process is carried out by calculating the downstream end of each vortex segment according to

\[
\vec{r}_{j+1} = \vec{r}_j + \vec{V}_j \vec{z}_j / |\vec{V}_j| \tag{27}
\]

where \( \vec{r}_j \) and \( \vec{r}_{j+1} \) are the position vectors of the upstream and downstream ends, respectively, \( \vec{z}_j \) is the segment length and \( \vec{V}_j \) is the velocity at its point [equation (24) for steady flows].

The iteration scheme moves back and forth from the control points of the bound-vortex lattice to the control points of the free-vortex lines until convergence is achieved. We consider the iteration scheme converged when the variation in the circulation distribution or the displacement of the downstream ends of the free-vortex segment between two successive iteration cycles does not exceed a certain prescribed tolerance. Once convergence is achieved, we calculate the pressure distribution and the total load coefficients.

**BOUNDARY CONDITIONS FOR THE UNSTEADY PROBLEM**—Here, we consider the problem of unsteady flow which starts from a steady flow situation. The continuous motion of the wing is discretized into a series of impulsive changes occurring at discrete time steps. At each time step \( t_k \), a set of starting vortices develops along the edges of separation and are shed with the local velocities to restore the smoothness of flow at the edges (Kutta condition). In the same time, the starting vortices shed in the wake at earlier time steps are convected downstream with the local velocities without changing their strengths. This process satisfies the kinematic condition on the wake (a wake element moves along the direction of the local velocity) and it also satisfies the dynamic condition on the wake (a wake element satisfies Kelvin-Helmholtz theorem).

The position of any shed vortex \( \vec{r}_j \) at any time step \( t_k \) is determined by
\[
\vec{r}_j(t_k) = \vec{r}_j(t_{k-1}) + (t_k - t_{k-1})\vec{v}_j(\vec{r}_j, t_{k-1})
\]  

(28)

where \( t_{k-1} \) is the preceding time step and \( \vec{v}_j \) is given by equation (24). The strength of any newly shed vortex is related to the change in the bound circulation. Hence, with the positions of the shed vortices known from equation (28) and with the strength of the newly shed vortices given in terms of the change of the bound circulation, the flow tangency condition at the control points of the wing yields the unknown circulation distribution. To account for the error in equation (28) (because of using the velocity \( \vec{v}_j(\vec{r}_j, t_{k-1}) \) at the preceding time step \( t_{k-1} \) rather than the current time step \( t_k \)), an iteration procedure similar to that of the steady-flow problem is performed.

In both the steady and unsteady flows, the only difference between the symmetric and asymmetric problems is the longer computational time required for the latter problem as compared to that of the former problem. In the former problem, we need only to use half the wing to obtain the solution because of the flow symmetry. In the latter problem, the whole wing must be used to obtain the solution.

CALCULATION OF THE PRESSURE COEFFICIENT-The distribution of the pressure coefficient on the upper and lower surfaces of the wing is calculated by using Bernoulli's equation in terms of a wing-fixed frame of reference.

\[
C_p(\vec{r}^\pm, t_k) = -\left[ \left( \vec{v}(\vec{r}^\pm, t_k) \right)^2 + 2\vec{v}(\vec{r}^\pm, t_k) \cdot \left[ \vec{a}(t_k) \times \vec{r} - \vec{e} \right] \right] \\
- \frac{\partial \Phi(\vec{r}, t_k)}{\partial t}
\]  

(29)

where

\[
\vec{v}(\vec{r}^\pm, t_k) = \vec{v}_0(\vec{r}^\pm, t_k) + \vec{v}_tx(\vec{r}^\pm, t_k) + \vec{v}_tz(\vec{r}^\pm, t_k)
\]  

(30)

\( \vec{r}_j \) is the position vector of the control point, the positive and negative superscripts refer to the upper surface and lower surface of the wing, respectively, and \( \vec{v}_0, \vec{v}_tx, \text{and } \vec{v}_tz \) are given by equations (25), (26.a) and (26.b), respectively. The pressure is calculated at the control points of the bound-vortex lattice because these are the points where the flow tangency condition is enforced.

In the steady-flow problem, the last term of the right-hand side of equation (29) is zero and all the other terms are time independent.

The net pressure coefficient is given by

\[
\Delta C_p(\vec{r}, t_k) = 4[\vec{v}_tx(F_j^+, t_k) + \vec{v}_tz(F_j^+, t_k)] \cdot \left[ \vec{a}(t_k) \times \vec{r}_j - \vec{e} \right] \\
- \frac{\partial \Phi(\vec{r}, t_k)}{\partial t} - 2\left[ \vec{r}(\vec{r}_j, t_k) - \vec{r}(\vec{r}_j, t_{k-1}) \right] / (t_k - t_{k-1})
\]  

(31)

The total-load coefficients are obtained by integrating the net pressure coefficient on the wing.

NUMERICAL EXAMPLES: NDV-METHOD-Figures 8-15 show typical solutions of free-vortex sheets emanating from side, leading and trailing edges of isolated wings, a canard-wing configuration and a wing-body combination for steady symmetric and asymmetric flows and for unsteady symmetric flows.
In figure 8, the arrangement of the bound-vortex lattice used for rectangular wings is also shown. It is noticed that the tip vortex covers about 13% of the wing semi-span and hence its effect on the spanwise pressure distribution is confined in this region.

In figure 9, Rehbach's solution for a delta wing of aspect ratio of 1 is shown. Starting with the solution of a rectangular wing, he progressively deform the wing leading edge to obtain the solution of the delta wing, a time consuming process. The present NDV-method solves the problem directly without going through this deformation process. Although the arrangement of the bound-vortex lattice of the present method differs from Rebach's (compare Figure 6.b and 9.4), the final shapes of the leading-edge vortex lines are the same.

Figure 10 shows the solution for a delta wing of aspect ratio of 0.7. Figure 11 shows the solution for the same wing which is now steadily rolled at zero angle of attack. Notice the antisymmetric roll up of the leading-edge vortex lines.

Figure 12 shows the solution for a yawed delta wing and the relative sizes of the leading-edge vortex sheets emanating from the windward and leeward sides.

In Figure 13, it is seen that the vortex trail of the canard is deflected inboard of the main wing toward its plane of symmetry. It also moves downwards toward the surface of the main wing. This produces a downwash on the central part of the main wing and an upwash on its tip region.

In Figure 14, the solution of the leading-edge vortex for a wing-body combination without leeward-side separation from the body is given.

Figure 15 shows the development of the leading- and trailing-edge vortex system for a delta wing undergoing a sinusoidal pitching motion. Figures 16-21 show samples of the computed total and distributed loads for the cases considered above.

It is seen from figure 16 that the section-lift peak near the wing tip moves inboards as the angle of attack increases. In the linear case, indicated by the dotted lines, the tip vortex is not taken into account and one can see the substantial effect when the tip vortex is included (indicated by the solid lines).

Figures 17 and 18 show the spanwise variation of the pressure coefficient. The suction peak of the pressure coefficient exists almost at the same spanwise location of the center of the leading edge vortex.

Figure 19 shows the pitching-moment coefficient versus the lift coefficient and the lift coefficient versus the angle of attack for a wing-body combination. Although the leeward-side separation from the body is not taken into account, the computed results are in good agreement with the experimental data.

Figure 20 shows the well-known hysteretic behavior encountered in unsteady flows as the angle of attack increases to a maximum, then decreases to its initial value.

Figure 21 shows the variation of the normal-force and pitching-moment coefficients with time for the delta wing considered in Figure 15. Notice the phase lag between the loads and the wing motion.
THE MODIFIED NONLINEAR-DISCRETE VORTEX (MNDV)-METHOD; LEADING- AND TRAILING-EDGE VORTEX CORES (LEC & TEC)

Figure 22 shows a recent converged solution of the system of free-vortex lines with a long deformed wake. It can be seen that the trace of the trailing-edge vortex system in cross planes indicates that the sheet tends to deform upwards showing a tendency to form a trailing-edge vortex core. However, the cross-flow planes taken further downstream show that the free-vortex lines leapfrog. This does not represent the real flow. Figure 23 shows four of these cross-flow planes taken perpendicular to the wind direction.

It is clearly seen from the example given above, that the existing model of the NDV-method does not realistically model the leading- and trailing-edge vortex cores. Therefore, the model and the numerical technique must be modified in order to obtain realistic vortex-core modeling.

In the MNDV-method a realistic modeling of the primary-vortex core region is introduced. The old NDV-method is only used in the first iterative cycle to initiate the roll-up process and to calculate the centroid of the leading-edge vortex system. Next, the leading- and trailing-edge vortex segments are replaced by smaller segments. Then, the iterative cycles proceed.

In a typical iterative cycle, each free-vortex line of the leading-edge vortex system is allowed, three-dimensionally, to rotate around the most recently calculated centroid a prescribed portion of a turn (1/4, 1/2, 3/4, or 1 turn). This is done by continuously checking the coordinates of the free-vortex segments (as they are adjusted) with the location of the calculated centroid. Once this is achieved, the remaining free-vortex segments of each line are dumped into the calculated centroidal line of the vortex system. The iterative technique is followed until the circulation distribution converges.

Figure 24 shows typical solutions at different iterative cycles. It can be seen, after one iterative cycle, that the system of free-vortex lines shows good roll-up. The converged solution, indicated by ITER=6, shows the leading-edge core and its feeding free-vortex lines. It can also be seen that the free-vortex lines continue to feed the LEC beyond the trailing edge. The trailing-edge core is also indicated on the figure. This will be clearly seen in the cross-flow planes discussed in the next subsection.

NUMERICAL EXAMPLES-Figures 25-27 show comparisons between the experimental and numerical results for leading- and trailing-edge vortex sheets and flow direction in cross-flow planes perpendicular to the wind direction. The numerical results are drawn at the same scale as that of the experimental results. The predicted sizes and locations of the leading- and trailing-edge vortex sheets are in excellent agreement with the measured ones. The results of the 3/4 turn show the correct roll-up of the trailing-edge vortex sheet and the correct locations of the LEC and TEC. This is exactly what we expected when we increased the roll-up from 1/2 to 3/4 turn. With the 3/4 turn of the leading-edge vortex system, the roll-up tightens and larger velocities are induced at the trailing-edge vortex sheet which cause it to deform upwards and leftwards.
Figure 28 shows comparisons between the predicted and measured static-pressure contours at $\xi = 1.066$. The predicted sizes, locations, and levels of the pressure contours are in good agreement with those of the measured data.

Figure 29 shows comparisons of the predicted and measured spanwise net surface-pressure variation at difference chordwise stations. It is seen that the results of the 3/4 turn are more accurate than that of the 1/2 turn. With 3/4 turn, the roll-up of the leadingedge vortex system tightens and produces better predicted distribution than that of the 1/2 turn.

The developed computer program of the MNDV-method is computationally efficient. On a CYBER-175 machine, a typical solution using a 12x12 lattice and including the cross-flow planes calculation takes 10 minutes of CPU time.

THE NONLINEAR HYBRID-VORTEX (NHV-METHOD)

In this method, vortex panels with first-order vorticity distribution is used in the near-field calculations. In the far field calculations, the distributed vorticity over each far-field panel is lumped into equivalent concentrated vortex lines. In this way, accuracy is satisfied in the near field while computational efficiency is maintained in the far field. The coupling of a continuous vortex-sheet representation and a concentrated vortex-line representation for solving the nonlinear lifting-surface problem is called the "Nonlinear Hybrid-Vortex (NHV)" method.

STEADY-FLOW PROBLEM—Equation (12) requires the flow to be tangent to $w$ while equation (13) requires this tangential flow to be parallel to the vorticity direction. Therefore, if the flow direction is forced to be parallel to the vorticity direction on the surface $w$, the boundary conditions of equations (12) and (13) are automatically satisfied. Next, we outline the method of solution.

Once the wing and its free-shear layers are represented by vortex sheets, equations (10) and (15) are automatically satisfied. The basic unknowns in the present problem are the vorticity distribution $\omega$ and the free-vortex sheet $w$. They are determined by satisfying the remaining boundary conditions, equations (11)-(14), through a finite-element type approach.

In this approach, the bound-vortex sheet (representing the wing) is divided into quadrilateral bound-vortex panels while the free-vortex sheets (representing the free-shear layers) are divided into triangular free-vortex panels, see Figure 30. On each vortex panel (bound or free), a local vorticity distribution with undetermined coefficients is defined in a local-coordinate system (Figures 31, 32). The local distribution is selected such that the solenoidal property of vorticity is satisfied. The continuity of vorticity (a compatibility condition) is enforced at certain nodes on the interelement boundaries of adjacent panels.

The remaining boundary conditions, equations (11)-(14), are enforced at certain nodes of the vortex panels to obtain the undetermined coefficients of the local vorticity distribution and the shape of the free-vortex panels. Kutta condition, equation (14), is enforced at the nodes of the bound-vortex panels along the edges of separation. The no-penetration condition, equation (11), is enforced at the average points
of the bound-vortex panels. The no-penetration and no-pressure-jump conditions, equations (12) and (13), are simultaneously satisfied at the nodes of the free-vortex panels, Figure 33.

To satisfy these conditions, an iterative technique is followed which alternatively yields the local vorticity distribution on the bound-vortex panels and the shape of the free-vortex panels, Figure 34. During a typical iterative cycle, an overdetermined set of algebraic equations are solved for the undetermined coefficients of the local vorticity distributions. This is followed by adjusting the surface \( \omega \) such that \( \omega \) and \( (\omega - v_\phi) \) at the nodes of the free-vortex panels become parallel. The overdetermined set of equations consists of the equations obtained from the continuity of vorticity condition, Kutta condition, the no-penetration condition on the wing, and a symmetry condition applied at the nodes along the line of symmetry. This set is solved by a least-square technique.

Once the iterative technique converges, the pressure distribution is calculated and this is followed by calculating the total aerodynamic characteristics. Convergence of the technique is expedited by using an initial guess for \( \omega \) provided by NOV-method. More details of the method are given in reference 12.

UNSTEADY-FLOW PROBLEM—The source of flow unsteadiness can be a time-dependent angle of attack or a time-dependent freestream speed. In this time-domain approach the function of angle of attack is divided into discrete changes in the angle of attack corresponding to discrete changes in time; i.e., at \( t=t_0 \), \( \alpha = \alpha_0 \) and at \( t=t_0 + \Delta t \), \( \alpha_0 + \Delta \alpha \) etc. The problem is then solved at each time step where the solution of each step serves as the initial condition for the next discrete time step. The case of an impulsively started wing from rest is considered for the purpose of explaining the details of the technique. In this case, we set \( \alpha = 0 \) and replace \( \phi \) by \( -\phi \) in equations (16), (17) and (19)-(22). The following steps explain the procedure to enforce the boundary conditions of equations (19)-(22) to obtain \( \omega (F,t) \) and \( \omega (F,t) \):

a. The initial condition, at \( t=t_0 \), is considered to be a wing without a wake surface having a velocity of \( -\omega \). At this instant, we assume that not enough time has passed for the vorticity to be convected from the separation edges. The initial vorticity distribution on the wing \( \omega (F,t) \) is obtained from the least-square solution of an over-determined set of linear algebraic equations in the unknown coefficients describing the vorticity distribution. The set of equations consists of the no-penetration conditions, the continuity of vorticity conditions, the Kutta conditions, and the symmetry conditions.

It should be noted that the initial vorticity distribution on the wing is such that the circulation around any closed curve embracing a wing section or equivalently the outflow of vorticity from a surface enclosed by this curve is zero. Consequently, a starting vortex of opposite strength to that of the vorticity on the wing develops at the edges of separation. Next, the starting vortex is convected downstream with the local particle velocity, the flow existing at the preceding instant is disturbed, and the vorticity distribution on the wing changes creating a new starting vortex to be shed downstream.

This process continues and by the end of the first time-step, at \( t=t_0 + \Delta t \), a free-vortex strip, consisting of triangular free-vortex panels attached to the separation edges, is created. The free-vortex strip obeys the conditions given by equations (20) and (21) and its upstream edge satisfies Kutta condition at the separation edges, equation (22).
b. At \( t = t_0 + \Delta t \), one needs \( \bar{v}(\bar{r}, t_0 + \Delta t) \) to determine the width of the vortex strip. Since this velocity is unknown so far, a good estimate is taken as the velocity at the preceding time step \( \bar{v}(\bar{r}, t_0) \), which is completely known from the solution corresponding to the initial condition. Within the time step \( \Delta t \), the displacement \( \Delta \bar{r} \) of any panel node is found from

\[
\Delta \bar{r} = \bar{r}(t_0 + \Delta t) - \bar{r}(t_0) = \Delta t \cdot \bar{v}(\bar{r}, t_0)
\]  

Equation (22) is the same as equation (28) of the NDV-method.

At \( t = t_0 + \Delta t \), one also needs the vorticity of the triangular vortex panels forming the free-vortex strip, \( \bar{\omega}(\bar{r}, t_0 + \Delta t) \). For each triangular panel, we express its five unknown coefficients, describing its linear vorticity distribution, in terms of the five unknown coefficients of the adjacent bound-vortex panel, at the separation edges, at \( t = t_0 \) (the coefficients of the bound panel are already known) and at \( t = t_0 + \Delta t \) (the coefficients of the bound panel are still unknown). This is achieved by satisfying the following conditions. At \( t = t_0 + \Delta t \) the vorticity is continuous at the global nodes (on the separation edge) between the bound- and free-vortex panels. Also, at \( t = t_0 + \Delta t \), the fluid particles along the downstream edges of the triangular panels are the same particles which existed at the edge of separation at \( t = t_0 \). According to Helmholtz theorem \( \frac{\partial \bar{\omega}}{\partial t} = (\bar{\omega} \cdot \bar{v}) \bar{v} \), the vorticity of these particles changes as they are convected downstream. But according to Kelvin theorem \( \frac{\partial G}{\partial t} = 0 \), the circulation around these particles remains constant and hence additional equations are written to satisfy Kelvin theorem between \( t = t_0 \) and \( t = t_0 + \Delta t \).

\begin{equation}
\Delta \bar{\omega}(\bar{r}, t_0 + \Delta t) = \bar{\omega}(\bar{r}, t_0) + \Delta \bar{\omega}(\bar{r}, t_0 + \Delta t)
\end{equation}

Next, the vorticity distribution on the wing \( \bar{\omega}(\bar{r}, t_0 + \Delta t) \) is obtained from the overdetermined set of algebraic equations.

c. At \( t = t_0 + 2\Delta t \), a new free-vortex strip is created along the separation edges, the first shed free-vortex strip is convected downstream under the condition \( \frac{\partial G}{\partial t} = 0 \), and step (b) is repeated to find locations of the free-panels nodes and \( \bar{\omega}(\bar{r}, t_0 + 2\Delta t) \).

d. The steady state is reached once the change in the vorticity distribution is less than a prescribed error.

To calculate the net pressure coefficient at any point on the wing surface \( \bar{r} \) at any time \( t_k = t_0 + t_k \cdot \Delta t \), we apply the unsteady Bernoulli’s equation

\[ \Delta \bar{C}_p(\bar{r}, t_k) = -2\bar{v}_j(\bar{r}, t_k) \cdot [\bar{\phi}(\bar{r}, t_k) + (\bar{e}_w + \Delta \bar{\omega}(\bar{r}, t_k))] - \frac{3}{2} \frac{\partial \bar{\phi}(\bar{r}, t_k)}{\partial t} \]  

where \( \bar{v}_j(\bar{r}, t_k) \) is the jump in the tangential velocity across the wing, which is completely known from the vorticity vector at this location, \( \bar{\omega}(\bar{r}, t_k) \).

NUMERICAL EXAMPLE FOR A STEADY-FLOW—The developed computer program of Figure 34 is used to solve for the steady flow past a rectangular wing having side-edge separation. The wing is of aspect ratio of one at 9.7° angle of attack. The wing is divided into 6x6 quadrilateral bound-vortex panels, the trailing edge free-vortex sheet is divided into 6x6 quadrilateral free-vortex panels, and the side edge free-vortex sheet is divided into a 6 vortex strips and each is divided into a different number of quadrilateral free-vortex panels such that the last panel in each strip occupy the same chordwise station as that of the last panel.
of the trailing-edge free-vortex panel.

Figure 35 shows a typical converged solution of the spanwise and chordwise components of vorticity at the local nodes of the quadrilateral vortex panels. At any node, the upper number is the spanwise component $\omega_z$ and the lower number is the chordwise component $\omega_c$. It is seen that the continuity of vorticity condition, Kutta condition and the symmetry condition are satisfied at the common nodes, at the nodes of the trailing and side edges, and at the nodes of the line of symmetry; respectively.

Figure 36 shows the spanwise variation of the section normal-force coefficient at three iteration steps. The solution converges in the third iteration step and is in good agreement with the experimental data of Scholtz\textsuperscript{24}. The figure also shows the solution of the same case obtained by the NDV-method with 6x6 bound-vortex lines. One can conclude that the NDV-method underestimates the normal-force coefficient near the wing tip. If the number of bound-vortex lines of the NDV-method is increased to 9x7 (Figure 16), the solution agrees with that obtained by the NHV-method with 6x6 bound-vortex panels. This clearly shows that a less number of vortex panels gives the same accuracy as that obtained by a large number of bound-vortex lines.

Figure 37 shows the converged solution of the spanwise variation of the section pitching-moment coefficient for the wing. The results of the NDV-method with 6x6 and 9x7 bound-vortex lines are also included in the figure.

Figure 38 shows the spanwise variation of the net-pressure coefficient at different chord stations with different number of panels for a rectangular wing at 15° angle of attack. The corresponding results of the NDV-method are also shown in the figure.

The present computer program is computationally efficient when it is compared with other existing codes which use high-order doublet distribution. The CPU time on the CYBER 175 for this case is about 200 seconds.

NUMERICAL EXAMPLE FOR AN UNSTEADY FLOW-The same computer program is also used to solve for the unsteady flow past impulsively started wings from rest without side edge separation. In the two examples, the wing is divided into 5x5 quadrilateral bound-vortex panels with a sine distribution in the chordwise direction and a cosine distribution in the spanwise direction. In the present cases, the dimensionless time step is equivalent to 0.48 where the root-chord length is 5 units.

Figure 39 shows the distribution of the lift coefficient for a rectangular wing of aspect ratio of three at 5° angle of attack for $t=2$ and $t=22$. The present results are compared with the steady numerical data of reference (83) where 196 panels of constant potential function are used. It is also compared with the experimental data of Reference (82). Although we used 25 panels in the present case, the results compares well with the given data.

Figure 40 compares the growth of indicial lift for the same wing considered above with the numerical data of reference (84) where 100 panels of constant doublets are used.

Figure 41 shows the distribution of net pressure coefficient for a rectangular wing of aspect ratio of two at 20.5° angle of attack for $t=2$, 10, 21 and 22.

On the CYBER 175 computer, the CPU time for each case with 5x5
bound panels and 22 time steps is about 10 minutes.
Currently, work is underway to increase the number of panels, use the efficient far field calculations, and calculate cases with side- and leading-edge separations.

CONCLUDING REMARKS

Steady and unsteady, incompressible free-wake analysis has been presented in detail. In the first part of the lecture, the motive behind the problem is established. Some of the existing experimental measurements and data are discussed and the approximations for the mathematical model are deduced. Using the model, the general formulation of the problem and special steady and unsteady cases are developed. The existing methods of solution are divided into four main groups; slender-body methods, nonlinear vortex lattice methods, doublet-panel methods, and nonlinear vortex-panel methods.

Two specific methods (one from the second group; the NDV-method and the other from the fourth group; the NHV-method) are presented in detail with numerical examples showing their capabilities and success. I would like to emphasize that the nonlinear discrete-vortex method should not be abandoned in view of the success of the MNDV-method. It is simple, accurate, and efficient. For more accuracy, all we need is to replace the near-field calculations by continuous vortex panels instead of the vortex lines.

The solution of the free-wake problem is far from being complete. The problem of compressibility effects in high subsonic and transonic flow needs considerable efforts in the future. In the transonic regime, the problems of shock capturing and shock-free wake interaction will require careful analysis and bigger computing machines. Currently, several researchers are approaching the present problem using the finite difference method. It remains to be seen how successful this approach is.
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Leading- and Trailing-Edge Vortex Interaction (Reference 4)

a. Vortex Flows of Isolated Wings and Bodies
b. Symmetric Vortex Flow of a Wing-Body Configuration

c. Vortex Flow of a Hovering Rotor (Reference 5)

Figure 1. Examples of Vortex Flows
Figure 2. Types of separation near the leading edge of highly swept back wings.
Figure 3. Lift Coefficient Vs angle of attack for highly swept back wings.

Figure 4. Inviscid model of primary separation
Figure 5. Space-Fixed Coordinates XYZ, Wing-Fixed Coordinates xyz, and Eulerian's Angles $\alpha, \beta, \gamma$.

Figure 6. Construction of the discrete-vortex system in the NDV-method.
Figure 7. Self-induced tangential velocity in the NDV-method.

Figure 8. Typical solution of the side-edge vortex sheet, steady flow, AR=1, $\alpha=15^\circ$, 6x6 lattice, NDV-method.
Figure 9. Rehbach's progressive deformation of rectangular wing.

Figure 10. Typical solution of the leading-edge vortex sheet, steady flow, AR=0.7, $\alpha=15^\circ$, 8x8 lattice, NDV-method.
Figure 11. Typical solution of the leading-edge vortex sheet, steady rolling motion, AR=0.7, $a=0^\circ$, $\Omega=0.2$, 8x8 lattice, NDV-method.

Figure 12. Typical solution of the leading-edge vortex sheet, Yawed wing, AR=0.7, $a=15^\circ$, $\beta=10^\circ$, 8x8 lattice, NDV-method.
Figure 13. Typical solution of the free-vortex sheets for a canard-wing configuration, steady flow, AR=1.66, $\alpha=15^\circ$, 5x5 and 8x8 lattices for the canard and main wing; respectively, NDV-method.

Figure 14. Typical solution of the leading-edge vortex sheet for a wing-body combination (no leeward separation), AR=2, $f=9.86$, $\alpha=12.15^\circ$, 9x9 lattice for wing, 25x16 lattice for the body.
Figure 15. Typical solution of the unsteady wake for a delta wing, AR=1, \( \alpha = 15^\circ + 4 \sin \frac{\pi}{6} \), 6x6 lattice, NDV-method.
Numerical Results

- Gersten\textsuperscript{57}
- Rehbach\textsuperscript{63}

Experimental Results

- Scholz\textsuperscript{24}

Linear

Nonlinear \textsuperscript{NDV}-Method (9 x 7 lattice)

Figure 16. Spanwise variation of section normal-force coefficient, AR=1.

Figure 17. Net spanwise pressure distribution on a delta wing, AR=0.7, \(\alpha=15^\circ\), 8x8 lattice, \(x/c\approx 0.395\).
Figure 18. Upper and lower, spanwise pressure variation on a steadily rolling delta wing, AR=0.7, $\alpha=0^\circ$, $\Omega_x=-0.2$, 8x8 lattice, $x/c_T=0.778$.

Figure 19. Lift and pitching-moment coefficients for a wing-body combination, AR=2, $f=9.86$, 9x9 lattice for wing, 25x16 lattice for body.
Figure 20. Variation of the normal-force and pitching-moment coefficients with increasing and decreasing angle of attack, rectangular wing, AR=1, α=1, 4x4 lattice, NDV-method.
Figure 21. Variation of the pitching-moment and normal-force coefficients for a delta wing in pitching oscillation, $AR=1$, $\alpha=15^\circ+\frac{4}{\pi} \sin \omega t$, 4x4 lattice, NDV-method.
Figure 32: Typical solution of the leading- and trailing-edge vortex sheets, AR = 1, 7 x 7 lattice, NOV-Method.

Figure 33: Leading- and trailing-edge sheets behind a delta wing in planes perpendicular to the wind direction, AR = 1, $\alpha = 17^0$, 7 x 7 lattice, NOV-Method, $z = x/b$ (origin at TE.)

Figure 34: Typical solutions at different iteration steps; ITER = 6 is the converged solution showing the leading- and trailing-edge cores in two- and three-dimensional views; AR = 1, $\alpha = 20.5^0$, 10 x 10 lattice, 1/4 turn, NOV-Method.
Figure 29. Leading- and trailing-edge sheets and flow direction in a plane perpendicular to the wind direction with different turns. AR = 1, \( \alpha = 20.5^\circ \), \( \epsilon = 0.08 \).

Figure 30. Leading- and trailing-edge sheets and flow direction in a plane perpendicular to the wind direction with different turns. AR = 1, \( \alpha = 20.5^\circ \), \( \epsilon = 0.533 \), MINDY-METHOD.
Figure 27. Leading- and trailing-edge sheets and flow direction in a plane perpendicular to the wind direction at different turns $AR = 1$, $\alpha = 20.5^\circ$, $\epsilon = 1.066$, MNDV-METHOD.

Figure 28. Static pressure contours in different planes perpendicular to the wind direction, $AR = 1$, $\alpha = 20.5^\circ$, 12 x 12 lattice, 3/4 turn, MNDV-METHOD.

Figure 29. Span-wise net surface pressure variation, $\alpha = 20.5^\circ$, 12 x 12 lattice.
No Penetration Condition

Continuity of Vorticity

Kutta Condition

Symmetry Condition

Kelvin Theorem

Figure 30. Boundary Conditions and Arrangement of Bound- and Free-Vortex Panels, NHV-METHOD

Figure 31. Quadrilateral Vortex Panel Used on the Bound-Vortex Sheet

Figure 32. Triangular Vortex Panel Used on the Free-Vortex Sheet
Figure 33. Details of the Boundary Conditions for the Steady-Flow Problem.

Figure 34. Flow Chart of the Computer Program For the Steady and Unsteady (Time Domain Approach) Flow Problems, NV-METHOD.
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Figure 35. Typical Solution of Vorticity Distribution on the Wing, AR = 1, T.E.

\( a = 9.7^\circ, 6 \times 6 \) panels.
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Figure 36. Spanwise variation of the section normal-force coefficient for a rectangular wing at 3 iteration steps. AR = 1, \( a = 9.7^\circ, 6 \times 6 \) panels.

![Graph showing normal-force coefficient variation](image)

Figure 37. Spanwise variation of the pitching moment coefficient for a rectangular wing. AR = 1, \( a = 9.7^\circ, 6 \times 6 \) panels.

\textbf{ORIGINAL PAGE IS OF POOR QUALITY}
Figure 39. Chordwise Variation of the Lift Coefficient at Various Spanwise Stations for a Rectangular Wing, AR=3, α=5°, 5x5 Bound Panels, zero thickness, No Tip Separation.

Figure 40. Spanwise Variation of net pressure coefficient at different stations for a rectangular wing, AR=3, α=5°, 5x5 Bound Panels, zero thickness, No Tip Separation.

Figure 41. Spanwise Variation of net pressure coefficient at different chordwise stations for a Rectangular Wing, AR=2, α=20.5°, 5x5 Bound Panels, zero-thickness, No Tip Separation.

Figure 42. Growth of Indicial Lift for a Rectangular Wing, AR=3, α=5°, 5x5 Bound Panels, zero thickness, No Tip Separation.