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ABSTRACT

THE NATURE OF LARGE-SCALE

TURBULENCE IN THE JOVIAN ATMOSPHERE
	 00

The energetics and spectral characteristics of quasi-geostrophic

turbulence in Jupiter's atmosphere are examined using sequences of

Voyager images and infrared temperature soundings. Using global wind

measurements we quantify momentum transports associated with zonally

symmetric stresses and turbulent stresses. Though a strong up-gradient

flux of momentum by eddies is observed, measurements do not preclude

the possibility that symmetric stresses play a critical role in

maintaining the mean zonal circulation. Strong correlation between the

observed meridional distribution of eddy-scale kinetic energy and

available potential energy suggests coupling between the observed

cloudtop turbulent motions and the upper tropospheric thermodynamics.

We formulate an Oort energy budget for Jupiter's upper troposphere.

Fourier analyses of turbulent motions within zonal jets suggest

that large-scale Jovian turbulence obeys a k -5/3 power law, where k

is the zonal wavenumber. This implies that the observed turbulence is

two-dimensional with an up-gradient flow of kinetic energy fro g smaller

scales (e.g., baroclinic scales). Turbulent kinetic energy generally

peaks at the scale for which Rossby wave propagation begins as

suggested by Rhines (1975).
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The largest turbulent scales (e.g., the Great Red Spot (GRS) and

the White Ovals) occur at the order of or greater than the so-called

Rhines radius. Studies of the inertial transport of kinetic energy

w*thin momentum control volumes around the GRS and White Oval BC indi-

cate that these eddies feEd barotropically upon the meridional shear in

the mean zonal wind and are thus maintained as shear instabilities.

The solitary Rossby wA yn model of Maxworthy and Redekopp (1916) is

one of the few models cap "ale of accorrmmodatinn such a barotropically

forced perturbation. Using the observed temperature profile in the

atmosphere ambient to the GRS, we compute a perturbation temperature

profile based upon numerical solution of the eigenvalue problem govern-

ing the vertical structure of a soliton. For choices of eigenvalue

appropriate for the observed meridional shear of the ambient mean zonal

wind we obtain eigenfunctions which match the observed perturbation

temperature profile above the GRS. This suggests the validity of the

solitary wave model for describing the largest turbulent scales.

Refer to Chapter 6 for a brief summary.
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CHAPTER I. AN INTRODUCTION

We investigate the nature of large-scale Jovian (ti102 -104 km)

turbulent eddies and the role they play in the global circulation of

the atmosphere of Jupiter. In Chapters 2 and 3 we use time sequences

of Voyager images and Voyager Infrared Radiometer and Imaging Spectrom- 	 ►

eter (IRIS) data to obtain information relating to the dynamics and

energetics of the Jovian atmosphere. In Chapter 2 we examine the role

of various observable energy reservoirs and transport processes in

maintaining the mean zonal circulation. In Chapter 3 we examine the

large-scale turbulent spectrum. The second segment of our report

begins in Chapter 4 with a detailed examination of the role played by

stresses in maintaining the largest Jovian eddy, the Great Red Spot.

We then turn to an investigation of the validity of the solitary Rossby

wave model for the Great Red Spot as suggested by Maxworthy and

Redekopp (1916). Based upon observed IRIS vertical temperature pro-

files we examine the vertical structure of an atmospheric soliton in

Chapter 5 and compare our results to IRIS observations of the tempera-

ture structure of the Red Spot.

Chapter	 is a rather detailed introduction to our thesis. We

begin with a brief discussion of the role played by large-scale tur-

bulence in Earth's atmosphere. Our dependence upon Voyager imaging and

IRIS data throughout this investigation dictates a very brief discus-

sion of the hardware and methods used to obtain measurements of Jovian

1-1

E

i



.I 4- ice.._°

wind speeds and turbulence. Chapter 1 ends with a review of

theoretical models which have been developed to explain the Jovian

circulation.

The basic geometry used in our study will be that familiar to geo-

physical fluid dynamicists as the mid-latitude beta-plane. We generally

follow notation much like that of Holton (1972). We may establish a

spherical coordinate system with origin at Jupiter's center from which

we measure r radially outward. We measure longitude by x (positive

westward) and latitude by e  (positive northward). For an oblate

spheroid like Jupiter we may define an oblate or planetographic

latitude by unsubscripted a as,

(

rjj 2
e = tan 1

J E
tan e

r P	c

where,

r 
	 =	 equatorial radius of Jupiter

rJP	 =	 pola r radius of Jupiter

6 	 =	 angle measured about Jupiter's center from equatorial
plane, i.e., the so-called planetocentric latitude.

Unless otherwise explicitly stated all latitudes referenced in our work

Will tie planetographic.

On the large, so-called quasi-geostrophic, scale curvature terms

are generally neglected in the governing equations. Hence, we will

typically replace a, e, and r by their local Cartesian equivalents

x, y, and z, where x is measured positive eastward, y is measured

positive northward, and z is measured positive upward. The velocity

1-2



components along these three Cartesian axes are given by the total time

derivatives of x, y, and z and are represented symbolically as u, v,

and w.

All other symbols will be explicitly defined as they initially

appear in the context of our investigation. Unless otherwise noted a

symbol will retain its meaning throughout the entire body of this

work. We have (with very few exceptions) avoided the redundant use of

a single symbol for two different parameters cven though the parameters

may appear in very different contexts.

1.1 The Role of Large-Scale Eddies in Earth's Atmosphere

The global circulation of any planetary atmosphere is driven by

the atmosphere's attempt to minimize available potential energy. This

minimization generally involves the even redistribution of unevenly

distributed heat. In Earth's atmosphere incoming heat is unevenly dis-

tributed from equator to pole and subsequent attempts by the atmosphere

to move cold air equdturvard and warm air poleward drive the global

circulation. The redistribution of heat can take place over a wide

spectrum of spatial scales so that the definitive measurement of energy

transport rates associated with the redistribution is quite compli-

cated. The simplest approach to take regarding these spatial scales is

bimodal and is obtained by performing a decomposition of the global

circulation into zonally-averaged components and fluctuations from

these zonal averages or "eddy" components. Thus, the zonal wind

component (u) becomes,

u=u+u'
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where,

U = zonally averaged component

u' = deviation or eddy component.

This so-called Reynolds decomposition (after Reynolds, 1895)

raises the question: on which scale (mean or eddy) does the redistri-

bution of heat take place? Original attempts to explain the global

circulation of Earth's atmosphere (Halley, 1686; Hadley, 1735) were

based upon the notion that the redistribution took place on the zonal

mean scale. The so-called "Hadley cell" circulation, representing a

redistribution on the mean scale, formed the basis for most general

circulation models for the next 200 years or so (Ferrel, 1889; Thomson,

1857). Models based upon mean scale redistribution met with only

limited success, and understanding of the general circulation of

Earth's atmosphere seemed to stagnate.

Jeffreys (1926) instigated the modern era of general circulation

studies with his investigation of the angular-momentum balance of our

atmosphere. His work suggested that eddy-scale motions must play an

important role in any model of the global circulation. Starr and White

(1951) and Lorenz (1955) subsequently showed that at mid-latitudes

eddies with length scales of 10 3 km were rEsponsible for the bulk of

the heat transport in the terrestial atmosphere. Hence, in Earth's

atmosphere eddies represent a critical link in the north-south redis-

tribution of potential energy.

A useful context in which to look at the global circulation is

that provided by the Oort Energy Budget Diagram (Dort, 1964; see

1-4



Lorenz, 1967 for a detailed treatment). The approach is to divide the

total energy contained in the atmospheric system into 4 reservoirs:

zonal mean and eddy available potential energy (P and P') and zonal

mean and eddy kinetic energy (R and K'). The dynamics of the global

circulation may be d Ascribed in terms of the energy transport processes

which link the four reservoirs. In Figure 1.1 we present an Oort dia-

gram for Earth's troposphere. Following Lorenz (1967) the magnitude of

the energy contained in each reservoir may be expres ,-ed approximately

as,

1	
R 2T2

V
0

f  HN

2	
dV

,

V HN

K = 2
	 a(U2 + v2 ) dV	 (1.3)
fV

K' = ^	
p(u'2 + v' 2 ) dV	 (1.4)

V

where,

P	 = mass density

R	 = gas constant

H	 = pressure scale height

1-5



Figure 1.1. Dort Energy Budget Diagram for the terrestial tropo-

sphere. Zonally symmetric differential solar heating

establishes a reservoir of mean available potential

energy (P) in a process which is about 2% efficient.

Roughly 20% of this mean available potential energy is

converted into zonal flow by direct Hadley cell

overturning mostly in the tropics. Nearly 80% of the

forcing for Earth's general circulation is provided by

mid-latitude baroclinic eddies which ultimately pump

the bulk of their momentum into the mean zonal flow.
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N	 - Brunt-Vaisala frequency

T	 - zonally averaged temperature deviation from global mean

T'	 - eddy temperature deviation from global mean

u, v	 - zonal mean of zonal and meridional wind component

u', v' - eddy zonal and meridional wind component

and( ) dV indicates integration over a volume of atmosphere.
fV

The redistribution of atmospheric energy involves transport processes

linking the four reservoirs. These transport processes may be written

as (Holton, 1915):

{P • K } _ +	 A w T dV	 (1.5)
V

{P P' } _ -	 a ^2 (=T^ 	 ay + ;=
T
 az ^ dv	 (1.6)

fV

{P' • V } = +	 P R w' T' dV	 (1.1)

fV
; K , • K1 _ +	 o	 u, 

v , au + u' w, au + v ,2 av + v, 
w' av

ay .	 az	 ay	 az
V

+ u Stan e -u ,2 vtan a	 dV	 (1.8)
J	 J
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Note that the above expressions are geostrophic, as we have made the

substitution,

az	
geopotential thickness a, RT .

Overbars represent zonal mean values, while the symbolism {A • B)

describes energy transport from reservoir A to reservoir B. In Earth's

atmosphere the processes responsible for maintaining a supply of energy

in the K' reservoir relate to the baroclinicity (see Section 1.3.2.2.2)

of our atmospheric system. Later in this chapter we will review those

processes which have been proposed as being responsible for maintaining

K and K' in Jupiter's atmosphere. In Chapter 2 we shall set up an Oort

diagram for Jupiter's atmosphere and comment on its powerful

implications.

1.2 Observational Resources Prov i ded by Voyager

The two Voyager flybys of Jupiter in March and July, 19:1`9 provided

a wealth of information relating to the dynamics and energetics of

Jupiter's atmosphere. In our observational studies we are dependent

1-10
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upon time sequences of Voyager images to obtain measurements of the

Jovian cloudtop motions. Thus, a brief description of the Voyager

imaging system and the methods used to deduce wind speeds from observed

cloud motions is in order. The interested reader is referred to Smith

et al. (1977) and Snyder (1979) for a more detailed description of the

hardware.

1.2.1 The Voyager Imaging Experiment and the AMOS System

Each Voyager spacecraft is equipped with identical television

camera systems, consisting of boresighted narrow-angle and wide-angle

vidicon cameras with focal lengths of 1500 mm and 200 mm respectively.

The fields-of-view provided by the two camera systems are respectively

a square 0°424 and 3°209 on the side. The active imaging area on the

vidicon faceplate consists of a square array of 800 x 800 picture ele-

ments or pixels. Thus, the approximate angular resolutions of the

narrow-and wide-angle cameras are respectively 1.060 x 10 3 degrees/

pixel pair and 8.024 x 10 -3 degrees/pixel pair. This corresponds to

a spatial resolution of 150 km/pixel pair and 1050 km/pixel pair at a

range from Jupiter to the spacecraft of approximately 8.1 x 10  km.

This is roughly the range and resolution associated with the global

data sets used in Chapters 2 and 3.

Each camera is fitted with an eight position filterwheel which

allows for monochromatic imaging through a series of filters (which for

the narrow-angle camera range from an "orange" filter centered at 5700A

to an "ultraviolet" filter at 3250A). Though it is possible that

images through different filters might allow limited vertical discrimi-

nation of the data, we shall not concern ourselves with a possible

1-11



1.
relation between color and altitude. Data comprising the Voyager 1

global data set (or "world map") was obtained through a narrow-angle

orange filter, while the Voyager 2 world map utilized a series of

narrow-angle violet images (centered at 4000A).

Shading is encoded in an eight-bit format so that there are a

total of 256 gray levels which can be assigned to each pixel in the

frame. Subsequent ground-based "stretching" of the encoding can be 	 .00

used to enhance detail which might otherwise be lost. Such enhancement

was performed on almost all of the frames used in this study.

The truly unique character of Voyager imaging data is realized in

a time series of frames in which motions of small cloud features are

used to deduce a measure of the wind speed at the cloudtop level. As

pointed out by Maxworthy (1973) it is risky to assume that cloudtop

motions represent the movement of atmospheric mass and not the phase

speeds of atmospheric waves. However, we note that over a wide range 	 i

of spatial scales (10 1 to 103 km) the observed wind speeds in any

one region of the planet do not appear to be a function of wavelength

(at least in the sense anticipated for motions representing phase velo-

cities). Based upon this observation and with some faith, we shall

assume that the observed cloud motions represent mass advection or

"wind".

At the image Processing Laboratory (IPL) of the Jet Propulsion

+.boratory a special computer interactive facility has been set up to

convert measurements of cloud motions into data sets of wind veloci-

ties. The system makes use of IPL's IBM 360/65 and PDP-11 front end

processor with a set of sortware known as Atmospheric Motion Study

1-12



(AMOS). It is probably inappropriate and certainly time consuming for

us to discuss the AMOS process in too much detail, hence, the inter-

ested reader is referred to Yagi et al. (1978). Positions in the

2-dimensional "image space" of a Voyager frame are converted into

planetographic coordinates on Jupiter's "surface" (i.e., latitude and

longitude). This conversion is based upon several navigational input

parameters taken from the spacecraft's Science and Engineering Data

Record (SEDR). The process is not, however, precisely deterministic as

it requires that the limb of a Jovian map grid be fit in a least

squares sense to the apt,ical limb of Jupiter. Following the conversion

from image space to map space a pair of frames separated by a known

interval of time are displayed side by side on a video monitor. Using

a trackball operated cursor the user cross-identifies individual cloud

features in the two frames. The observed motion of these features

through map space is automatically converted into a measure of u and v,

the feature's zonal and meridional speed. Under the assumption that

the observed velocity is advective the method provides measures of

ambient wind speed. The author and ci:hers (see Beebe et al., 1980;

Ingersoll et al., 1981) have estimated the total error in velocity mea-

surement due to the sum of limb fitting, navigational parameter, and

user identification errors to be approximately +1.5 m sec 1 at a

spatial resolution of roughly 150 km/pixel pair (i.e., "world map"

resolution).
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1.2.2 Voyager Infrared Spectrometer and Imaging Radiometer (IRIS)

Reference to Equations 1.3, 1.4, and 1.8 indicates that wind mea-

surements with the AMOS system allows the computation of K, K', and

portions of {K' - K } at the cloudtop level. The computation of

P ao u ^' and the energy conversions from potential to kinetic energy

requires a spatially resolved measure of zonal mean and eddy tempera-

Lure deviations, represented by T and T' respectively. Measurements of

temperature as a function of both spatial location (x and y) and pres-

sure (p) are provided by the IRIS instrument (see Hanel et al., 1977,

for a complete description of the hardware and the method of data

analysis).

The IRIS instrument consists of a pair of Michelson interferom-

eters, and a boresighted radiometer. The interferometers are used to

obtain measurements of radiance within absorption bands of minor atmo-

spheric constituents. Provided the m i xing ratio (assumed constant with

depth) and the absorption coefficients o! these constituents are known,

the optical depth as a function of pressure can be computed for each

frequency in the absorption band. Selection of a set of spectral

intervals with a range of opacities allows one to deduce T(p), the

temperature as a function of pressure (Gautier and Courtin, 1979).

Naturally, the presence of clouds will lead to error, and below the

cloud top level deduced vertical profiles are questionable. The

vertical resolution in the range from 1000 to 10 mb varies between 1

and 3 pressure scale heights. Horizontal spatial resolutions

obtainable with IRIS are roughly 2000 to 4000 km for the highest

resolution set of data used to compute P and P' globally.
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1.3 A Review of the Theoretical Resources at Our Disposal

Having briefly examined the nature of the Voyager data set at our

disposal, it is also necessary that we provide our reader with a review

of past theoretical treatments and models of the Jovian circulation.

Such a background is no less a valuable resource than the rich Voyager

data set. We divide this review into two sections. The first provides

a brief qualitative description of what we shall later refer to as the

"classical" or Hess-Panofsky model for the mean zonal circulation. The

second section deals with several more detailed mechanisms which have

been suggested to explain both the mean and eddy circulation.

1.3.1 The Classical Model of the Jovian Circulation (Hess and
InQersoll and Cuzzi. 1969)

Based upon historical observations of mean zonal velocity as a

function of latitude (u(e)) Hess and Panofsky (1951), noting the

cyclonic relative vorticity associated with belts (darker bands) and

the anticyclonic vorticity of zones (lighter bands), first suggested

that the observed cloudtop vorticity was coupled to horizontal fields

of divergence (zones) and convergence (belts) through the strong con-

straints of geostrophy. The basic notion was that rising motion

beneath the cloudtops in the zones resulted not only in the observed

anticyclonic vorticity, but also in the freezing out of some atmo-

spheric constituent (probably ammonia). They presumed that this pro-

cess gave zones their brighter albedo. They suggested that sinking

motion in belts led not only to cloud level convergence, but to clear-

ing, rendering darker underlying clouds visible (see Figure 1.2).
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Figure 1.2. The Hess-Panofsky mechanism for driving Jovian zonal jets.

The jets arise from the Coriolis deflection of cloudtop

divergence in zones and convergence in belts, thus maximum

zonal velocities occur at the belt/zone interfaces.
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Ingersoll and Cuzzi (1969) extended this "classical" concept of

Jovian circulation to argue that the thermal wind relation constrained

zones to be warmer regions beneath the cloudtops and belts to be colder

regions. Thus, in this classical concept of the Jovian circulation

zones were analogous to terrestrial anticyclones and belts to terres-

trial cyclones. The unavoidable connotation was that the zonal mean

M
circulation was driven by a zonally symmetric temperature distribu-

tion. This resulted in a zonally symmetric vertical motion field like

that of an equator to pole series of Hadley cells. We shall henceforth

refer to this classical or Hess-Panofsky model for Jupiter's mean zonal

circulation as the HP model. Due to its simple eloquence, this basic

model has remained nearly unchallenged in popular explanations of the

Jovian circulation.

1.3.2 Possible Mechanisms Driving the Mean, and/or Eddy Flow

The simple or "classical" HP model is dynamically limited only to

the extent that planetary rotation is required to produce Coriolis

deflections in a mean meridional wind. The mean meridional motions are

assumed to be driven by an associated zonally symmetric vertical motion

field. The classical model does not specify the mechanism energeti-

cally responsible for these vertical motions. More detailed

theoretical treatments are necessary if we are to appeal to specific

mechanisms capable of supplying energy to the mean and eddy motions.

In this section we will provide a brief, yet hopefully complete, review

of more detailed treatments which have appeared in the literature. We

dicuss only those mechanisms which currently seem to be viable. At

this point we will intentionally neglect the solitary Rossby wave model
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of Maxworthy and Redekopp (1976) as this model is not tied to any

specific energy mechanism. Chapter 5 is devoted to a detailed

investigation of the solitary wave model. In this section we examine

three mechanisms which seem viable as explanations for the Jovian mean

and/or eddy flow: the convective, baroclinic, and barotropic mechanisms.

Stone (1976) in a highly recommended review article looks at the

mechanisms we call "convective" and "baroclinic" as manifestations of

the same phenomenon: the sinking of dense fluid and the rising of

light fluid so that available potential energy is reduced. He

envisions this process as taking place over a wide spectrum of

Richardson number (Ri) where we choose to write Ri in a form given by,

a9

Ri - Tot --^—2

9 \ay/

where,

a = planetary rotational frequency - 1.76 x 10
-4
 sec -1 for

Jupiter

g = gravitation acceleration

T = temperature

•	 -R/c
E)= 	

p
 T(p/p o) 	 = potential temperature

with,

p	 = pressure

po	 - reference pressure

R	 = gas constant

c 
	 - specific heat at constant pressure
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I
T	

typical meridional gradient temperature
V

ae	
= potential temperature lapse rate.

az

Notice that the Richardson number represents in some sense a mea- 	 '

sure of the ratio of the non-adiabatic lapse rate to the horizontal

temperature gradient. Thus, the Richardson number can be used to

classify an atmosphere as convective (at low or negative values of

Ri) or as baroclinic (at larger and positive values of Ri). At

negative values of Ri (i.e., a statically unstable fluid) most of the

heat transport takes place vertically, and the flow is said to be con-

vective. As Ri increases the plane of heat transport reorients to the

horizontal and at a critical value of Ri a 1/4 (at which even forced

convection ceases) the flow becomes baroclinic (Drazin and Howard,

1966). Thus, we might take the view that baroclinicity is little more

than "sideways" convection.

Both convective and baroclinic instabilities involve vertical

gradients of temperature, coupled in the latter case with horizontal

temperature gradients. Unfortunately, it remains likely that both the

vertical and the horizontal spatial resolution obtainable with the

Voyager IRIS instrument is inadequate for a definitive observational

treatment of either subject. We nevertheless, begin with a review of

Jovian circulation models which employ these mechani5:ns.

1.3.2.1 Convective Models

A logical extension of the classical HP model is one in which

vertical motions are driven by some form of convective instability
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associated with the belts and zones. Thus, convective models have

often been used to describe not only the nonaxisymmetric (eddy), but

the axisymmetric (mean) Jovian features as well. We designate as con-

vective those models which depend essentially upon unstable vertical

density (i.e., temperature) gradients and note that they may be divided

into three categories: those for which convective motions are shallow

relative to the planetary radius, those for which convective motions 	 0
are deep relative to this radius, and those which involve a convective

feedback mechanism driven by latent heat release or a Conditional

Instability of the Second Kind (CISK; note that this CISK mechanism is

convective rather than wave induced).

1.3.2.1.1 Shallow Convective Models (Williams and Robinson, 1973)

Williams and Robinson (1973) examine both the linear and nonlinear

problem of spherical, rotating Benard convection for a "semi-shallow"

atmosphere (one for which "deep" atmospheric effects due to curvature

terms in the equation of motion become active while remaining secon-

dary). From the linear theory of rotating Benard convection they point

out that with the assumption that the Prandtl number (o) is of order

unity,

K
o =	 e - 0(1)K

where,

Ke = total eddy viscosity coefficient

K = eddy thermal diffusivity,

the convective eddy geometrical aspect ratio (horizontal wavelength to

depth) is given by 2wu
112 

Ta -	, where Tao = (Ta sing e) is a local
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b	 24 2
Taylor number at latitude e, and Ta = 4a d /KeV is the Taylor num-

ber (for atmospheric depth d and vertical eddy viscosity coefficient KeV).

The dimensionless parameter v is just the ratio of horizontal (K eH ) to

vertical ( KeV ) eddy viscosities where,

	

2	 2	 2

	

Ke	 KeV + KeH

and

N : K eH/KeV .

Hence, if L o/d represents a measure of the local planetary aspect

ratio (where Lo = local horizontal length scale) then,

Ta l/2 L	 2
0	 0

u = 02 a

The Rayleigh number (Ra) measures the ratio of the buoyant force

to the product of the viscous drag and the rate of heat diffusion. For

the Jovian atmosphere Ra is given by,

	

Ra = g s aT d3
K 	 K
eV V

where,

g = gravitational acceleration

s = ^ = gradient of planetary vorticit;;

aT = TL - T  with TL and T  respectively the lower and upper

boundary temperatures

K V = vertical thermal diffusivity.
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Williams and Robinson assume that Ra in the Jovian atmosphere is given

by the critical value for the onset of convection,

Ra c 	4*2NTa1/2

in order to arrive at the relation,

2
doT = 49 L^ s i n 2 e .

Using the equatorial westerly jet to fix the value of L o and e

they argue that the product doT is a constant, indicating V-st for a

given depth scale there is only one free parameter, K eV , the vertical

eddy viscosity. For parametric inputs of d and K eV (i.e., Ra and Ta

respectively) they generate numerical solutions to the linear problem

(i.e., profiles of u, w, and T in the vertical -meridional plane, where

u is the zonal velocity, w is the vertical velocity, and T is the tem-

perature). They find that linear rotating Benard convection is capable

of maintaining an equatorial jet of the observed width, shape, and

magnitude if the active atmosphere is relatively shallow

(d < 500 km). Convective activity is a maximum at the equator. The

latitudinal range of convective activity seems determined by

Ra/Ta 1/2 , while Ra determines the amplitude of the convection.

An 'important dis.inction between the baroclinic and forced con-

vective instability mechanisms is that the form* r is independent of the

characteristics of the resulting turbulent field (and in that sense

liner to first order), whereas the latter depends upon the eddy
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viscosities associated with the turbulence (and is hence a nonlinear

mechanism). Thus, Williams and Robinson are compelled to parameterize

the eddy viscosities according to mixing-length theory for shear-driven

turbulence ( Deardorff, 1971). The numerical solutions of the nonlinear

case have axisymmetric modes which yield a zonal wind profile remark-

ably like Jupiter ' s. The associated vertical velocity field yields a

pattern of increasingly narrow belts and zones progressing poleward.

As in the HP model, belts and zones are regions of cyclonic and anti-

cyclonic mean shear. Poleward of approximately 45 0 latitude con-

vective activity ceases. Williams and Robinson thus speculate that the

mean zonal wind profile and associated belts and zones can be repre-

sented as 2-dimensional (i.e., "flat") Benard convection cells with

fairly large aspect ratios (L 0/d > 15).

They conclude their investigation by performing a numerical

stability analysis in which the axisymnetric flow of both the linear

and nonlinear model is subjected to longitudinal perturbations. Thus,

they represent the observed cloudtop eddies as perturbations on the

zonally symmetric Benard cells. The resulting 3-dimensional cells in

the velocity and temperature fields grow at a slow rate, indicating

that the turbulence lies close to the transition point from 3- to

2-dimensional flow (i.e., from large to fairly small aspect ratios).

1.3.2.1.2 Deee Convective Models (Busse, 195; Ingersoll and Pollard
S

Willlams and Robinson found that for Rayleigh numbers near Rac

the dominant convective mode consists of 2-dimensional cells which are

symmetric in the vertical-meridional plane. However, for small values
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of Taylor number (i.e., small rotation effects) the convective cells

become deep in the sense that the depth scale (d) of the atmosphere is

constrained to values of order 1000 km or more. The linear theory for

such low Taylor number cases is examined by Busse (1970x) and there-

after extended to describe the motions within the solar (Busse, 1970b)

and Jovian (Busse, 1976) atmospheres.

Busse examines the case of 3-dimensional turbulence in a self-

gravitating, rotating spherical shell of inner radius (r i ) and outer

rr.dius (ro) with uniform heating on the inner sphere. For the case

where turbulent viscosity is important in the interior, non-boundary

layer flow (i.e., low Taylor numbers or high Ekman numbers) he is able

to obtain expressions for both the critical radius and critical

Rayleigh number for the onset of convection as both functions of Ekman

number (E : Ke/aL 2, essentially an inverse Taylor number),

Prandtl number (o_ Ke/K) and latitude (e). These expres-

sions, as well as the solutions to the governing Boussinesq equations,

are obtained on the basis of a perturbation expansion in the parameter

n, where n is the variation in the length of the fluid cylinder in

a direction parallel to the axis of rotation. The linear analysis

requires that n/6 << 1, where 6 is a typical cylinder length in

the fluia shell (see Figure 1.3a). Busse found that in the Jovian

case, where r i - 50,000 km (for the metallic hydrogen core; see

Podolak and Cameron, 1974) and r o a 70,000 km, the inviscid flow at

latitudes less than that defined by the intersection of a tangent to

the core at the equator with the outer surface at r  is governed by

the Taylor-Proudman constraint to lowest order in n. Even in the
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Figure 1.3.(a) Schematic cross-sectional view of the deep convective

cylinders of Busse (1916). The Taylor-Proudman

cylinders extend through the fluid mantle with their

long axis parallel to the rotational axis of Jupiter.

The solid core casts a "shadow" at polar latitudes and

prevents the formation of cylinders.

(b) 3-dimensional sketch of Busse cylinders. Busse (1916)

suggests that eddy stresses, arising from the

vorticity associated with the cylinders, drive the

observed mean zonal circulation at the level of the

cloudtops.
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turbulently viscous case the instabilities in the temperate and tropi-

cal regions take the form of deep convective rolls oriented parallel to

the rotational axis (see Figure 1.3b). Busse (1974a) found close

agroemnt between his results and the nonlinear numerical results for

the so-called "even" mode of Roberts (1968), which is remarkable in

that the linearity condition (q/6 << 1) is clearly violated for

such deep cells. The flow at latitudes higher than the "critical"

value (i.e., about 450 latitude for Jupiter) corresponds to the

so-called "odd" mode and is characterized by convective cells like

those found in a plane layer, rotating about a vertical axis and heated
	

a

from below (Chandrasekhar, 1961). Busse (1976) uses the fact that

there are five observed zones in each hemisphere of Jupiter, and pre-

sumably five layers of convective co'iumns, to deduce a turbulent Ekman

number and corresponding eddy viscosity coefficient of K  = 1.2 x

10 6 m2 sec 1.

A key point to note regarding the shallow model of Williams and

Robinson and the deep model of Busse is the essential difference

between the mechanism giving rise to the mean zonal flow. In the model

of Williams and Robinson the mean zonal flow is the result of the

Coriolis deflection of mean meridional motions produced by

2-dimensional Benard convection cells which are most active in the

equatorial regions. This mechanism is identical to that maintaining

the mean flow in the classical HP model. In the mod:1 of Busse the

mean zonal flow is inertially driven through the nonlinear advection of

momentum by eddy stresses associated with the giant convective cells

which are presumably hidden beneath the Jovian cloudtops in the

temperate and tropical regions.

1-28



Busse's Taylor-Proudman cylinders correspond to the so-called

"geostrophic mode" of Greenspan (1968) in which the inner flow between

two concentric cylinders remains constant in directions parallel to the

axis of rotation. Ingersoll and Pollard (1981) perform a linear

stability analysis of mean zonal flow in this geostrophic mode. The

driving mechanism for the flow itself is not specified; however, forced

convection in Busse-like cylinders would be one consistent mechanism.

Ingersoll and Pollard describe the differential rotation of the coaxial

geostrophic cylinders with a zonal velocity profile given by u(R) where

u is the mean zonal velocity in the azimuthal direction (o), and R is

the radial direction in a cylindrical coordinate system with a Z-axis

correspundlag to the planet's rotational axis (see Figure 1.3). Note

that R - r  cos e c , where r J is the Jovin radius and ec

is the planetocentric latitude. Ingersoll and Pollard (1981) perform a

linear stability analysis of the radial profile u(R). They find that

for low azimuthal wavenumber disturbances (i.e., x, the distance

measured to the east on a spherical surface is scaled by Lo - rJ

cos ec , whereas R, the radial distance toward the rotational axis

is scaled by a length L << L O) differential rotation associated

with the geostrophic cylinders obeys a modified form of "e barotropic

vorticity equation given by,

dW	

=
dR	 0

dt - B dt
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where,

^, = e Z , vxV - axial component of relative vorticity in

cylindrical coordinates

and,

B = M-

with,

+h

M(R)=	 p(R,Z) d Z,

_h

h =
lr 

- R2 = one-half the length of the geostrophic cylinder.

Note that in the above vorticity equation B takes the usual role of

-B, where s =_ df/dy is the gradient of planetary vorticity.

Ingersoll and Pollard find that the stability of the differential

azimuthal rotation u(R) with respect to a perturbation of the form V(R)

exp Lik(x-ct)] is gcverned by the equivalent of the barotropic stabil-

ity equation in which -B replaces B and is given by,

(u - c)^RR + (B - u R ) * = 0

where,

^ = ^(R) = amplitude of the disturbance streamfunction

c = disturbance phase speed in the azimuthal direction.
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The azimuthal index of the disturbance, which must be small, is

given by m = kr J cos a and the growth rate by the product kci,

where c i is the imaginary part of the azimuthal phase speed. Numeri-

cally, Ingersoll and Pollard find that a sufficient condition for c to

be complex is that the quantity (B - uRR) must reverse sign somewhere

within the domain (note the similarity with the classical barotropic

stability criterion; see Section 1.3.2.4). One would expect violations

of their modified barotropic stability criterion to occur at the

latitudes of the eastward jets (i.e., where (B - NO 	 0)) in
analogy with the classical barotropic stability criterion for which

violations are anticipated at the latitudes of the westward jets (i.e.,

where (8 - uyy) N 0)).

They assume that u(R) manifests itself in the observed cloudtop

profile (Tf(y)), and examine the stability of the observed profile of

differential rotation u(R) on Jupiter. According to their modified

barotropic stability criterion the deduced profile of 'u(R) is stable to

low wavenumber, linear perturbations. There is the suggestion (see

their figure 2) that one eastward jet at +23 0 latitude might be

unstable, but they argue that the overall stability of tfte u(R) profile

favors a mean zonal wind which is driven by the differential rotation

of geostrophic cylinders. Their numerical results indicate that if the

modified barotropic stability criterion is violated, the disturbance

phase lines will slope eastward with increasing R away from the centers
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of the eastward jets. This implies that the disturbance is extracting

kinetic energy from the mean zonal flow given by u(R), and they con-

clude that the amplitude of the mean zonal wind profile on Jupiter is

limited by their modified stability criterion such that the mean flow

remains marginally stable.

On this basis they fail to explain why the amplitudes of the east-

ward bets are for the most part far below the stability limit. They

argue that the classical barotropic stability criterion, which holds

for a shallow atmosphere, is violated by the observed westward jets.

Hence, their reader is led to the conclusion that many of the observed

cloudtop eddies are manifestations of barotropic instability in a shal-

low, stratified upper layer of the atmosphere. On the other hand the

mean zonal flow of Ingersoll and Pollard is controlled by the differ-

ential rotation of the geostrophic mode cylinders and is thereby

decoupled from the observed cloudtop eddies. They point to long term

constancy of the zonal flow (Chapman, 1969) and the hemispheric sym-

metry of u(y) as observations supporting their view.

If the model of Ingersoll and Pollard is accepted, we will be able

to deduce little from the cloudtop kinematics which is meaningful on

the level of the planetary scale energetics. That is, if the observed

mean and eddy flows are decoupled, we will not be able to represent the

atmosphere's energy budget by a closed Oort energy diagram, as the

observed reservoirs of eddy energy have little relevance to the

observed mean energy reservoirs (see our diagram in Section 2.5).

Ingersoll and Pollard do not address the ultimate question of what

mechanism drives the differential rotation.
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We shall later see that at leost at some latitudes the observa-

tions are at best marginal for deducing violations of the classical

barotropic stability criterion. More importantly, on the global mean

the deduced direction of kinetic energy transport associated with the

cloudtop eddy advection of momentum is opposed to that anticipated for

barotropic instability.

1.3.2.1.3 Latent Heat Dependent Convection and CISK (Barcilon and

Barcilon and Gierasch (1970) p-,.N:),;ed that the mean zonal flow

observed at the cloudtop level is driven by the latent heat of water

vapor which condenses in the Jovian zones. Thus, unlike the deep con-

vective cells of Busse their convective activity is shallow. Unlike

the shallow convection of Williams and Robinson, the mechanism driving

the convection is not tied to a uniformly heated lower boundary (pre-

sumably due to the presence of a deep internal heat source), but rather

to local thermodynamics at the level of the clouds. Their mean zonal

flow is driven by geostrophic constraints, in this case coupled to the

mean meridional motion via an induced meridional temperaturE gradient

and subsequent thermal wind field. Their treatment is valid only for

small Ekman numbers (where E - K eV /f Ho = Ekman number at the

tropopause, with vertical eddy viscosity K ey , Coriolis parameter f,

and a pressure scale height H o at the tropopause level). The

condition that E < 10
-2
 holds for K ey < 10 3 m 2 sec 1 . For typical

Jovian velocity scales the resulting Richardson number (Ri) is 3.7 x

10-3 , clearly indicative of forced convection in which the turbulence

becomes 2-dimensional (i.e., the horizontal scales of motion become

much larger than the vertical scales; see Priestly, 1959).
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In the model of Barcilon and Gierasch the stress-free interface at

the tropopause gives rise to an Ekman layer of order E. Subsequent

Ekman pumping implies an 0(E) mean meridional flow dependent upon the

vertical gradient of meridional temperature differences. Their meri-

dional temperature differences, characterized by a meridional gradient

aTo/ay (where To = temperature at the tropopause level), are

maintained as a result of a net flux of condensate (i.e., water vapor)

into the zones. The subsequent release of latent heat increases the

temperature in cloudy regions (zones). Thus, their meridional tempera-

ture gradient applies not on the equator to pole scale, but rather on

the zone to adjacent belt scale.

The order E mean meridional motions advect entropy away from the

zones. They parameterize this loss of entropy with a linear function

in o(y), which, if balanced by diminished radiation loss to space

due to the blocking effect of the clouds within the zone, leads to a

vertically integrated statement of energy conservation which takes the

form of a non-linear, inhomogeneous second-order differential equation

in T0(y). The inhomogenuity is related to the water vapor flux

entering the zones.

Their solutions indicate that higher temperatures can be main-

tained in the zones due to an increased water vapor concentration

there. Unfortunately, their model does little more than simply defer

the ultimate question which now becomes: how does water vapor become

concentral.ed in the zones in the first place? They speculate that per-

haps the zonally symmetric baroclinic instabilities of Stone (1966) are

ultimately responsible for this concentration.
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A more p	 to1E^asin argwnent results if we extoo"@......0	 .ter.,.

concentration in zones on the basis of lower level convergence in the

zones. In such a case the release of latent heat drives increased

vertical motions which through continuity of mass drive more vigorous

mean meridional motions. These meridional motions increase the influx

of water vapor, which, through the increased release of latent heat,

drives more vigorous vertical motions. Such an inherently unstable

mechanism is one example of a Conditional Instability of the Second

Kind (the CISK mechanism). In subsequent work Gierasch, Ingersoll, and

Williams (1973) suggest that a greenhouse effect associated with the

cloudy zones is responsible for local warming which leads to increased

vertical motion, more condensation, and subsequently more cloudiness;

the mechanism is of the CISK type. A major criticism is levelled

against a mean zonal flow ultimately maintained through the CISK mech-

anism by Williams and Robinson who point out that a direct analogy with

terrestrial CISK mechanisms requires that the downwelling regions

(belts) cover approximately five times the horizontal area of the

upwelling regions or zones ( see Charney, 1970). Such a belt/zone

asymmetry is not observed on Jupiter.

1.3.2.2 Baroclinic Models

We have already remarked that in a sense baroclinic instabilities

represent horizontal or "sideways" convection (see Nt losky, 1979,

pg. 451 for a discussion of "Eady Angle convection") hence, a "baro-

clinic" atmosphere is characterized by horizontal heat transport rather

than large vertical heat transport as in a "convective" atmosphere. As

pointed out by Stone (19761, the baroclinic mechanism tends to
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stabilize the vertical temperature gradient of an atmosphere leading to

higher values of temperature lapse rate (;T/oz) and higher values

of Richardson number. Thus, in Stone's Richardson number spectrum

baroclinic instabilities occur in the Ri > 1/4 regime. The basic

instability mechanism can be of two types: a so-called inertial

instability (1/4 < Ri < 1) and the conventional baroclinic insta-

bility (Ri > 1). Both forms of instability are "baroclinic" in the

sense that they depend upon vertical shear induced by the thermal wind

relation in the mean zonal wind (as opposed to "barotropic" mechanisms

which depend upon the horizontal shear in the mean wind). The ultimate

source of this vertical shear is, of course, the available potential

energy stored in a field for which isopycnics (lines of constant den-

sity) and isobars (lines of constant pressure) do not coincide

(vox v p#o). We shall find that conventional baroclinic instabilities

draw their energy directly from the mean available potential energy,

whereas the inertial instability feeds upon the mean zonal kinetic

energy which is driven by the symmetric conversion of P into K.

1.3.2.2.1 Inertial Baroclinic Instabilities (Stone, 1966; Stone, 1967;
Stone. 1971)

Stone (1966) introduces the inertial instability mechanism by

considering the simplest baroclinic model, that of Eady (1949). The

reader is referred to Pedlosky (1979, pg. 456) for a discussion of this

basic model. The approach is to perturb a basic baroclinic state given

by

U = Z

V = W - o
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6=Z-^T

where U, V, and W are the zonal, meridional, and vertical dimensionless

velocities of the basic state; x, y, and z are now respectively the

zonal, meridional, and vertical dimensionless coordinates; e - e(y,z)

is now the dimensionless potential temperature; and Ri is the Richard-

son number. The complete form of the perturbation, which* is dependent

upon x, y, and z, is given by,

w - N(z) exp [i(ot + kx + ay)]

where,

w = dimensionless perturbation vertical velocity

N - dimensionless Brunt-Vaisala frequency

a = dimensionless perturbation complex frequency

k - dimensionless perturbation zonal wavenumber

a = dimensionless perturbation meridional wavenumber.

The linear problem reduces to a stability analysis of the characteris-

tic equation (as written by Stone, 1966),

2	 k dw	 2	 22ika+kz) 	 d2w
dz2 - [^—+2 kz- 2iz r- Ri(k +a )+ a+ k w=0

with rigid lid and flat bottom boundary conditions,

w=0	 when	 z=0, 1 .
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a negative complex component, a situation which is determined in the

characteristic equation entirely by the magnitude of Ri. Perturbations

for which x - 0 are in general zonally asymmetric. The case for

a = 0 and Ri > 1 has been studied extensively (Eady, 1949; Arnason,

1963) and represents the conventional baroclinic instability. Taking

Ri as a free parameter, Stone (1966) examines perturbation growth rates

in the x, k domain (see his figure 5 for a good summary of the

results). The analysis near the zonally symmetric axis (k = 0) indi-

cates maximum perturbation growth rates for 1/4 < Ri < 1 and

x = .. These rapidly growing baroclinic instabilities take the

form of a series of long zonal rolls, a geometry clearly suggestive of

Jovian belts and zones.

For a strongly stratified atmosphere (Ri > 1) the perturbation

vertical velocities are of the order of the Rossby number and thus, in

a quasi-geostrophic (zeroth order in Rossby number) model vertical eddy

stresses of the form wu may be neglected in the resulting perturbation

energy equation. Hence, in conventional (zonally asymmetric) baro-

clinic instabilities the only source of energy which the perturbation

can tap is the available potential energy of the mean state. On the

other hand, the relatively low values of Richardson number associated

with the zonally symmetric instabilities imply diminished static

stability and hence, an increase in the magnitude of w, the perturba-

tion vertical velocity. Subsequently, vertical eddy stresses may not

be neglected (hence, the instability is sometimes referred to as a

"nongeostrophic" baroclinic instability), and, in fact, represent the
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major energy transport mechanism available to the instability which is

able to feed inertially off of the kinetic energy of the mean state

(hence, the term "inertial instability").

The simple Eady model neglects the effects of curvature and treats

compressibility through Boussinesq equations, it is thus not readily

applicable to a deep atmosphere such as Jupiter's. In later work Stone

(1967) extends his analysis of inertial instabilities to a deep atmo-

sphere and finds that the results are nearly identical to those

obtained for a shallow atmosphere. Only the magnitude of the smallest

unstable wavelength (L c , the "cutoff wavelength") shows a marked

change. Unlike the results for a shallow atmosphere, Lc seems to

depend strongly upon the meridional temperature gradient. A lack of

knowledge as to appropriate values for the meridional gradient thus

let ,'s to increased uncertainties in L c. If curvature terms are taken

into account, Stone (1971) finds that the meridional perturbation velo-

city (v' displays amplitude oscillations whose wavelength is a function

of latitude (e), decreasing as a increases. Thus, the meridional

widths of the inertial rolls decrease as one moves away from the equa-

tor in a way similar to Jovian belts and zones (see Figure 5 in Stone,

19 7 6) .

A major weakness of Stone's inertial model is that it can give

solutions only in terms of the so-called Eady baroclinic modes (those

for which s = df/dy =_ 0 as in the original model of Eady). In the

next section we shall consider models which also allow for Green mode

solutions (for which s A 0; see Green, 1960).
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In closing, a key point to make regarding Stone's symmetric,

inertial instabilities is that the mean zonal wind is induced through

the thermal wind relation and hence rcpresents the effect of the

Coriolis deflection of mean meridional motions associated with Hadley-

like cells. This is quite in keeping with the classical HP-model for

Jupiter. It has also been suggested by Gierasch and Stone (1968) that

horizontal eddy stresses associated with the zonally symmetric cells

can induce zonal motions by means of a horizontal up-gradient momentum

transport only in eastward zonal jets (see our discussion in

Section 2.4).

1.3.2.2.2 Conventional Baroclinic Instabilities (Williams, AM
erase ,n ersoT], an3 Po ar ,	 onra ,lerasch

and Nath.

If the static stability is increased, vertical motions associated

with the linear perturbation of a baroclinic basic state are strongly

damped so that the perturbation itself becomes quasi-geostrophic. For

Ri > 1 we have already noted that the only energy source accessible

to the perturbation is then the available potential energy of the basic

state. Stone (1966) found that for values of Ri > 1 growth rates are

a maximum for instabilities lying on the asymmetric axis (i.e.,

a = 0; see Figure 4 in Stone, 1966). These instabilities are there-

fore zonally asymmetric and represent the conventional baroclinic

instabilities originally studied by Eady (1949) and Green (1960).

As applied to the Jovian atmosphere we may divide models of the

conventional baroclinic instability into two categories: shallow

models (Williams, 1979a) and deep models (Gierasch, Ingersoll, and
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Pollard, 1979; Conrath, Gierasch, and Nath, 1981). Unlike our classi-

fication of convective models, we do not define the "depth" of a model

by how deep the Instability extends relatively to the planetary

radius. Rather, shallow baroclinic models are those for which the

lower boundary is rigid and can support stresses (giving rise to a

viscous drag in a surface Ekman layer). peep baroclinic models are

those for which no rigid lower boundary exists. The major effect asso-

ciated with deep models is that the growth rates of the asymmetric

instabilities are greatly diminished due to the loss of energy to the

lower layers of the atmosphere (McIntyre, 1972; Gierasch, Ingersoll,

and Pollard, 1979). Otherwise the results remain qualitatively much

the same in both deep and shallow models.

Following the suggestion of Stone (1972), Williams (1979a) applies

a shallow baroclinic model to Jupiter's atmosphere. Williams carries

out his parametric investigation using the 2-level quasi-geostrophic,

s-plane model of Phillips (1956). This model yields time-dependent

solutions for the 2-dimensional flow within each layer in the multi-

parameter space defined by L x, Lys f, P. KW az, H, T 09 TI, and

K  (where the parameters are respectively, the typical zonal length

scale for the motion, the corresponding meridional length scale,

Coriolis parameter, gradient of planetary vorticity, static stability,

diabatic heating rate function (generally specified as H - H(y)), time

constant for the lower boundary Ekman drag, time constant for the

interface drag, and eddy viscosity coefficient for horizontal diffusion

due to subgrid scale eddies). Williams points out that the major

unknown parameters of dynamical significance are 30/az, H, and

Tp.
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In his case J1, Williams estimates the stratification (ae/sz)

by the minimum value required for the onset of linear instability

according to the analysis of Phillips (1954). Williams uses a latitudinal

heating function H(y) which is linear in y with an amplitude of

4 x 10
-16 

watts kgm 1. For the case J1 he neglects entirely the

effects of lower Ekman layer and interface drag. Williams describes in

detail the time evolution of the case J1 as it spins up from an

unstable zonally symmetric state for which the equator to pole tempera-

ture difference aT - 290.4 K, u - +2.3 m sec -1 in the upper and

lower layers respectively, and w - 3x10 -3 m sec -1 (where 0w1

is the magnitude of a zonal mean vertical velocity associated with a

weak equator to pole Hadley cell). During the initial period (from 0

to 316 terrestrial days) this zonally symmetric flow gives way to a

nonuniform momentum distribution due to the 8 vortex pairing process

of Kuo (1951). This leads to the motion of cyclonic eddies up the

planetary vorticity gradient (that is, poleward) and of anticyclonic

eddies equatorward. The redistribution of vorticity implies a change

in the zonal mean velocity given by,

of = ^t

where overbars indicate zonal averages and,

u - zonr,l velocity component

v = meridional velocity component

C = vertical component of relative vorticity - (av/ax) - (au/ay).
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Thus, mean eastward velocities (u > o) will increase due to the

upgradient momentum advection associated with the eddy stresses (see

Williams, 1979b). By the 178th day most of the momentum advection is

due to wave propagation rather than eddy stress related and is sub-

sequently diminished in rate. At the end of this initial period only

about 20X of the total kinetic energy is eddy in nature and the mean,

zonal flow consists of five jet pairs (easterlies and westerlies) with

a typical velocity scale u n 25 m sec -1 . During the period from 316

to 1210 terrestrial days the flow remains almost stable with the first

of the so-called "gyres", long neutral baroclinic waves with warm;

high-pressure centers, becoming prominent. The period from 1200 to

1500 terrestrial days sees the onset of a second instability which

begins at high latitude and spreads equatorward. Not only do the baro-

clinic eddies continue to pump momentum into the zonal jets, but

f rontogenesis begins to occur with the subsequent release of vast

amounts of mean available potential energy. By the 1500th day the

typical mean velocity scale has risen to 77 m sec 1 . The second

major stable period sets in at about 1600 days. The mean circulation

then consists of four eastward and two westward jets. Superimposed on

this mean flow is a large permanent gyre (referred to by Williams as

the "Gyre"), which Williams compares with the Great Red Spot. The

results of the model are obviously intricate (Williams goes on to

examine the effects of changing the various input parameters) and, more

importantly, are quite unique among global circulation models for

Jupiter in that they allow evaluation of a time history of eddy-mean

flow energy reservoirs (K, k', P, and P I ) as well as the associated

transport mechanisms linking these reservoirs.
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Note that the baroclinic model of Williams differs substantially

from the classical HP model for Jupiter in several respects. The key

difference is, of course, that the conversion from zonal mean available

potential energy to zonal mean kinetic energy does not take place

directly in the symmetric or Hadley sense. Rather in Williams' model

(as in subsequent deep baroclinic models discussed below) zonal mean

available potential energy is first broken down into smaller eddy-sized

packets of available potential energy (P') in regions of baroclinic

instability. Eddy motions feed upon these smaller packets of potential

energy, a process resulting in the conversion of P' into eddy kinetic

energy (K'). The roundabout path representing baroclinicity is com-

pleted by the upgradient transport of momentum by the eddies. The

reader is referred back tc Figure 1.1 for a better understanding of the

process.

Recall that in the HP model the mechanism is basically convective,

i.e., relating to rising motion in zones and sinking motion in belts.

Williams, however, maintains that the clouds are induced by horizontal

variations in mechanical pressure. Thus, in a region of higher pres-

sure (relative to the surroundings) clouds resembling terrestrial cir-

rostratus will form. The corresponding correlation between cloudiness

and anticyclonic vorticity is as observed on Jupiter.

As pointed out by Stone (1976), shalluw baroclinic models are

likely to give good results only if the deeper atmosphere is as

statically stable (or more so) as the atmosphere at the cloudtop level,

for then instabilities will damp out quickly with depth. However, if

the stability of the cloudtop atmosphere is greater than that of the
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deep atmosphere (a situation which applies for an adiabatic, deep atmo-

sphere like Jupiter's) deep models are likely to give more realistic

results. Gierasch, Ingersoll, and Pollard (1979) and Conrath,

Gierasch, and Nath (1981) describe such deep models.

Gierasch, Ingersoll, and Pollard (1979) formulate a 2-level model

consisting of an upper contirn l,sly stratified layer (above 5 bars) in
	

A
which they apply the original Eady model (1949) and a massive, nearly

adiabatic lower layer (':?low 5 bars) with a quiescent basic state. In

agreement with McIntyre (1972) they find that growth rates of linear

instabilities are substantially reduced due to the energy sink repre-

sented by the lower layer. They examine both cases for lower layer

perturbations which are hydrostatic and nonhydrostatic and find that

though growth rates are greatly reduced in either case, only those

wavelengths much longer than the Rossby deformation radius (L D =_ NH/f;

see our discussion in Section 3.1) are unstable in the hydrostatic

case. Nonhydrostatic effects destabilize all wavelengths with a maxi-

mum growth rate for those wavelengths near L D. A fundamental problem

with their model is that it only allows for the existence of Eady modes

for which B = 0.

Conrath, Gierasch, and Nath (1981) have recently extended the deep

baroclinic model to include "Green mode" solutions (for which

s 0 0). The first baroclinic stability analyses to include the

effects of s were the models of Charney (1947) and Kuo (1952). For

Earth's atmosphere they considered the realistic problem of a fluid

bounded below, but unbounded above. The results of their stability

analyses indicated that for (au/az) > 0 and s > 0 baroclinic
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instabilities were possible. Eady (1949) had considered the problem of

a fluid bounded by rigid flat surfaces at the top and the bottom for

which s = 0 and found that a different class of instabilities were

possible (the so-called "Eady modes"). As pointed out by Green (1960),

it is clear that the presence of s and rigid lids greatly affects the

results of the stability analysis, for if the rigid lid in Eady's model

or the planetary vorticity gradient in Charney's model is removed, all

waves are rendered baroclinically neutral. In the Eady model computa-

tion of complex phase speed (c) as a function of zonal wavenumber (k)

yields a pair of solutions for single values of k. This pair corres-

ponds to amplifying or decaying perturbations traveling with the mean

Zonal velocity of the basic state. The perturbations show amplitudes

which are vertically symmetric about two so-called "steering levels" at

which u(z) = Re {c} and which are located at equal distances above

and below the mid-level of the fluid. As k +	 that is, for very

short waves, all the solutions are stable. On the other hand, if

a # 0, the stability analysis of Charney and Kuo yields monotonic

solutions for c(k). As well, there is no shortwave cutoff to instabil-

ity, and there exists only one steering level which is located below

the mid-level for all values of k.

A major difference between the a = 0 and a * 0 case is that in

the latter the absolute vorticity changes due to meridional motion

(vs) must be balanced by vortex stretching(f aZ) in the absence of
relative vorticity advection (which is negligible for a linear pertur-

bation). Thus, at the steering level,
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Green (1960) considers the case for d # 0 in a fluid bounded by flat

surfaces at the top and bottom boundaries (a hybrid of the model of

Eady and that of Charney). In Green's model, as in Charney's, there is

only one steering level and instabilities can exist only for

au/az > 0. If we apply the terrestrial lower Boundary condition
	

A
that w = 0 at z - 0 and if w is a slowly varying function of z, then at

a steering level located near the lower boundary we find that w > 0

and (aw/az) > 0. Application of equation 1.9 then requires that

v > 0, and hence, the vertical eddy stress vw must be positive at the

steering level. Positive values of vw are consistent with perturbation

parcel trajectories which lie along an angle between isentropic and

horizontal surfaces for au/az > 0. Thus if u - 0 at z = 0, the

release of mean available potential energy through the "Green modes"

can occur only in the vicinity of eastward jets.

Conrath, Gierasch, and Nath app ly the basic Green model to Jupiter

by selecting the boundary condition most appropriate to the deep Jovian

atmosphere, namely, that w = 0 at the top of the atmosphere. Applying

Green's agreement they find that at an upper steering level

(aw/az) < 0, and hence, by Equation 1.9, v < 0. Thus, vw is

now negative and the release of available potential energy can oi6 y

occur if au/az < 0, that is, in the vicinity of westward jets if

the lower boundary condition remains u = 0 at z = 0. Thus, Conrath,

Gierasch, and Nath's model predicts that baroclinicity and the subse-

quent upgradient momentum flux due to eddy motions can occur only in

westward jets.
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As we shall see in the next section barotropic or shear instabili-

ties are likely to occur if d2u/dy2 e Aceeds s. This can only

occur in strong, narrow westward jets. Since the baroclinic modes

described by Conrath, Gierasch, and Nath are operative only in westward

jets, they are obliged to consider the hybrid baroclinic-barotropic

instability for which the basic state is sheared meridionally as well

as vertically. The results of their numerical model (designed to

explore the behavior of solutions as functions of jet width), indicate

that in the narrow jet	 • it the instabilities are basically baro-

tropic, while in the wide jet limit the instabilities are almost purely

baroclinic.

1.3.2.3 Wave Driven Jets (Maxworthy, 1975)

Mean flow in most baroclinic models of the Jovian circulation is

driven by the horizontal transport of momentum into the regions of

zonal jets. Maxworthy (1975) proposes that the equatorial jet can be

explained on the basis of the vertical transport of momentum by Kelvin

and gravity-Rossby waves. As the Kelvin wave mode can be excited only

near the equator, the model cannot be specifically applied to the zonal

jets observed at temperate latitudes, but the model is nevertheless

important as it underscores the possibility that the vertical propaga-

tion of lower tropospheric waves may well be quite important. If such

is the case, the remarks made on the work of Ingersoll and Pollard

again apply, and there is little hope that an analysis of cloudtop eddy

motions and upper tropospheric thermodynamics can be entirely relevant

to a study of the global energetics of the mean zonal flow.

1 -a8

E.



tN

Based upon the parameterization of Lindzen (1971), Maxworthy

models the observed equatorial jet as the steady state solution to a

momentum balance between vertical momentum diffusion (controlled

through Newtonian cooling) and vertical eddy stress dissipation (con-

trolled through a vertical eddy viscosity and vertical wind shear).

This balance is assumed to hold at each level of the atmosphere, hence

numerical integration of the balance equation gives profiles of u(z).

The vertical wind shear is assumed positive (au/az > 0) and the

resulting u(z)-profile gives high westerly jet speeds in the lower

stratosphere. The model might be criticized on the basis of the large

number of free parameters available; however, this cannot be avoided

based upon our limited knowledge of the Jovian atmosphere. The

specific value of the Brunt-Vd WIX frequency employed by Maxworthy is

quite reasonable at the tropopause (namely, N 2 . 3.3 x 10-4 sec -2; see

our discussion of observed vertical structure in Chapter 5). Based

upon current observation two major criticisms arise:

a) As we shall later see meridional temperature profiles in the

upper troposphere indicate that the vertical wind shear is

negative (a'u/az < 0);

b) Estimates of cloudtop heights place them near the 500 mb

level for which N 2 -, 1 x 10 
4 

sec 1 , the diminished

stability allowing less vertical momentum transport by the

propagating wave.

.
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With regards to our second criticism we note that there is some

evidence that in the equatorial region clouds (and the inferred velo-

cities) lie higher in the atmosphere (West and Tomasko, 1979). The

first criticism remains, however, and indicates that a model based upon

a balance between vertical mumentum diffusion and vertical eddy stress

dissipation alone will not allow for an increase in momentum dissipa-

tion with increasing altitude if ai/az < 0. The problem can be

resolved if, as suggested by Maxworthy, we include the effects of

horizontal eddy diffusion. However, we know little about the vertical

structure of horizontal diffusion so that the complete problem becomes

hopelessly entangled in a mass of undetermined parameters. Neverthe-

less, the possibility that momentum deposited by vertically propagating

waves, which are perhaps generated by the CISK mechanism (but in gen-

eral could be coupled to any mechanism in a stably stratified atmo-

sphere), plays an important role in the upper atmospheric energetics

rema i ns and renders our attempt at a global energy budget analysis a

preliminary one.

1.3.2.4 Barotropic Instabilities

The instability of a 2-dimensional flow with horizontal shear on a

s-plane was originally examined by Kuo (1949). His linear stability

analysis revealed that a necessary condition for the existence of an

instability within a zonal jet bounded at y = y l , y, is that,

fY

y2

 
(8 - d?u/dy 2 ) dy = 0 .

1
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This condition can be met only if the above integrand changes

,algebraic sign somewhere within the interval between y i and y2.

For a prograde rotating planet (like Jupiter) 6 > 0, thus this

integrand can change sign only if d u/dy 2 > B. As already

remarked (see previous section) this is possible only in strong, narrow

westward jets.

One might rightly conclude that evaluation of U(y) through the use

of Voyager image sequences should provide irrefutable evidence either

for or against the possibility of bar tropic instability. There are

two approaches one can take to determine the algebraic sign of

(s-d
2
u/dy2). Based upon measured profiles for u(y), the value of

d
2
u/dy2 . can be computed using finite differences and the result

compared to the magnitude of 9; such an analysis indicates that many,

if not all, of the observed westward jets are barotropically unstable

(see Figure 4 in Ingersoll et al., 1981). The second approach is to

compute the profile of u(y) which would result in neutral stability

(i.e, 9 - d2u/dy2 ) and compare the width of the neutral profile

at a particular latitude (eo ) to the actual observed jet width at

the same latitude. The equation for such a neutral profile is,

2
U(Y) _ (a cos eo ) r3 (e - eo)2 

I W) + 
u (go)

where,

r 
	 = Jovian radius

u(e o) = maximum westward velocity in observed jet

e 
	 = latitude of maximum westward velocity.

(1.10)
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Note that the neutral profile for u(y) strictly applies only at

e = e o . We feel that the second method of analysis is the better

one because it does not depend upon finite differences computed over a

substantiai fraction of the actual jet width. The results of the

second analysis seem to suggest the possibility of barotropic instabil-

ities in the westward jets ( see Figure 2 in Ingersoll et al., 1919),

though the interpretation is marginal at best. In Chapter 4 we are

concerned with the stability of the westward jet in which the Great Red

Spot is located. We shall see that while the results of a finite dif-

ference calculation of d 2u/dy2 indicate instability, the ;^tults of

a stability profile analysis seems to indicate marginal stability. The

energetics of barotropic instabilities require that the associated eddy

stresses allow the perturbation to feed upon the ambient mean zonal

kinetic energy. In our global analysis of the role played by eddy

stresses (see Section 2.3) we shall see that on average the stresses

tend to feed the mean zonal flow. We can only conclude that barotropic

instability cannot be responsible for the bulk of the observed eddy

motions. This does not preclude the barotropic mechanism in the

vicinity of some of the westward jets, where one might anticipate a

reduction in the deduced eddy to mean energy transport rates.

M.
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CHAPTER 2: GLOBAL ENERGETICS

2.1 Introduction
	

1

In this chapter we examine the global energetics of the Jovian

circulation using measured cloudtop motions and IRIS temperature

soundings to assemble the first Oort energy budget for the general cir-

culation of the atmosphere of another planet. We will also attempt to

contrast the role played by zonally symmetric (mean) and asymmetric

(eduy) motions in the energy transport processes linking the Oort

energy reservoirs.

2.2 The 2-Dimensional Kinetic Energy Equation

The zonally symmetric conversion of available potential to kinetic

energy involves a zonally symmetric vertical velocity field which can-

not be directly measured (see equation 1.5). In contrast the conversion

of K' into K involves the momentum transport associated with horizontal

*eddy stresses (u'v') which can be deduced from measurements of cloudtop

motions (see equation 1.8). If we are to contrast the relative impor-

tance of the two processes given by {p K) and {K' - K}, we must relate

the symmetric conversion process {P	 K} ti the observed horizontal flow.

Fortunately, the relationship between horizontal motion and kinetic

energetics at a given level in the atmosphere is relatively straight-
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forward provided that on observable scales the kinetic energy associated

with vertical motions is small and may be neglected. We proceed to

derive an equation relating the observed 2-dimensional motions to the

atmospheric energetics.

2.2.1 Derivation of the 2-Dimensional ;jean Zonal Kinetic Energy
uq a on

In this section we derive an expression for the time rate of

change of the mean zonal kinetic energy in a motion field consisting of

a mean flow upon which are superimposed eddy or perturbation motions.

Earth-based (Peek, 1958) and Voyager observations (Ingersoll et al.,

1979) make it clear that most of the mean kinetic energy in the Jovian

atmosphere is associated with alternating eastward and westward zonal

jets. Hence, the mean kinetic energy associated with the mean meridi-

onal motions is small and we need only consider those energy transport

processes relating to changes in the mean zonal motions in order to

evaluate the relative importance of zonally symmetric and asymmetric

energy transports.

As noted, we must neglect the effects of vertical motion which we

are unable to .valuate in time sequences of Voyager images. We treat

the fluty as incompressible, that is we will freely move p on either

side of any differentiation (the 2-dimensional, subsonic flow behaves

as if it were incompressible) to write the momentum flux form of the

zonal momentum equation as:

ag+apuu+ apuv _ _ 22+ pfv
at	 ax	 ay	 ax

(2.1)

2 ­ 2



where,

x = zonal spatial coordinate, positive eastward

y = meridional spatial coordinate, positive northward

u - dx/dt - zonal wind component, positive eastward

v = dy/dt = meridional wind component, positive northward

p = pressure

P = mass density

f - 2asin e = Coriolis parameter

a - Jovian rotational frequency = 1.15 x 10-4 sec l

e - Jovian planetographic latitude

If we average (integrate) equation 2.1 over some interval in x we have:

r
J

at dx + louu] x 

+fx

"uv dx = - [P] x +

fx

afvdx	 (2.2)

x  

where the terms in square brackets represent perfect differentials

evaluated over the limits on x.

Our concept of mean and eddy motion fields is embodied in a

Reynolds-type decomposition where the assumption is made that each of

the observed zonal and meridional wind speeds consists of a zonally

averaged or mean component (represented by an overbar) and an eddy

component (represented by a prime) so that,

u = u + u'
	

(2.3)
V = -v + v'

0
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where,

(—)	 fx ( ) dx = longitudinal mean component
r

L =dx

x

( )' = ( ) - ( ) = eddy component.

Upon performing a Reynolds decomposition our zonal m_mentum equation

becomes:

ap(uat u' dx + La(uu + 2 uu' + u'u')]x

x

+ ao('uv + "uy ' a + u' ỳ + u ' v ') dx = L-pJx
Y

x

+of(v + v') dx.	 (2.4)

x

Noting that all longitudinal averages involving cross products of mean

and eddy components will by definition go to zero upon integration over

our averaging interval in x and similarly, that u' and v' vanish from
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the first and last terms of our equation, as does Couv"] x, we are

left with,

at
dx + Co( 2'uu, 

+ u , u')]x + ,ao uv s+yu v	
dx

x  	 x	 •., 5

- [-p] x +of;dx.

x

Noting that our limits on x are time invariant, we pull the partial

differentiation with respect to time out from under the x-integral and

multiply our equation by u to obtain:

ou2dx + [6] [o(26u' + u'u')]x +	 u 
^(V 

^yu'v ^ ) dx

fx 	 x

(2.6)

[- up]x +ofuvdx.

x

We desire an expression for the total time rate of change of mean zonal

kinetic energy, thus we must also average over some meridional channel

W,
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width in y and depth in z ;this assumes the observed cloudtop

kinematics represent the mean in an atmospheric column) to obtain:

pu2dxdydz= -	 [up(25u' + u'u')] x dydz

fz fy fx 	 fz fy

pu 
a(uv +u'v') dxdydz
	 (2.7)

fz fy fx

[up] x dydz +	 pfuvdxdydz .

fz fy	 z fy f
We integrate the second term on the right side of our equation by parts

as.

3("+ U'V')4
ay	

dxdydz = -	 pu d(uv + u'v') dxdz

fz yfx	 z y fx

_ -	 pu [uv]y dxdz -	 puv duay dxdydz	 (2.8)

z y fx	 z y x

+	 pu Lu'v']y dxdz -	 pu'v'	 dxdydz^

z x	 z y x	 y	
1
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We make the assumption that our longitudinal averaging region is cyclic

in x for the quantity u' in order to get rid of the first term on the

right side of our energy equation. Hence, we may write symbolically,

a	 {K • RI + {K' • K} + (p - K} + {fK - K1 	 (2.9)

where,

_	 I put dxdydz	 (2.10)

fz fy fx

- time rate of change of mean zonal kinetic

energy inside an averaging volume or momentum

control volume.

Each of the energy "transport" terms on the right side of the equation

is given by:

+K	 K ^  +-
'-	 a uv ^ dxd

y
 dz -	

ix

o u [uv] y dxdz

z y x	 z 

(2.11)

Mean Meridional Transport Term; change in mean zonal

kinetic energy due to transport of mean zonal momentum

across latitude circles by the mean meridional wind.
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;K' • 91 _+ fy fx p u'v' 
du 

dxdydz -	 [puu'v' ] dxdz
W

x 	y
	 ( 2.12)

z 

Eddy Transport Term; change in mean zonal kinetic

energy due to transport of mean zonal momentum across

latitude circles by eddies.

Ip Kf = -	 u [p] x dydz	 (2.13)

fz fY
= Pressure Torque Term; change in mean zonal kinetic

energy due to east/west pressure difference (i.e.,

constant pressure gradient) across the region.

IfK • Kf = +	 pfuv dxdydz	 (2.14)

z y x

= Hadley or Symmetric Overturning Term; change in mean

zonal kinetic energy due to conversion of mean

meridional motions into mean zonal motions through

Coriolis deflection.

For a more complete interpretation of these terms see Section 2.2.3.

2.2.2 The Operational Scheme

From time sequences of Voyager images we have observations of both

the zonal (u) and the meridional (v) cloudtop wind speeds. We wish to

use this observed horizontal flow field at the cloudtop level in order
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to evaluate the terms in equation 2.9. This observational data set is

easily linked to the terms in our mean zonal kinetic energy equation if

we represent derivatives and integrals by finite differences and

summations respectively. For conceptual ease and so that we may refer

to earlier work (Beebe et al., 1980; Ingersoll et al., '981) we may

express each of the terms in equation 2.9 in units of energy per time

per horizontal unit area (watts m 2 ). In order to do this we note

that the horizortal area of our control volume is 2YL (where the volume

extends from -Y to +Y in the meridional dimension, i.e., the channel

width is 2Y). Dividing equation 2.9 by the quantity 2YL thus gives the

average time rate of change of mean zonal kinetic energy per unit

horizontal area inside our momentum control volume. With the

assumption that the observed cloudtop kinematics represent the mean in

a column of atmosphere we may pull the mass density (p) outside our

integral in z by simply representingp dz as p*D where D is the
z

depth scale of the atmosphere (ti105m; Divine, 1971) and

P* =l/D	 pdz is the mass per horizontal area in a column of depth

z

D(NIO kgm m-2 ; Divine, 1971).

In order to perform the summation and finite differencing

necessary for the evaluation of each of our kinetic energy transport

terms, we divide the observed horizontal flow field into zonal strips

of constant width (Ay) in latitude. The zonal extent of each strip

or bin (as each shall hereafter be called) is just L. Thus, our
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"operational" expression for evaluating the time rate of change of mean,

zonal kinetic energy per unit horizontal area becomes:

	

_ J k • k} + 10k} + {p	 k} + ;fk	 k}	 (2.15)
ar 

where in finite difference form,

N

R = 
i-1

N	
(2.16)

Each of the transport terms becomes,

N

kC }	

dUl

i	 (P*UUV)i--

	

N	 (P*UUV) i=l 	 (2.17)
{fc	 = i =1	 _
	N 	 by

= Mean Meridional Transport Term,

N

*u'v' du
i
	

( P UU'v°)
i=N

	(P*u 
Tv. )

i
=1	 (2.18)

{k'	 k } =	 1	 —N	 N 4

= Eddy Transport Term,

N

L (Gap)i

	

1P	
k^ _ _ \

0 / 

i=1	 (2.19)
\ L J	 N

= Pressure Torque Term,
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where,

cp - p
EAST - pWEST = pressure difference in x across control

volume

and ,

N
L (Q*fuv) i

{f k	 k }	 i-I	 N -----	 ( 2.20)

= Hadley or Symmetric Overturning Term.

Notice that we index the average value of a quantity in each zonal

averaging bin by i, where N is the total number of latitude bins and i

increases as one moves northward (i.e., with increasing values of y).

Since Ay is the bin width in a constant latitude increment we must be

	

careful to perform the actual summation 	 ( )i as an area weighted

i=

summation.

The meridional shear of the mean zonal wind is approximated by its

centered finite difference equivalent given by,

du	 (u)i+l - (u)i -1 	
(2.21)^^) =	 eyi
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2.2.3 Interpretation of the Terms in the Kinetic Energy Equation

Note that equation 2.9 contains only inertial terms with the excep-

tion of the horizontal pressure torque term. The three inertial terms

representing {K • Kj, {K - K), and {fK - K} involve only the trans-

port of pre-existing kinetic energy within or into the control volume.

The pressure torque terry is the only true kinetic energy generation

term in our energy equation and, of course depends upon a pressure dif-

ferential which cannot be directly observed in any Voyager data set.

Also, we have completely neglected any explicit vertical motions as

they are unobservable in Voyager imaging sequences. It is these verti-

cal motion terms which are in fact ultimately responsible for the con-

version of both eddy and mean available potential energy into eddy and

mean kinetic energy (see equations 1.5 and 1.7).

The four terms included in equation 2.9 do, however, allow us to

contrast the role of eddy motions and mean, zonally symmetric, meridi-

onal motion. The explicit effects of eddy motion can be analyzed

through the use of the {K' • K) term, whereas the effects of Hadley

overturning can be quantified through the evaluation of those terms

containing v, namely {K - K) and {fK • R).

The argument for relating the energy transports associated with

mean meridional motions to mean vertical velocities is a simple one.

Vertical temperature profiles of the Jovian atmosphere indicate a trop-

opause near the 140 mb level (Hanel et al., 1979). The sharp increase

in static stability near the tropopause (see our Figure 5.1) effec-

tively acts as a rigid lid inhibiting any vertical motions near this

level. Zonal mean vertical motions are thereby converted into zonal

2-12



mean meridional motions through the divergence required by mass

continuity near the tropopause level. The resulting v can transport

kinetic energ y only by means of the two processes {K - k} and ffk - R}.

Thus, the measured energy transports associated with {K - R} and {fR - R1

effectively amount to a measure of the {; r - R} transport which in a

strict sense involves the correlation between zonal mean vertical vel-

ocities and zonal mean temperature deviations as in equation 1.5. Since

the cloudtops (and inferred velocities) lie near the 500 mb level, while

the tropopause lies near the 140 mb level, estimates of transport rates

associated with {p - K} based upon observed values of {K - k} and {fR - R}

are likely to be low, i.e., the bulk of the divergence may be taking

place in the clear, uppermost troposphere. We proceed to give an intu-

itive and physical explanation of each of the terms in equation 2.9.

The "mean meridional transport term" (symbolically represented by

ff - KI) represents the transport of kinetic energy (momentum) by

zonally symmetric eddy stresses. A full physical interpretation of

this term is complicated by the nonlinearity in u; however, as seen in

Figure 2.1 a positive correlation between the zonally symmetric stress

(uv) and the meridional shear of zonal wind (du/dy) is one for which

the stresses lean with the ambient shear so as to enhance the mean

shear. On the other hand, in a negative correlation region the

stresses lean against the ambient shear so as to diminish it. Notice

that according to the Hess-Panofsky Model of diverging zones and

converging belts (see Figure 2.1b) the anticipated sign of the mean
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Figure 2.1. Zonally symmetric stresses at the cloudtop level according

to Hess and Panofsky (1951 (see Figure 2.1(b)). Figure

2.1(c) illustrates stresses for which the resulting energy

transport leads to the growth of the magnitude of the mean

Jovian zonal wind with a profile shown by the connected

points in Figure 2.1(a).
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stress shows a correlation with dU/dy resulting in tR - 7) os^ itive for

zones, but an anticorrelation in belts, such that {k - ky is negative.

Thus, in the HP model the shear in belts is diminished by the mean

stresses resulting from convergence, whereas the shear in zones is

enhanced by the mean stresses. As the total area of the belts i.e.,

regions of convergence) and of the zones (i.e., regions of divergence)

are approximately equal, we expect that the term given by (k - 1C) will

oe very small when taken as a global average. On the other hand, Fig-

ure 2.1c illustrates symmetric stresses for which the net contribution to

{K - k} is a positive. Notice that the actual direction of the vel-

ocity associated with the stress is irrelevant (as represented by the

double-headed arrows), only the algebraic sign of the symmetric stress

uv is relevant in the correlation with the ambient shear gi, 	 by du/dy.

On the other hand, Gierasch and Stone (1968) suggest that zonally sym-

metric stresses associated with inertial (zonally symmetric baroclinic)

instabilities will deposit momentum only into mean eastward jets (see

their Figure 1).

The "eddy transport term" (symbolically represented by {K' - K})

represents the kinetic energy transport due to zonally asymmetric eddy

stresses. Reference to Figure 2.2 illustrates that a series of eddies

whose major axes are aligned with the meridional shear in the mean zonal

wind will pump momentum (hence kinetic energy) into the mean zonal flow.

As with the symmetric stresses, notice that the algebraic sign of the

vorticity associated with the eddies is irrelevant (compare Figure 2.2b

with Figure 2.2c), rather, only the algebraic sign of the eddy stress

u'v' is relevant in the correlation with the ambient shear. We have
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Figure 2.2. Eddy stresses at the cloudtop level giving rise to net

energy transport into the observed mean flow illus-

trated in Figure 2.2(a). As can be seen by comparing

Figure 2.2(b) and 2.2(c) the algebraic sign of the eddy

relative vorticity (^) is irrelevant. Only the alge-

braic sign of the net stresses, represented by the

direction of the eddy tilt, is relevant to the

assoc i ated energy transport process.
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chosen to represent a net eddy stress by a wholesale tilt of the

individual major axes of the eddies in Figure 2.2.	 See Section 4.3.3

for a more detailed discussion of the geometries associated with the

production of net eddy stress. It is this term which is responsible in

Earth's atmosphere for the bulk of the momentum transfer, from equator

to pole. In the shallow baroclinic model of Williams (1979a) this eddy

momentum transport is responsible for maintaining the n;ean zonal flow.

Thus, quantification of the JK' • K) term is important for a consider-

ration of the global energetics of Jupiter's atmosphere. We shall turn

to a full discussion of past work involving measurements of {K' • 91 in

the next section.

The "Hadley, symmetric overturning term" (symbolically represented

by O • KI) represents the deflection of mean meridional flow into mean

zonal flow by Coriolis forces. The process represented by this term

lies at the heart of the HP model of Jovian circulation. As seen in

Figure 2.3 the cloudtop divergence associated with zones gives rise to

mean meridional flow northward (southward) along the northern (south-

ern) portion of zones. We anticipate a mean meridional flow southward

(northward) along the northern (southern) portion of converging belts.

In the northern hemisphere the Coriolis deflection to the right will

convert this mean meridional flow into a westward mean zonal flow along

the northern (southern) edges of belts (zones) and into an eastward

mean zonal flow along the southern (northern) edges of belts (zones).

In the southern hemisphere the Coriolis deflection to the left will

convert the mean meridional flow into a westward mean zonal fl( , .,, along

the southern (northern) edges of belts (zones) and into an eastward

2-21



Figure 2.3. Zonally symmetric stresses predicted by Hess and Panofsky

(1951) which led to the growth of the illustrated mean

zonal flow. Coriolis deflection to the right in the

northern hemisphere (see Figure 2.3(a)) and to the left

in the southern hemisphere (see Figure 2.3(b)) provides

for a ^:adley cell overturning which maintains anti-

cyclonic zones and cyclonic belts.
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mean zonal flow along the northern (southern) edges of belts (zones).

Thus, anticyclonic zones (and cyclonic belts) yield positive correla-

tions between u and v in the northern hemisphere and negative correla-

tions between L a;;. Q :n the southern hemisphere, so that the term

{fK - K) remains positive.

The "pressure torque term" (symbolically represented by {p - K}) 	 A

represents the generation of mean kinetic energy through the effects of

stresses arising from net pressure differences maintained across the

longitudinal extent of our averaging bin. Pressures are not directly

observable by the Voyager spacecraft. The form of the 'Lem is such

that if a higher net pressure exists on the eastern side of the bin

(ap>O) a mean acceleration to the west will be maintained suO that

the total mean kinetic energy of an eastward (westward) flow will

diminish (increase) with time. The opposite will occur if ap<O.

If the averaging bin extends over 360 0 of longitude, the pressure

torque term will go to Zero provided there are no discontinuities on

surfaces of constant pressure, as the term then becomes the integral of

a perfect differential over a cyclic region. Discontinuities can be

maintained in an atmosphere only if pressure surfaces intersect a solid

object such as a mountain. On Earth approximately half the total mass

of the atmosphere lies below the summits of the higher mountain ranges,

thus the effects of the pressure torque term, or the "mountain torque

term" as the terrestrial analogue is called, are considerable. In a

classical study of the mountain to.- ie effect White (1949) found that

Earths mountain ranges, particularly the Rockies and the Asiatic

ranges, do indeed rei:. ... angular momentum from the mid-latitude
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atmosphere at a rate comparable to that due to surface friction. In

the tropics the mountain torque effect plays a reverse role and is a

major source of atmospheric angular momentum. In our studies of the

global kinetic energetics of Jupiter's atmosphere we shall hereafter

make the reasonable assumption that mountains do not play a major role

in the atmospheric energy cycle. The pressure torque term is not eas-

ily laid to rest and will reappear in an unwelcome way in our study of

an isolated, closed momentum control volume (see Chapter 4).

2.3 Eddy Transports and Previous World Map Studies

Previous collaborative work by the author regarding the nature of

the eddy momentum transport term as deduced from global wind measure-

ments made from series of Voyager 1 images (Beebe et al., 1980) and

Voyager 2 images (Ingersoll et al., 1981) served as the stimulus for

the subsequent observational work reported in the remainder of Chap-

ter 2 as well as in Chapters 3 and 4. In both collaborative efforts a

series of narrow-angle camera frame pairs was used to cover the globe

of Jupiter during one 30-hour interval of time. This global set of

measurements will subsequently be referred to as a "world map". The

Voyager 1 and 2 world maps are shown on Figures 2.4 and 2.5.

The above referenced work proceeds with the longitudinal averaging

bin scheme described in Section 2.2.2. The key procedural difference

between these efforts and the work described in Section 2.4 is that

though the zonal wind component is assumed to consist of a mean and

eddy component (i.e., u = u + u'), the meridioaal ,:ind component is

assumed to be entirely eddy in nature (v = v'). The reason for this
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Figure 2.4. Plot of actual tiepoints comprising the Voyager 1 "world

map". Latitudes are planetographic, while longitudes are

measured in System III (1967.0), the conventional radio-

defined system of longitude. Lengths of vectors are

proportional to wind speed. Points lie at initial

observed positions of cloud tracers.
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Figure 2.5. Plot of actual tiepoints comprising the Voyager 2 "world

map". Latitudes are planetographic, while longitudes are

measured in System III (1961.0), the conventional radio-

defined system of longitude. Lengths of vectors are

proportional to wind speed. Points lie at initial

observed positions of cloud tracers. It is this data set

which is used for the remaining discussions in Chapter 2

and the spectral analyses of Chapter 3.
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simplifying assumption is two-fold: first, if the mean meridional com-

ponent is by definition zero ( -v a o) then both the mean meridional

transport term ( { R - RI) and the Hadley overturning term ( {fR - R1)

will disappear from the mean zonal kinetic energy equation 2.9.

Secondly, relative errors in measured values of 4 are likely to be ,much

higher than similar relative errors associated with U, u', and v' sim-

ply because v is typically the smallest of the four wind components. 	
00

We shall find in Section 2.4 that neglect of v has very little impact

upon the deduced eddy momentum transport rate.

Treating the world maps as a fully global data set (actually the

world maps extend only to +600 latitude and have some gaps in longi-

tude coverage) allows us to write a mean kine; . ic energy equation which

possesses only the eddy transport term on its right-hand side. Beebe

et al. and Ingersoll et al. make the assumption that the cloudtop kine-

matics extend over an atmospheric column containing 10 4 kgm m-2 to

write the observed global mean eddy kinematic transport rate as

+3.0 watts m 2 for Voyager 1 (Beebe ^!t al., 1980) and +1.5 watts

m 2 fc- Voyager 2 (Ingersoll et al., ;981). More p;5- r ;sely their

results may be written as +3.0 x 10 4 watts kgm -1 for Voyager 1 and

+1.5 x 10 4 watts kgm i for Voyager 2. Such transport rates could

imply that eddy motions play a key role in maintaining the global cir-

culation of Jupiter (at least at the cloudtop level). In fact, the

observed rates are capable of resupplying the mean zonal kinetic energy

in Only a few months (again based upon the assumption that the cloudtop

kinematics extend through an appreciable column of atmosphere). The

tight linear correlation aetween the eddy stresses f,u'v'; and the
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ambi,nt meridional shear of the zonal wind (du/dy) is typified by lin-

ear correlation coefficients of approximately r a 0.5, which for over

100 degrees of freedom indicates a meaningful correlation at better

than the 99 percent level (see Figure 8 in Ingersoll et al.). The

Prandtl mixing-length concept assumes that the transfer of momentum

between eddy and mean motions takes place linearly ov;:r some mixing-

length (0) viven by,

u v' - - Iu - V I du/dy	 (2.4)

where,

V = mixing-length or "mean free path" of momentum

u' - typical scale of eddy wind speed.

Most often the product given by - lu'A'I is referred to as the eddy

viscosity coefficient (Ke ) and plays a rcle similar to the kinematic

viscosity coefficient (v) in laminar flow (the latter relates to the

effects of random molecular motions, while -he former relates to the

effects of much larger-scale turbulent motion_). Ingersoll et al.

O ve Z,timates of 200 km for L' based upon typical values of u' of

lum sec 1 and an observed eady viscosity coefficient ^ lf approximately

-2x 10  m2 sec 1.

The work of Beebe et al. and Ingersoll et al., though admittedly

incomplete from the standpoint of contrasting the relative importance

of mean, symmetric overturning and eddy motions in maintaining the glo-

bal circulation, indicates that eddies are capable of transporting mean

kinetic energy in the Jovian atmosphere at a rate of up to 10% of the

incoming infrared energy flux (Ingersoll et al., 1981; Hanel et al.,

2-_'1
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1981). Such a notion runs counter to the classical model of

the mean Jovian circulation provided by HP (see the discussion by the

author in Smith et al., 1981). It behooves us, therefore, to examine

the nature of the other kinematic transport terms in equation 2.9.

2.4 Observed Global Transport Processes

In this section we attempt to extend the global studies of Beebe

et al., 1980 and Ingersoll et al., 1981 to include an evaluation of all

the inertial transport terms in equation 2.9. We have seen that both

the symmetric stress transport (K • ) and the Hadley overturning

transport {fK - K} depend upon a measure of zonally averaged or

mean meridional motions given by V. We have extended AMOS measurements

to acquire a new world map consisting of approximately 11,000 tiepoints

using pairs of Voyager 2 frames. The process was one of carefully

"filling in" the sparse and unevenly distributed data samples used by

Ingersol: at al., 1981. The improved data density and even

distribution allows a better determination of v which we anticipate to

be quite small. However, even with the vastly improved data sampling

the attempt to contrast zonally symmetric and asymmetric transport is

at best marginal.

The operational scheme was to divide the global data set into

zonal averaging strips of t o width in latitude. Each of the

transport quantities was then computed and tabulzted as a function of

latitude by Dr. Reta Beebe at New Mexico State University according to

the algorithms provided by the author. The interpretations which

follow are entirely those of the author.

2-32
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The observed mean meridional velocities are typically of the same

magnitude as the error associated with AMOS measurements (+1.5m

sec- l ). In an attempt to improve the statistical quality of V(y)

this quantity, as deduced from the extended Voyager 2 world map, was

correlated linearly with 7(y) as deduced from the original more

sparsely sampled Voyager 1 world map. A similar correlation of u(y)

showed a tight linear relation indicating no substantial change in the

II(y) profile in the 4 month interval between the two flybys. We

selectively disregard those latitude bins containing less than 10

tiepoints and those for which the correlation between the Voyager 1 and

extended Voyager 2 world map are poor. This amounts to disregarding

approximately 30 latitude bins out of 120 in the extended Voyager 2

world map.

Bins neglected because of poor correlations between v in the

Voyager 1 and 2 world maps were at latitudes of -53 0 , -430 , -420 , -60,

+5°, +23°, +24°, +25°, +26 0, and +27
0
. Each of these bins is corre-

lated with an increase in eddy kinetic energy which probably leads to

increased errors in the determination of V. The equatorial region from

-50 to +40 latitude inclusive was neglected because of the small

number of data points in this region. Latitudes near +23° correspond to a

high speed anomalous eastward jet,

2.4.1 Results of the Extended Voyager 2 World Mat

Table 2.1 summarizes the results of computing each of the inertial

terms in equation 2.9. Units on transport terms are 10 -4 watts

kgm-1 , Also tabulated are the mean and eddy kinetic energies in

units of 10 4 joules kgm-1 . We choose not to confuse our analysis at
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this point by multiplying through by the column density o* = 10 4 kgm m-2

Values listed for transports are based upon neglecting the previously

mentioned latitudes which gave poor correlations in O(y) between the

Voyager 1 and 2 world maps. If we include all latitudes, the

transports take on the alternate values given in parentheses. The vast

difference in the resulting global and eastward jet values for the

zonally symmetric transports is a reflection of the high noise level

associated with our measurement of v(y). We fear that the true value

of these zonally symmetric transports is lost in the noise associated

with v(y). Nevertheless, it is crucial to note that transports

associated with zonally symmetric stresses could well be several times

larger than those associated with eddy stresses.

The tabulations present global mean values as well as the mean

values observed in eastward and westward jets. This facilitates

comparison with the models reviewed in Section 1.3 on the following

basis:

(a) According to the classical barotropic stability criterion we

might anticipate an increase in K' in the vicinity of westward

jets. The fact that K' = 0 in eastward jets indicates that the

turbulence there cannot be barotropic.

(b) The eddy stresses of the Green mode baroclinic instabilities

examined by Conrath, Gierasch, and Nath (1981) are capable of

transporting momentum up-gradient only in the vicinity of

westward jets. We would thereby anticipate the quantity {K' -it}

to be positive only in westward jets. However, the eddy stress

transport is observed to be largest and positive in the
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vicinity of eastward jets. This asymmetry is statistically

significant with linear correlation coefficients of r = 0.5 for the

correlation between u T and du/dy in both eastward and westward jets.

Similar analysis of the Voyager i world map yields,

[K' - K} = +1.33 x 10 -4 watts kgm- 1 in westward jets and

{K' - ) _ +5.53 x 10 -4 watts kgm-1 in eastward jets.	
A

(c) The zonally symmetric instabilities of Stone (19b6) are capable of

transporting kinetic energy into eastward jets through the resulting

zonally symmetric stresses. We have already remarked that this

mechanism has been suggested as that which maintains the equatorial jet

(Gierasch and Stone, 1968). Tabulated values of {K - Kj do indeed

indicate an increase in mean eastward kinetic energy transport

in the region of eastward jets due to observed symmetric

stresses. Note that failure to neglect those latitudes

suspected of having very noisy values of v(y) leads to the

opposite result, so we must be extremely cautious in our

interpretation.

(d) The classical HP model of a mean flow driven by diverging

f"
F

l

f

E

zones and converging belts leads us to anticipate positive

values of the Hadley overturning term given by {fK - K}. The

results summarized in Table 2.1 seem to indicate that

symmetric overturning could be as important a process in

maintaining the mean zonal flow as is the up-gradient

transport due to eddies. The HP model would also anticipate

the symmetric stress term given by JK • K} to be positive in
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zones and negative in belts and hence nearly zero on the global

average. However, our observations do not yield {R - 71 . 0.

We noted above a meaningful difference in the magnitude of the

{K' *71 transport associated with eastward and westward jets.

The increased efficiency of the W - kj process in regions of

mean eastward flow apparently runs counter to the model of Conrath,

Gierasch, and Nath which predicts feeding in westward jets. Their

analysis is based upon a mean zonal eastward wind which increases with

altitude (au/az > O). This is consistent with a thermal wind

generated by warm, upwelling zones and cold, downwelling belts.

Allison (private communication, 1981),using IRIS observed temperatures

in the upper troposphere, finds that zones appear colder, while belts

appear warmer at these upper levels. Such a thermal reversal is

typical in the terrestrial upper troposphere. Assuming that the

vertical shear of the observed mean zonal wind (u) is controlled by the

thermal wind relation, the implied shear is one which diminishes the

mean eastward flow with altitude (au/az < 0).

In discussion with Conrath and Gierasch the author has concluded

that reversing the algebraic sign of the thermal wind shear in the

model of Conrath, Gierasch, and Nath results in instabilities which are

capable of transporting momentum up-gradient only in regions of mean

eastward flow. Our reader may convince himself of this by reference to

Section 1.3.2.2.2. The argument involving vortex tube stretching and

advection of planetary vorticity at the steering level remains the same

except that we replace the condition that u = U at z = 0 by U = 0 at

Z = • - .
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2.4.2 Problems in Interpretation of the Results

The problem in making definitive statements as to the relative

importance of zonally symmetric and eddy processes based upon Table 2.1

remains the large rela t ive noise in V. This noise is reflected in the

relatively poor linear correlations of products used in the evaluation

of {K - k) and {fK - R). Pie results of a simple, unweighted linear

correlation of the terms u (;--s .ndependent variable) and fv (as depen-

dent variable), which comprise the Hadley transport {f K • TI, and of

du/dy (as independent variable) and uv (as depenaent variable), which

comprise the symmetric stress transport {K • KI, are presented in

Table 2.2. Values of linear correlation coefficient (r) are all quite

small. The resulting confidence level in the correlation appears high

only under the assumption that values of quantities are statistically

independent from one latitude bin to the next so that the number of

bins truly represents the number of degrees of freedom. This

assumption is not likely to be entirely valid.

More disturbing than the low values of r in Table 2.2 is the fact

that attempts to compute the global mean value of (fK - K) and {K • R)

using the sparser Voyager 1 world map yield results that are substan-

tially different from those presented in Table 2.1. This, of course,

casts further doubt on the validity of our evaluation of {fK • KI

and tK • K).

Finally we note that the globally averaged value of v is approxi-

mately +1.0 m sec -1 rather than identically zero. We believe this to

be oue to a systematic error in our measured values of v rather than

indicative of any exotic dynamical process.
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In closing we note that the large relative noise in v prevents a

straightforward evaluation of the roles played by symmetric and asym-

metric transport processes. We remain hopeful, however, that further

attempts to eliminate sources of noise in v will allow the eloquent

simplicity of equation 2.9 to be applied to a global data set. At

present we only note that on the basis of Voyager global data sets we

may not safely conclude that eddy motions play the major role in driv-

ing the mean zonal flow.

2.5 Comparisons with IRIS: Energy Budget of the Upper Troposphere

We nave seen that the Voyager imaging experiment provides us with

measures at the cloudtop level of u(x,y) and v(x,y), which can be

decomposed into u.(x,y), v(x,y), u'(x,y), and v'(x,y). The IRIS experi-

ment is capable of yielding measures of T(x,y,p), T'(x,y,p), and

N2 (x,y,p). Ideally, only the lack of a measure of w and w' renders a

full evaluation of the Oort energy quantities (equations 1.1 - 1.8)

impossible.

Realistically, any comparison of imaging and IRIS data is also

limited by the extent to which we are able to identify the level in the

atmosphere at which a measurement applies. Ground-based photometry in

the 6190 to 8900 A bands of methane indicates that the cloudtop fea-

tures observed by Voyager lie very roughly at the 500 mb level (West

and Tomasko, 1979; West, private communication, 1981). On the other

hand, inversions of the broad IRIS weighting functions allow temper-

ature measurements at several levels in the 200 to 300 mb region. We

will compare global measurements of velocity and those of temperature
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in the 200 to 300 nib region in order to compute K, K', P, and P' for

the upper troposphere of Jupiter.

Observed belt to zone temperature differences in the upper tropo-

sphere (500 to 140 mb) generate a mean zonal wind profile which is

remarkably consistent with that actually observed (Allison, private

communication, 1981). This suggests a coupling of the observed cloud-

top dynamics and the upper tropospheric thermodynamics with a mean	 0

zonal wind which is either driven by the thermal wind or is at least

despun with increasing altitude by the thermal wind relation.

In collaboration with Allison, who provided the analysis of the

IRIS temperature inversions, we compare our observations of K', the

eddy kinetic energy, with P', the eddy available potential energy, as

functions of latitude in Figure 2.6 (see equations 1.2 and 1.4 for

definitions). Units on K' and P' are 10 
4 
joules kgm -l . The

excellent correlation between the eddy kinetic and eddy available

potential energies clearly indicates a coupling between our observed

cloudtop eddy motions and the temperature perturbations observed by

IRIS. The profiles of P' are based upon two separate IRIS data sets.

The so-called North/South Map data set is global in coverage with a

field-of-view roughly 12,000 km across. The High Resolution data set,

though not entirely global in coverage, has a greatly improved spatial

resolution given by a field-of-view roughly 2000 km across.

The profiles of P shown in Figure 2.6 are based upon a static

stability and temperature perturbations observed for the 196 mb level.

Allison and the author find that the tight correlation between P' and

K' is maintained at both the 261 and 365 mb levels, though the
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Figure 2.6. Meridional profile of observed cloudtop eddy kinetic energy

(K') from the Voyager 2 world map and observed IRIS

distributions of eddy available potential energy (P') at

the 196 mb level from the Voyager 1 north/south map and

so-called high resolution data sets.
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amplitudes on P' are considerable larger at the 267 mb level. It may

be that this level represents a steering level; certainly it would be

interesting to compare the model of Conrath, Gierasch, and Nath with

the vertical structure observed in P'.

The coupling between IRIS thermodynamics and imaging observation

of the dynamics allows us to construct an Oort energy budget diagram

which we consider appropriate for the upper troposphere (see Fig-

ure 2.1). Values associated with each of the energy reservoirs are

area weighted mean values for temperate and tropical latitudes (from

-560 to -69 and +50 to +550 latitude). Reference to both

Figure 2.7 and the schematic diagram illustrated in Figure 2.8 allows

several comments.

In the Jovian diagram we note that the energy stored in the P, P',

and K' reservoirs are roughly equal. In the terrestrial case a dimin-

ishing amount of energy is stored in each of these reservoirs

respectively (see Figure 1.1). In Earth's atmosphere the energy

storage in and flows through each of these reservoirs are associated

with the baroclinic process. The energy budget for Jupiter suggests an

extremely efficient baroclinic process. We might expect such an

increased efficiency simply on the basis of a diminished radiative

loss of F' due to long thermal relaxation times in the Jovian

atmosphere (Gierasch and Goody, 1969) and of diminished frictional loss

of K' due to the absence of a rigid lower boundary.

Reference to Figure 2.6 seems to suggest a diminished Efficiency

in the baroclinic conversion of P' into K' in the southern hemisphere

relative to that observed in the north. Such an inefficiency may be

due to the presence of the Great Red Spot at -22 0 latitude and the

2-45	 4



F;n.ure 2.1. Oort energy budget diagram of the Jovian upper troposphere.

Potential energies (P and P I ) are evaluated using IRIS

observed temperatures at the 196 mb level. Kinetic

energies (K and K') are evaluated using observed cloudtop

motions in the Voyager 2 world map data set.

Uncertainties in measured values of v result in the

indicated uncertainties in the symmetric conversion of P

into K.
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A

Figure 2.8. Schematic Dort Energy Budget Diagram for Jupiter's

atmosphere. Comparison with Figure 2.7 indicates

processes observed in the Jovian upper troposphere.

Viscous dissipation acts as a dissipation of K and

K' and presumably arises due to unobservable vertical
	

I

eddy stresses.
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White Ovals at -340 latitude. Studies presented in Chapter 4

indicate that these features fees: barotropicaliy on the mean flow.

Exactly how this barotropic feeding relates to diminished efficiency

into the {P' - K') process is not clear.

An examination of the distribution of P and K as functions of

latitude (see Figure 2.9) indicates little correlation between these

two quantities. Thus, there is little evidence for a symmetrically

driven mean zonal circulation even though the conversion {P - K)

can be large for very small values of V. The vast quantity of energy

stored in the K reservoir may be explained in one of three ways:

(a) Long radiative relaxation times and low dissipations (due to

greatly diminished vertical eddy stresses in the bottomless

Jovian atmosphere) allow the atmosphere to baroclinically

spin-up, energy being efficiently passed from P to P' to K'

and then transported up-gradient by the {K' - K} process

to be ultimately stored in the K reservoir. If vertical eddy

stress dissipation is weak, the K reservoir can then grow

proportionally very large before a steady state is reached.

(b) As suggested by Ingersoll and Pollard energy stored in K may

be deep-seated, the observed mean zonal velocity extending to

vast depths. This in turn would decouple the K reservoir from

the remainder of the Oort diagram.

(c) Upward propagating waves could deposit substantial amounts of

energy into K as suggested by Maxworthy (1915). Again, the K

reservoir might thereby be decoupled from the remainder of the

Oort diagram.
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Figure 2.9. Meridional profile of observed cloudtop mean kinetic energy

(K) from the Voyager 2 world map and observed IRIS

distributions of mean zonal available potential energy (P)

at the 196 mb level from the Voyager 1 north/south map and

high-resolution data sets. Note the seeming lack of

correlation which could indicate a mean zonal flow driven

by processes other than those giving rise to observable

cloudtop stresses.

A
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In summary, our analysis of cloudtop stresses has produced the

following results:

(a) We have verified the up-gradient momentum flux due to eddy

stresses as reported by Beebe et al. (1980) and Ingersoll et

al. (1981) using a data set with nearly twice the number of

samples as these earlier reports. As all the actual mea-

suring on the AMOS system collected in our extended Voyager 2

world map was performed by only two individual-, we feel

that our results are more likely to be free from systematic

errors tnan these earlier reports. The Voyager 1 world map

used by Beebe et al. is a collection of measurements made by

a much larger team of investigators. 	 We feel that systematic

errors give rise to the apparent differences in the global

average eddy stress transport between the three global anal-

yses.

(b) Very small values of v can give rise to high values of sym-

metric transports. Within the measurement error associated

with our determination of v it is entirely feasible that sym-

metric stress transport could entirely outweigh the observed

eddy stress transport.

In Chapter 3 we shall use the spectral characteristics of the

observed large-scale turbulence in an attempt to better assess the

nature of the large-scale turbulent eddies.
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CHAPTER 3. THE LARGE-SCALE TURBULENT SPECTRUM

3.1 Introduction

In the Jovian atmosphere large-scale turbulent motions occur over a

range of spatial scales from tens to tens of thousands of kilometers.

In Chapter 2 we performed a bimodal decomposition of the velocity field

and represented the zonally asymmetric or eddy motions by the veloci-

ties u' and v'. The estimate of a 10 2 to 103 km global mixing

length (see Section 2.3) did little to improve our understanding of the

length scales associated with the large-scale turbulence. In Vd s

chapter we present a brief investigation of the spectral characteris-

tics associated with the large-scale Jovian turbulence. Such an inves-

tigation is important in at least two regards:

a) The nature of the coupling between thermodynamics and dynamics

in a fluid system depends upon the length scales associated

with the dynamics.

b) The shape of the turbulent kinetic energy spectrum provides a

method for probing the vertical structure associated with the

turbulence.

3.1.1 The Coupling of Thermodynamics and Dynamics

A major problem in attempting to formulate a consistent picture of

the global dynamics arises from the coupling of the atmospheric thermo-

dynamics to the dynamics through the stratification of the atmosphere.

This coupling is apparent in the dynamical governing equation, the

quasi-geo ,atrophic potential vorticity equation, given by,

3-1



where,

t = time

2	 a2	 a2v
ax 2 + ay

2

B = U(f=2a sin e)

22
K 2 = fL = stratification parameter

N 
2H2

with,

aT (z)

N2(z) 	
O ( Z )	 az + 9
^ lZJ	 p

H = depth of atmosphere .

The static temperature profile (To (z)) and its gradient dTo(z)/dz

determine the value of the Brunt- W sala frequency (N(z)) and hence the

value of the stratification parameter (K2(z)).

The stratification parameter can be written more simply as,

	

^	 2

	

K ^	 L 2
Lp

where L  = NH/f = Rossby radius of deformation.
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Thus, for length scales (L) much greater than the deformation

radius (LD ), and provided N2 (z) does not vary rapidly in z, the

thermodynamics (i.e., the thickness or temperature field) couples

simply with the dynamics through vortex stretching (i.e., the second

term in Equation 3.1). Conversely, if L < L D, the thermodynamics

is more intricately coupled to the dynamics (i.e., the coupling

involves vertical stresses) and the simplifications made in Equa-

tion 3.1 do not hold. Large-scale Jovian turbulence occurs in the

regime L > LD , so that in general the dynamics and thermodynamics are

coupled through vortex stretching.

3.1.2 Two-Dimensional and Three-Dimensional Turbulence

In Chapter 2 we attempted to use global velocity measurements to

estimate the rates of various zonally symmetric and asymmetric kinetic

energy transport processes occurring in the Jovian atmosphere. In Sec-

tion 1.3 we hinted at a matrix scheme for classifying models of the

Jovian circulation based upon those transport process and the effective

depth of the observed circulation. We present such a classification

scheme as Table 3.1. Coupled with the results of Chapter 2 a measure

of the effective depth of the atmosphere could provide a means for dis-

criminating among the various models of the Jovian circulation.

Voyager can observe motions in essentially a single horizontal

plane (that of the cloudtops). Nevertheless, the shape of the kinetic

energy power spectrum over a wide range of observable wavelengths

M.

A
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A b ik x-

provides a method for probing the dimensionality of the turbulence and

hence, an effective depth over which the atmosphere extends. In the

next two sections we briefly review the nature of 3-dimensional and

2-dimensional turbulence.

3.2 3-Dimensional, Isotropic Turbulence

Notice that we wrote the dynamical governing Equation (3.1) in a

form which neglected the effects of vertical eddy stresses. This is

permissible only under the assumption that the length scales associated

with the vertical stresses are much smaller than those associated with

the horizontal dynamics (see Section 3.3). Turbulence which gives rise

to non-negligible and equal stresses in all directions over all length

scales is said to be isotropic and 3-dimensional. In this section we

briefly review the well-known characteristics of isotropic turbulence.

The reader may refer to Tennekes and Lumley (1972; see Chapter 8) for a

more detailed treatment.

In this chapter we will examine the nature of the longitudinal tur-

bulent energy spectrum given by,

f	 E(k i ) dk i 	for i - 1,2,3	 (3.2)ff -Ja
where,

k l = longitudinal wavenumber

k2 = meridional or transverse wavenumber

k3 = vertical wavenumber
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and ,

E(ki)	
,l 	 #jj 

(ki) do	 (3.3)

where do is the surface element of a spherical shell of radius k.

The spectrum tensor sij is just the 3-dimensional Fourier

transform of the correlation tensor R id given by,

	

R id = u i (x, t) u
j
(x + ax, t	 (3.4)

where,

u i = u' = zonal turbulent velocity component

u2 = v' = meridional turbulent velocity component

u3 = w' = vertical turbulent velocity component

	

and the overbar signifies a time average in this case.	 i

The longitudinal spectrum F ll (k l ) is defined by,

_

R
11

(AX)	 exp (ik
1
 ox) 1

11 (k 1
 ) dk

1
	(3.5)

that is, F
ij

(k I ) is the one-aimensional Fourier transform of its

correlation tensor.

The relationship between 
oii 

and F 11 is generally quite
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complicated. Thus, it is difficult to relate F ll (k l ), which can be

measured in a global data set, to E(k l ), the 3-dimensional energy

spectrum. For isotropic turbulence, however, the relationship can be

given as (Batchelor, 1953),

E(ki)	 k i U	 Tc d ^Ti (3.6)i	 i 
Our Energy spectrum representation ( Equations 3.2 and 3 . 3) is strictly

valid only for continuous waves not for isolated, hence, multi-

component, eddies. Nevertheless, this representation has been found

useful in predicting some of the characteristics of a truly turbulent

field consisting of isolated eddies (see Lumley, 1970 for more exact

representation).

In our analysis we shall not attempt a direct measure of the corre-

lation tensor but rather will perform a straightforward Fourier analy-

sis of the observed zonal eddy velocity cLnponent u'(x) in several

zonal strips at various latitudes in order to obtain u'(k), where k is

the dimensionless wave index which we shall henceforth refer to as the

zonal wavenumber.	 Thus, from world map measurements we obtain,

K'(k)	 n 	 '._fk	 a	 u'2(k) dk .

k

Again, the method is strictly valid only for continuous waves though

the results are meaningful even for a field of isolated eddies.

In isotropic, 3-dimensional turbulence the transfer of energy from

one scale to the next takes place by means of the vortex stretching
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mechanism, the smaller eddies spinning up in the strain rate field of

the larger eddies. Thus, contrary to the deduced direction of

JK'	 K} for Jovian eddies, the energy cascade is always direct

with energy flowing from large scales to small scales. The charac-

teristic strain rate of an eddy of wavenumber k i is,

(k i E(ki))1/2

	

s(k i )	 2:/ki

At the largest scale the turbulence is driven by the strain rate of the

mean flow (S) and loses energy to smaller scales at a rate c. Thus,

on the largest scales E - (k i , c, S), which has the nondimensional

fonn,

E(ki)

Conversely, on the smallest scale (the so-called Kolmogorov microscale)

energy cascading down the spectrum at a rate equal to the dissipation

rate c is finally "destroyed" by the viscosity u, and has the non-

dimensional form,

E(ki)

	

E*	 1/4 5/4	
(3.9)

E	 U

Note from Equation 3.7 that the strain rate s(k i ) associated with the

turbulence increases as k i increases. The Kolmogorov spectrum, given in

(3.7)

0
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nondimensional form by Equation 3.9, is valid only in the limit as

s(k i )/S + •. On the other hand, the large-scale spectrum (see

Equation 3.8) is valid only in the limit as s(k i )/k i u	 •. The spectral

region intermediate to the Kolmogorov scale and the large-scale is

known as the inertial subrange and represents the region in which both

of the above limits apply simultaneously. It can be shown by similarity

argument (Tennekes and Lumley, 1912; see page 265) that within this

inertial subrange,

E(ki) - ki5/3 .	 (3.10)

3.3 2-Dimensional or Geostrophic Turbulence

For 3-dimensional turbulence our analysis was restricted only by

considerations of energy conservation in the inertial subrange. If the

turbulence field is 2-dimensional potential vorticity, as well as

energy, is conserved (Fj#rtoft, 1953). Conservation of potential

vorticity or enstrophy, as mean-squared vorticity is often called, has

a pronounced effect on the shape of the kinetic energy power spectrum

which becomes by similarity argument (Kraichnan, 1961),

E( k i ) = k 	 (3.11)

in a region of the inertial subrange over which enstrophy is being

transferred. Generally, in 2-dimensional turbulence there are two

inertial subranges in which potential vorticity is transferred and the

3-9



Figure 3.1. Turbulent transport regimes in a rotating planetary atmos-

phere. In the turbulent regime kinetic energy (K') input

at zonal wavenumber k  will cascade up to larger scales

resulting in a k-5/3 power law. Enstrophy (mean squared

vorticity) will cascade down to smaller scales resulting

in a k-3 power law for k > k E . For scales larger	 r

than k 0 the propagation of Rossby waves interrupts the

up-gradient turbulent transport.

A
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spectrum takes a profile governed by Equation 3.11 and another in which

energy is transferred and the spectrum is governed by Equation 3.10

(Kraichnan, 1967; Leith, 1968).

The energy cascade associated with 3-dimensional turbulence is

always direct in the sense that energy passes from low wavenumbers to

ever higher wavenumbers to be finally dissipated on the Kolmogorov

microscale. The energy cascade associated with 2-dimensional turbul-

ence is not as intuitively obvious (see Figure 3.1). If energy is fed

into a particular band of "excitation" wavenumbers near k  = kE,

then it can be shown (Kraichnan, 1967) that for k  < k  kinetic

energy is transferred up the spectrum to smaller and smaller wave-

numbers. In this region E(k i ) takes the profile given by Equa-

tion 3.10 as in 3-dimensional turbulence. For scales smaller than the

excitation wavelength (k i > k E ) enstrophy is transported down the

spectrum to larger and larger wavenumbers where it is eventually

destroyed by viscosity at scales smaller than those in the inertial

subrange. In the enstrophy-transfer subrange E(k i ) takes a profile

given by Equation 3.11. The transfer of energy in this enstrophy-

transfer subrange and the transfer of enstrophy in the energy-transfer

subrange are both zero.

Charney (1971) demonstrates that in a quasi-geostrophic atmosphere

(i.e., one governed by Equation 3.1) the large-scale turbulence, which

is sometimes referred to as geostrophic turbulence, has an energy spec-

trum profile governed by enstrophy transfer for wavenumbers greater

than k D . In the 'terrestrial troposphere
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baroclinicity pumps energy into the atmosphere at zonal wavenumbers

near k  = 7. Subsequent observational study of the kinetic energy

power spectrum of large-scale motions in Earth ' s atmosphere ( Julian

et al., 1970) from k = 1 to 20, where k is the zonal wavenumber, indi-

cates that the inertial range from about k = 7 to 20 does indeed obey

the k­ 3  power law as in Equation 3.11 (see Figure 3.2). Thus, in

Earth's atmosphere motions on those large scales are basically

2-dimensional or quasi-barotropic due to the fact that enstrophy is

conserved. The observed shape of the spectrum for the energy-transfer

subrange (k < 7) does not, however, obey the k -5/3 power law (Equa-

tion 3.10). At least two mechanisms are responsible for halting the

reverse energy cascade at low wavenumbers in Earth's atmosphere:

planetary wave propagatior, and surface drag at the lower boundary.

Lilly (1971) studies the effects of linear surface drag in a numer-

ically simulated 2-dimensional turbulent field. The effects of surface

drag appear to be two-fold:

a) In the energy-transfer inertial subrange the spectral profile

peaks at a wavelength less than the scale of the mean flow and

with an amplitude somewhat diminished from that predicted by

unimpeded energy transfer.

b) For large drag and small vorticity transfer rates the spectral

profile in the vorticity-transfer subrange exhibits a slope of

nearly k -3' 7 as opposed to k-3.

3-13



Figure 3.2. Turbulent kinetic energy power spectrum in Earth's mid-

latitude troposphere (from Julian et al., 1970). Values

of KE, the turbulent energy, are normalized to the

observed value at a zonal or "hemispheric" wavenumber

k = 6. The Rhines and Rossby deformation wavenumbers

are indicated by k  and k 0 respectively. For k > k 

the spectrum seems to obey a 
k-3 

power law as

anticipated for geostrophic turbulence. Note the

diminished slope for k < kp. Large-scale Jovian

turbulence occurs in the region k  < k < kp.
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Rhines (1975) examines the transfer of energy in the large-scale,

energy-transfer portion of the subrange for 2-dimensional turbulence on

a s-plane. In the k
-5/3 

subrange the transfer of energy to smaller

wavenumbers continues unimpeded until the s-restoring force for the

increasing length scales begins to dominate even the nonlinear inter-

actions. The timescales for the nonlinear interactions and Rossby wave

propagation are equal at a wavenumber given by,

k 	 = vfO/2U	 (3.12)

where,

ko = transition number, or "Rhines" wavenumber

U	 = typical zonal velocity scale.

Thus, at a wavelength equal to 2R/k
0
(eL S ) a transition from a turbulent

regime (L < L a) to one of Rossby wave propagation (L > L0)

occurs. The length scale k -I is often referred to as the Rhines radius.

In the turbulent regime the dispersion relation is approximately,

	

m - k U .
	

( 3.13)

Thus, flow of energy to smaller wavenumber corresponds to an increase

in energy of the lower frequency components. Rossby waves are somewhat

unusual iin that smaller wavenumbers are associated with higher fre-

quencies according to a dispersion relation like,

A
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(3.14)k (1 + m /)

where,

k = dimensionless zonal wavenumber (or zonal wave index)

m = dimensionless meridional wavenumber (or meridional wave

A
index).

Thus, in an isotropic field the flow of energy to smaller wavenumbers

will be impeded by the wavenumber and frequency resonance requirements

for wave-wave interactions. Note that according to Equation 3.14 the

flow of energy to smaller wavenumbers in the Rossby wave regime is less

impeded for very small values of m/k. On the other hand, if m/k is

large, kinetic energy will build up at scales near the Rhines radius.

Thus, we are apt to find situations in which the eddies, flattened by

the 6-effect, lead to an end state for the cascade consisting of

alternating easterly and westerly jets with width scales given by

k a l and amplitudes constrained by the barotropic stability crit-

erion. Williams (1979b) suggests that such an end state manifests

itself on Jupiter.

3.4 Large-Scale Jovian Turbulence

In this section we describe the use of the ext ended Voyager 2 world

reap to deduce the spectral profile of the large-scale turbulent motions

of the Jovian cloudtops. Conceptionally our analysis is simple and

based upon that for Earth's troposphere by Julian et al. (1970). In

some regards the actual analysis remains preliminary, and in closing we

are compelled to suggest further work.
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3.4.1 Measurement of the Turbulent Kinetic Energy Power Spectrum

The excellent data sampling of the Voyager 2 world map (see fig-

ure 2.5) suggests that use of a discrete Fourier Transform analysis,

which is certainly time-saving as compared to a more rigorous perio-

digram analysis, would be meaningful. The well-sampled, but neverthe-

less somewhat uneven, distribution of data points necessitates inter-

polation to a uniformly spaced grid of points. Based upon typical tie-

point spacing and jet width in the world map, this interpolation was

performed within an influence radius (r - r i ) about each grid point

of r  = 2:5. Our analysis is longitudinal, that is ive perform a

Fourier Transform on the zonal distribution of u', the eddy zonal velo-

city component. The value of u' at each grid point in the one dimen-

sional array is taken as the weighted mean of all the actual tiepoints

within one influence radius of the grid point. Tiepoints are weighted

as r-2.

In order to make use of a 6-bit Fast Fourier Transform (FFT)

routine (i.e., one capable of handling 128 samples) we select the

longitudinal spacing of grid points as ox = 2:82. The resulting

Nyquist wavelength of the analysis is thus 5°64 or k = 64, where k is

once again the zonal wavenumber. The FFT routine provides amplitudes

for u'(k) for each wavenumber component from k = 1 to k = 64. The mean

value (u, represented by k = O) is removed prior to the actrial analy-

sis. Squaring the u' amplitudes allows a proportional measure of

K'(k), the eody kinetic energy associated with each resolved wavenumber.
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The analysis described above was performed in 13 tonal bins cen-

tered on 6 westward and 1 eastward jets. Plots of u' 2 (k) in each of

these jets are provided as Figures 3.3 through 3.15. In order to

smooth-out noise in the analysis individual points plotted in each of

these figures represent the mean value of u' 2(k) at four discrete,

adjacent wavenumbers. We do not notice any substantial differences

between the spectra observed in eastward jets and those observed in 	 0

westward jets as might be predicted for Green mode baroclinicity

(Conrath, Gierasch, and Nath, 1981).

3.4.2 Interpretation of the Jovian Turbulent Spectrum

If the observed cloudtop turbulence is driven by baroclinic forcing

we anticipate energy to be fed into the spectrum at k 0, the wave-

number associated with the Rossby deformation radius. Based upon a

typical Brunt-Vaisal'a frequency of N = 10 -2 sec -1 in the Jovian

upper troposphere and a depth scale of H = 10 m (a scale height),

we may compute a deformation radius of approximately,

Lp	 ^ti103km

thus,

k 0 % 10 2 .

3-19
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Figure 3.3. Smoothed Jovian turbulent kinetic energy power spectrum

(u' 2 (k)) of westward jet at +44°5 latitude. Units on

U' 2
(k) are m2 sec 2 , whereas 

kzonal 
is the

number of wavelengths fitting around the latitude

circle. As in Figures 3.4 through 3.15,k 0 is

computed according to equation 3.12. In this case

somewhat artificially low values for U, the mean zonal

velocity within the 5 o wide averaging channel were

obtained because of the narrowness and weakness of this

particular jet.
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Figure 3.4. Smoothed turbulent kinetic energy power spectrum

(u (k)) of westward jet at +39°5 latitude.
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Figure 3.5. Smoothed turbulent kinetic energy power spectrum

(u' 2 (k)) of eastward jet at +W5 latitude.
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Figure 3.6. Smoothed turbulent kinetic energy power spectrum

(u' 2 (k)) of westward jet at +31 0 5 latitude.
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Figure 3.7. Smoothed turbulent kinetic energy power spectrum

(U
12 

(k)) of eastward jet at +230.5 latitude. It

is near this latitude (see also Figure 3.8 which

follows) that both P' and K' reach a maximum (see

Figure 2.6). It is interesting, but highly specu-

lative, to suggest that baroclinic effects are

important in this region and lead to an aliased

spectrum with an up-turn near the Nyquist wavenumber.
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Figure 3.8. Smoothed turbulent kinetic energy power spectrum

(u'
2
 (k)) of westward jet at +17°5 latitude. It

is near this latitude that both P' and K' reach a

maximum (see Figure 2.6). It is interesting, but

highly speculative, to suggest that baroclinic

effects are important in this region and lead to

an aliased spectrum with an up-turn near the

Nyquist wavenumber.
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Figure 3.9. Smoothed turbulent kinetic energy power spectrum

(U
,2 M) of the northern edge of the equatorial

jet at +12°0 latitude.
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Figure 3.10. Smoothed turbulent kinetic energy power spectrum

(u .2 (k)) of the southern edge of the equatorial

jet at -12°0 latitude.
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Figure 3.12. Smoothed turbulent kinetic energy power spectrum

012 (k)) of the eastward jet at -27°5 latitude.
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A

Figure 3.13. Smoothed turbulent kinetic energy power spectrum

(U 
.2 

(k)) of the westward jet at -32?5 latitude.

It is this jet which runs over the northern edge

of the White Ovals.
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Figure 3.14. Smoothed turbulent kinetic energy power spectrum

(u
,2 

(k)) of the eastward jet at -31°5 latitude.

This jet displays one of the best examples of a

k-5/3 power law.
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Figure 3.15. Smoothed turbulent kinetic energy power spectrum

(u' 2 (k)) of the eastward jet at -42°5 latitude.

Note the greatly diminished slope of the spectral

profile in the Rossby wave propagation region

(k < ks).

►
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Hence, the wavelength of maximum baroclinic instability is shorter than

the resolution of our Fourier analysis. This is likely to have two

effects:

a) If tree turbulence is baroclinically driven (i.e., forced at

wavenumbers near k p) our spectral analysis lies in the

larger scale energy-transfer subrange for 2-dimensional tur-

bulence. On this basis we might anticipate a k-5/3 power

law to hold with an up-gradient energy transport.

b) A peak in K'(k) near k  could lead to substantial aliasing

of our spectral profile leading to upturning of the high fre-

quency end of the spectra.

In Chapter 2 we have verified that the turbulent transfer of

kinetic energy proceeds toward increasingly longer wavelengths. As

such a reverse cascade does not occur in truly isotropic 3-dimensional

turbulence, we conclude that the observed large-scale turbulence must

be 2-dimensional (i.e., obeys a potential vorticity equation of the

form of Equation 3.1). In the terrestrial troposphere this

2-dimensional nature of large-scale turbulence leads to a k -3 power

law. This is because terrestrial geostrophic turbulence occurs in the

vorticity-transfer subrange (i.e., at wavenumbers higher than kp).

Jovian large-scale turbulence lies in a different regime (k < k  j k0),

3-41



and we expect the spectrum to obey a k-5/3 power law down to wave-

numbers (k - k 0 ) associated with the Rhines radius.

It is extremely difficult to discriminate between a k -3 and

k -5/3 power law. However, we have plotted both slopes on each of

Figures 3.3 through 3.15. The left end of the linear slopes has been

made to coincide with the peak observed in most cases near the Rhines

wavenumber (k 0 ). A careful examination of Figures 3.3 through 3.15

provides us with a fairly firm conviction that the k -5/3 power law is

indeed being obeyed.

Based upon Equation 3.12 we compute the Rhines wavenumber (k0)

within each jet, where U is taken as the mean zonal velocity within the

5' width of the zonal strip centered on the jet, and mark k  in

each of the spectra presented in Figures 3.3 through 3.15. In many

cases we do indeed observe a maximum in u' 2 (k) near k  as pre-

dicted by the so-called Rhines effect. In other cases, such as in the

eastward jet at +35°5 latitude (see Figure 3.5), u' 2 (k) increases

down to the scale of the mean flow as anticipated for the baro-

tropically stable end state predicted by Williams (1979b).

In order to demonstrate a statistical significance to our slope

analysis we must first demonstrate that log (u' 2 ) (taken as dependent

variable) and log (k) (taken as independent variable) possess 2 mean-

ingful linear correlation. Columns 3 through 6 of Table 3.2 presents

the results of linear least squares fits to the form,

A

log u' 2 = A (log k) + B .	 (3.15)
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Table 3.2. Linear Least Squares Fits to Jet Spectra

Jet Latitude	 N	 A	 B	 02	 r

A
-4 13 -1.3174 2.8 -0.8811

-370.5 12 -1.6862 3.4841 0.0063 -0.7481

-32°5 12 -1.2609 2.8858 0.0065 -0.6406

-27°5 13 -0.7289 2.2010 0.0078 -0.4440

-19°5 13 -1.0256 2.8059 0.0032 -0.7373

-12°0 13 -0.5182 1.9281 0.0055 -0.3874

+12°0 13 -0.3391 1.3093 0.0047 -0.2838

+17°5 12 -0.1536 1.2763 0.0039 -0.1293

+23°5 14 -1.0069 3.3414 0.0024 -0.8189

+31 0 5 13 -0.8077 2.0107 0.0021 -0.7350

+35°5 13 -0.9603 2.0576 0.0052 -0.6242

+39-0 5 12 -1.0874 2.0732 0.0062 -0.5908

+44 05 6 -1.2840 2.3991 0.0094 -0.3638
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The four point smoothed data displayed in Figures 3.3 through 3.15

were used for this analysis. The number of degrees of freedom within

each jet spectrum is assumed to be N-2, where N is the number of

smoothed data points for wavenumbers greater than k^. Wavenumbers

less than k  were excluded from this analysis. The square of the

standard deviation is estimated according to,

N

a2	 N— ^-^	 (yi - A - Bx i ) 2 	(3.16)

i=1

where,

y i - log (u' 2 )	 at k = ki

x i = log (k)	 at k = k 

For 10 degrees of freedom a linear correlation (r) of 0.242 indicates a

meaningful linear correlation at the 50% probability level, while

r - 0.549 indicates a meaningful linear correlation at the 90% level.

For most of the jets in our analysis a linear relation between

log (u' 2 ) and log (k) is meaningful at better than the 90% confidence

level.

Tne average slope (A) associated with the fits of Table 3.2 is

A = -0.9366. This corresponds to a power law which decays like

k-0.9366, There is no turbulent process which yields a power law

with decay slower than 
k-5/3. 

Hence, we might question whether the

difference between A - -0.9366 and A - -5/3 is statistically meaningful

in our least squares analysis.
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Table 3.3 presents the results of constrained least squares fits to

G

the four point smoothed data for k > k p. For the first fit the
4

slope is constrained to be A = -5/3, while for the second fit A = -3.

i
In each case only the value of B is allowed to vary. Values of B in

i
Table 3.3 are those giving the best least squares fit with constrained

slopes. Again, the standard deviation of the fits is estimated using

Equation 3.16. As anticipated values of a 2 for the A = -5/3 fit

are substantially smaller than those for the A n -3 fit.

i
We can estimate the uncertainty on the value of A associated with

the unconstrained fits of Table 3.2 according to a standard deviation

for the slope given by,

2

aA 
ea' E xi	 (3.11)

where, a = standard deviation of unconstrained fits

e	 N E xi _ ( E xi)2.

The estimated value of aA is displayed as the second column of Table 3.3.

Note that the slope of the unconstrained linear fits seems to diminish

at latitudes near the equator. The constrained A = -5/3 fits nearly

duplicate the unconstrained fits at temperate latitudes. Actually, for

the jets at -37.5 and +44°5 there is no significant difference between

the unconstrained fit and the constrained A = -5/3 fit, i.e.,

-5/3 lies within the range A ± o 
A	

We conclude that there is little

significant difference between the actual unconstrained fits and the

constrained fit for A = -5/3 at temperate latitudes. On the other
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Table 3.3. Linear Least Squares Fits with Constrainted Slopes

Jet Latitude
a 2A

A	 B Q2 A	 B a2

-42 0 5 0.0035 -5/3	 3.3728 0.0022 -3	 5.4153 0.0120

-37 0 5 0.0186 3.4535 9.0063 5.5406 0.0112

-32:5 0.0192 3.5210 0.0069 5.6082 0.0150

-27 0 5 0.0152 3.6376 0.0109 5.6801 0.0263

-190.5 0.0062 3.7880 0.0047 5.8305 0.0172

--.0 ^,:107 3.6814 0.0102 5.7299 0.0276

+12:0 0.0091 3.3429 0.0111 5.3855 0.0302

+17.0 5 0.0115 3.6448 0.0104 5.7319 0.0268

+23 0 5 0.0030 4.3258 0.0045 6.3151 0.0214

+31 0 5 0.0041 3.3266 0.0046 5.3691 0.0193

+35 0 5 0.0101 3.1397 0.0070 5.1822 0.0201

+3905 0.0183 2.9800 0,0072 5.0671 0.0166

+440 5 0.4500 3.0524 0.0095 5.3288 0.0120

3-52



hand, the slope A - -3 lies far outside the range of uncertainity in

the least squares slope.

The geostrophic constaints, which are responsible for the character-

istic 2-dimensional nature of the large-scale turbulence, breakdown

near the equator. We might use this tropical departure to explain the

breakdown of the k 5/3 power law near the equator; however, we have

already remarked that these are no turbulent processes which produce a

spectrum flatter than k -5/3 . We suspect two causes for the flatness

of the observed spectra:

a) white noise associated with measurement errors in u'

b) aliasing from scales unresolved in our analysis.

The former tends to flatten the spectrum more or less uniformly, while

the latter would tend to flatten the spectrum near the Nyquist fre-

quency or even cause the high frequency end of the spectrum to turn

upward. A very preliminary analysis seems to indicate that in most

jets the spectrum is more or less uniformly flatter than a k -5/3 pro-

file. In a few cases, however, the overall linear fits worsen with

increasing wavenumber (see Figure 3.9 illustrating the spectrum at

+1200 latitude) as we might expect for an aliased spectrum. Such

aliasing could be due not only to the presence of baroclinically driven

eddies but to wave induced CISK instabilities in Jupiter's tropics as

suggested by Maxworthy (1975).

This spectral analysis of the large-scale turbulent motions visible

in our world map data set is preliminary. Future work should be

carried out to:
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a) use a more strictly applicable periodigram analysis on the

unevenly sampled data

b) definitively establish a statistically more meaningful fit to

the k-5/3 power law than to the k 3 power law

c) examine the nature of the turbulent spectrum near L  by

using velocity measurements w-ith higher spatial resolution

d) study the impact on the K'(k) profile of energy input by

upward propagating waves so that this forcing mechanism can be

contrasted with baroclinicity. Spectral analysis is capable

of detecting the signature of wave forcing as suggested by

Maxworthy (1975) (see Zangvil and Yanai, 1980).

Nevertheless, we feel that our spectral analysis probably demonstrates

the existence of the k -5/3 , up-gradient energy-transfer subrange of

Kraichnan (1967) in a large-scale atmospheric system. As well, the

Rhines effect does indeed appear to manifest itself in Jupiter's

atmosphere.

We note that the results of the analysis are consistent with the

notion that the observed turbulence is baroclinically forced with

energy being transferred upgradient to smaller wavenumbers. We might

even speculate that the larger turbulent energy transports observed in

Jupiter's atmosphere as compared with Earth's may well be due to the

wide range of Jovian eddy scales available to carry out this transport

(k a < k < k 0) contrasted with the very limit range of avail-

able scales in Earth's troposphere (where k s ^_- kp ). The vast

expanse of the energy-transfer band of wavenumbers could then effec-

tively isolate the mean zonal flow from variable activity on the baro-
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clinic scale with short time constants (i.e., much shorter than the 100

day spin-up period for tt•e mean flow). Produced might be a remark-

ably steady large-scale mean flow driven by highly variable processes

occuring on a much smaller scale.

In closing we point out, as suggested by Williams (1979b), the

spectral profile should be evident in the easily observed albedo field

of the Jovian cloudtops. Indeed, a longitudinal Fourier analysis of

the digitized albedo field of a global mosaic of Jupiter (shown as Fig-

ure 3.16) is in accord with our suspected k -5/3 power law. Should

baroclinicity play a dominant role in driving the cloudtop motions we

would expect the albedo field of the cloudtops to become much flatter

for scales less than the deformation radius. The fact that this is not

always the case (e.g., small features in the South Tropical Zone) may

be indicativ3 of mesoscale convection.
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Figure 3.16. Albedo power spectrum of the westward jet at +11°5

latitude. The ordinate axis plots a measure of

contrast or ( ON) 2 where ON is the change

from the mean in contrast Digital Number (DN) which

codes each of the gray levels in a Voyager image.

A global mosaic of 5 narrow-angle frames taken

through a green filter were used in the analysis.

0
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CHAPTER 4. KINEMATICS AND ENERGETICS OF THE GREAT RED SPOT

We turn our attention toward the largest single eddy in the Jovian

atmosphere (and for that matter the largest single known eddy in

nature) and pose many of the same questions as in the preceding chap-

ters; namely, what is the nature of the flow field of the Great Red

Spot (GRS) and what may we subsequently infer about the energetics of

this single, large-scale eddy? Both the Great Red Spot and the smaller

White Ovals represent eddies of a length scale comparable to the Rhines

radius. Therefore, it will be interesting to compare the results of an

energy analysis for these Rossby wave-scale eddies with the global

analysis which indicated mixing lengths for the up-gradient momentum

transport of 10 2 to 103 km.

4.1 Introduction

The earliest existing reference to the GRS may well be recorded in

Volume 1 (No. 1) of the Philosophic al Transactions of the Royal Society

of London as a very brief note describing a telescopic observation made

by Robert Hooke who "with an excellent twelve-foot telescope observed

. . . on the 9th of May, 1664 . . . a small spot in the biggest of the

three obscurer belts of Jupiter." There is no way of being certain

that this spot, which came to be known as "Hooke's Spot" was in fact

the Great Red Spot. Hooke's spot was observed over the next decade by

Cassini at the Paris Observatory, but by 1715 had faded from the

records and apparently from telescopic view. A feature, which in
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description resembles the GRS is mentioned in the literature rather

sporadically throughout the 19th Century, including one interesting

observation by the Reverend "Hawkeye" Dawes. More or less continuous

observational records of the Great Red Spot (or at least the so-called

Red Spot Hollow, as the embayment of the South Equatorial Belt causea

by the GRS is known) date from late 1878 at which time the GRS seems to

have achieved prominence. It has, however, been suggested that the

coincidence of this date with the introduction of the first good all

reflective telescopes free from chromatic aberrations is more than

casual (Beebe, private communication, 1981). In 1882 the GRS began to

fade, a waning which was arrested by 1891. However, it is noteworthy

that since the late 19th Century the longitudinal extent of the GRS has

shrunk monotonically from roughly 40,000 km to 25,000 km. Over the

past century numerous records of the drift rate (i.e., phase speed),

color, shape, and size of the GRS have been collected by astronomers,

both amateur and professional. However, with the single exception of

an observation by Reese and Smith (1968), little was known observa-

tionally about the nature of the GRS flew field.

The use of temporal sequences of Voyager images allows a detailed

view of the flow field of the GRS. We shall base subsequent discussion

upon four independent data sets, two taken by each of the Voyager

spacecraft and summarized in Table 4.1. All except the data set

desiynateo as VGR 1 SET II represent measurements made on frames for

which a simultaneously shuttered wide-angle frame was used to fit a map

grid to the observed limb of the planet (in all cases the entire planet

was visible in the wide-angle frame). The data set designated VGR 1

t
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Table 4.1. Great Red Spot Data Sets

Frame Spatial
Pairs Resolution Time Velocity

(FDS (km/Line Separatiorj Resolution
Data Set Counts) Pair) (Hours) (m/sec)

VGR 1 SET I 16268.U3 95 9.80 3

16280.28

16268.03 95 9.84 3

16280.33

16265.58 96 11.76 2

16280.28

VGR 1 SET II 16341.37 43 9.64 1

16353.42

16341.45 41 9.51 1

16353.34

16341.49 42 9.45 1

16353.30

16341.49 42 9.54 1

16353.42

16366.12 23 0.29 22

16366.48

16366.12 23 0.70 9

1636 7.00

16367.12 23 0.32 20
16367.52

VGR 2 SET I 20480.09 110 9.64 3

20492.39

VGR 2 SET II 20505.06 96 9.81 3

20517.32

20517.32 90 9.67 3

20529.41

4-3



VW

SET II represents the superposition of measurements made on two sepa-

rate sets of frame pairs: one pair consisting of frames from a 3 x 3

and 3 x 4 narrow-angle frame mosaic of the GRS with a time separation

of 9.5 hours and the second pair consisting of frames taken during the

Jovian rotation following the 3 x 4 mosaic and having a time separation

of 0.5 hour. Only in the frames 16341.31, 16341.4 5, and 16341.49 was

the limb of the planet visible in simultaneously shuttered wide-angle

frames. In all later frames the Jo^ian limb was not visible in the

associated wide-angle frame,  hence these later narrow-angle frames were

essentially "blind." In such a case the AMOS program may be used in a

"tiepoint transfer" or "relative nevigation" mode, which in this case

worked as follows: a frame pair was set up consisting of one frame

from the 3 x 3 mosaic and a frame of the GRS taken one rotation

before. This pair had accompanying simultaneously shuttered wide-angle

frames, hence map grids could be fit to each frame. Several tiepoints

were measured in this pair. These tiepoints were then identified in

subsequent narrow-angle frames in the 3 x 4 mosaic and were assigned

the same velocity as measured in the earlier pair, i.e., the tiepoint

was "transferred" to the new frames. The underlying assumption is, of

course, that the transferred tiepoint is not undergoing an accelera-

tion, a rather unrealistic assumption for tiepoints in the GRS vortex.

Following the transfer of several tiepoints (roughly 20) scattered more

or less uniformly across the frame, the logic of the AMOS program is

reversed so that the transferred tiepoint coordinates and associated

velocities are used as input for the computation of the navigational

parameters necessary to fit a map grid to the "blind" f rame(s). Fine
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tuning of the navigational parameters may be accomplished by reproving

any unrealistic mean velocities or apparent "shifts" in the resulting

flow field. Thus, the data set VGR 1 SET II is likely to have the

greatest navigational error associated with it, offsetting the accuracy

obtainable with frames of such high spatial resolution. Nevertheless,

this data set is interesting as a comparison between present work and

earlier collaborative work involving the author and summarized below.

4.2 The Velocity and Vorticity Field of the GRS

Mitchell et al. (1981) present a report on the highest spatial

resolution kinematic data set obtained of the GRS and the White Oval BC

(see nomenclature of Peek, 1958), i.e., the same data set for the GRS

as that we designate VGR 1 SET II. Their approach is to sub	 'mpose

over both the GRS and White Oval 8C a coordinate system of concentric,

equal eccentricity ellipses (see their Figure 3, reproduced here as

Figure 4.1). The eccentricity is determined by the visual shape of the

darker peripheral cloud collar surrounding both features. In the case

of the GRS, they take a semi-major axis length (a) of 12.08 x 10 6 m

and a semi-minor axis length (b) of 5.58 x 10 6 m, giving an eccen-

tricity (c) of 0.887. For the White Oval BC the corresponding dimen-

sions are a = 4.89 x 10 6 m, b = 2.93 x 10 6 m, and c = 0.801.

Thus, the position of each measured tiepoint is designated by the semi-

major axis length (a) of the ellipse upon which it lies and the azi-

muthal angle (e) measured counterclockwise from the eastern semi-

major axis (not to be confused with planetographic latitude which we

have previously represented by e). We shall reference locations
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Figure 4.1. Geometry of concentric ellipses used to define a coordinate

system for specifying positions within the Great Red Spot

(from Mitchell et at., 1981). The position of point 1 is

specified by e l , the angle measured counterclockwise

from the eastern semi-major axis to the radius vector

associated with point 1, and by a l , the semi-major axis

length for that ellipse on which point 1 lies. There are

no net eddy stresses associated wiO Mitchell et al.'s

completely symmetric analysis.
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PRECEDING PAGE BLANK NOT RIMED

within the GRS in this same coordinate system in our discussions.

Their concentric ellipses are oriented with the major axis running

exactly east-west and the minor axis running exactly north-south. The

observed zonal (u) and meridional (v) velocity components of each tie-

point are transformed into a velocity component tangential to the

ellipse on which the tiepoint lies (V T) and a component in the

direction radially outward from the origin of the concentric ellipses

(VR ), all related by the following expression:

	

V T - - u sin# + v cos#	 (4.1)

V  = u cos# + v sin# 	 (4.2)

where,

2

	

# = tan-1 l (.1 ) tan e^	 (4.3)

Noting that V T does not seem to be strongly e-dependent they least-

squares fit the tangential velocity component to a polynomial function

of (a) of the form:

	VT(a) = C I a + C 2 a 2 + C 3 a 3 +	 C 
4 
a 4 .	 (4.4)

In their discussion Mitchell et al. completely neglect the radial velo-

city component VR , noting that it is quite small and possibly

e-dependent as well. Using their polynomial fit we plot V T (3) in

Figure 4.2 which illustrates the striking similarity of V T for the
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Figure 4.2. Profiles of tangential velocity as a function of semi-

major axs length within the Great Red Spot (GRS) and

White Oval BC. Note the similarity in profiles for

the outer portions of the GRS and for the White Oval.
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GRS from a = 4.2 x 106 m outward and the White Oval BC. If the inner

quiescent portion of the GRS were removed, the profiles of VR(a)

would be nearly identical.

Under the assumption that V  = 0, the vertical component of

the relative	 ^.'.`ty (_) of the flow along streamlines consisting

of concentric elliN.,es is given by,

dV

c( a , e)	 V1 + ; ^	 (4.5)

where,

4	 1/2

cos2 e + (6) singe

n=

COS 61+ 
(1)2

b 	 singe

where,

b 2 n3/a = radius of curvature of a streamline.

For a detailed derivation of Equation (4.5) see the appen.'ix to

Mitchell et al. They plot (a) for fixed values of a (namely,

6 = 00 , 300 , 900 ) and note quite similar vorticity profiles for

the GRS and White Oval BC (see their Figures 6 and 7). As they neg-

lected the radial component V R , they only mention that the divergence

associated with the flow field is 1 4 ''ely to be quite small and probably

hidden in the measurement noise. Their flow field consisting of VT

as a simple function	 I	 has no net divergence associated with it;
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the convergent flow along the minor axis merely compensates for the

divergent flow along the major axis.

We procede to compare the fields of streamfunction, vorticity, and

divergence for our four data sets. The computation of each of these

quantities requires that our data field be smoothed, i.e., fit to a

grid of evenly spaced points in x (zonal direction, positive eastward)

and y (meridional direction, positive northward). This is done using
	 A

the standard technique of an influence radius (r_), that is, the

value of any scalar quantity (e.g., the zonal and meridional wind com-

ponent) at each uniform grid point is taken to be the weighted average

of all measured values within a circular radius r = r  of the uniform

grid point. All measured values within r = r  are weighted as

1/r2 . Figures 4.3, 4.4, 4.5, and 4.6 show the flow field as actually

measured for each of our data sets using the AMOS interactive system.

Figure 4.7 illustrates an interpolated field of vorticity (units are

lU 5 sec-1 ) for the data set VGR2 Set I. Spacing of grid points

was taken to be 0°5 in latitude (Ay = 0 0.5) and 3:0 in longitude

(ox = 3.0), in versions (a) of each data set and 0:5 in latitude

(Ay = 0:5) with 1.5 in longitude (Ax = 1°5) in versions (b) of each

data set. Such a rectangular grid spacing was used so as to preserve

resolution in latitude, which is important in our later computations of

energy transports, and at the same time produce a field which is not

"over interpolated' (i.e., containino more grid points than actual data

points). Though grid point spacing is specified in terms of equal

intervals in degrees of latitude and longitude (which are not, of

course, equal intervals of spatial distance x and y), the actual compu-
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Figure 4.3. Plot of tiepoints comprising the GRS data set referred to

as VGR1 Set I. As in Figures 4.4 through 4.6, latitudes

are planetographic, while longitudes are measured in

System III (1967.0), the conventional radio-defined

system of longitude. Lengths of vectors are proportional

to wind speed. Circles lie at initial observed positions

of cloud tracers. Velocities interpolated to an evenly-

spaced grid were used in our analysis of net eddy stress.
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Figure 4.4. Plot of tiepoints comprising the GRS data set referred

to as VGR1 Set II.
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Figure 4.5. Plot of tiepoints comprising the GRS data set referred

to as VGR2 Set I.
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Figure 4.6. Plot of tiepoints comprising the GRS data set referred

to as VGR2 Set II.
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Figure 4.1. Relative vorticity contours computed from the inter-

po l ated GRS data set referred to as VGR2 Set I

version (b). High level of noise results since

relative vorticity is computed as the difference of

two finite differenced shears. 	 .
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tation of all flow quantities is performed correctly, the curvature of

Jupiter having been taken into account. The details of each of our

interpolation schemes are summarized in Table 4.2.

Note that the actual spacing of tiepoints (Figures 4.3 through

4.6) is quite uniform, as we would hope, though there is considerable

difficulty in identifying tiepoint features in the diffuse and strongly

sheared clouds in the outer-peripheral vortex at about a - 6 to 8 x 10 6
 

M.

It is in fact the presence of this peripheral vortex which is the most

obvious characteristic of the GRS flow field (see Figure 4.7), render-

ing a flow field quite unlike that of any terrestial atmospheric

vortex. Figure 4.8 shows the meridional profile of relative vorticity

along the minor axis of the GRS, symmetrically averaged about the major

axis at -220 latitude for comparison with Mitchell et al. Note that

three of the data sets display profiles quite similar to that computed

by Mitchell et al. as shown by the smooth curve. The fact that data

set VGR 2 SET I seems to show a very atypical profile is unJerstandable

when we refer back to Figure 4.5 and notice that it was impossible to

identify tiepoints in the peripheral vortex in this data set. The

somewhat lower peak relative vorticities displayed in the profiles for

the remaining three data sets are probably due to the degraded spatial

resolution of our finite grid point spacing which would smooth (i.e.,

broaden and lower) an actual sharp vorticity peak.

In Figure 4.9 we display the actual finite differenced relative

vorticity meridional profile along the minor axis of the GRS in order

to look for indications of any north-south asymmetry. Reference to

Figure 4.5 indicates that, as previously noted, the absence of data
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Table 4.2. GRS Data Sets Interpolation Schemes

No. of No. of Range Range
Actual Grid in in

Data Set Tiepoints* Points Latitude Longitude

VGR 1 SET Ia 461 243 -15 0.0 to -28:0 88.0 to 64.0

SET Ib 461 459 -15 0.0 to -28 0.0 88.0 to 64:0

VGR 1 SET IIa 898 243 -15:0 to -28°0 880.0 to 640.0

SET IIb 898 459 -15:0 to -28:0 88:0 to 64:0

VGR 2 SET Ia 384 243 -16:0 to -29:0 121.0 to 97:0

SET IIb 384 459 -16.0 to -29.0 121°0 to 97.0

VGR 2 SET IIa 402 243 -16.0 to -290.0 121:0 to 91:0

SET IIb 402 459 -16 0.0 to -29.0 121:0 to 91 00

*Up to 10% of the actual tiepoints lie outside the range of the
interpolation scheme.

In versions (d): ox = 3:0 and ay n 0:5.

In versions (b): ex = 1:5 and 4y S 0:5.
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Figure 4.8. Meridional profile of relative vorticity symmetrically

averaged along the minor axis of the Great Red Spot as

computed for each of the four data sets used in our

analyses and as computed by Mitchell et al. (1981).
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Figure 4.9. Meridional profile of relative vorticity along the minor

axis of the Great Red Spot as computed for each of the

four data sets used in our analyses.
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points in the peripheral vortex itself explains the lower peak vortici-

ties observed in data set VGR 2 SET I. Reference to Figure 4.4 indi-

cates that our meridional relative vorticity profile for the data set

VGR 1 SET II is not likely to be trustworthy at all, as the absence of

frame pair coverage along the minor axis of the GRS from about

a - 4 x 106 m outward makes the computed profile rather meaningless

for radii greater than this value. On the other hand, the rather 	

i

sparse yet uniform sampling of tiepoints evident in the data sets VGR 1

SET I and VGR 2 SET II make them better candidates for uncovering any

north-south asymmetry.	 As seen in Figure 4.9 both of these data sets

do display relative vorticity profiles along the minor axis which are

markedly asymmetrical with a peak vorticity of about 6.5 x 10
-5
 sec-1

at a = -9 x 106m (south side) and a lower peak relative vorticity of

about 4.0 x 10-5 sec
-i
 at a - +5 x 106m (north side). The addi-

tion of planetary vorticity (f = 2a sine, where a = 1.16 x 10-4

sec -1 and e - planetographic latitude) yields the absolute vorti-

city given by t + f which appears to be more or less conserved at a

value of roughly -8 x 10-5 sec-1 by fluid parcels as they circulate

within the GRS.

Using approach movie sequences of Voyager images, the author

noticed that smaller, bright vortices produced in Jupiter's so-called

F-current, an easterly jet at about -26 0 latitude, displayed large

variations in albedo as they rotated within the GRS after being

entrained. The small vortices were observed to substantially brighten

as they rounded the northeastern side of the GRS and to dim as they

approach the southwestern side. The supposition was that the smaller
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vortices were either being vertically stretched or undergoing a whole-

sale increase in altitude as they moved northward along the eastern

edge of the GRS, either case leading to the condensation of more

ammonia crystals and hence, an increase in albedo. The opposite effect

was presumed to occur on the western side of the GRS. Allison (private

communication, 1981) suggests that the observed brightening of these

smaller vortices is, in fact, due to vortex-tube stretching governed by

the so-called Sverdrup Relation (see Pedlosky, 1919, page 400) which

amounts to a restatement of conservation of potential vorticity, i.e.,

d (c + f	 0

where,

D - depth scale of the atmosphere

for the appropriate scales of motion. The argument begins with the

potential vorticity equation for long waves on a 8-plane and in a

statified atmosphere, where for the streamfunction *,

Ut I°Z* + ai 

(K2 O + syI - 0	 (4.6)

This is the same as our previous Equation 3.1.

We have seen that this relation expresses a balance in the total

time derivative of throe terms, which are respectively, the vertical

components of relative vorticity, vorticity induced via vortex-tube

stretching, and planetary vorticity on a s-plane.
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For those scales of motion for which the horizontal Laplacian term

may be n: ;;lectej., i.e., those scales for which dimensionless 9 given

by,

2
f

LR

where,
lj; _ (U/^So,l/2 	stationary Rossby wavelength, is much

greater thrn 0(1) and for which,

*	 L
2

Kf = L2
R

where,

L  = ND/f = Rossby deformation radius

is of 0(1), we note that the potential vorticity equation reduces to a

balance between the second and third term in Equation 4,6. In other

words, the balance is between the advection of planetary vorticity and

vorticity changes due to stretching. If we estimate the scales of

motion for the GRS to be,

so	 ru cos e ti 4.6 x 10 -12 m-1 sec-1

J

where,

U % 10 2m sec-1

L % 1 x 106m (length scale across semi-minor axis)
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N ti 10  sec-1

0 ti 10 4 to 105m

f ti 1.3 x 10 -4 sec-1

thus,

L  ti 4.7 x 106m

L O ti 7.7 x 10 5 to 7.7 x 106m

hence,

s*tit	 0(1)

s*/K2 % 30 to 3 = 0(10) to 0(1).

So, we see that for the smaller entrained F-current vortices the scales

of motion asociated with their circulation around the CAS do not defin-

itively indicate that the Sverdrup Relation applies. In other words,

th,i advection of relative vorticity may well be of the same order of

magnitude as 'he advection of planetary vorticity. Thus, Equation 4.6

in its complete form represents the appropriate balance. Our present

ooservation that the absolute vorticity appears to be preserved for

parcels circulating within the GRS implies that

	

di IV 2^ + By 	 0

suggesting by Equation 4.6 that,

d r a	 / 2 z^

dtlaz `K- az	 u'

0
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Hence, vortex-tube stretching may not be an important process for

parcels circulating within the GRS.

4.3 Energetics of the Great Red Spot

Our study of the global energy transport mechanisms operative in

the Jovian atmosphere indicated that the up-gradient transport of

momentum by eddies smaller than the Rhines radius might be important in

the upper troposphere. As pointed out in Chapter 3 we expect the

indirect cascade associated with turbulent eddies to be interrupted by

the onset of Rossby waves for scales larger than the Rhines radius. In

this section we perform an analysis similar to that used on the world-

map data sets in order to study the energetics of the Great Red Spot,

and White Oval BC, both very large-scale eddies with length scales com-

parable to or larger than the Rhines radius.

4.3.1 Deduced Energetics for a Closed Momentum Control Volume

Our approach will be to surround the GRS in a closed momentum con-

trot volume. The leap of faith from measured inertial forces to ener-

getics is a larger one for a closed momentum control volume than for a

global data set. Not only must we contend with the dynamic pressure

torque term, but momentum flux terms along the control volume boun-

daries must be considered as well. Recall that our expression for the

time rate of change of mean zonal kinetic energy is given by Equa-

tion 2.9. We simplify our task considerably if we make the assumption

that the mean meridional velocity may be neglected so that, v _ o.

This is ,justified by the very small values of observed divergence.

Neglecting all vertical motions we have,

t
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;K' • RJ+{p • q	 (4.1)

where, again,

+	 P 
U , V, ay dxdydz -	 p[uu'v']ydxdz.fz fy fxt y 	 z x

We can at best only estimate limits on the pressure torque term;

however, the total time rate of change of mean zonal kinetic energy due

to eddy stresses is once more given by the familiar correlation between

the eddy stress and the ambient meridional shear of the mean zonal wind

with the addition of an energy flux convergence term due to momentum

transport across the northern and southern boundaries of the control

volume. We digress momentarily to discuss the eddy asymmetries which

might give rise to eddy-mean flow interactions.

4.3.2 Asymmetry and Eddy Stress

The two essential ingredients for eddy-mean flow interactions

are a horizontal shear in the mean flow and appropriate asymmetries in

the eddy flow. A symmetric ellipitical eddy lying with its major axis

oriented perfectly east-west and its minor axis perfectly north-south

will not interact energetically with a perfectly zonal mean flow. Ref-

erence to Figure 4.10a shows such a non-interacting eddy in an

unsheared mean flow. Note that the algebraic sign of the eddy stress

given by the product u'v' is negat 4 ve in quadrants 1 and 3 and positive

in quadrants 2 and 4. In the case of the GRS, which lies in a negative

ambient shear (i.e., du/dy < 0, with y increasing northward), this

means that if the stresses associated with the odd-numbered quadrants
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Figure 4.10. Geometries which lead to net eddy stresses:

(a) A perfectly symmetric eddy has no

associated net stress, the negative

stresses of the odd quadrants compen-

sate for the positive stresses of the

even quadrants.

(b) A counterclockwise tilt of the eddy's

major axis increases the effective area

of the positive stress producing regions

(the even quadrants), while diminishing

the effective area of the negative stress

producing regions (the odd quadrants),

leading to positive net eddy stress.
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Figure 4.10 continued.

(c) A geometrical distortion of the eddy

which increases the effective area of the

positive stress producing regions and

diminishes the effective area of the

negative stress producing regions.

(d) An asymmetrical velocity field with

higher velocities in the even quad-

rants leads to the production of net

positive eddy stress. Note the associ-

ated divergence along the minor axis

and convergence along the major axis.
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exceed in magnitude the stresses associated with the even-numbered

quadrants, the mean zonal wind increases in time due to the eddy

stresses, i.e., the eddy flow feeds the mean flow. Should the reverse

situation occur and the stresses in the even quadrants outweigh the

stresses in the odd quadrants, the eddy will barotropically feed off of

the mean flow. Using cloudtop measured motions we wish to examine the

possibility that the GRS is such a barotropically fed eddy. Thus, we

may begin our examination by looking for large-scale asymmetries which

maximize the stress contributions from quadrants 2 and 4 while minimiz-

ing those from quadrants 1 and 3 and thereby lead to !)ositive net eddy

stresses. There are three basic large-scale asymmetries which indivi-

dually or collectively may provide positive net eddy stresses. These

are: a wholesale tilt of the eddy, i.e., a major axis running from

southwest to northeast will produce positive net stresses as in Fig-

ure 4.10b; a distortion in streamlines such that the effective areas of

the even-numbered quadrants (those in which u'v' > 0) are increased

as in Figure 4.10c; and an asymmetry in velocity field with higher

velocities in quadrants 2 and 4 as in Figure 4.10d. We briefly discuss

a set rch for direct evidence of these asymmetries.

An asymmetrical velocity field which provides positive net

stress will produce a characteristic signature of convergence along the

mayor axis and divergence along the minor axis (see Figure 4.10d).

Using the version (a) smoothed velocity fields of our GRS data sets we

may compute horizontal divergence as,

du	 dv
vh V 

= 7+'FY
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equivalents. The results of attempting to deduce divergence fields for

our GRS data sets are at best marginal. Typically, divergence is a

small quantity and well within the noise level of the finite differenc-

ing scheme. An attempt to evaluate the mean divergence (of all four

data sets) along the minor axis of the GRS yields Vh • V =

+ 0.07 x 10-5 sec-1 with a standard deviation o = 0.53 x 10-5 sec-1.

A similar evaluation along the major axis of the GRS yields Vh - V =

+ 0.12 x 10' 5 sec-1 with o = 1.03 x 10-5 sec-1 . If these

results are at all meaningful, which they are probably not, they would

indirectly indicate a flow field with a negative net eddy stress con-

tribution. The most important revelation to come out of this analysis

is an apparent weak convergence of flow around the outer periphery of

the GRS(a > 12 x 106m) and a weak divergence of flow within the

interior (a < 12 x 106m). Noise in our finite difference computa-

tion of divergence prevents us from pursuing this matter any further at

present.

In an attempt to look for tilting, Mitchell et al. (1981) fit

symmetric ellipses to the observed GRS flow allowing the tilt angle

between the zonal direction and the major axis to vary as the free

parameter. Their results were inconclusive mainly due to problems in

identifying feature boundaries for delineation of the flow. However,

the plots of GRS tiepoints (Figures 4.3 through 4.6) show a slight, but

obvious, wholesale tilt in the orientation of the GRS such that the

major axis runs from southwest to northeast.
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4.3.3 Evaluation of the GRS-Mean Flow Interaction

While an attempt to look for large-scale asymmetries might be

intuitively instructive, it does not provide irrefutable evidence of

either the algebraic sign or the magnitude of the Red Spot-mean flow

interaction. In order to obtain such a measure our approach, as with

the "world map" data set, is to divide the data into zonal strips over

which averages in x may then be taken. Averaging in y is performed by

the summation of zonal strips, while averaging in z still amounts to

multiplication by a column density. Figure 4.11 shows a mosaic using

some of the frames from data set VGR 2 SET I, as well as an earlier,

sparser version of the data set's tiepoints with the zonal averaging

bins superimposed.

As we have seen, asymmetries in the eddy field on a quadrant by

quadrant basis determine both the algebraic sign and the magnitude of

the eddy stress and hence the stress induced momentum transport. Sirce

the marked absence of tiepoints in any one quadrant relative to another

will be interpreted as erroneously low averaged velocities (and hence,

low eddy stresses) by our zonal averaging scheme, we perform the compu-

tation of all kinematic transport terms on the smoothed data sets as

earlier described. Using the smoothed flow field, each of the terms in

Equation 4.7 becomes in finite difference form:
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Figure 4.11. Mosaic of frames used for the Great Red Spot data set

VGR2 Set I and latitude averaging bins superimposed

upon a measured field of tiepoints. The solid line

illustrates the computed profile of u(y). In our

energetics analysis we use a profile of u(y) as com-

puted from the world map data sets.
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+	 pu'v' 
d 

dxdydz = + 'a'

fz fy fx

=1

z y x

= eddy stress induced

energy transport

p[uu'v']ydxdz = -	 = y
	

=
4

z fX

= kinetic energy flux convergence
associated with flux throuh the
north (i=N) and south (i=11
boundaries of the control volume

EN No i

lap] xdydz - - T 
i =1 N

z y

= energy generation
by pressure torque

t

where,

P* = 104 kgm/m2 = mass column density of Jovian atmosphere

dp - p
EAST - NEST " Pressure difference in x across the

control volume
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Ay - width of zonal averaging bins

i - index on each zonal bin (y index), increases northward from

i-1 (southernmost bin) to 1-N (northernmost bin)

j - index on longitude (x index), increases westward from j-1

(easternmost bin) to j-M (westernmost bin)

M

F) _ E ( ) j = zonal mean of a quantity

j=1

uij = observed zonal velocity at grid point i, j

u I ij = uij - U  = zonal component of eddy velocity at grid

point i, j
vij = v' ij = observed meridional component of eddy velocity

at grid point i, j

du/dy = (u i+l - ui-1)/2ay = centered finite difference

approximation to the meridional shear of mean zonal wind

D = 105m = depth scale of Jovian atmosphere over which

cloudtop motions represent mean in column

L = length of control volume in x-direction.

Thus, with appropriate assumptions on p* and D, and with the excep-

tion of the quantity ap, we now have a means of relating the observed

cloudtop kinematics in an averaging area around the Red Spot to the

time rate of change of mean zonal kinetic energy within that area.

Our GRS data sets cover control volumes which are limited to the

GRS region in zonal extent (see Figure 4.11). One might, therefore,

question the validity of our deduced values of meridional shear and the

resulting values of energy transport rates on the basis that the com-

4-48



a ^

lk

puted mean flow within the control volume and the actual mean flow upon

which the GRS is superimposed differ substantially. A comparison of

the computed profile of u(y) for each of our data sets with a global

mean profile through the same latitudes (hence, assumed to represent

the true mean flow) indicates fairly close agreement (see Figures 4.12

and 4.13). However, the deduced spin-up times for the GRS Offer sub-

stantially depending upon which scheme is used. Motions associated

with the GRS consist of three components superimposed upon the global

mean flow: a meridional flow symmetric about the Red Spot's major axis

(v'), zonal perturbations about the computationally determined

5(y)-profile (u'), and a modified u (y) profile with an ambient shear

somewhat larger than that determined as the global mean. In order to

gauge the effects of the observed stress transports (e.g., estimate

"spin-up" times) we must properly compute the total energy associated

with the GRS flow as superimposed upon the mean global flow in which

the GRS is located. Thus, values presented in Table 4.3 were computed

in a scheme using the globally determined values for u(y) taken from

the final versions of the VGR 1 and VGR 2 world maps.

4.3.4 A Preliminary and Cautious Error Analysis

The first two columns of data in ljble 4.3 summarize the results

of computing both the eddy stress related kinetic energy transport and

the total time rate of change of mean zonal kinetic energy due to eddy

stresses in a closed momentum control volume (i.e., transport plus flux

convergence) where units are watts m -2. The impact of Table 4.3 is

potentially astounding, indicating a GRS which feeds at a rapid rate off

of the ambient mean flow. However, before fully embracing a baro-
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Figure 4.12. Profiles of u(y) as computed from the Voyager 1 world

map (connected dots) and as computed within the momen-

tum control volume around the Voyager 1 GRS data sets.
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Figure 4.13. Profiles of u(y) as computed from the Voyager 2 world

map (connected dots) and as computed within the momen-

tum control volume around the Voyager 2 GRS data sets.
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tropically fed Red Spot (and all the ensuing theoretical repercussions)

-Ae must resolve several potential problems relating to our method of

analysis: errors associated with uniform grid smoothing, potential

error in one of the more sensitive navigational parameters called the

"north-angle", and our wholesale neglect of the pressure torque tem.

The experiments performed as part of this error analysis were all

based upon data sets which use the computationally determined profile

of u(y) rather than that derived from the world map data sets. This

has little effect upon our conclusions.

4.3.4.1 The Effects of Our Smoothing Schemes

Comparison of version (a) and version (b) data sets in Table 4.4

allows a measure of the effects of our smoothing grid. Reference to

Table 4.2 indicates that none of the data sets are over-interpolated

(i.e., the actual number of tiepoints is always greater than the number

of uniform grid points). As seen in Table 4.4 the excellent agreement

in computed terms between version (a) and version (b) of our data sets

indicates that within reasonable limits changes in grid spacing do

not greatly affect our results. We note that VGR 1 SET II is quite

under-interpolated in both versions (a) and (b) increasing the likeli-

hood of variance between the two versions. For data set VGR 1 SET II a

third interpolation was used with ox = 1:0 and ay = 0:5, giving a

total of 615 uniformly spaced grid points (actual number of tiepoints

is somewhat less than 800). The results for this third interpolation

are an eddy stress induced energy transport of -30.6 watts/m 2 and a

total time rate of change of mean zonal kinetic energy due to eddy

stresses (transport plus flux convergence) of -41.8 watts/m 2. The
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Table 4.4. Effects of Smoothing Scheme on Deduced Energetics

Eddy Stress Tr nsport (K'	 • K)

Data Set (Watts m -9 (Watts m-2)

VGR 1 SET Ia -36.7 -52.1

SET lb -37.4 -46.8

VGR 1 SET IIa -37.8 -56.9

SET IIb -27.5 -47.6

VGR 2 SET Ia -18.4 -26.1

SET Ib -15.5 -22.4

VGR 2 SET IIa -14.3 -23.5

SET IIb -16.3 -23.8

1

3

j}{

l

3
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results lie between those for versions (a) and (b) of the same data

set. Though we are immediately cautious when analyzing VGR 1 SET II,

since it contains frame pairs which are navigated in a "relative"

sense, there is no obvious reason why such relative navigation would

produce noise in our interpolation schemes. Actually, as is obvious in

Figure 4.4, the likely causes of such noise are the rather severe data

gaps in the peripheral vortex due to lack of frame pair coverage.

These data gaps are most pronounced in the northwest and southeast

quadrants of the GRS, quadrants for which the eddy stress is positive.

Since the ambient mean zonal wind shear is negative, we would

anticipate that the contributions made to the eddy stress energy

transport term by these two quadrants will be negative. The finer grid

interpolation schemes are more readily capable of resolving the peri-

pheral vortex data gaps in these two quadrants, hence the computed

energy transport, as well as the total W • 71 will tend to be

less negative than will be the coarser grid interpolation scheme (i.e.,

version (a)). Comparisons between VGR 1 SET II version (a) and VGR 1

SET I versions (a) and (b) indicate that this explanation is feasible,

and we conrlude that for the data set VGR 1 SET II only version (a)

(i.e., the coarser grid scheme) is free from the effects of uneven data

sampling.

Before leaving the subject of the effects of different inter-

polation schemes we refer to Table 4.5 which presents the results of

changing both ex and Ay in the smoothing scheme for a somewhat

earlier version of data set VGR 2 SET I. In this earlier version there

were fewer tiepoints located in the peripheral vortex, leading to 	 \
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Table 4.5. Various Interpolation Schemes for VGR 2 SET I

Eddy Stress
AX	 ey	 Transport	 (K' • K) 2

( o Longitude)	 (° Latitude)	 (Watts m- t )	 ( Watts m' )

0.5	 0.5	 -11.7	 -14.3

0.5	 1.0	 -11.9	 -14.8

1.0	 0.5	 -11.9	 -14.7

1.0	 1.0	 -12.0	 -15.0
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energy transports which are somewhat smaller in magnitude. There is a

suggestion that, provided the field remains under-interpolated and the

grid spacing is large enough to smooth over data gaps, the magnitude of

computed transport and {K' - K} will diminish slightly with

increasingly finer grid spacing (an effect also evident in much of

Table 4.4). Though it would be meaningless to conclude anything from

this slight effect, one might be tempted to use the trend to argue that

the larger scale asymmetries associated with the GRS are those respon- 	 00

sible for its ability to feed upon the ambient meridional shear of the

zonal wind. It is our conclusion that within the minor limitations

discussed above, smoothing of our data introduces little noise into the

results and at the same time filters out misleading asymmetries in the

data sampling.

4.3.4.2 The Effects of Error in North-Angle

Since even the small tilt of an eddy can have very large effects

on the deduced energy transport rates, we must be very cautious that

each of the frames used in our GRS data sets is oriented properly,

i.e., that we know the direction in each frame to Jupiter's north rota-

tional pole to a high degree of accuracy. The angle measured clockwise

from the negative elevation axis to the northward direction in the

image plane is known as the north-angle. From Figure 4.14 we readily

see how errors in north-angle of only a fraction of a degree might

readily translate into drastic errors in deduces -energy transport rates

(consider that we estimate the overall tilt of the GRS to be about one

degree or so). There are three identifiable sources o f north-angle

error: error in our knowledge of the spacecraft to Jupiter distance,
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Figure 4.14. North angle (m) is measured clockwise from the frame's

negative elevation axis (see directions of increasing

azimuth and elevation denoted at upper left). Small

changes in (m) as tabulated beneath the figure result

in large changes in deduced energy transport rates in

the sense anticipated.
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of the amount of scan platform twist due to spacecraft limit cycle

motion, and of the actual location of Jupiter's north rotational pole.

Error in our knowledge of the radius vector from the spacecraft to

Jupiter's center may be as great as +100 km. An error this large in

range translates into an error of roughly +0°1 in north-angle. A

typical error in range is only +10 km which would translate into a much

smaller error in north-angle. The more or less random wobbling motion

of the spacecraft about its three axes is known as limit cycle motion.

Motion about the spacecraft's roll axis translates (as a function of

pointing elevation and azimuth) into an error in north-angle. For

cameras pointing directly along the scan platform elevation axis the

translation will be direct. Total limit cycle amplitude about the roll

axis is +0:05; hence, in the worse case, limit cycle notion can lead to

an error in north-angle of ±0:05. Finally, we note that error in our

current knowledge of the exact orientation of Jupiter's rotational pole

is so small as to lead to a negligible error in north-angle. Thus, in

a worst case our knowledge of north-angle has an approximate error of

+0 0.1. But into what sort of error does this translate when we consider

energy transport rates?

In order to answer this question we perform an experiment on an

earlier version of our data set VGR 2 SET I (the same data set used to

generate Table 4.5). The smoothing scheme in use was ax = 1:0 and

Ay = 0:5. The value of north-angle used by the AMOS program was pur-

posely incremented by -1 0 0, -0.1, +O:1, and +1:0 so as to artificially

rotate the frame about its center by these amounts. This, of course,

has the effect of changing the defined meridional and zonal direc-

V
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tions. The total effect is not quite as conceptually simple as taking

a purely zonal flow and then rotating a "tiltable" eddy back and forth

about its center. The complicating factors are that the magnitude of

the ambient zonal wind shear changes in the tilting process, and that

the GRS is not actually located in the center of the frame as suggested

by Figure 4.14. The changes in the measured mean flow due to tilting

the f ramp pair are very small and have a negligible effect upon the

deduced energy transport rates. However, the change in energy trans-

port rates produced by changes in the eddy stresses are great, and as

the center of the GRS is reasonably near the center of both frames in

the pair, we may liken the effect to artificially inducing a wholesale

tilt of the eddy. Table 4.6 summarizes the results, which do much to

build confidence in our supposition that a slight tilt of the GRS plays

Table 4.6. North-Angle Error Analysis

Change in North-Angle W - K}
(Measured positive clockwise) (Watts m-2)

+1.0 -6.2

+0°1 -15.4

0:0 -14.1

-	 -0:1 -14.4

-1:0 -11.5

I

I
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a major role in allowing the eddy to feed upon the mean flow. We note

that Just as anticipated, tilting the frame pair only one degree in a

counterclockwise (clockwise) sense greatly increases (decreases) the

rate at which the GRS feeds upon the mean flow. Within the limits of

our knowledge of north-angle (Do.l) the noise associated with our

interpolation grid seems to completely mask, and by chance, slightly

r!	 reverse anticipated changes in the energy transport rates. From these
616	 00

results we may estimate the error on deduced energy transport to be

approximately ±0.5 watts/m 2 for a worst case error in north-angle of

+0.1.

4.3.4.3 The Pressure Torque Term

We have delayed a discussion of the largest source of a potential

misinterpretation of Table 4.3 for last. The pressure torque term, as

already noted, is dynamic and is the term initiating motion in our mean

zonal kinetic energy equation, the kinematic terms only acting upon the

motion once it is initiated. Horizontal pressure gradients, and hence

the pressure torque term, are of course unobservable by the Voyagcr

spacecraft. The effects of the torque might, however, be estimated by

applying a little dynamic intuition. We begin with a simple estimate

of the radial pressure gradient associated with flow around the GRS.

;,1.4.3.1 An Estimate of the Radial Pressure Gradient of the GRS

Noting that Mitchell et al. (1981) estimated the Rossby number

(Ro) for tangential flow on the Red Spot's major axis to be 0.36 at

a distance a = 10.5 x 106m from the spot's center (where Ro - VT•

a1b2 n 3/f = ratio of centrifugal to Coriolis acceleration). we
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r	 f A^

shall assume the tangetial flow to be in gradient balance (i.e.,

balance between centrifugal, Coriolis, and radial pressure gradient

accelerations). Hence,

a	 1 ^p
- —PVT

2 -fVT-paa
b

If the GRS does indeed represent a high pressure center, as seems

almost certain (Ingersoll, 1973), then the pressure gradient and cen-

trifugal accelerations acting to th e right of a fluid parcel's tra-

jectory are balanced by the Coriolis acceleration to the left (in the

southern hemisphere). Thus, use of the appropriate values for our

parameters,

f = - 1.35 x 10 -4 sec -1	 at -22:5 latitude
f
M

VT = 110m sec -1	at a = 10.5 x 10 6m (thus b = 4.85 x 104n)

p = 9.0 x 10- 2 kgm m- 3	at p = 500mb (Divine, 1911),

allows us to evaluate the radial pressure gradient as,

?P = - 8.51 x 10 4 newtons m 3	 - 8.51 x 106 mb m-1 .
as

	

This gradient implies a center to edge (i.e., a	 10.5 x 10 m) Ares-

sure difference of,

4-ES

--- -	 -	 A



by ' p,	 . - 89.3 mb.

	

^ n 10.5x106 
_

m	 D a	 0
This is a fairly typical center to edge pressure difference at the

500 mb level by even terrestrial standards.

4.3.4.3.2 An Estimate of the A eostrophic Pressure Gradient

An ageostrophic pressure difference maintained across our control	 I

volume will give rise to a pressure torque. Thus, as seen before in

our computational scheme,

rN
4t (u °p) i

	

_	 D(p.K^)^	
L	 N

where,

ep R pressure at the east wall minus pressure at the west wall of

our control volume.

Hence, an excess ageostrophic pressure maintained on the west side of

the GRS relative to its east side will tend to cancel the nergy trans-

port rates inferred from a consioeration of the eddy stresses alone.

Use of the VGR 2 global map data set allows a measure of the rea-

sonableness of such a "negating" ageostrophic pressure difference, as

follows; Our world map yields a measure of aK/at in the tonal

"channel" containing the GRS (from roughly -16:5 to -28:5 latitude

in width). We may divide this channel into two segments, that
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containing the GRS and the remainder of the zonal channel, which we

designate as NONGRS. Noting that */at in this global channel is

given exactly by,

aKIArea of GRS	 1

CHANNEL	
Area o HANNEL] [{K'	K}' RS

`Area of NONGRS
+ 4Area o	 ] [{K	 K)]NONGRS	

(4.8)

P

i 	 3

;

s

= LO.0921 L{K'• K}]GRS + LO.9081 [K' • K)]NO
►'GRS

where the pressure torque associated with [aK/at] GRS and [aK/at]NONGRS

cancel since,

aR
at 

GRS _ [fK' 	 K}J GRS + I {p 	 K) GRS
and,

(4.9)

(4.10)

at NONGRS	 NONGRS	 GRS

We assume that,

I (K ' ' R) I--25 watts m-2
GRS

and from our Voyager 2 world map data set that,

a7)	 = +0.99 watts m-2.
CHANNEL
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Thus, we obtain from Equation (4.8),

11K'

0 K!

	

ad watts m2

NONGRS

which we note is near the global average energy transport rate.

Now, suppose that the ageostrophic pressure difference (ap)

across the GRS exerts a torque which acts so as to exactly cancel the

effects of the GRS stresses, such that [aK/at] GRS = 0. Equa-

tion (4.9) allows an evaluation of this "cancelling" pressure gradient

of ap = -13.5 x 10 2 Newtons m -2 (= -13.5 mb)

where,

D = 105m

L = 3.84 x 107 m (the zonal extent of the GRS segment)

u = +10 m sec-1 (average over the channel width).

Thus, a pressure difference of 13.5 mb maintained across the GRS

segment of the channel with higher pressure on the west will negate the

effects of the observed GRS stresses.

4.3.4.3.3 The Asymmetry Associated with Ageostrophic Flow

Under the assumption that the GRS represents a normal high pres-

sure center (i.e., one in which the pressure gradient acceleration is

larger than the centrifugal acceleration), we have seen that the

deduced pressure gradient is -8.51 x 10-6 mb m-1 . It initially

seems alarming to note that the asymmetric pressure gradient required

to cancel the effects of eddy stress in the energy equation is only

-3.52 x 10-7 mb m-1 or only about 4% of the symmetric radial pres-
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sure gradient. It behooves us to determine how such a pressure differ-

ential across the GRS might manifest itself.

If we suppose that the pressure field around the GRS consists of

the superposition of the radial, symmetric field of a normal high and a

superimposed constant ageostrophic pressure difference maintained from

east to west across the GRS control volume so as to cancel the eddy

stress effects, we may evaluate the resulting pressure gradient on the

eastern half of the GRS as,

	

[aa,	 = ( -8.51 x 10-6 mb m-1 ) + ( -0.35 x 10-6 mb m-1 )

EAST

= -8.86 x 10 -6 mb m-1

and on the western half as,

C 1J	as J	
= (-8.51 x 10 -6 mb m-1 ) - (-0.35 x 10-6 mb m-1 )

WEST

= -8.16 x 10 -6 mb m-1.

Use of the gradient wind balance (though the flow might well be ageo-

strophic, it should still be gradient, unless unobservable longitudinal

asymmetries in the stresses play a major role in the resulting flow)

allows us to compute the resulting asymmetry in the tangential velocity

field. Once again, assuming that the GRS flow is that of a normal high

pressure center, this yields a typical value for the tangential velo-

city on the eastern side of the Red Spot of,
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CVT] EAST - 123 m sec-1 (at a - 10.5 x 106 m)

and on the western side of the Red Spot of,

I
VT1 WEST = 100 m sec-1 (at a = 10.5 x 106 m).
1 

This may be compared with a value V T = 110 m sec -1 at a = 10.5 x 10 6 m

in Mitchell et al.	 (1981). Reference to Figures 4.3 through 4.6 00

clearly demonstrates that even if asymmetries of such a magnitude do

exist, observation seems to indicate that It is the tangential flow on

the eastern side of the GRS which is somewhat slower. We conclude that

there is very little evidence indeed for a pressure differential across

the GRS control volume of the magnitude or th3 algebraic sign necessary

to cancel the energetics deduced from our kinematic observations of

eddy stress.

4.4 Eddy Stresses Assoc i ated with White Oval BC

Based upon a high resolution velocity field of White Oval BC (the

same data set used by Mitchell et al.; see their figure 2) we have per-

formed a stress analysis identical to that described in section 4.3.3.

One must be cautious with the results as all frames in this set can

only be relatively navigated (as in our GRS data set VGR1 SET II).

Also, we use the mean profile u(y) as defined by the zonal mean within

the control volume. This is necessary as the presence of elongated

cyclonic regions between each of the three White Ovals makes use of a

globally determined profile of u(y) risky. We have already remarked on
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the dynamic similarity between the flow fields of the GRS and White

Oval BC. It is most encouraging that our stress analysis yields

results remarkably similar to those for the GRS (in Table 4.3).

The area weighted mean correlation between observed stresses and

the computed meridional shear of Q(y) has a value of -54 watts m 2

(where we have once again multiplied by a column density of

P* = 104 kgm m 2 ). Accounting for momentum fluxes along the

northern and southern boundaries of the control volume yields,

{K'	 K} w-15 watts m2.

Thus, it appears that Oval BC (and by inference Ovals FA and DE) may

well be maintained by barotropically feeding upon the ambient anti-

cyclonic shear of the mean zonal wind. Hence, we suspect that the

White Ovals and the GRS may be generically, as well as dynamically,

similar. Studies of the flow fields of Ovals FA and DE would be useful

in a more complete investigation of our suspicions.

4.5 The Role of Eddy Stresses in Maintaining the GRS

Having discussed at length potential errors in our analysis we may

more confidently return to the results summarized in Table 4.3. Com-

parison of columns four and five in Table 4.3 seems to indicate that

the total kinetic energy associated with the GRS flow exceeds the

kinetic energy of the ambient mean flow within the enclosed momentum

control volume by a factor of two to three (summed over the entire

globe the kinetic energy of the mean ambient flow is five to seven
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times greater than that associated with the GRS). This excess kinetic

energy associated with the GRS is likely, however, to be an over-

estimate, since the presumption of Table 4.3 is that both the mean flow

and the GRS flow extend through a column of equal atmospheric mass

(namely, 104 kgm m 2). Comparison of\the values for K in column

five indicates that there has been little change in the overall kinetic

energy content of the mean flow between the flyby of VGR 1 and that of 	 ^►

VGR 2. This could indicate that the observed role of the eddy stresses

in maintaining the flow of the GRS represents a steady state situa-

tion. Spin-up times (in the e-folding sense) for the GRS flow may be

computed under the assumption that the ratio of W • K) to K'

remains constant over the spin-up interval. Values given in column 6

of table 4.3 clearly indicate that if the observed stresses apply

throughout an atmospheric column of 104 kgm m-2 , the GRS would

spin-up with a time constant of order 10 terrestrial days.

4.5.1 Nature of the Observed Stresses

Figures 4.15 and 4.16 display the tight negative correlation

between the global ambient shear and the GRS stresses for VGR 1 and 2

respectively. The linear least-square fits in the form,

u'v' = A d
u 
+ B

for each of the data sets are presented in the figures. The actual

values of the linear coefficient (A), the intercept (B), the linear

correlation coefficient (r), the probability (P) of exceeding r in a
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Figure 4.15. Piot of zonal mean eddy stresses (u'v') vs. ambient

meridional shear of the mean zonal wind (du/dy) for

the Voyager 1 GRS data sets. Solid lines represent

a linear least squares fit to the appropriate data.

The slope of such a linear fit is just the eddy

viscosity coefficient (K e).
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Figure 4.16. Plot of zonal mean eddy stresses (77) vs. ambient

mer;^;onal shear of the mean zonal wind (du/dy) for

the Voyager 2 GRS data sets. Solid lines represent

a linear least squares fit to the appropriate data.

As previously noted, the slope of such a linear

fit is just the eddy viscosity coefficient (Ke).
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random sample of 25 points, the eddy viscosity coefficient (Ke ) as

determined by the mixing length concept, and the mixing-length (V)

where s' % K e/u' for u' % 10 m sec -1 are presented in Table 4.1.

The very tight linear correlation between the eddy stresses and the

ambient meridional shear of the zonal wind is striking and, as seen

from the values for (P), represents a meaningful correlation at the

99.5% level, or generally better, for a random sample of 25 data points

(the number of latitude bins in each case). The somewhat looser cor-

relation shown by the data set VGR 1 SET I is probably not noteworthy

and causes no concern.

The tabulated values of K  are of interest and when coupled with

an estimate of the typical scale of the velocity perturbation (say

u' % 10 m sec-1 ) these values give an estimate of the length scale

for the momentum exchange (a sort of mean free path for momentum)

provided in the last column. We note that the estimated length scales

are very roughly an order of magnitude larger than similarly estimated

scales for the globally averaged eddies. This does not confirm, but

certainly favors, our hypothesis that it is a slight wholesale tilt of

the GRS which allows it to feed barotropically off of the mean zonal

flow.

4.5.2 The Barotropic Stability of the Mean Shear

Figure 4.17 presents the observed meridional profiles of u(y) for

global averages from the Voyager 1 and 2 World Map data sets. Super-

imposed on the actual profiles is a stability parabola on which

u"(y) = s at -19°5 latitude as computed using Equaticn 1.10. As

already noted in section 1.3.2.4 a shear with curvature greater than

{
}
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Table 4.7. Great Red Spot Stresses

K s,

Data Set A* B* r P (m2 sec - l j (km)

VGR 1 SET Ib -73.88 52.11 -0.58 0.005 +7.39 x 106 740

VGR 1 SET IIb -105.90 172.66 -0.77 0.001 +1.06 x 107 1060

VGR 2 SET Ib -89.46 66.80 -0.77 0.001 +8.95 x 10 6 895

VGR 2 SET IIb -155.607 24.32 -0.90 0.001 +1.56 x 10 7 1560

For the linear least-squares fit of the form,

u T=Ada/dy+B

where, u rv r is given in m 2 sec -2 and aG/dy is given in units of

X10 -5 sec-1.
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Figure 4.17. Global mean profiles of u(y) through the westward Jet

which runs over the northern edge of the GRS and the

region of mean anticyclonic shear in which the GRS is

embedded as computed from the world map data sets.

The solid parabola represents a locus for which the

gradient of the shear vorticity and the gradient of

the planetary vorticity are equal (e o = - 19°5;

see equation 1.10).
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that of the stability parabola is likely to be barotropically

unstable. A shear with curvature less than that of the stability

parabola is likely to be stable. The fact that the profiles of u(y)

have a curvature almost identical with that of the stability parabola

might well be anticipated on the following basis: Suppose that the GRS

originated as a turbulent shear region of finite zonal extent (the 0-

restoring force playing a role analogous to the Brunt-Vdisala frequency

in a stratified shear layer). The collapsing mixing layer gives rise

to a perturbation (as suggested by Maxworthy, Redekopp and Weidman,

1918) which grows barotropically at the expense of the mean kinetic

energy. All the while the barotropic "available" energy represented by

the rate at which the actual shear exceeds the barotropically neutral

profile decreases. Eventually, the perturbation has attained a consid-

erable magnitude while the mean shear lies very close to a neutrally

stable profile. In the steady state the one large eddy feeds at just

that rate which maintains the mean shear near neutral stability. The

presence of the one large eddy then precludes the growth of any other

eddies of similar amplitude within the depleted mean shear. The situa-

tion is rather like that of a forest dominated by one huge oak whose

spreading branches deplete the forest floor of sunlight and doom those

seedings unfortunate enough to have taken root in the shade.

4.5.3 Theo retical Implication of the Observed Stresses

The Great Red Spot has attracted much theoretical interest during

the past century of continuous observation. Some of the earliest ideas

were quite bizarre, often involving either volcanic activity beneath

the Jcvian cloudtops or asteroidal bombardment from above. The first
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suggestion that the GRS might be at least a quasi-atmospheric pheno-

menon was ::xpounded by G. W. Hough in the 1880's when he envisioned the

feature as a vast solid body floating raft-like in the liquid oceans

with which he believed Jupiter ' s surface was covered ( Hough, 1903). By

supposing this liquid ocean to be semi-incandescent Hough even, if only

by luck, deduced that the darker GRS was colder than its surroundings.

Wildt (1939) and l ater Peek ,'958, pg. 237) picked up the "floating

raft" theme. Even within the past decade the notion of a floating

solid body has been Q-,^riously put forward (Streett, Ringermacher, and

Veronis, 1971).

Modern theories for the GRS are summarized in Table 4.8. We have

already reviewed several of these models in Section 1.3 and will not

repeat the details here. We pass over the Taylor column hypothesis

since it now seems unlikely that a true solid-fluid interface exists at

the "bottom" of the Jovian atmosphere. We briefly examine those models

not previously reviewed.

In a simplistic and qualitative way Kuiper (1972) extended the

CISK mechanism of Barcilon and Gierasch (1970) to describe the GRS as a

vast shield of cumulus columns towering above the South Tropical Zone

and thus rotating somewhat slower than the underlying easterly current,

which he likened to the Intertropical Convergence Zone (ITCZ) in

Earth's atmosphere. He argued that the divergence at the top of the

cumulus towers would result in the anticyclonic vorticity of the shield

as a whole. In such a scheme it is the lower level convergence of

water vapor and the subsequent release of latent heat which drives the

00,

4-83



,,_-	 Fr

Table 4.8. Modern Theories for the Great Red Spot

Theory	 Reference	 Driving Mechanism

Taylor-Proudman	 Hide, 1961	 Stagnant column above
Column	 surface irregularity

Hurricane	 Kuiper, 1972	 Conditional Instability

of the Second Kind

Free Barotropic
Vortex

Convective

Instability

Solitary Rossby

Wave

Ingersoll, 1973

Williams &

Robinson, 1973

Maxworthy &

Redekopp, 1976

Mechanism not addressed

Unstable vertical

temperature gradients

Forcing not required for

nonviscous solution*

Baroclinically Williams,	 1979 Barod inicity of
Neutral Gyre mean field

Green Mode Conrath, Gierasch, Baroclinicity of
Baroclinic Eddy & Nath,	 1981 mean field

Internally Heated Hide and Read, 1981 Baroclinicity of
Baroclinic Vortex eddy field

Weakly Stratified Ingersoll & Forcing not required for
Rossby Wave Cuong,	 1981 nonviscous solution

'*Barotropic forcinhas been suggested by Maxworthy, Redekopp,
and Weidman (1978}? as a mechanism appropriate to the solitary
Rossby wave model.
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1:	 vortex. This vast hurricane model for the GRS has remained popular

throughout the past decade. Of particular relevance to our study is a

numerical experiment performed by Challa and Pfeffer (1980) in which

they examine the role of eddy stresses in the initial development of a

terrestrial hurricane. They parameterize eddy fluxes of momentum, as

well as water vapor, in a radially symmetric hurricane and find that

the stresses can play a significant role in the vortex spin-up process.

particularly in these cases where the eddy stresses are strongest near

the air-sea interface and result: in rapid convergence of momentum (and

more importantly water vapor). Their study, coupled with observational

evidence of momentum convergence (Black and Anthes, 1971) seems to

indicate that the eddy stresses associated with the asymmetric waves in

the tropical easterlies play a major role in triggering and perhaps

maintaining terrestrial hurricanes. One could envision a situation for

the GRS which is not unlike that suggested by Challa and Pfeffer. We

note that the very slow divergence within the central portions of the

GRS (see Section 4.3.2), if meaning' .l, could be indicative of interior

upwelling and lower level convergence. However, the problem of how one

sets up a convergent field in the lower troposphere in the absence of a

lower Ekman layer has yet to be fully addressed.

Hide and Read (1981) suggest that the GRS may represent a baro-

clinic eddy with its own interior heat source. Thus, the perturbation

field of temperature and stream function is baroclinic, as opposed to

the linear models discussed in Section 1.3.2.2.2 in which the baro-

clinicity is in the mean field. Voyager IRIS observations indicate
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that the GRS may well possess such an interior heat source (Flaser

et al., 1981). Future comparison of very high resolution IRIS measured

temperature distribution near the GRS and observed distributions of

kinetic energy should help gauge the likely importance of the baro-

clinic mechanism.

It is clear that each of the models which are tied to a specific

energy generating mechanism involve transports associated with a verti-

cal velocity field (i.e., both the convective and baroclinic mechanism

rely upon vertical motions for the ultimate conversion of P' into K').

Our eddy stress analysis indicates that the GRS is probably maintained

as a barotropic instability. The modes of Ingersoll (1973), Maxworthy

and Redekopp (1976), and Ingersoll and Cuong (1981) are capable of

accommodating the barotropic mechanism, though in their present form

each model is barotropically neutral. In each case free solutions are

obtained to a potential vorticity equation. The analysis of Ingersoll

(1973) is purely hydrodynamic in the sense that the effects of strati-

fication are ignored and subsequently the solutions are completely

barotropic. The models of Maxworthy and Redekopp (1976) and Ingersoll

and Cuong (1981) treat different scales of the stratification parameter

F%
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CHAPTER 5. THE VERTICAL STRUCTURE OF SOLITARY ROSSBY WAVES

5.1 Solutic,ns to the Quasi-geostrophic Potential Vorticity Equation

Recall the discussion of section 3.1.1 in which we pointed out that

the potential vorticity equation is given by equation 3.1 for length

scales L z L0 , i.e., for K 2 z 1. To first order in Rossby number and

for incompressible flow, equation 3.1 becomes the quasi-geostrophic

potential vorticity equation given in its nondimensional form by,

L +^ a -	
a	

+a K2a
	

v+s^ =0	 (5.1)at	 y ax	 x ay 
(72

 az	 a`z^)	 x

where, v is the total streamfunction specified by,

u = + Ty = nondimensionalized zonal wind speed

v = - vx = nondimensionalized meridional wind speed

2	 2

02 ( ) _ 1-7( ) + a 2 ( )
ax	 ay

For the moment we simply note that the unforced, homogeneous form

of the potential vorticity equation given by equation 5.1 is strictly

valid only in some time-averaged sense. We require the forcing and

dissipation terms which would lie on the right-hand side of the equa-

tion to cancel each other such that a steady state flow results for

time scales longer than the averaging interval.
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Ingersoll and Cuong (1981) set up a two layer numerical model in

order to compute i t (x, y, t), the total streamfunction in an upper,

weakly stratified layer representing Jupiter's upper troposphere and

stratosphere. They assume that the lower layer is adiabatic with a

streamfunction 
v2 

=fu(y)dy, where u(y) is the observed moan zonal

wind speed. For large values of K 2 they obtain numerical solutions

which are strongly nonlinear. They argue that the existence of soli-

tons in their model is impossible for large values of K 2 . The vor-

tices of Ingersoll and Cuong tend to merge to form new stronger vor-

tices. They suggest that the merging of smaller vortices circulating

in the westward current at -120 latitude within the GRS represents

such strongly nonlinear interactions. Redekopp (private communication,

1981) has demonstrated that weakly nonlinear solutions are possible in

Ingersoll and Cuong's model even for cases where K 2 is large. At

presEnt the best test of this model is to examine the validity of its

more easily testable weakly nonlinear counterpart, the solitary Rossby

wave model of Maxworthy and Redekopp (1976).

The behavior of Ingersoll and Cuong's vortices is quite different

from the soliton interactions (i.e., phase shifts and preserved indi-

vidual identities) manifest by the weakly nonlinear solutions to equa-

tion 5.1 first proposed by Maxworthy and Redekopp (1976). Soliton sol-

utions are obtained by a perturbation expansion in E, where a is

the disturbance streamfunction nondimensional amplitude specified by,

Y

't(x,Y,z,t) _ fyc l u (Y) - Co) dY + E *(x,Y,z,t) (5.2)
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with, Co = linear long-wave phase speed for a Rossby Wave in the

observed shear U(y),

U(y) - nondimensional form of U(y), the mean zonal speed,

where, U - Co at y=yC - "critical layer"

and, v and * are respectively the total and the perturbation

streamfunction. The potential vorticity equation for *, the pertur-	 0
bation streamfunction becomes,

aa	 a - aa	
a 2 + a 2

at + ( U - Cp ) ax + ` 
!I
(ay ax	 ax ay) I lax	 Y

(5.3)

+ az (K2 az) 	
+ ( 9 - U") x
	

0.

Introducing the multiple scales,

E = C112  and z = E3/2t,

Maxworthy and Redekopp perform a perturbation expansion in a on +

of the form,

* _ *(l)  + c *
( 2) + ...
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such that * (l) satisfies the linearized form of equation 5.3 given

by,

(U - Co ) at [̂ '+ àz 	 az	 * + (8 - U) 
*X 1) -0.	 (5.4)7	 (K' 

)
(1)

aY

We previously noted that the homogeneous form of equation 5.1 is

strictly valid in some time-averaged sense. If we explicitly write out

the forcing terms on *0) , which we assume are present due to the

strong barotropic forcing associated with the meridional shear in the

mean zonal flow and vertical stress dissipation associated with the

vertical shear in the mean flow, the right-hand side of equation 5.4

becomes,

d2 -
	

d 2 U
+ K eH dy2 KeV dz2

where we have explicitly written the algebraic sign of the horizontal

and vertical eddy viscosity coefficients. In order that we proceed

with the unforcea form of equation 5.4 we require that the above

forcing terms cancel in the steady state case, which presumably applies

for the GRS. Thus, in a time-averaged sense we are free to proceed

with equation 5.4 and in effect will ignore the strong barotropic

feeding of the GRS perturbation.
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Maxworthy and Redekopp find that for a continuously stratified

atmosphere (K2 = K2 (z)) the solution for *(1) may oe obtained
in the separarable form given by,

E An (E, T ) On ( y ) Zn (z)	 (5.5)
n

A

where the amplitude An(" T) is arbitrary to zeroth order, but

must satisfy a Korteweg de Vries equation at order c (see Redekopp,

1977).

Substitution of equation 5.5 into equation 5.4 yields the necessary

constraints on both the meridional amplitude O n(y), which to lowest

order in c must satisfy the barotropic stability equation (see the

discussion in section 4.5.2) given by,

On -kn On +0- U	 4n =o	 (5.6)
Con

with boundary conditions,

On (Y l ) = O n (Y 2 ) - 0

and the vertical amplitude Z n (z) which obeys a vertical structure

equation with the Bossinesq form,
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\
K 2 (z) Z n (z))

 
' + k 2 Z n • 0	 (5.1)

subject to momentarily unspecified boundary conditions.

The intricate coupling of the three amplitudes in the separable

solution expressed by equation 5.5 is the eloquent essence of Maxworthy

and Redekopp's theory. The meridional amplitude O n (y) couples to

the zonal, temporal amplitude A n(E,t) either through explicit

integral constraints for propagating neutral modes or an explicit solv-

ability condition for regular and singular neutral modes (Redekopp,

1977). The meridional amplitude and the vertical amplitude Z n (z) are

coupled through the appropriate choice of eigenvalue kn.

5.2 Observed Stratification Profiles and Vertical Eigenfunctions

Temperature profiles obtained with Voyager's IRIS allows us to

deduce the Brunt-Vaisala frequency (N(z)) in Jupiter's upper tropo-

sphere and stratosphere. Estimates of L  can then be obtained for

appropriate depth scales (H). Finally, an appropriate scale for K2

can be select,2d for a specified length scale (L). Thus, the IRIS

observations of the temperature structure above the GRS and in the

ambient unperturbed atmosphere near the GRS (see Flaser et al., 1981

and Conrath et al., 1981) allow us to estimate appropriate forms of

K 2 (z), enabling us to compute vertical eigenfunctions for equa-

tion 5.7 based upon the observed form of K 2 (z). The vertical eigen-

function for the lowest eigenvalue (k l ) may be compared to the IRIS

measured temperature perturbation observed over the GRS (T(z))
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according to the geostrophic balance equation for a hydrostatic

atmosphere for which,

3r. -
ROaz 

or,	
00

Zn (z)• - T(z).
	

(5.8)

Use of the Bossinesq form of the vertical structure equation (i.e.,

equation 5.7) is not valid over a number of scale heights. Hence, if

we wish to compare eigenfunctions with the observed profile T(z) we

must retain compressibility in the model of Maxworthy and Redekopp.

Compressibility is easily acc ommodated if we begin with the appropriate

form of equation 5.1 which becomes,

2
a	 a	 a	 a?	 —a2 	 l a °of o a	 a	 )
a t + t	 - ^	 + ----- + —	 t + B	 o	 ( 5.9y ax	 x ay	 ax 2 	 ay 2 	 az	 N 2 az	 ax

00

where z is henceforth given in a log-pressure system as,

z - -H 1n (P/Pd )

with,	 Po - 500 Mb

H 
Rqo 

m,21.4 km nr the observed cioudtop temperature.
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Subsequent nondimensionalization of equation 5.9, introduction of a

perturbation streamfunction as in equation 5.2, and a multiple scale

expansion in c leads again to a separable solution of the form given

by equation 5.5. Again, An (c,z) is arbitrary up to order c at

which it satisfies a KdV equation, and O n (y) satisfies the

barotropic stability equation given by equation 5.6. However, the

associated vertical structure equation is now given by,

2 2
i

1	 °o f o L2 PPO --,-- P n (z)	 + k n n (z)	 0	 (5.10)
o	 N

2
 H

where we have replaced the Bossinesq eigenfunction Z  by its

compressible counterpart Pn.

The ideal gas law allows us to write equation 5.10 in the form,

P11 (z) = NZ' z + To'^ + l ] P - (z) - N2(z)H2 k 2 P (z) - 0 (5.11)
n	 N`(z)	 T

0 

(z)	 n	 f^

0	
n n

wnere T0 (z) is the temperature distribution of the unperturbed

atmosphere ambient to the GRS. The Brunt-Vaisala frequency (N(z)) is

given by,

2	 2	
X^22^

N 
(z) =	 To (z) 

+ c 7o

_	 o
p o
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with,

N 21 (z)	 2 T
o 
M (t) -

R T07

g2

TO W

po
R To

In order to specify To (z) we use averaged temperatures at ten

pressure levels (ranging from 500 to 30 mb) over the South Equatorial

Belt (SES) which were obtained as part of the IRIS North-South Map data

	 A

set (Flaser, 1981, private communication). This same data set defined

the ambient profile in the presentation ^y Conrath et al., 1981 of the

perturbation temperature profile over the GRS given by T(z), where T(z)

is defined as the temperature over the GRS minus the temperature over

the SEB. We use least squares fits to the data of the form:

To (z) = 22.8349 z + 68.9842	 for z :1.75 (p % 86.9mb)

T 0 (z)	 1U8.7	 for 1.18 s z<1.75 (86.9mb<p s 153.6mb)

T0 (z)	 132.9107 exp (-0.17U6z) for z<1.18 (p>153.6mb)

with To (z) in units of OK in order to represent the ambient profile.

Figure 5.1 displays the above fit to the IRIS profile for To(z).

Equivalent pressure levels at which the IRIS observations apply are

indicated. The linear increase in T0 (z) for z>2.8 (p<30mb) may

seem somewhat unrealistic. Our knowledge of T 0(z) based on IRIS data

only goes as high as 30mb. Upper atmospheric temperature profiles

obtained using radio occultation data are model dependent upon assumed

temperatures at the model's upper boundary located at lOmb (see
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Figure 5.1. Profile of zonal mean brightness temperature over the

South Equatorial Belt/South Temperate Zone taken from

the Voyager 1 north/south map data set. Center of

TKIS weighting functions are indicated by open dots.

This profile is used to define the ambient stratifica-

tion of the atmosphere. It is not clear to what level

the stratosphere extends.

5-10



t

ORIGINAL PAGE, 1

OF POOR QUALITY

i
i
i

i
i

i
ISOTHERMAL
MESOSPHERE

1
1f

I
I
1

0.2

0.5
0.1

1

2

5
E 1
a 10

20

00

EXTENDED
STRATOSPHERE

50
70

100

200

500
110	 120	 130

To (OK)

140	 150

5-11



PRECEDING PAGE BLANK NOT FRAM

Eshleman et al., 1979). If the temperature at 10mb is taken to be

1600K, the resulting profile is basically linear above 90mb or so,

corresponding to an extended stratosphere. On the other hand, if thc^

temperature at lOmb is assumed to be 1300K, the atmosphere is

basically isothermal from 30mb upward to at least 10mb, corresponding

to a mesosphere. Hence, we actually tested two profiles for T
o
 (z)in

our numerical solution, one for which T
o
 (z)linearly increases above

30mb and another for which T 0(z) becomes isothermal with a value of

1370K at approximately 28mb. There is no significant difference

between the resulting eigenfunctions P n(z) up to at least the lonb

level. Eigenfunctions shown in figure 5.2 were computed using the

linearly increasing profile above 30mb.

Choosing for the moment to take,

Pn '(z) = T(z) = 0	 at z = 0	 (5.12)

as a lows,- boundary condition appropriate at the cloudtop level allows

numerical solution of equation 5.11 for P l (z). The lowest eigenvalue

k l is a free parameter. Use of a fourth order Runge-Kutta scheme to

integrate in the direction of increasing z (upward) yields the set of

eigenfunctions displayed in figure 5.2. The actual order of magnitude

of the eigenvalue k 1 is arbitrary to the extent that the eigenvalue

is scaled by the choice of the ratio L 2/Lp. We use equation 5.8

to compare P l (z) to T(z) over the GRS with P l (z) normalized to the

lower stratospheric minimum observed in T(z).
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Figure 5.2. Observed perturbation temperature profile above the Great

Red Spot as deduced from high resolu,ion IRIS data sets

(see Conrath et al., 1981) and computed perturbation tem-

perature profiles based upon numerical solution of the

compressible vertical structure equation (see equa-

tion 5.11) for a range of eigenvalues (k l ). Note that

k^ ^, 0.45 yields the most realistic result. The com-

puted perturbation temperature profiles have been normal-

ized to the observed minimum in the IRIS profile occurring

in the lower stratosphere. Vertical propagation of the

solitary Rossby wave readily explains the observed temper-

ature excess above 10 mb.

W,
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We estimate the magnitude of L 
2 
A 2 according to,

L ti 10 3 to 10 4 km

H ti 10 to 10 2 km

N2 ti 10-4 sec -1

f o ti 10-8 sec -1

in order to arrive at a scaling of,

L 
2 
A 2 ti 1 to 10.

Selecting L 2/L 2 ti 1 then gives the most likely value for k^ as 0.45

(k 1 ti 0.1). Also shown in figure 5.2 is the eigenfunction associ-

ated with k l = 1.0. In Ingersoll and Cuong's strongly nonlinear

numerical model stable solutions exist only for k  > 1.0. The

unrealistic wavelength and nodal positions associated with this eige n-

value indicate that such stable nonlinear solutions suggest an unreal-

istic vertical structure. However, Ingersoll and Cuong's model can by

no means be dismissed on this basis. In the first place their model

has only two levels, whereas our eigenfunctions are computed for a con-

tinuously stratified atmosphere. Even less definitive is the arbitrary

order of magnitude associated with our choice for k^ which scales

as L2 /Lp. Thus, the assumption that L 2 > Lp results in a correspond-

ing increase in the magnitude of k 2 . For example, if L 2 ti IOL2 then

the most likely value for k2 becomes 4.5 instead of 0.45.
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Howard and Drazin (1964) and Lipps (1965) have obtained

solutions to equation 5.6 for mean zonal wind profiles given by

U(y) = tanh y and an eigenvalue given by,

Col = -(1-k^)1 /2.

Our eigenvalue k  = 0.7 corresponds to the value selected by

Maxworthy and Redekopp (1916; see their figure 3) to obtain a solution

streamfield bearing remarkable resemblance to the observed GRS flow

field.

5.3 Some Conclusions and Suggestions

The results of the previous section suggest that the vertical

structure associated with the GRS is remarkably consistent with the

solitary Ros5by wave description of Maxworthy and Redekopp. Major

objections may nevertheless be raised regarding the validity of

equation 5.2 (i.e., for e << 1.0) and our choice of L 2/Lp _ 1. We

have already remarked that ongoing work by Redekopp indicates that

weakly nonlinear solutions to equation 5.1 may be obtained for

L2/Lp > 1. As well, quasi-linear theory as applied by Maxworthy and

Redekopp is in general applicable for perturbations of the same order

as the mean field (i.e., for e ~ 1).

The truly definitive test of Maxworthy and Redekopp's model

remains to be done. One part of this definitive test is the numerical

solution to equation 5.6 for the observed zonal winds u(y) = U(y),
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which notwithstanding the work of Beaumont (1981), has not been

carried out for singular neutral modes for which,

a - U" (y c) # 0 and Umin ` Con < Umax*

The second part of this definitive test involves a more realistic

modeling of the vertical structure associated with the soliton

solution. The eigenfunctions shown in figure 5.2 are unrealistic in at

least two respects. First, use of a lower boundary condition of the

form given by equation 5.12 amounts to the assumption that the ambient

and perturbation temperature are equal at the cloudtops. Hence,

equation 5.12 by fiat does not allow for a continuation of structure

beneath the cloudtops. Under the somewhat unrealistic assumption that

the atmosphere is adiabatic beneath the cloudtops (at 500mb) we may

treat the cloudtop level as a free interface between a deep adiabatic

layer in which the flow is just given by the observed mean zonal flow

(following Ingerso ll and Cuong, 1981) and a continuously stratified

layer above the cloudtops. For s::h a model the lower boundary

condition (applicable at the cloudtops) becomes,

P n (z) - a 2 Pn (z) = 0 at z = 0

f 
o o
U L

where, 
a2 = 9H .

(5.13)
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It is interesting that we chose to nc

P  - -1.0 at z - 0 in order to obtain the algebraic sign on PI 

appropriate for comparison with the observed profile T(z). According

to equation 5.13, if P
h
 is negative, then P

h
 should be negative,

though perhaps sma l l, at z - 0. Equation 5.8 then suggests that

T(z) > 0 at the cloudtop level. This is consistent with the notion 	
01

that the GRS possess a warm core beneath the cloudtop level. The fact

that Conrath et al, present a T(z) which is very slightly negative at

the cloudtop level only suggests that a slight shift in their rather

arbitrary choice of the axis for T(z) - 0 is called for.

The choice of an appropriate lower boundary condition is dependent

upon how we model the ambient atmosphere beneath the cloudtops. Such

dependence leads us to consider a numerical scheme in which we begin

with an isotherval layer in the uppermost stratosphere (i.e., the

mesosphere) and integrate downward. Before setting up such a scheme we

must consider the growing evanescent behavior of P n(z). One of the

strongest points in favor of the solitary Rossby wave soluti. n is its

ability to account for the observed upper stratospher-i: warning over

the GRS as a simple manifestation of the evanescent nature of a

vertically propagating, zonally symmetric Rossby wave (notwithstanding

the arguments presented by Conrath et al., 1981 which would hold for

shorter waves and result in an east-west asymmetry in the isotherms).

in fact each of the eigenfunctions in figure 5.1 overshoots the

observed wa-ling by a considerable amount. In the Jovian atmosphere

iro cared cooling to space damps this evanescence so as to produce tha
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observed profile T(z). Thus, a definitive treatment must model the

effects of such cooling. A simple procecure for modeling the damping

effects of radiative cooling is to incluce in our energy equation a

diabatic term proportional to the perturbation temperature (Rodgers and

Walshaw, 1966) such that,

_
 C

T dlnp -a
r T	 (5.14)

p —df_ a

where a r = ar (Te ) « or (To) = a  (z) is the so-called Newtonian

cooling coefficient, and T e and To represent the radiative equilibrium

temperature and the static or ambitnt temperature. Note that T e = To

for an atmosphere in radiative equilibrium. The appropriate quasi-

geostrophic vorticity equation now becomes (see Holton, 1975),

f 2

at + Ty ax	 ^x ay 
(,V2 

+	

P

Po az	 N 2	 az	
r 

+ s Tx

P 2

	

- c az	 o

f	

(5.15)2 ar az v'P o	 N

Scaling as does Redekopp (1977) and choosing a nondimensional form for

the cooling coefficient scaled by U h we may proceed to obtain a quasi-

linearized solution of the form given by equation 5.5. Again, we find

that An is arbitrary up to order c at which it satisfies a KdV

equation. If we assume that fn satisfies equation 5.6 and that a r

is 0(1), we require a resulting vertical structure equation of the form,
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1 
pof

o2L2	 /	 An	 R	 pofok2

0o	
N 2F 2 P

n(z) + (U - C
on) iyli(70cp 	 N2 H 2 °r Pn(Z)

+ kn Pn (z) - 0.
	

(5.16)

The appearance of the factor A n/aAn/aC in equation 5.16 indicates that the

presence of Newtonian cooling no longer allows for a truly separable

solution (i.e., equation 5.5 is no longer strictly valid). This also

means that if we choose to make use of the KdV theory as given by Redekopp

(1977) we require cooling at scales of 0(E 3/2 ) or smaller, that is the

cooling must be "slow".

Gierasch and Goody (1969) estimate a slow cooling rate fnr the Jovian

atmosphere, but whether such a rate is "fast" enough to accou.. for the

observed damping of the vertically propagating Rossby wave remains to

be seen. Moreover, whether soliton solutions to the KdV

equation can exist for cooling rates faster than order c 3/2 remains

to be demonstrates.

For a periodic wave of the form

A
n
k, T) — 

e ia (t -ct)

we might replace the ratio,

An

A
n
/ at
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by simply -ix. Subsequently, for complex eigenfunctions and

eigenvalues we could write equations 5.16 as a fourth order system of

equations. Obtaining an analytic solution to equations 5.16 within the

isothermal lower mesosphere would then allow us to set the
s

eigenfunction in our Runge-Kutta scheme on the proper solution path,

namely, that which decays upward. Continuation of the downward

integration beneath the cloudtops would allow for reasonable estimates

on the depth to which the GRS actually extends. A lack of good

estimates for a r(z) inhibits our further progress. Nevertheless,

it is always useful to speculate and suggest approaches to problems

whose solution depends upon data which does not yet exist.
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CHAPTER 6. SUMMARY

In our investigation we have uncovered the following

characteristics of large-scale turbulence in the Jovian atmosphere:

(a) Using a global data set with double the number of samples	 '

used by Beebe et al. (1980) and Ingersoll et al. (1981) we

verify the relrtively strong up-gradient flux of momentum by

eddies. We find that eddies with mixing-lengths of 102 to

103 km pump kinetic energy into the mean zonal flow at a rate

of approximately 2.2 x10 4 watts kgm-1 on a global average.

Attempts to quantify transports by means of zonally sym-

metric stresses are not altogether successful because of the

large relative noise associated with mean meridional motions

(v). However, we find that within the measurement errors

associated with v, symmetric stress could easily be re-

sponsible for the bulk of the cloudtop momentum transport.

We find a good correlation between K'(y) and P'(y) sug-

gesting a coupling between the eddy-scale thermodynamics

and dynamics like that anticipated for a baroclinic atmo-

sphere. However, there seems to be little correlation be-

tween R(y) and P(y) which could be suggestive of a mean

zonal flow ultimately driven by processes different from

those associated with the cloudtop stresses.
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(b) An analysis of the kinetic energy power spectrum of the

cloudtop turbulent motions suggests that the observed tur-

bulence occurs in a spectral regime it which kinetic energy
is flowing up-gradient from much smaller scales. The

associated form of the power taw is K'(k)=k-5/3, where k is

the zonal wavenumber, as suggested by Kraichnan (1967).

Turbulent energy generally peaks at the scale for which

Rhines (1975) points out that Rossby wave propagation begins

to dominate the field of turbulence.

(c) A momentum budget analysis of eddies with length scales

associated with the Rossby wave regime (e.g., the GRS and

White Oval BC) indicates that these eddies feed barotropically

upon the ambient meridional shear of the mean zonal wind.

Feeding rates associated with these instabilities suggest

very short spin-up times : though unobservable pressure

torques and vertical structure could easily modify oui

Estimate of a 10 day spin-up time constant. The observed

profile of the mean zonal wind (u(y)) ambient to the GRS

closely resembles a barotropically neutral profile sug-

gesting that this observed GRS feeding rate represents a

steady state situation in which all of the available

barotropic energy associated with the ambient shear ha,,

been depleted. Such a barotropic mechanism has bePi s-.;g-

gested in order to balance viscous effects associa- d with
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vertical eddy stresses in the solitary Rossby wavo model of

Maxworthy and Redekopp (1976).

(d) Finally, we use IRIS observations of temperature lapse rate°

in the atmosphere ambient to the GRS in order to compute

a perturbation temperature profile above a solitary Rossby

wave. For scales appropriate to the observed stratification

and size of the GRS we find that realistic perturbation

temperature profiles are generated by a soliton appropriate

to the observed ambient shear. However, uncertainties

associated with the thermal structure beneath the cloudtops

prevent us from making a definitive statement.

In closing, we are lead to suggest that turbulence at scales of

102 to 103km is driven by baroclinic effects. The up-gradient trans-

port of turbulent energy results in a turbulent field which peaks at

length scales near that at which Rossby wave propagation begins to

dominate. The largest scale turbulent motions like the Great Red

Spot are maintained as barotropic instabilities with perturbation

velocity and temperature fields which can be described by solitary

wave theory.

i
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