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ABSTRACT

This report documents and summarizes the accomplishments
over the past year in two areas: (1) development of Landsat classi-
fiction accuracy assessment techniques, and (2) development of a
computerized system for assessing wildlife habitat from land cover
maps. This report includes a literature review on accuracy
assessment techniques, a complete explanation for the techniques
developed under both projects, including example analyses and
listings of the computer programs.

A summary of the presentations and discussions at the
National Working Conference on Landsat Classification Accuracy is
/ included. Also, two cylpociun' papers which have been published
k on the results of this project are included as appendices.




1.0 Introduction

Many studies have been conducted to determine the usefulness
of LANDSAT data for mapping land cover. However, very little research has
been done to determine the degree of success (i.e., accuracy) in doing this.
A recent literature review by Mead (1977) indicated that:

...more work is needed to develop reliable techniques for

estimating classification accuracies. A means of comparing

the accuracies (i.e., to compare classification matrices)

obtained in different areas on different dates, or estimated

by different techniques is needed. Such techniques should permit the

investigator to test hypotheses that at specified level of

confidence the accuracies from several areas, dates, etc.
are not diffotcn;§

(p. 59)

Mead (1977) continues sy suggesting "Future studies might consider
iterative proportional fitting of the classification matrices as a
means of doing this." (Bishop et al. 1975).

The apparent absence of quantitative methods for comparing classi-
fication accuracy is certainly a stumbling block that must be overcome.
The effects of imaging date, spectral band combination, classification
algorithm, training Qct selection procedure, and the image annlfat on final

classification accuracy must be studied. Therefore, the following study

was proposed with :hcsé objectives:

5 6 ¢ Objectives

1. To develop a computer system that implements an iterative
i z
proportional fitting technique to '"normalize" the coefficients

within classification error matrices.
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2. To develop hierarchal models for testing the significance
of several factors (e.g., image date, classification
algorithm, the analyst, etc,) on the resulting classifi-
cation accuracy.
3. To test the above techniques and determine their usefulness
with actual data for classification accuracy.
1.2 Justification
Research will undoubtedly continue toward development of a sy;ten
for classification of land cover from digitally recorded Landsat imagery.
Such research efforts will in part be measured by improvements in the
classification accuracies achieved. Therefore scientists will need ways
of assessing the accuracy. Also the accuracy of the final maps produced
must be verified before they are distributed to users. Once standards
are established, rigorous statistical prdcedurca will be needed to maintain
the quality of the maps. Therefore, it can be seen that accuracy assess-
ment techniques will be needed in both the research and operational

environments.

1.3 State of the Art of Landsat Classification Accuracy Assessment
Landsat, like any other remote sensing system, is only as good

as our ability to evaluate it. The need for techniques to assess the

accuracy of the Landsat sensor systems cannot be understated. As

Freese (1960) states, "testing the accuracy of some measurement against




an accepted standard requires a statement of the accuracy required, a
measure of the accuracy attained, and an objective method of deciding
whether the accuracy attained is equal to the accuracy required". If
there are no methods for measuring the accuracy attained with a certain
sensor system, then there will be no way to make comparisons between
systems to determine which is better.
If Landsat is ever to become an operational system, then

evaluation and accuracy assessment techniques must be developed to

; show where such sensor systems give more adequate results than con-
ventional methods. These assessment techniques must then be applied
to specific applications. For example, "the usefulness of satellite
imagery for forestry depends on the extent to which forest data can
be recorded by a remote sensing system from satellite altitudes, pro-
cessed by an image interpretation system, and used in forest mapping
and inventories' (Kalensky and Scherk, 1975).

1.31 Accuracy Assessment Techniques

There have been very few studies done on accuracy of Landsat
classification. Most of the early assessments were done as an "after
g thought" without much consideration given to the statistical methods
: used. These studies, such as the one done by Kalensky and Scherk (1975),

usually dealt only with training set accuracy. The use of training sets

as well as other possible areas to be assessed will be discussed later.




A review of the current assessment techniques are necessary before

any of the applications of these techniques can be understood.

The most common way to describe the accuracy of a Landsat image
is in the form of an error matrix (e.g., Todd et al., 1980; Mead and
ﬁbycr, 1977; Hoffer, 1975). An error matrix is a square array of
numbers set out in rows and columns which express the number of pixels
assigned as a particular land cover type relative to the actual land
cover as verified in the field or from photos. The colummsusually
represent the ground truth and the rows indicate the computer assigned
land cover category. This form of expressing accuracy
as an error matrix allows for an effective way to evaluate
both errors of inclusion (commission errors) and errors of exclusion
(omission errors) present in the classification. Also, the error matrix
allows the analyst to determine the performance for individual categories
as well as for the overall classification (Hoffer and Fleming, 1978).
In the ideal situation, all the nou-major diagonal elements of the
error matrix would be zero, indicating that no pixel had been misclassi-
fied (Lillesand and Kiefer, 1979).

There are two basic types of accuracy assessments. They are site
specific accuracy and non-site specific accuracy. All the methods
described to assess accuracy can be applied to either type. Non-site

specific accuracy is less useful than site specific accuracy. Meyer

et al. (1975) used a non-site specific accuracy assessment to evaluate




classification of Landsat imagery in Southeastern Montana. Total area
acraages were calculated for each informational class. There were no

. tests made for positiomal accuracy (site specific), just relative total
acreages. Meyer found the estimate of the relative proportion of each
cover type compared favorably with the ground truth (i.e., actual acres
of each land cover category). However, he also noticed that omission
and commission errors were very obvious and that the overall positional
accuracy of the cover types within the areas studied was poor.

This example points out the major disadvantages of a non-site
specific accuracy assessment. If only total acreage estimates are needed,
then this method may apply. However, the natural resource manager is
usually interested in the location as well as the acreage of a certain
land cover category. If this is the case, it is obvious that non-site

5 specific accuracy assessment is not adequate.

5 ' Site specific accuracy, on the other hand, is a measure of how
well the computer (classification algorithm) classifies each pixel with
% respect to the ground truth. It is a more meaningful representation of

the accuracy of the classification. The analyst can see which categories

L e AT R b
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,;' are easily identifiable and which are being confused. Although Lyon (1979)
used site specific accuracy assessment, he includes no error matrices in
. his paper. Instead, he gives just one number as a measure of the accuracy.

This is a common problem throughout the literature. Without error matrices,




the reader has little chance of understanding how an accuracy figure
was determined. The reader also loses the knowledge of which cate-
gories were easily identified and which were difficult.

Once the error matrix has been generated, a very simple procedure
can be used to determine the ov;rall accuracy. Since all the values on
the major diagonal represent those pixels that have been correctly
classified, if one adds up the major diagonal and divides this number
by the total number of pixels classified, one will obtain the overall
accuracy of that error matrix. This is the most common use of the error
matrix }n accuracy assessment.

In recent years, some new techniques have been developed to assess
classification accuracy. Among these new methods are amalysis of vari-
ance techniques, regression analysis techniques, and discrete multi-
variate analysis techniques. Each of these methods has certain assumpt-
ions that must be mctgbcforc the technique can be used for assessing
classification accuracy. If these assumptions are not met, the technique
loses its power.

The data used in classification accuracy assessment is of the
discrete type. Discrete data, as opposed to continuous data, may take
on only a limited number of distinct values (Snedecor and Cochran, 1976).
In analysis of variance, the data must be normally distributed in order

to meet the assumptions of the technique. Since discrete data is not
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normally distributed, it would seem that ANOVA is not a good technique
for accuracy assessment. However, Rosenfield (1980) has proposed the
use of the logit transformation or the arcsine transformation as described
by Snedecor and Cochran (1976) to transform the data into an approximately
normal distribution. Rosenfield states, 'the statistically interpreted
results of the weighted adjustment agree fairly well with what might be
technologically expected, and are therefore judged technically accept-
able". After the transformation is applied to the data, the analysis
of variance can be run. From the resulting ANOVA table, multiple range
tests are applied to population means found to be significantly different
(Rosenfield, 1980). Analysis of variance is a powerful statistical tool.
However, other techniques that do not require so much data manipulation
should also be tcsccd; Rosenfield (1978) agrees, 'this does not mean
that they (ANOVA) are the best; however, the tools available should be
used until souething better comes along". :

Regression analysis is another way of visually representing
accuracy. In this case the ground truth (i.e., actual land cover) is
the independent variable, X, and the computer classification is the
dependent variable, Y. If the computer is completely correct in its
classification, then all the points will lie on a forty five degree line.
More likely, the points will be spread out from this line. The value of

the correlation coefficient can then be used to get an idea of the




relative agreement between the ground truth and the computer classi-
fication. Regression analysis has not been widely used in the litera-
ture and therefore no more will be said about it.

1.32 Sampling Techniques

The need to use more than just training areas for accuracy
assessment has already been discussed. However, one could not afford
nor desire to assess the entire scene. Instead, a representative sample
should be chosen and assessed as the accuracy for the entire scene.
Sampling allows not only the calculation of a number that represents
the accuracy of the classification, but also allows for a confidence
interval to be placed around that number.

Ginevan (1979) states three criteria that should be satisfied in
any sampling scheme. - These criteria are: (1) the sampling scheme should
have a low probability of accepting a map of low accuracy, (2) the sampl-
ing scheme should have a high probability of accepting a map of high
accuracy, and (3) the sampling scheme should have a minimum number, N,
of ground truth samples. Many researchers (Hay, 1979; Ginevan, 1979; and
Genderen and Lock, 1977) agree that stratified random sampling is the
best sampling scheme to use. Rhode (1978) proposes other schemes
including cluster-stratified sampling and two phase sampling. No matter
which sampling scheme is used, it should be chosen so to obtain the

maximum information with the minimum amount of work. This involves




considering many variables such as terrain, image identifiable
loations, and variability of land cover categories.

; . It should also be noted that errors arise in classification

| from other sources besides the sampling scheme chosen. Problems arise

in radiometric correction and geometric rectification. Also, the time

interval between when the imagery is attained and when the field check-
ing is done may cause differences in land cover category. It must also
be realized that just because the classification of a category seems
perfect, this does not always mean that the method is error free. The
result mny.occut purely by chance because of the sampling design. "This
fact is seldom appreciated by many image interpreters when checking the
accuracy results of their remote sensing land use survey (Genderen and
Lock, 1977).

; ' Finally, no matter which sampling scheme is chosen, a sample

size must be determined. This situation is described by Ginevan (1979),
: "The sampling problem as defined here is the determination of the optimal

number, N, of ground truth samples and an allowable number, X, of mis-

éj classifications of these samples." Once these have been determined, the

results of image interpretation are checked against the N ground truth

samples and the map is accepted as accurate if X or fewer of the ground

truth samples are misclassified. The optimum number of samples, N, to be

ARSI ST s

R taken has met with widespread disagreement throughout the literature

(Todd et al., 1980; Hay, 1979; Genderen et al., 1978; Genderen and Lock,

1977; and Hord and Broonmer, 1976). Each researcher seems to have his
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own ideas about sample size determination and it is obvious that a
great deal more research is needed in this area.

1.33 National Data Base for Error Matrices

Letters were sent out to potential sources of error matrices
asking that any m;tricos they had be sent to us for inclusion in a
National Data Base for Error Matrices. An information questionnaire was
sent along with cach.rcqucst for data. This questionnaire contained
questions about the location of the area analyzed, the analyst, the
algorithm, and the date the data were taken. i

All error matrices that we have received have been caipiled
along with their corresponding pertinent information #nd placed on a
computer tape. This data are available for distribution to other users
upon request. A listing of the sources of error matrices can be

found in Appendix I.
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2.0 Statistical Methods

2.1 Methods of Comparing Similarity Matrices

Two methods were used to compare two-dimensional matrices
representing ground classification versus machine classification
from different methods. In the first method of comparison the
cell entries in each matrix are successively balanced until the
sum of each of the matrix margins is one. The entries in the
matrix then represent a normalized percentage of the total
observations occurring in each matrix cell. Within an individual
matrix these percentages can be used to examine omission and
commission errors. Classification errors between two or more
machine classification methods can be evaluated by comparing the
percentages in corresponding cells in each matrix. Matrices with
differing numbers of observations can be compared since the entries

in each matrix are transformed to percentages.

The second method of comparison was a measure of agreement

for two-dimensional square matrices presented by Bishop et al. (1975).

This measure, K, is calculated as the difference between the actual

agreement and chance agreement between two classification methods.

In this application the two methods are ground classification and

machine classification. The measure is calculagcd as




12

r r
it - S 3 SE
Re geg i gay WM

2 b 4
= f £
R

where r is the number of rows in the matrix, X11 is the number of

observations in row i and column i, Xt+ and X+i are the marginal

totals of roﬁ i and column i, respectively, and N is the total

" number of observations. An approximate large sample variance,

based on thg asymptotic normality of i, is available, and can be
used to derive a confidence interval for K from a single matrix
and to perform tests for equality of i between two matrices.

The two methods described above can be used together. Method
two, i, will indicate whether two matrices exhibit the same degree
of classification success (or error). If a difference exists,
method one can be used to determine in which particular category
or categories the difference lies.

2.2 Categorical Data Analysis

The influence of factors such as season of imaging, film type,
and interpreter bias on classification accuracy was examined using
categorical data analysis (Bishop et al., 1975). Using this analysis

technique the dependence of classification accuracy on a single

_factor or combination of factors can be assessed.
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Categorical data analysis requires only that each factor
being examined for influence on accuracy can be assigned to an
unambiguous category within each factor. These categories may
be normative, ordinal, or interval. The result of data
collection is a multidimensional matrix with each factor, including
ground and machine classification, serving as a dimension of the
matrix.

This method of analysis avoids the more restrictive
assumptions inherent in alternmative analysis methods such as
multivariate regression or aunalysis of variance. No normality

assumption is necessary, no factors need be considered as con-

tinuous, and interpretation of many dummy variables is avoided.
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3.0 Sample Data Analyses
3.1 MARGFIT Analysis

As previously discussed, the FORTRAN computer prograﬁ MARGFIT
(see Appendix II) implements a normalization procedure which standardizes
each error matrix for purposes of comparison. The accuracy of the
classification can then be represented as a normalized overall perform-
ance. This value is calculated the same way as in overall performance
(i.e., summing the major diagonal and dividing by the total) except
that the matrix is normalized first.

Smith and Itkowsky (1978) compiled five error matrices for a
study in north central Colorado. Two of the matrices were for
training sets; Original was compiled using a supervised classification
while Josesigs was compiled using a modified unsupervised classification.
The other three matrices (Scrambll, Scrambl2, Scrambl3) were attempts
to reclassify incorrect pixels using a computer program called SCRAMBL.

Table 1 shows the Josesigs error matrix before normalization and

Table 2 shows the matrix gftnr normalization.

Ll i e D




Table 1. Josesigs error matrix before normalization.

Reference Data

Decid. Comif. Grass Meadow Shrub Water Sage

17 2 0 0 0 0 0

28

Overall
Performance

398

Computer Classification

Table 2. Josesigs error matrix after normalization.

Reference Data

Grass Meadow Shrub Water

.1001 .0168 | .0645 | .0155

.0158 .0027 | .0102 | .0025

.5025 .0842 .1943 .0156 Normalized
Overall

0176 | .7139 | .1457 | .0027 Performance

.0906 .1366 | .4089 | .0141

Computer Classification

.0230 .0039 | .0148 | .9108

.2505 .0420 | .1615 | .0389

£=4.2958
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Table 3 shows the results of overall performance and
normalized overall performance for all five error matrices. Note -
that the relative accuracies are similar for the two performance
values except for the Josesigs matrix. Careful study of Table 1
shows why this is so. Only three pixels in the shrub category were
correctly classified. This forced the normalization procedure to
inflate the values in the shrub row and column decreasing the
normalized performance accuracy. Also, no sage category pixels were
classified at all resulting in the same type of normalization
problem.

Table 3. Overall and normalized overall performance results

for five classification error matrices.

Normalized

Matrix Overall Performance Overall Performance
Original 90.37% 86.03%
Josesigs 85.967% 61.36%
Scrambll 85.43% 79.97%
Scrambl2 78.94% 70.49%
Scrambl3 80.18% 74.17%
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Similar results were achieved for matrices compiled by Hoffer
(1975a). Here four error matrices were compiled at two different dates
comparing a classification of major land cover types versus forest
cover types. The results of normalization shown in Table 4 agree with

the overall performance values calculated by Hoffer.

Table 4. Overall and normalized overall performance results
for four cover type error matrices.

Normalized
Matrix Overall Performance Overall Performance

Major Land
Cover Types 85.96% ' 89.51%
6-5-73

Major Land
Cover Types 69.35% 72.53%
8-8-73 .

Forest
Cover 71.79% 76.87%

Types
6-5-73

: ) Forest
Cover 48.83% 57.88%
Types
8-8-73

RN

3.2 KAPPA Analysis

The FORTRAN computer program KAPPA (see Appendix III) calculates

a K statistic for a given error matrix which allows one to compare




error matrices to see if they are significantly different. This type

of comparison has many uses. In an example sited above, Hoffer (1975a) com=-

piled two classifications at two different dates. The i statistic and
corresponding confidence interval (i.e., upper and lower bounds) are

presented for each error matrix in Table 5.

Table 5. K statistic with upper and lower limits at 957
confidence interval for four cover type error
matrices.

~

Matrix Lower Limit K Upper Limit
Major Land
Cover Types .69396 .69458 .69521
6-5-73

Major Land
Cover Types .62880 .62929 .62978
8-8-73

Forest .
Cover .38961 .39055 .39150

Types
6-5-73

Forest
Cover .33004 .33074 .33144

Types
8-5-73




As can be seen from Table 5, none of the confidence intervals

19

overlap; therefore, all these matrices are significantly different.

This means that the imagery taken at two different dates is signifi-

cantly different which implies that one date must then be better than

the othar. A quick look at the data indicates that 6-5-73 was the

significantly better date.

Another example of this technique is provided by Hoffer (1975b).

In this example, four matrices were generated from four different

classification algorithms. The results presented in Table 6 show

that all the matrices are significantly different.

Table 6. K statistic with upper and lower limits at 957%
confidence interval for four classification

algorithms. -
Matrix Lower Limit i Upper Limit
Nonsupervised
(10 cl1.) .60271 .60479 .60686
Nonsupervised
(20 cl.) . 58348 .58573 .58799
Modified
Supervised .47326 .47581 .47837
i Modified
Cluster .71631 .71846 .72001

A final example of the K statistic is found in Appendix V.,

This example deals with comparing photo interpreters to see if they

are significantly different.
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3.3 CONTABLE Analysis

The APL computer program CONTABLE (see Appendix IV) allows
one to analyze multi-way contingency tables.* In the example here
a 5-way table is analyzed. This table (Carneggie, 1972) deals with 5

factors or effects listed in Table 7. The data consists of 18

5 x 5 error matrices with various films, dates, and interpreters.

Table 7. List of factors and effects for 5-way contingency

table.
FACTOR EFFECT
: 4 Date (6/10, 7/25, 10/25)
2 Film (Color, CIR)
3 Interpreter (#1, #2, #3)
4 Row €2, 2, 3: 4, 9
L Column {1; 2. 3, 4,.95)

The hypotheses to be tested in this example are listed in

Table 8 while the results and conclusions are listed in Table 9.

i
*Without the use of this program and its Iterative Proportional
Fitting Procedure, analysis of tables larger than 3 dimensions
would be impossible.




Table 8. List of hypothesis for CONTABLE example.

1. L. =0 No film effect

2. H.: =0 No interpreter effect

No date effect

No row-column effect

date~film interaction

date-interpreter interaction

film-interpreter interaction

Tablc 9. List of results and conclusions for CONTABLE
example.

HYPOTHESIS CHI SQUARE VALUE CONCLUSION

KO: M, = 0 623.487 reject Bo

0 My = 0 613.142 reject Eo

=0 591.543 reject Ho

Hoz W Mg = 0 134.485 fail to reject Bo

145.961

fail to reject HO

=0 162.393 fail to reject HO

144.707 fail to reject EO
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Table 9 shows that althpugh no .-ugle factor significantly
affects the classification, the combination of two or more factors
does. This means that none of the three factors (film, date,
interpreter) is more important than the others. Instead all three
factors interact together to give the best classification. From
the analysis so far there is no significant Qﬁc factor on which

most of the accuracy depends.

a2




4.0 Accuracy Conference
A National Working Conference on Landsat Classification Accuracy

Assessment Procedures was held in Sioux Falls, South Dakota. A
summary of this conference is given in Appendix VI as a draft manu-
script which will be revised and submitted for publicatiom in

journal.

5.0 Wildlife Habitat Assessment Methods

A secondary task in this year's plan of work was to develop
digital spatial analysis techniques for assessing wildlife habitat.
Appendix VII includes a FORTRAN computer program for doing this, and

the techniques are described in a manuscript which is Appendix VIII.

6.0 Effects of Classification Accuracy on Interspersion Maps

+. 3

Artificial land cover type maps were made in order to test the

effects of classification accuracy on computer generated interspersion
maps. Three cellular maps were made, each containing 10 rows and 10
columns with each cell assigned to one of 5 classes. The first map was
used as a reference base map for comparison with the other two maps.

The second map had 90% of its cells classified similar to the first
(i.e., 90% accurate), and the third map was 70% similar to the reference
base map. Five cover types, designated 1 through 5, were used on

each map. Similarity matrices were generated between the accurate
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(90% similar) '"Map II" and the base map (Table 10), and between the
less accurate, '"Map III" (70% similar) and the base map (Table 11).
KAPPA was used to compare the two resulting similarity matrices.

The interspersion index described by Mead et al.in Appendix VIII
was used to create interspersion maps from each of the three fictional
cover type maps. The maps delineate areas of high (designated 3),
medium (2), and low (1) interspersion. Similarity matrices were
created by comparing each of the interspersion maps (from the cover
type maps II and III) with the interspersion map made from the base
map (Tables 12 and 13).

The implementation of the KAPPA program (see Section 3.2) was
then used to test for a significant difference between the interspersion
maps. The resulting KHAT values indicate that cover type maps II and
III were significantly different. A significant difference was also
found between the two matrices for the interspersion maps. However,
further work is needed to understand the effect of map accuracy on
computer generated interspersion maps, juxtaposition maps, and spatial
diversity maps. Also, the effect of increasing the numb;r of cover
types or the number of interspersion classes (high, medium and low) is
unknown.




Map II Classification

Map III Classification

Table 10. Similarity matrix for five fictional cover
types on the base map and on Map II.
Base Map Classification
X 2 3 4 3
1 19 3
2 18 1
3 1 16
4 b 3 2 27 5
5 3 10
90

Table 11. Similarity matrix for five fictional cover type

w N -

Overall Accuracy =100 = 90%

maps on the base map and on map III.

Base Map Classification

1 2 3 - 5
14 - 2
2 16 - 3
1 2 13 2
3 2 17 2
6 10

Overall Accuracy = %%b. 70%
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Similarity matrix for three categories of
interspersion high (3), medium (2), and
low (1) produced from the base map and
map II.

Base Map Interspersion

Map II Interspersion

Table 13.

Map III Interspersion

1 2 3
60

15 1

3 21

Similarity matrix for three categories of
_interspersion, high (3), medium (2), .and
low (1) produced from the base map and
map III.

Base Map Interspersion

- 2 3
60
13
5 22
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7.0 Summary and Future Work

The literature review and preliminary investigations show

that: (1) the statistical techniques initially proposed are sound
and are useful for analysis of Landsat clannificntiﬁn accuracy data,
(2) substantial amounts of data from accuracy assessments exist.
but few sets are comparable prohibiting hypotheses from being
tested, (3) preliminary results show that the method used in sampling
a classification can significantly affect the estimated accuracy.
An "automatic" computerized system needs to be developed for com-
piling error matrices for any classification given the necessary
ground truth and a specified sampling strategy. Experiments need
to be designed in the future so that fundamental questions can be
answered about factors which affect classification accuracy.

The wildlife habitat assessment system has greatest potential
when animals with requirements related to the spatial characteristics
of the landscape are considered. Juxtaposition can be of great
importance or of very little importance depending upon the specific
geographic area and the wildlife species of interest. When t<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>