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MODELING OF THIN-FILM GaAs GROWTH

By
John H. Heinbockel*

SUMMARY

A potential scaling Monte Carlo model of crystal growth is developed.
The model is a modification of the solid-on-solid method for studying crys-
tal growth in that potentials at surface sites are continuously updated on a
time scale reflecting the surface events of migration, incorporation and
evaporation. The model allows for B on A type of crystal growth and lattice
disregistry by the assignment of potential values at various surface sites.
The surface adatoms are periodic:ally assigned a random energy from a
Boltzmann distribution and this energy determines whether the adatoms evapo-
rate, migrate or remain stationary during ghe sampling interval. For each
addition or migration of an adatom, the surface potentials are adjusted to

reflect the adsorption, migration or desorption potential changes.
INTRODUCTION

Numerous methods have been applied to obtaining thin-film, single crys-
tals of GaAs, including free-standing wafers, peal films removed from a
single crystal substrate, and films grown on lightweight substrates. The
most promising method is a version of the latter technique called
"graphoepitaxy." It is generally known that overlayers of crystalline mate-
rials deposited upon smooth microcrystalline substrates tend to be more or
less randomly polycrystalline. The absence of long-range order in the
microcrystalline substrate is reflected in the absence of long-range order
in the overlayer. The basic concept of graphoepitaxy is that, by introduc-
ing an artificial surface relief structurns having a long-range order on a
microcrystalline substrate, long-range order can be induced in an overlayer,
In other words, a crystalline film can be grown on a microcrystalline sub-

strate.

*Professor, Department of Mathematical Sc1ences, Old Dominion University,
Norfolk, Virginia 23508,




The degree of crystalline order achieved during a growth process will
be controlled by the adsorption, nucleation and lateral growth behavior in
the first few deposited layers., The parameters which will affect the crys-
tal growth are; The deposition rate, the surface temperature, surface dif-
fusion, surface defect density and lattice registry of the system. We
present a Monte Carlo solid-on-solid (SOS) computer simulation which uti-~
lizes a potential scaling technique (ref. 1) over a 20 x 20 array of sikes.
Although numerous Monte Carlo models for crystal growth exist (refs. 2-12),
the approach developed herein is a more physical model in that the events
which occur at each site are constrained by the surrounding potential field
and the thermal energy fluctations associated with a given substrate temper-
Also,

time scale of events compatible with computer times in order that the simul-

ature. the method of ordered statistics is utilized to construct a

taneous changing and updating of site potentials can be done in a reasonable
amount of computer time and still allow the model to simulate thin film

growth in a physically realistic manner.

LIST OF SYMBOLS

lattice constant (nm)

49

M size of square array

H(i,3) height at position (i,j)

bo potential energy change (eV)

$1595,:93 first, second, third nearest neighbor potential
changes (eV)

w; (i =1,...,8) potential energy changes (eV)

Atg scanning time interval (sec)

E(R) random energy

U (,3)5 U, Gy 3)

potential at site (i,j) for adsorbate and substrate (eV)

Ui, j) total potential at site (i,j) (eV)
Uas Ueg evaporation level of adsorbate and substrate (eV)
Uns Uns migration level of adsorbate and substrate (eV)
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Mie potential parameters

Boltzmann constant (8.62 x 10™5) eV/°K

absolute temperature (°K)

scuale factors for crystal orientation
crystal orientation factors

uniform random number (0 < R < 1)
deposition rate (nm/sec)

evaporation rate

time interval associated with surface ''snapshot"

parameter of Boltzmann distribution
random energy (eV)

ordered statistic

sample size

site numbers

Boltzmann distribution

cumulative distribution

distribution of ordered statistic E(n)
cumulative distribution

crystal orientations

heat of sublimation

heat of adsorption for single adatom
diffusion activation energy (eV)
lifetime (sec)

mean time between hops

output snapshot or stop action time interval (sec)

incorporation energy




(1) (2) . . .

Uks s UkB kink site potentials
* K . .

mo, Mo, $ , R Mie potential parameters
D., D4 diffusion coefficients into and from bulk
S{ =8 sticking coefficient
To period of vibration of surface atom (sec)
L parameter for surface diffusion

MODELING OF CRYSTAL GROWTH

The SOS Monte Carlo Model

In this model we consider a simple cubic (SC), body centered cubic
(BCC) and face centered cubic (FCC) crystal lattice. It is required that
each occupied site be directly above another occupied site and so the name
solid-on~golid (S0S) model. This model is characterized by an array of
interacting columns of varying integer heights with respect to some orienta-
tion such as the (100) (111) or (110) crystal planes, The terrace-ledge-
kink (Kossel) Model (refs. 13-14) is illustrated in figure 1. The model
employs a 20 X 20 square array upon which columns are constructed. Adatoms
are deposited upon the surface in a random fashion where they are free to
migrate, remain localized, diffuse into the bulk (incorporation) or diffuse
from the bulk to the surface, or evaporate. These changes alter the
stacking heights of each column as well as producing new potentials at and

in the neighborhood of the surface sites involved in the process of surface

adatom interaction.

Each surface site is located at the top of the stack of adatoms from an
arbitrary row i and colum j of a 20 x 20 array. The physical
constraints which determine the temporal behavior of every adatom located at
the surface of each colum from an arbitrary site (i,j) is based upon the
interaction potential that the surface adatom has with its nearest neighbors
and the rest of the solid. Spatial disregistry, that normally occurs due to

size differences between adsorbate and adsorbent atoms, is accounted for by

changes in the interaction potential. In figure 2(a), the interaction




potential across a perfectly homogeneous surface is depicted as uniformly
changing from site to site, Figure 2(b) illustrates a typical interaction
potential across a heterogeneous surface, We developed a set of '"rules"
whereby the columns of the SOS model interact by assigning values to the
potential energy changes associated with thw processes of adsorption,

migration and desorption.

Potential Scaling of Adatoms

The rules, by which the columns of the S0S model interacted, were gov-
erned by the following ideas relating to the potential energy and potential
energy changes associated with the adsorption, migration, or desorption of
adatoms from an arbitrary row i and column j of an 20 x 20 array. Ener-
gies associated with an arbitrary site (i,j) were defined as follows: U,
= Uy(i,j)-~the potential energy at a site because of surface bonding and
crystal structure; ¢,~-the potential energy change at site (i,j) because
of the deposition of an adator (assumed the same for all sites); -Wj(i =
1, ..., 8)-—the potential energy changes at neighboring sites when an adatom
is deposited at site (i,j); E(i,j)--th2 random surface energy associated
with site (i,j) and time interval Atg; U(i,j) = U,(i,j) + E(i,j)-~the
total energy associated with site (i,j) during the time interval Atg;
Ug~—the evaporation potential; and Up~-the migration potential. All of

the above energies are measured in electron volts.

We developed a Monte Carlo computer simulation of crystal growth by
developing rules that determined the SOS kinetics of condensation, evapora-
tion or surface migration of adatoms. These rules led to a consistent and
physically reasonable description of the fundamentals associated with crys-
tal growth. We first considered the adsorption of a thermally accommodated
adatom onto the surface at some general site where the potential at this
site was changed and, simultaneously, potential energy changes at all of the
neighboring sites occurred. In Table 1, the potential energy changes are
depicted by the mnemonic mask. The ceater of this mask is placed over the
site (i,j) to illustrate the changes to be made in the potential at the
central site as well as the potential changes in the surrounding neighboring

sites.




The potential changes in the case of desorption of an adatom from the
central site are again depicted with the mask of Table l; with the opposite
signs on the potential changes. The case of surface migration was treated
as a desorption from a site (i,j), followed by an adsorption at a nearest or
second nearest neighbor location, together with the correct potential mask
changes associated with each process. The neighboring migration site was
determined by a weighted random walk to one of the unoccupied neighbor

sites,

Table 1. Potential energy changes associated with central site (i,j)
and neighbor sites due to deposition of an adatom (for a
190 orientation).

w7 = =w7(i-1,j-1) -w8 = -wg(i-1,j) -wl = -w1(i~-1,j+1)
-w6 = =-wg(i,j~=1) 6 = ¢o0(i,J) -w2 = ~w2(i,j+1)
~w5 = -ws(i+l,J-1) ~wy = —wu(i+l,3) w3 = ~w3a(i+l, j+1)

The Monte Carlo simulation of crystal growth involved a random deposi-
tion of thermally accommodated surface adatoms during a time interval At.
These deposited adatoms changed the potential energies at the random surface
sites under consideration. The values assigned to the central potential
change ¢, and neighboring potential changes -w;, i =1, ..., 8 dic-
tated the new potential energy values when an adatom was deposited or re-
moved from a site. 1In this way each surface site had an energy barrier to

translation or evaporation, represented by a potential well.

Figure 3 illustrates the potential changes that occur along a lineal
section of a homogeneous surface upon the adsorption of a single adatom at
site (i,j). Note that the potential increases by an incremental amount
¢g» and the adjacent sites decrease in potential by an incremental amount
¢). This represents the actual physical condition that the adsorbed adatom
requires less energy to desorb or to migrate as compared to the original
surface adatom which was surrounded by all its nearest neighbors. Note also
that the deeper potentials at the neighboring sites reflect the increased

energy necessary to desorb an atom from these gites due to the increased




coordination or ligancy created by the adatoms. Figure 4 illustrates the
potential variation at an sarbitrary site (i,j) as nearest neighbors are

progressively added onto a (100) surface orientation.

The term epitaxy means "an arrangement on," and is used to denote the
growth of one substance upon the crystal surface of a foreign substance.
The term autoepitaxy refers to the oriented growth of a substance .nto it-
self, and hetroepitaxy is the growth over another material. Autoepitaxy
requires that the initial potential U, (before adsorption) be rzcovered
when the adatom has all its neighboring adatoms surrounding the central
site.

In assuming values to the potential changes ¢° and W, 5 i=l,... 8, we
must take into account the type of crystal structure and orientation we are
trying to simulate with our SOS model. Consider figure 5 which illustrates
the GaAs fcc structure. For growth on the (100) face we can set up a cor-
respondence between a central site, the nearest neighbor sites, second near-
est neighbor sites, and the adatom potential changes for the mask in Table 1
(i.e., W = ¢, Wy = ¢;, etc.). Similarly, we can sst up the currespcndence
illustrated in figures 5(b and c) for the (111l) and (110) orientations and

we can construct an appropriate mmemonic mask.

In figure 5 we must choose @5,¢;,¢5,¢3 in such a way that, when the
first level of adatoms covers the surface, then the potential distribution
must return to its original value. We will require that adjustments be made
in the potential energy changes during the transition from heteroepitaxy to
autoepitaxy. Here we let a negative sign denote an attractive potential.

By simply adding adatoms to a surface it is readily verified that the poten-
tial changes must adhere to the rules given in Table 2 if after one layer

the potential energy returns to its initial value.

For heteroepitaxy we require that an adiystment be made in the central
site potential change to reflect the potential energy differences of the
materials involved. The potential energy changes ¢5,9;,¢,,93 can be
different for the substrate and growing material. For the substrate materi-
al we could use the depth of the surface potentials and migration levels to
stimulate a variety of surface morphologies. In this model we envision a
flat substrate as a periodic lattice structure where each lattice site is

a potential well., The substrate can vary from flat to rough and the




potentials adjusted to reflect various surface preparations. For an ideal
ly flat substrate we assume that the depths of the potential wells are

uniform, given by Uos' After one layer of growing material covers the

ey g

surface, the potentials at each site are assumed to convert to the auto-
epitaxy potentials Uy,. In order to make this transition we assume that

8
o = ) Wy * (Uo - er)Pij where T

o at
i=]

i is zero if the height hij
position (i,j) is greater than or equal to one, and ij is one in the case
where hij = 0, Thus, if an adatom is deposited at a first layer site
(i,j), we adjust the potentials at this site by the relation Uo - Uos’ in
addition to the mask potential changes at the surface sites as this produces
the desired change that hetroepitaxy produces in the value of the poten-

tial.

The energy behavior at each surface site is monitored over a sampling
interval Atg, every sampling interval., The simulation of thermal energy
fluctuations is done by random number generation, For each site (i,j) we
generate a random energy E(R) and add it to the interaction potential

Uo(iyj} #¢) obtain a total energy of

U(i, i) = U (i,5) + E(R). (1

This eneirgy is then compared éo erergy barriers for desorption, surface
migration and incorporation. If the total energy exceeds one of these bar-
riers, we allow the adatom to proceed accordingly. If the total energy is
less than the lowest barrier, then the adatom remains localized. In sum~
mary, our Monte Carlo procedure entails the gereration of a random energy
for each site and calculating a total energy U, if this value U 1is such
that: '

(a) U<« U, the adatom remains localized;

(b) Um UK Ui’ surface migration is allowed ko occur;

(c) Ui < U< U, surface migration or incorporation into the
bulk is allowed to occur;

(d) U < U, evaporation occurs.
e y P
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During each time interval Atg, a random enecgy E(R) was assigned

to each of the surface adatoms. We let

Ui, 3) = U (i,5) + E(R) (2)

dencte the total energy possessed by a surface adatom at a site (i,j) during
this time interval. This total energy is the sum of the potential energy

U, due to the lattice structure and a random energy E from a modified
Boltzmann distribution to be discussed in the next section which character=
izes the randem surface energy. When U was less than some miterial-de-
pendent migration level Uy, the adatom remained statignary at the sur-
face site. If Uy < U < Uy, surface migration by random walk was allow-

ed to occur. If U was greater than the evaporation potential Uy, the
adatom was removed from the site and for Uj € U < Uy incorporation or

migration was assumed to occur.

The rate of impingement of adatoms upon the surface was independent of
the surface configuration. The rates associated with the evaporation and
migration of adatoms depended upon the potential barriers Ue and Uy
and also upon the values assigned to the potential changes ¢, and
-wi, (L =1, ..., 8). These later potential changes had to take into
account the type of crystal structure and orientation of the growth we were
trying to simulate with the SOS model. In figure 5(a), for growth on the
(100) face, we set up a correspondence between the central site, the nearest
neighbor potentials ¢,, second nearest neighbor potentials ¢,, and the
adatom potential changes for the mask in Table 1 (e.g., wy = ¢y, wp = ¢1).
In a similar manner we were able to set up the correspondences illustrated
in figure 5(b) and (c) for the (1l11) and (110) orientations. In Table 2, we
selected the relation between the neighbor potentials ¢q,¢),¢5,093 in
such a way that when the first level of adatoms covered the surface, the
potential distribution rzturned to its original value. This produced the
constraint conditions on the neighboriné potentials which are illustrated in
Table 2. We assumed that 00 = AHads and were left with decisions on how
to assign the ¢),9,,93 values. For the (100) orientation we let ¢ = 0
and were left with having to assign values to ¢,,¢,. One possible choice

was to assign ¢, a value based upon nearest neighbor bond strength and

then calculate the ¢2 wvalue based upon the constraint.
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Alternatively, we let ¢, denote the change in the nearest nelghbor
potentials due to the addition of an adatom to the surface and let ¢,,4¢g
denote the second and third nearest neighbor potential changes. We assumed
that ¢, = o,¢, and ¢5 = agz¢, where ay,a; are scale factors which are less

than one. This allowed us to define the crystal orientation factor § as
2 + 209 , (100)

E =) 3+ 30y , (111) (3)

1 + ap + 203, (110)

which takes into account the different crystal orientations. We also defined

(1) and after Ué )

- &4y, (2) UL (Note that ° = 2E0).) Note

the kink site potentials before U

(1)

and the capture of an
adatom as U

that the values assigned to the mask potential changes are not necessarily
the same for the different orientations: for example, the ¢,,¢,,¢5 values

for each case in Table 2 could have different values.

We can assign arbitrary values to the neighbor potential changes
$1,45,¢3 as long as these values satisfy the comstraint that ¢, = 28¢,.
If we arbitrarily assign values to a5;,a5 than we can solve for ¢; and
consequently ¢,, and ¢3. Instead of arbitrarily assigning values to o,

and @z, we examine a (mo, no) Mie potential curve with m < n, (ref. 15)

*\"o n *\ Mo
¢ = ¢,* (.R_.> -2 (B._> (4)
R mo R

* . ’, . o, . o .
Here R~ is the distance at which ¢ obtains its minimum value of

n
* - .
¢ ( -;fl> . If we examine the potential values &t various distances

R =a V_— VG— 'Y: , with R*

01y B0 g %00 5 % = a_, then the ratio of the Mie poten-

(e}
tial values at these distances can be used to approximate the values of a, =

$,/¢; and ag = ¢3/¢; for different crystal orientations and different mg,

ng values.

10
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Table 2. Poténtial changes for addition of an adatom to an arbitrary site.

Potential Changes

N

Crystal Relation Between for Addition to Distances to
Face Neighbor Potentials Arbitrary Site _ Neighboring Sites
“w;  “Wg Ty
~Wg 99 w2
-ws "wu "'ws
=$ i 2} ~$o . ///,
(100) bg = 44, + 4 -4 -t -$ 0
0 1 2 1 0 1 :.V-z— _
a2 -$; nl 2 2 29 J
‘4’2 Ea /
222 S S R Yz %
(111) b9 = 64y *+ 69, =% % "% <f§"°o -—
a7 I ST SO 5
d \ -
-3 =¢y b3 | \/zao/
(110) bg = 20, * 20, *+ 4oy | =, $9  ~¢; a9 2
-¢3 -¢2 "'¢3 1-2-—30
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Energy Distribution and Time

During each sample interval Atg, an atom in an arbitrary site (i,j)

has the total energy

Ui, j) = U (i,3) + E(R)

where E(R) is determined by random number R from the Boltzmann distribu-

tion

£(E) = XA exp [-AE], E > O (5)

where A = 1/KT is the parameter of this exponential distribution. The mean

energy of this distribution is

(-]

<E> = [ E f£(E) de = KT =1 (6)
o
and the cumulative energy distribution is given by
E ’
F(E) = [/ £(E)AE =1 - exp [-AE]. (7)

o

A random variate E can be generated from this distribution by using the
inverse function associated with the cumulative distribution. For R a
uniform random number between O and 1 and with R = F(E), the inverse func-

tion gives the random energy

E=E(R) =~ KT & (1 - R) (8)

so that (1) becomes
u(i,3) - uo(i,j) ~ KT In (1 - R) 9
The residence or stay-time of an adatom on a surface is given by the
Frenkel equation (ref. 16)

T =T exp [-\ AHads] (10)

12




where AHads is the heat of adsorption and T, is the period of vibra-
tion for the surface adatoms (T, ~ 10~12 gec). Ideally then, the most
physically real sampling time corresponding to changes in vibrational energy
and, therefore, changes in U(i,j) is to choose Ats =T, Computer costs
and time, of course, prohibit the extensive amount of computations that
would be necessary to sample 400 sites 1012 times each second. In order to
circumvent this difficulty, the method of ordered statistics is applied.
Essentially, most of the time-dependent energy variation at a particular
gite results in insufficient thermal energy for adatom movement and adatoms
remain localized over most of the sampling interval., Since this large time
of atomic localization is not important to the actual thin film growth, only
the fraction of the sampling interval that movement does occur need be con-
sidered. Thus we desire that fraction of the time that the site energy is

in excess of the minimum activation barrier for adatom activity.

Let E,, Ey,...E; denote n random samples from the exponential
distribution (3) and let E(l)’ E(Z)""’ E(ﬁ) denote the ordered arrange~
ment (from low to high) of the n random samples with E(i—l) < E(i) for all
i=2,3,...,n. The probability distribution of the largest ordered statistic

E(n) = max {El, Egyeens En} is given by (ref. 17)
g(B) = a[F(E)]" ! £(E), O0CE<® (11)

where f£(E) and F(E) are given by equations (3) and (5). The cumulative

frequency distribution is given by

E
G(E) = [ g(E)E = (1 - e
(o]

~AEyn (12)

To generate a random variable E(n) from this distribution, a uniform
random number R, with 0 < R < 1, is generated such that G(E(n)) = R, then

the inverse function gives the random energy

E, . = - KT 2a (1 - R~™) (13)
(n)

13
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which can be compared with equation (6). Note that for large values of n,

we can approximate the random energy E(,) by

Epy = - KT 4n (- i-ln R). (14)

1f for example, T = 500 K and the activation energy for diffusion is
Qd = 0.7 eV, then the mean time between hops is Ty 10712 exp [AQd] = 10~S5
sec or, in a sampling interval of Atg = 10~5 sec, a single hop occurs,
Any smaller sampling interval is not necessary because no movement cccurs.
Any larger sampling interval would result in multiple events for a aingle
adatom and the less physical the model becomes. Figure 6 illustrates the
probability distribution of the ordered statistic E(n) with n = 107, 108,
109 at T = 500 K.

The minimum activation energy for diffusion (ref. 18) determines the
sampling interval and therefore the number of random samples, n. We make
the following assumptions concerning the activation barriers for adatem
activity (see figure 3): Uo = AHsub, U, = 0, ¢° = AHsub - AHads, Um =

-AHads + Qd’ Ty = T, eXP (AQd), then the mean number of hops in At:B sec is

given by Ats/Tdand n = Ats/To. Let Ato denote the output '"snapshot' time
interval where we perform a stop action and view the surface. The number of
surface scans during this time interval is given by Ato/Ats. For example,
if Ato = 0.1 and Ats = 10~" we would scan each of the 400 surface sites 103
times and generate 4(10%) random energies E(n) from the modified Boltzmann

ordered statistic probability distribution.

Random Walk and Incorporation

For a fixed uniform deposition rate Ry, adatoms are deposited at
random positions on the surface based upon the value assigned to Atg.
For small Atg, we must wait for some multiple of this time before adding
a single adatom. Each time an adatom is deposited, or removed from a site,
the potentials surrounding the site are updated. In the case of surface
migration, an adatom has sufficient energy to migrate and we treat migration
as an evaporation followed by a deposition at a neighboring site. The
availability of more than one site for migration is another decision which

is made according to the ligancy or coordination number associated with the
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available sites. From an interaction potential perspective, this is physi=-
cally reasonable since the site that has a deeper well (more attractive)
will have an energy barrier to migration that is smaller, thus having a
higher probability for migration to that site, The experimental evidence to
support this assumed behavior is sizeable (ref, 19). Each unoccupied near-
est neighbor and second neighbor site is given a weight which is the ligancy
if an adatom had random walked to that site. These weights are then normal-
ized and a weighted random walk to one of these sites is determined by a
random number. If all nearest neighbor and second nearest neighbor sites
are occupied, the adatom is assumed to jump up onto the next level at an

unoccupied nearest neighbor site with equal probability.

In the case U, < U < Ue’ an adatom is considered to be either incorpo-
rated or to surface migrate by weighting the two possibilities according to
their relative probabilities, In the case of incorporation an adatom is
removed from the surface in the same way an adatom desorbs., It is assumed
that the bulk vacancy concentration is sufficient to receive the adatoms and
therefore the adatom just disappears from the surface site. The excess
energy after an event is assumed to be reabsorbed into the thermal energy of

the solid.

Generalizations

Various modifications and extensions of the ideas presented in the
previous sections will make the model more general. Some of the modifica-
tions will be presented in this section as these reflect modifications of
the SOS model. Three-dimensional model concepts which differ from the SOS

model concepts will be presented in a later section.

As adatoms are deposited upon the surface we will label them as "A-
type" or "B~type'" where the A-types represent substrate adatoms and the B-
types represent the growing material. As the vertical growth increases the
fraction of A's mixed with the B's is allowed to decrease. In this way we
can simulate adatom diffusion through the growing film to the surface by
randomly depositing substrate adatoms on the surface, at a rate controlled

by the diffusions equations for the adsorbate/adsorbent system. Also,
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instead of one potential change mask we will intvouuce four such masks to
reflect the potential changes associated with the ._.jpogition process of: A
on A, Aon B, Bon A, or Bon B type of interactions., This additional
complexity increases the bookkeeping to keep track of where the A and B type

adatoms are located,

By judicially choosing the A on A, A on B, Bon A, and B on B potential
changes we can use the SOS model to simulate A-B type crystal growth. By
assigning an initial substrate of an A-B checkerboard pattern we can make
the A on A interaction subject to a high probability of migration of A
adatoms to a nearest neighbor B-site. Similar considerations hold for B on
B interactions. The nature of interatomic potentials (ref. 20) can also be

varied from site to site.

Description of the Computer Program

A flowchart of the computer program is given in figure 7 and the
FORTRAN computer program is presented in Appendix A. The program is lib-
erally spiced with comment statements to help the reader. An attempt was
made to make the program modular in character in the event extensive revi-

sion was needed. The following is a brief description of the subroutines:

Program Crystal

Here parameters are read in and other variables are initialized and,
before the program actually runs, a printout of all initial wvalues and para-

meters is made.

Subroutine SETUP

Assumes a (mo,no) Mie potential and calculates ¢,, a,, a; given the

initial value for ¢,.

Subroutine FACE

Calculates the potential changes associated with a (100), (111), or

(110) erystal orientation and distances to nearest neighbor site.

Subroutine INITIAL

Initializes and prints out the substrate geometry and assigned values

of the potentials at each site.
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Subroutine DIFF

A weighted random walk surface diffusion ir simulated by an evaporation

followed by a deposition at the nearest neighbor site,

Subroutine PBOND

Calculates the weights associated with the random walk processes on one

of the crystal orientations.

Subroutine ADATOM

Updates the potential sites at i,j and the surrounding neighbor sites

when an adatom is added to site (i,j).

Subroutine SUBATOM

Updates all neighboring potentials when an adatom is removed from a

site (i,3).

Subroutines EDGE, EDD, XYX, CORAECT

The geometry ol the 20 X 20 zquare array assumes periodic boundary
conditions as illustrated in figure 8. This 20 X 20 array is embedded into
a 24 % 24 square array and addition or removal of adatoms along an edge, or
migration across an edge, requires that the outer border of the 24 x 24
array be updated to reflect the periodic conditions. These periodic condi-
tions are maintained by the subroutines EDGE, EDD, XYX. and CORRECT.

Subroutine STOFIN

Starts and finishes a computer run. This subroutine analyzes the de—
position rate and scan time and deposits adatoms on the surface, if re-
quired. Surface scanning of each site is performed and computer output is

printed.

Subroutine URNS

Calculates random sites and type of adatom (A or B) to be deposited on

the surface.

Subroutine UPDATE ,

Scans the top layer of the surface and counts the size and frequency of
clusters. Also calculated are coverage for the two highest layers, rough-

ness factor, and number of A and B type adatoms on the surface.
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Subroutine MIXUP

Takes the vector (1,2,3,...,N) and randomizes the position of the

integers to form a vector (uj;,u,,us,...,uy) which is some rearrangement of

the initial vector.

Subroutine GROW

Optional computer graphics of output data.
COMPUTER RESULTS AND DISCUSSIONS

Various computer experiments were performed with the model. These
experiments are listed in Table 3. The computer experiments were performed

for a (100) fcc surface to assess the physical behavior of the model.

Because there exists no real data on semiconductor crystals for the
interaction and potential energy changes associated with adatom movement, we

chose the following set of nominal parameters:
AHads = 1.7 eV
AHsub = 3,87 eV
D_, (Ge/Ge) = 7.8 exp (~2.98 1) cm? g~1
D., (Si/Fe) = 0.44 exp (-2.09 A) em? 5”1
Dy, (Fe/Ge) = 0.13 exp (1.08 1) cm? s~!

Qq = 0.7 eV

which represents the best available data for a Germanium type system.

In experiment 1, we examined the surface migration of a single adatom
which performed a random walk to the nearest neighbor sites whenever the
random energy associated with a single scan dictated such behavior. The
number of migrations as a function of time is linear and varies exponential-

ly with temperature. Figure 9 shows a plot of diffusion coefficient vs.
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Table 3. Computer experiments.

Deposition Rate Temperature
Experiment (em™%s~! x 1019) (K) Run Time

1. Surface diffusion of a 0 400, 500, 600 2

single adatom

2(a) Nine adatoms in a row 0 400, 500, 600 2
(b) Nine adatoms randomly 0 400, 500, 600 2
distributed

3. Thin film growth with
defect site 0.5 400, 500, 600 2

4, Thin film growth with 0.25, 0'55 1, 500 2
variable deposition [2.5 (1079)] 400 40
rate

5. Thin film growth with 0.5, 1.0 300, 400, 500 2
variable substrate 600, 700
temperature

6. Annealing of thin film 0 600, 700 6
growth
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inverse temperature as calculated from the computer model. The linear be-

havior of the diffusion constant follows from the equation

L a?
D = —2 exp (—de) (15)
T

o

where a, is the jump distance and £ = 1/4 for a (100) face. The slope

of the Arrhenius plot yields the activation barrier Qg = 0.7 eV which is

our input condition. This provides a self consistent check on the physics
of the computer model. In figure 9, the number by the circles is the
average number of migrations for each temperature given. The results in
experiment 1 are for a flat surface. In the case of nonuniform surface the
mean diffusion length and migration frequency would be substantially reduced
due to the lower probability of escape from kink sites, steps and other

defects.

In experiments 2(a,b) we examined the clustering of lineal and randomly
dispersed adatoms as a function of temperature, In both cases the adatoms
tended to seek cut the most stable configuration in that each adatom ulti-
mately tried to maximize its number of nearest neighbors and hence form a 3
x 3 array. In the first case 2(a) the lineal adatoms were all connected and
the probability of adatoms breaking away from the row increased with temper-
ature, The adatoms tended to form stable clusters with the migration of
single adatons along & step being the dominant form of motion. For this
experiment a 3 X 3 array was the most stable cluster. In the second case
2(b) the dispersed adatoms performed random walks and collided to form
dimers, trimers, and eventually a nine adatom cluster. Figure 10 is a
graphic display of the sequence of events as a function of time. At some of
the temperatures the 3 X 3 array was not completely cchieved. However,

given sufficient time, these configurations eventually became a 3 X 3 array.

The question of cluster growth is perceived to occur by either adatom
capture or by actual enmasse motion of one of the smaller clusters into a
larger cluster. The subsequent collision and reorientation of the adatoms
to registry with the second cluster was assumed to occur. In the formula-

tion of this model no consideration was given to the motion of whole
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clusters, but as these computer experiments show whole clusters can move by
individual adatom motion at the periphery of the cluster wesulting in a net

motion of its center of mass [see figures 10(b,c)],

In experiment 3, a generalized point defect was modeled by adjusting
the potential to be very large at a single point and its four nearest neigh-
bors sites. After one layer covered this site only the central site was
allowed to have a larger potential and after a second layer the potential
was allowed to return to the normal value of that of its neighbors. Figure
11 shows the prescribed potential changes for the first two layers of
growth. After the secori layer covered the trap, the potential was allowed
to return to its normal value. Figure 12 illustrates the effect of a trap
and the resulting growth around the trap for a constant deposition rate and
several surface temperatures, Many interesting phenomena occurred in our
study of a trap and we will pursue this case in more detail in a later re-
port. For the time being, a brief description of the observed phenomena
will have to suffice. At low temperatures the surface adatoms initially
adsorbed do not statistically interact with the site and ordinary homogene-
ous nucleation and growth occurs uniformly over the surface. As adatoms
impinge upon the trap site heterogeneous nucleation occure and growth is
much more rapid in this vicinity. Further the vertical growth in the vicin-
ity of the trap is initially larger because the potential at the trap site
is still lower after being covered by the first layer which is an island
upon which impinging adatoms can migrate and find this lower potential. It
is thus likely that the growth in the vicinity of the tyap would be
dominated by this effect. At higher temperatures the major growth occurs by
way of vapor phase transport as opposed to surface defect denmsity (ref. 21)
and to the magnitude of the deposition rate. Growths have been achieved at
very low temperatures on appropriate substrates if, and only if, the surface
was relatively smooth and defect free as determined by Kikuchi lines present
in the RHEED patterns. If the defect density is too high, then epitaxy is
inhibited by the dominance of growth from the defects. If the deposition
rate is too high then even with low defect density the growth around a
defect is so rapid that epitaxy is also limited. Therefore, the understand-
ing of the growth rate about different types of defects would be helpful in
assessing the probability of epitaxy for a given system, and we will pursue

these questions at a later time.
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In experiment %, we varied the deposition rate (1 nm/sec = 1.8 (1015)
adatoms/cm? sec), and figure 13 illustrates the effect of this variation on
the surface roughneas, More experimentation in this area is necessary as we
will gsee from the next computer experiment, which also includes variable

deposition rates,

In experiment 5, the substrate temperature was varied, Figures 14-17
illustrate the effect of this variation., The uniformity of the surface is
progressively improved as the temperature increases and the deposition rate
decreases, Figure 13 illustrates the roughness factor as a function of time
and demonstrates the changing surface uniformity. The oscillatory nature of
the curves is a consequence of the growing multilayers and that surface
migration tends to fill in the vacancies, ledges and kink sites. The sur-
face adatoms becomes more mobile at the higher temperatures and tend to fill
in these sites. This behavior has been observed by Weeks and Gilmer (ref.
6) for crystal growth from the melt. Figures 14(a-c) illustrate the growth
sequence at T = 300 K as compared to figures 14(d-f) which show the growth
sequence at T = 400 K. Figure 15 illustrates the growth sequence for Ry ™
0.2778 nm/sec and T = 500 K. Figure 16 illustrates growth occurring by an
advancing ledge that was formed upon the coalescence of two large clusters.
Growth by this mechanism has been discussed by Weeks and Gilmer (ref, 6),
but in this particular case it is statistical in nature rather than the

dominant phenomena.

Coalescing clusters at submonolayer lewvi s have been illustrated in
figure 15 to show the possible development of a grain boundary., Although a
graphic representation of different growing grain orientations is not easily
done with the SO3 model, the potential field surrounding a particulgr defect
or nucleation site does provide some information on the probable growth
orientgtion and, therefore, may permit a way of deciding if the coalescing
grains will be in, registry, near registry (low angle grain boundary) or

whether a high angle grain boundary will be formed.

A plot of nucleation density ng and maximum cluster size Ny as

8
a function of time is given in figure 19 for a deposition rate of 0.2778

nm/sec. Clusters of size n; (i > 1) have a total density of

n_ . (16)

i ~8
=]

e
]

[/

He

22




Definite maxima are observed for all temperatures tested, As is apparent
from the time frames of figures 14-17, the decay in ng is due to the
growth coalescence of clueters. This behavior has also been observed by
Donahoe and Robbins (Au/NaCl) (ref. 22), Hamilton and Logel (Ag/C,Pd/C)
(ref. 23), and Corbett and Boswell (Ag/MoS,) (ref. 24). The maximum cluster
size is also shown to decrease with increasing temperature as w&a also
observed by Poppa for (Bi/C,Ag/C) (ref. 25), The most probable size of
clusters for the maximu at T = 300 K and t = 5,5 sec. is approximately 2-3
adatoms, The initial slope of these curves is the nuclestion rate which is
given by

*

* [ % * v
% R i+l E, + (i +1) AHads ~ Q
T, =20 — exp (17
\Y KT

0

where 2z 1is the Zeldovitch factor, o* 1is the capture number, Et is the

- l* . » [ *
cluster energy, and 1~ is the critical cluster size,

In experiment 6, we studied the effects of annealing. In a similar
manner to the ora&ring that occurs in experiment 2, the annealing of a given
deposition of growth proceeds by surface diffusion or monologue exchange
between clusters (Ostwald ripening). As discussed previously, cluster
peripheral motion may also occur to effect an increase in the order of the
growth. Figure 20(a) illustrates the initial growth condition ysed in our
study. Then with Ry = 0, the substrate temperature is increased. Each
island or cluster is driven to maximize its number of nearest neighbors
giving rise to more ordered arrangements as shown in figures for the anneal
temperatures of T = 600 and t = 700 K. Note that the number of smaller
nuclei has not noticeably decreased. Figure 19 shows the effect of tempera-
ture on the average density of the clusters. This same sort of behavior was
observed by Donohoe and Robins for the Au/NaCl system. Annealing at deposi-
tion temperature did not seem to have a significant effect even for large
times. However, when the temperature was increased the low density clusters

ultimately broke up by nonomer exchange to the iarger more stable clusters.

In the (111) face we assumed that ¢, = O for ease of computation and
results for the other crystal faces (111) and (llv, are not yet available at

this time,
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THREE-DIMENSIONAL CONCEPTS AND EXTENSIONS OF MODEL
y,

In order to get away from a SOS model one must get involved with the
three-dimensional geometry of crystal growth, With this purpose in mind,
consider figure 21 which illustrates a-set of orthogonal axes with basis
a

— [o]

a
=2 e3 =5 k together with a cubic (P), body

— 0% = >
vectors’'e) == i, € =5 j,

centered (I) and face centered (F) lattices.

For the simple cubic lattice all crystal lattice sites are given by
T x 2278 + 2mE} + 2,

where £, m, n are integers. From any lattice point there are six nearest
neighbor (NN) positions given by the directions * (@), Ty, M3) where ) =

2é’i, n, = 28,, W3 = 283. There are 12 second nearest neighbors (SNN) given

by the directions * (87, B, B3, By, B85 8g) where By =70 +M,, B, =Ty +

e} — a—t

Ty, B3 =) + Ny, B, =T - Wy, Bg =W, -~ T3, 55 =Wy -Ty. There are 8

— — —
t

third nearest neighbors (TNN) given by * (T,

25 tg, _t‘u) where E‘l =) +7,

-t
L

= i o —
g =m0y t+tmny;-nm

P — — —— —n —
+nz, t) =m0y = mn, + 0y, 3» ty =T =T, -7y,

For the body centered cubic lattice, all sitec are given by

—

T =22 7¢) + 2me, + 2ne;, 2,m,n integers
together with the set of points

T = (21+1)& + (23+1)& + (2K+1)e%, I,J,K integers.
1 2 3

For the neighboring atoms about a given point we have the following direc-—

tions:

NN directions (8 total) * (m), @i,, A3, T}

T =SB r &t My A, T, W =T -, v
-h:__s__.“_—.s
nu""el ez ea

24




SNN directions (6 total) * (57,

ORIGINAL PAGE IS

— —-‘)

89y 83
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e P e

8y - 231, 89

g

= 285, T3 = 2

’,

A%

TNN directiona (12 total) * (E-‘;, ?2, ?3, .E.l’, _t?s, ?6)

T =Tt Ty, = 53 - By
- -l — -—;_ !
2 ™8] t B3 T = 8] - 8 |
By =8, +83 Eg=3) - 8

Similarly, we find for the face centered cubic crystal that all liattice

| sites are given by

T = 20 ®] + 2me, + 20&y, 2,m,n integers

together with the set of points

T = (2I+1)8] + (27+1)8; + 2Ky

—

T o= 21 F) + (20418 + (2K+1)T I,J,K integers

T = (2I+1)&] 4 26, + (2KR+1)Ey

i For the neighboring adatoms we have:

NN directions (12 total) * (&Y, W,, fig, Ny, iy, Ng)

Tesem M- \
. i
e M- *ﬁ
BeRen  wenod
: SNN directions (6 total) * (8], 83, 33)
§] = 28], T2, sy=26y
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R
e 8- o8
?7""'252*5;*?3
-FB = 28] + &, - B3
E; = -ey + 28, + Py
Elo = 8] + 28 -
By = =€) + & + 283
?12 = -g) + &, - 28

For a three-dimensional model of crystal growth we imagine an infinite

number of lattice sites of one of the three types discussed.

We assign some

initial geometry of occupied sites in the first octant and assume symmetry

conditions at the boundaries which separate the first octants from the other

(in order to simplify the upcoming bookkeeping).

Each occupied site has a

potential determined by the number of NN, SNN, and TNN sites which are

occupied and we write

U(i,j,k) = NNijk ¢; + SNNijk ¢y + TNNijk ¢35

Note that the maximum potential when all bonds are in effect are given by:

sC: U
BCC: U
FCC: U

66, + 124, + 8¢,
8oy + 6, + 124, (18)

124, + 69, + 244,

e i e
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Here (¢,) SC does not equal (¢;) BCC which does not equal (¢,) FCC.
The symbol ¢; is used to denote the nearest neighbor bond associated with
a fixed crystal type. Similar considerations hold for the SNN and TNN bonds
bos ¢3.

Having defined an initial geometry we can label those occupied crystal
sites, where the total bond structure is incomplete, as occupied surface
sites (0SS). Those lattice sites which are unoccupied, and which are needed
to complete the bonding of 0SS, are labeled unoccupied surface sites (USS).
Consider only those 0SS and USS in the first octant., We can randomly
deposit adatoms onto USS and convert these sites to 0SS or bulk surface
sites and simultaneously update the potentials at all NN, SNN, and TNN sites
effected by the deposition as well as recording of the creation of any new
USS. We can also scan all 0SS and assign a random thermal energy to the
potentials at these sites and determine whether the adatoms at these sites
remain localized, migrate to NN or SNN sites, incorporate or evaporate.
Again, the recording of all potential changes of the sites involved, as well

as the updating of 0SS and USS locations, must be performed.

In order to analyze the three-dimensional growth, the following is
proposed: Consider the plans illustrated in figure 10 which have direction
numbers [h;, h,, h3]. This plane passes through the point (Ia, 0, 0) and

can be expressed

hix + haoy + hgz = Thja (19)

where I is an fixed integer and h,, h,, h; are integers. We next con-

struct the vectors A, B, C which also liec in the plane and are defined as

- e
“h €3 + h3&,

of w >

— —
hpez —- hj3&,

Let ?; = 21&] be a vector to (Ia, 0, 0). Then, to determine all lattice
sites in this plane, we determine rational numbers £, g such that for a

given crystal structure,
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T + B + gh = xar 4 yoo + z&n
r ro £B gA = xel + ye2 Zﬁs

where x, y, z are lattice sites. In the case of a simple cubic crystal we

would require that
21é] + £(h;& = h,&)) + g(h,&85 - hg@)) = 286 + 2me, + 2ne;

where I, h;, hy, hg, &, m, n are integers. This equation requires that

2I-fh2"'gh3=2£
fh1=2m

ghl = 2n
For these equations to possess integer solutions, &, m, n must satisfy

Consider first the case I = 0, then integer solutions (&, m, n) to h;2 + hom
+ hzn = 0 are given by the points A = (hg, O, }—1'1), B = (hy,, -ﬂl, 0) and C =
(0, hg, _1'1.2). These points define the primitive vectors A, —1?, T in (20)
and the primiti;le cells in figure 22. The primitive cell A, B has a maximum
of (h;-1) interior solutions. Similarly, the primitive cells B, C and A, C
have a maximum of hy,-1 and hi-~l solutions. In the primitive A, B cell of
figure 22, we let n take on the integer values from 1l to (hl—l). For a
fixed value of n we let m vary from I to (h;~1) and find the integer
solution for the other variable &. A similar analysis applies to the

primitive cells B, C and A, C.

Example: Consider the (295) plane of a simple cubic crystal. Here we want

integer solutidns (£, m, n) to the equation

22 + 9m + 5n =0

We take the obvious solutions (0, 0, 0), A = (5, 0, 2), B = (9, 2, 0) and C
= (0, 5, 9) and construct primitive cells. For the X,—I? cell we let n =1

and let m = 1 (only one solution) and solve for &. Thus we develop for
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n = 1 the equation, 22 + 9m - 5 = 0 with the solution of (7, T, 1). Other
solutions are (7 - 9K, 1 - 2K, 1). K=20, 1, 2,,.. Similarly, for the
7t'75 primitive cell, we let £ =1, 2, 3, 4 and m = 1, 2, 3, 4 and we solve
for n. Thus:

for £ =1, 2+ 9m + 5n =0 and form =1, 2, 3, 4 we find (1, 2, 4) is

the solution with (1, 2 + 5K, =4 - 9K) as the general solution;

for £ =2 (4 + 9m + 5n = 0) + (2, 4, 8) + (2, 4 + 5K, ~8 - 9K);

for £ =3, 6 +9m + 50 =0+ (3, 1, 3) » (3, 1 + 5K, 3 - 9K)3

for & =4, 8+ 9m + 50 =0+ (4, 3, 7) + (4, 3 + 5K, =7 = 9K);

For the ?,-(T primitive cell we let n =1, 2, 3, 4, 5, 6, 7, 8 and & = 1,
2,3, 4, 5, 6

[}

i

s 7, 8 and solve for integer solutions m. This gives

n=-1, 28+ %M -5=0+(7, 1, T) » (7, + 9K, T ~ 2K, T)

=]
]
U
N
-
N
o
+
1
-
o
It

0+(5, 0,2 +(5+ 9, - 2K, 2)

n=-=3, 282 + 9m - 15

0+ (3, 1, 3) *» (3 + 9K,

-
I

2K, 3)

n =4, 28 + 9m - 20 =0 + (1, 2, %) + (1L + 9K, 2 ~ 2K, %)

n=-5, 20 + 9m - 25

0+(8, 1,5 +(8 + 9k, 1 - 2K, 5)
n=-6, 2+ 9% -3 =0+ (6, 2, 6) (6 + 9K, 2 - 2K, 6)

n=-7, 20 + 9m - 35

0> (4, 3, 7) > (4 + 9K, 3-2K,7)

n=-8, 20 + % - 40 =0 + (2, 4, 8 + (2 + 9K, 4 ~ 2K, 8)

The example illustrates that we can determine and count the coverage of

a given region in a given plane. A similar counting procedure can be

established for all parallel regions in planes parallel to a given plane as
in figures 10(b-c). We can then plot coverage vs. distance as we move out-
ward on parallel planes. Eventually, the coverage becomes zero and we can

stop our counting procedure. Those directions for which the coverage vs.
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distance curves are like step functions, can be labeled as preferred direc-
tions of growth. Also the distance in these directions (number of growth
planes measured from some reference) will inc~sase with time at a faster
rate than other nonpreferred growth directions. During the simulation of a
three-dinensional crystal growth only the lower ordered planes need to be

considered as the majority of the growth occurs on these planes.

CONCLUSIONS

An SOS Monte Carlo computer simulation utilizing a potential scaling
technique has been developed to model the initial stages of thin film
growth. The model makes use of ordered statistics to simulate the surface
activity of a 20 x 20 array with periodic boundary conditions. Adsorption,
desorption, surface migration, incorporation and substrate atom diffusion to
the surface are considered. The results of several computer experiments
show consistency with the expected behavior of thin-film growth. Surface
migration data taken at different substrate temperatures returned the acti-
vation energy as determined by an Arrhonius plot. Dispersed adatoms were
observed to cluster into dimers, trimers, and finally a single cluster in
its most stable configuration. A point defect was designed by varying the
interaction potential in the x, y, z directions and illustrated that
preferred gwawth occurred at such defects. This suggests a technique for

studying such defects.

The experimentation, with varying deposition rate and substrate temper-
ature, modeled the expected behavior of thin film growth by nucleation,
cluster growth and then coalescence of clusters. The nucleation rate was
proportional to the square of the depesition rate in agreement with the
atomic theory of nucleation. Finally, annealing experiments showed the time

ordering of clusters with increased temperatures.

By adjusting the potential interaction changes and by varying the ini-
tial geometry and type of surface adatoms, various A-B crystal growth
models can be investigated. The choice of the A on B, Aon A, Bon Bor B
on A interaction should produce interesting types of thin film growth
phenomenon, and this area still has to be investigated. Also three-dimen-
sional extensions will require large computer times and storage, but the
basic scanning, testing and updating of potentials will be the main concern.
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APPENDIX: COMPUTER PROGRAM g

The following computer program is representative of that used in the
studies of this report., It evolved from earlier models and is currently
undergoing changes in order to better simulate and model AB, AA, BA, and BB

types of crystal growth, Graphics output is illustrated in figure 23. ]
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PROGRAM CRYSTAL (INPUT,OUTPUT,TAPESINPUT TAPEG6=OUTPUTSSSET»

1TAPET=SSET)

COMMON/BLK1/H,EPS(30,30),ITRAC(30,30,20)

COMMON/RLK2/U0, UM, UE,UDS, UMS, UESSDELT

COMMON/BLK3/XLAMs TSNAP»HyTo TMIGHIEVAP, ICREAT

COMMON/BLK4/FAA(9)»D(9)sFAB(9)»FBA(F)»DS(9),FBB(9)

COMMON/BLKS5/LAYER(30530)

COMMON/BLK6/N1oN2s LETA)M29 LAST

COMMON/BLKT7/PHI1sPHI2,PHI3»PHIO»JsPHS19PHS2,PHS3oPHSO

COMMON/BLKB/ISWTCH

COMMON/BLK9/A9ASsEVIBSEVIBSsRD

COMMON/BLK1O/LL1,LL2)UlsMAXHITA,TB

INTEGER H(30,30)

NAMELIST/PARAM/Ms»J»TsDELT»MO»NG»MOSsNOS»PHIO,PHSOs

1RDy TSNAP» ISWTCHsA» AS» TSTOPsUD» UM» UES UDS» UMS» UES» UL

NAMELIST VARIABLES Mm20 IS SIZE OF ARRAY,Jw »

Ju3 (110)SURFACE,T=TEMP DEG KsDELT=TIME INTERVAL OF SCAN:ND.HO M1E

IO

POTENTIAL OF GROWIMG MATL,MOSsNOSsMIE POTENTIALSFOR SUBSTRATE

M=20 8 J=} 8 T=500. $ DELT=1.0E=4 $ MO=4% $NO=10

MOS=4 $NOS=1C $ PHIO=2.,17 $PHSO=2.,17 $TREF=300.3TSTOP=2,

RD=200. $ TSNAP=.,1 $UO==~3,87 $ UDS=-3,87 $ UM==1.

UMSs=~1, SUE=O. $ UES=0e 3 Uimie7 $ A=5e61 3 AS=3e7

ISWTCH=0

ISWTCH=1 GIVES PICTURES» ISWTCH=0 NO PICTURES IF ISWTCH=0

SET R1=0 IN JCL AND XF ISWTCH=1,SET R1=0 IN JCL{AFTER LGO)

INTERACTION WITH SUBST‘&TE»PHIO-HEAT EVAP=~HEAT ADSORPTIONs PHSO IS PHIO

DF SUBSTRATE SURFACEsulisRATE OF ADATOM "EPOSIT»ADATOMS/SEC,

AsASyCRYSTAL LATTICE SPACINGsTSTOP=STO> TIME,UO=HEAT EVAPpUMs

MIGRATION BARRIER» ASSUMED CONSTANT,UE=OIs EVAP REFERENCE»Ul NOT USED NOW

QOO OO0

POTENTIAL ENERGIES IN ELECT. VOLTS U EVs23KCAL/MOLEsM=20 FOR GRAPHICS

CALL PSEUDD

500 CONTINUE

D0 12 II=1,30

DO 13 JJ4=1,30

D0 14 KK=1,20

ITRAC(II»JJsKK)=0

14 CONTINUE

13 CONTINUE

12 CONTINUE

MAXH=1

00 8 II=1,30

DO 9 JJ=1,30

H{II,JJ)=0

EPS(IIsJJ)=0,

LAYER(II»JJ)=0

9 CONTINUE

€ CONTINUE

READ(5,PARAM)

IF(EOF (%)) 600,607
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600

WRITE(65603)

603

FORMAT(1X,28HEND OF FILE ENCOUNTERED=HEL® )

CALL CALPLT(0402040»999)

STOP 6666

601

CONTINDE

Lll=.

M2=M*M

LL2=2+M

CALL SETUP(MOSsNOS»PHS1,UO0S»UMS»TREFsPHSO »JsALPHA2,ALPHA3)

PHS2sALPHA2*PHS1

PHS3sALPHA3*PHS1

CALL SETUP(MOs»NO»PHI1»UD »UMsTREFsPHIOsJs» ALPHAZyALPHA3)

PHIZ2=ALPHAZ*PHI1

PHI3sALPHA3*PHI1

MsSIDE OF SQUARE ARRAY M MAX=60

THiG=0

XLAM=RD*DELT

IEVAP=0

ICREAT=0

INITIALIZE SUBSTRATE GEOMETRY AWD POTENTIALS

DO 11 JJ=1,30

DO 10 1isi,30

10

LAYER(II»JJ)=0

11

CONTINUE

CALL INITIAL

EMEAN=T*(B462E~5)

QD=UM=UO=PHIO

WRITE(6»399)

WRITE(65400) JyDELY»RDs»THM

WRITE(62401) M2 »XLAM 2 EMEAN, TSNAP,TSTOP

WRITE(6,402) PHI1sPHI2»PHI3,PHIOs ALPHAZ

WRITE(69403) PHS15PHS2sPHS3» PHSO»ALPHAS

WRITE(65404) UD»UMsUE» AsUl

WRITE(6,405) UOS,UMS,UES»ASsQD

WRITE(65407)M0OsNO»MOSs NOS

WRITE(6,406) FBB,FAAyD»DS

407

FORMAT(TS5»3HMO=9 13, T15s3HNO=» 1357259 4HMOS=» 13, T35 4HNOS=513)

399

FORMAT(1X» 15HPARAMETERS ARE?! )

400

FORMAT(T10s2HJ=®»I3,T3455HDELT=»1PEL14.79T6353HRD=»OPF7:.15T912HT=yp

1FB8e1,T11852HM=,15)

401

FORMAT(T6s6H M2 =916 »T3356HXLAM =5E14.65T609 6HEMEAN®)FB8.4,T90,

16HTSNAP=s F5,35T114s 6HTSYOP=sF7.1 )

402

FORMAT(T7s5HPHI1=yF10s45T34s 5HI ALI289F10e049T61y5HPHIZ3,F1044sTB8s

15HPHIO®sF10.4T113, THALPHA2=FL10,4)

403

FORMAT(T7s5HPHS1=yF10s49T34s5HPHS229F10e49T6155HPHS32,F10:4,T88»

15HPHSO=pF10.45T112, THALPHAB=»F10s4 )

404

FORMAT(T953HUO=9F10e49T3693HUM=»FL0049T6393HUE=»>F10e42T91s2HAm,

1F10.% »T115,5HHADS=sF743 )

405

FORMAT(TBy 4HUUS=sF1044sT3554HI' S5y F1l0e4sT62s4HUES=sF1064»T90»
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13HAS=»F10e4 »T117s3HAD=sFT7e3)

406 FORMAT(T1094HFBB=s G (2XsFBe4)s/2Y9s 4HFAA=, 9(2X»FBe#%)s/»T10,2HD=,

19(2XsFB8e4)9/2T9s3HDS=»9(2XsFBu&)s/// )

WRITE(6,408)FABsFBA

408 FORMAT(T1094HFAB=»9(2X9FRe%)»/2T10s4HFBAR,9(2XsFBe4))

WRITE(65308)

308 'FORMAT(1H1)

CALL STOFIN(O,TSTOP)

GO TO 500

END

SUBROUTINZ GROW(ITHREE)

COMMON/BLKS5/LAYER(30,30)

DIMENSION X1(4)sX2(4)»Y1(4)»Y2(4)

SF=204/3,

X1(3)=0,

¥1(3)=0,

X1(4)=SF

Y1(4)sSF

X2(3)=0,

Y2(3)=0,

vYo21L\=CEO
PO e § T "G

Y2(4)=SF

IF(ITHREE.EQe1) CALL CALPLT(0.0»,12405=3)

FS=3,/20,

IF(ITHREECEQ.,1)GO TO 1

CALL CALPLT(0e09=440s=3)

GO 70 4 5

A 2=3+0p=3) j

4 CONTINUE ,
CALL GRID(0s09s0.0sFSsFS»20,20)
C GRID COMPLETE SHADE IN LEVELS

DO 10 II=3,22

0O 15 JJ=3,22

IH=MOD(LAYER(II»JJ)s4)

IF(IH.EQ.3)G0 TO 15

X1¢(1}=11-3

Y1(liedd=2

X1(2)=I]=2

Yl(2)sdJ-2

X2(1)=I1-3

Y2(1l)=JJ=3

X2{?i1=11=-2

Y2(2)=44~3

C SHADE AREA BTWN POINTS

INT=1+IH+2%(IH=1)*IH

- CALL HAFTONE(X1pY152,X2,Y2525 INT)

15 CONTINUE

10 CONTINUE

IF(ITHREE«LT@3)RETURN
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CALL NFRAME

ITHREE=0

RETURN

END

SUBROUTINE SETUP(MOsNOsAPHI» AUD,AUMs AT APH »JApALPHA2s ALPHA3)

PHIO=APH

——

JsJA

UO=AUO

UM=AUM

T=AT

Rl1=1./SQRT(2,.)

R2=1./SQRT(3,.)

R3sFLOAT(NO)/FLOAT(MO)

A2l=(R1**NO)=~R3%*(R1%**M0O)

A31=(R2**ND)=R3*(R2%%M0D)

Dlsl,=R3

A2=A21/D1

A3=A31/D1

IF(JeEQ.2)G0 TO 111

IF{J.EQ.,3)GO TO 110

C 100 FACE

ALPHA2=A2

ALPHA3=0.

PHI1=PHID/(1.+ALPHAZ2)

PHI1=PHI1/4.

GO 70 12

111 ALPHA2=A3

ALPHA3=O,

PHI1=sPHIO/(6e+2.*%ALPHA2)

GO 10 12

110 ALPHAZ=A2

ALPHA3=A3

PHI1=PHIO/(2.%(1c+ALPHA2)+4+*ALPHA3)

12 CONTINUE

PHIl=s=PHI1

APHI=PHI1

RETURN

END

SUBROQUTINE FACE(FsDsAyJsPHI1»PHI2yPHI3»PHIOSEVIB,T)

DIMENSION F(9)sD(9)

A2=A/SQRT(2.)

A3=A/SQRT(24/3,)
¢ PHI1,PHI2,PHI3 SHOULD BE NEGATIVE
C J=1,2 OR 3

IF(J.EQ.3) GO TO 110

IF(J.EQ.2) GO TO 113

100 DO 16 IJ=1,4

IK=a2*IJ=-1

IL=2*1J
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D(IK)=A

D(IL)=AZ

F(IK)=PHIZ2

16

E(IL)=PHI)

F(9)=PHIO

GO Y0 10

22,4

D(1J)=A2

D(IJ+4)mA2

F(IJ)=PHI]

17

F(IJ+4)=PHI1

D(1)=A3

D(5)=A3

F(l)=PHIZ

E(5)=PHI2

F(9)=PHID

G0 TO 12

110 DO 18 IJ=l,4

IK=2%IJ=1

D(IK)=A3

18

F(IK)=PHI3

Dicimag

D(5)=A2

D(&)=A

D(B)=A

F(2)=PHI1

F(6)sPHI]

E(4)=PHI2

F(8)=PHIZ

F(9)=PHID

10

CONTINUE

EVIB=T*(B8.62E=5)

D(9)=0.

RETURN

END

SUBROUTINE INITIAL

COMMON/BLK1/H»EPS(30530)s ITRAC(305,30520)

COMMON/BLK2/UO»UMsUESUOSsUMSSUESSDELT

COMMON/BLK3/XLAMp) TSNAP My ToTMIG, IEVAP, ICREATY

COMMON/BLKG/FAACO)»D(9)p FAB(9)»FBA(D),DS(9),FBB(9)

COMMON/BLKS5/LAYER(30930)

COMMON/BLKOE/N1p N2, LETA) M2, LAST

COMMON/BLKT/PHI1oPHI2s PHI3sPHIDs Jo PHSL:PHS2,PHS 34 PHSO

COMMON/BLKB/ISWTCH

COMMON/BLK9/A,AS,EVIB,EVIBS,RD

COMMON/BLKIO/ZLLIALL2 U)o MAXH,TA,TB

MsARRAY SIZE

INITIALIZE SUBSTRATE GEOMETRY AND HEIGHTS H

INTEGER H(30,30)

39



ORGIAL Pilkaa 19
OF POC. f"W’XLl’TY

DO 312 IK=1y30

DO 311 1J=1s30

ITRAC(IK»IJs1)=0

w
'y

H(IJsIK)=)

w
[
n

CONTINUE

CALL FACE(FAA»DS»AS»JsPHS1sPHS29PHS3pPHSO,EVIBS,T)

CALL FACE(FBByDyAyJsPHI1lpPHIZ»PHI3»PHIO»EVIB,T)

CHECK SIGNS ON POTENTIALS

D0 20 I1=1,9

FBA(II)=FAA(II)

FAB(II)=FBB(II)

20

CONTINUE

FBA(9)=FAA(9)+UO-UDS

FAB(9)=FBB(9)+UDS~UD

DO 41 IK-1»30

DO 40 14=1,30

»
o

EPS(IJ»IK)=UOS

»
(W

CONTINUE

ITYPE=O

ITYPE=O SUBSTRATE MATERIAL A-TYPE

ITYPE=x]l GROWING MATERIAL B=TYPE

FLAT SURFACE FOR NOW

THIS IS THE PLACE TO PUT_IN GEGMETRY CHANGES INITIALIZING SUBSTRATE

RADIUS OF CURVATURE EXPERIMENT INITIALIZED HEREe. EXAMPLE:A LEFT EDGE

DO 300 JJ=1,28

300 CALL ADATOM(FAA»LL1»JJ)

THIS IS THE PLACE 7O PUT IN A TRAP NEAR CENTER EPS(10,10)=UQS=TRAP

OO OO DO O

FAA CORRECTED FOR FIRST LAYER ADDITION ONLY AFTER FIRST LAYER BUILD UP

WRITE(62100)

100

FORMAT(1X,25HINITIAL SUBSTRATE HEIGHTS »,//)

DO 200 IJs=Lilsll?2

WRITE(65101)(H(TJsI)pI=LL1sLL2)

101

FORMAT(10X»2012)

200

CONTINUE

DO 201 IJ=LL1l»slLiZ

WRITE(62202) (EPS(IJpI)sI=Lilplt2)

202

FORMAT(10Xs20F6.2)

201

CONTINUE

RETURN

END

SUBROUTINE DIFF(IXoJJsDMIGs»INsJN)

COMMON/BYIK1/H)EPS(30530),ITRAC(30,30,20)

COMMON/BLK2/UD» UM UE» VDS, UMS,UES, DELT

COMMON/BLK3/XLAMyTSNAPs My Ty THIGL»IEVAPL,ICREAT

COMMON/BLK&/FAA(9)sD(9)sFAB(9)»FBA(9)»DS(9),FBB(9)

COMMON/BLKS/LAYER(30930)

COMMON/BLK7/PHI1sPHI2s PHI3»PHIO»JoPHS1»PHS2» PHS3»PHSO

COMMON/BLKB/ISWICH

COMMON/FLK1O/LL1»LL2,ULs MAXH,TA,TB
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DIMENSION IV(8,2),IS(8,2)sWW(B)»Q(8)

INTEGER W(8)

INTEGER H(30,30)

IC=0 ;
c * ANDOM WALK FROM SITE I TO NI ;
DMIG=0,
¢ FIND AVAILABLE SITES (IF ANY)
C IS(8) IS LIST OF SAVED AVAILABLE SITES, IC IS NUMBER OF SITES
DO 10 /JK=1,8
W(IJK) =0,
10 CONTINUE
c REMOVE ADATOM %
IJK=H({IIsJJ) :
IF(IJK.LE.O)ITYPER=Q |
IF(IJK.LE-0)GO TO 20 |
JITYPER=ITRAC(II»JdsIJK) :
20 CONTINUE :
CALL SUBATOM(II,JJ,ITYPER) I
CALL XYX !
JJlaJgJ+1
JJOmJJ=1
I1i=11+1
JI10=II-1
IF(JJ1eGTe22)3J1m3
1F{JJ0.LT.3)JJ0=22
IF(II1.6T.22)I1I1=3
IF(II0.LT.3)1I0s=22
c FIND AVAILABLE MIGRATION SITES
IQ=H(II,JJ)+1
Q1) =IQ=H(II,JJ1)
IF(Q(1).LE.0)GO TO 400
IC=IC+1
IS(ICs1)m11
IS(IC,2)=Jd]
CALL PBOND(II»JJ1sW(IC)sJ)
400 Qi2)=IQ=H(IIl,JJ)
IF(Q(2)+LE.O0)GO TO 401
IC=IC+]
IS(IC,1)=IT1
I s
CALL PBOND(IX1sJJsW(IC)sdJ)
401  Q(3)=IQ-H(II,J440)
IF(0(3).LE.Q)GO TO 402
IC=IC+1
IS(ICr1)sI1l
IS(ICs2)=4J0
CALL PBOND(II,JJOsWN(IC)»pd)
402  Q(4)=IQ=H(I10,4J)

IF(Q(4)«LEWO)GD TO 407
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IC=]IC+1

CALL PBOND(IIO»JJsW(IC),J)

IS(IC»1)=110

IS(ICs2)mdy

403

Q(5)=IQ=-H(II0»JJd1)

IF(Q(5).LE+0)GQ T0 404

IC=IC+1

IS(IC»1)=110

IS(ICr2)=JJ1

CALL PBOND(IIO»JJ]1pW(IC)»d)

%04

Q(6)=IQ=H(II1lrJJ1)

IF{Q(6)sLEL.O)CGO TO 405

IC=IC+1

IS(IC,1)=II1

IS(1C»2)=JJl

CALL PBOND(IT1,JJ1sW(IC)sJ)

405

Q(7)=I1Q-H(IT1,JJ0)

IF(Q(7).LE.C)GT TO 406

IC=IC+1

IS{ICs1)=1II1

IS(IC»2)=JJ0

CALL PBOND(II1l»JJOsW(IC),d)

2 A .

IF(Q(B).LE.O)GO TO 407

IC=IC+1

IS(IC»1)=110

IS(ICy2)=JJd0

CALL PBOND(IIQsJJOsW(IC)pd)

CONTINUE

JLu442%(J=1)=3%(J=1)%(J=2)

TEST IC

IF(IC.EQ.0)GO TO 500

WEIGHTED RANDOM WALK

Wi=0

"IF(IC.EQ.1)G0 TO 100

DO 408 IM=1,IC

WT=WT+W(IM)

408

WW(IM)=sWT

D0 409 IM=1,IC

409

WW(IM)aWW(IM)/WNT

R=URAN(O)

IM=1

411

TF(ROLE.WW(IM)IML=]IN

IF(R.LE.WW(IM}}GO TO 412
IMsIM+1 '

IF(IM.sEQ.IC)IMS=IC

IF(IMJ.EQ.IC)GO TO 412

GO TO 411

412

INsIS(MS,»1)
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Ji=IS(MSs2)

Gy 7O 60

100 IN=IS(1,1)

JN=1S(1,2)

c0_T0 60

500 CONTINbLEe

c JUMP TO HIGHER LEVEL ONLY IF RANDOM ENERGY GREATER THAN

c NEAREST NEIGHBOR BONDS = RANDOM WALK TO NN SITES

R=URAN(O)

MSITE=R*JL 42

IF(MSITE JLE.JL)GD TO 567

c NO MIGRATION

IN=II

JN=JJ

DMIG=0

570 CALL ADATOM(IN,JN,ITYPER)

RETURN

567 CONTINUE

IV(1s1)=11

IV(l,2)=JJ1

IV(2,1)=11

IV(252)=JJ0

IV(3,1)=111

IV(3,2)=Jd

IV(4»1)=110

IV(4s2)=dd

IV(5,1)=111

sJJl

IV(6,1)=110

IV(652)=JJ0

IN=IV(MSITE»1)

JN=sIV(MSITE»2)

OMIG=D(MSITE)

60 CONTINUE

c TEST FOR MIGRATION OVER BOUNDARIES

IF(IN.LT.LL1)GO TO 70

IF(INGSGT.LL2)GO TO 71

IF(JN.LT.LL1)GO TO 72

IF{JN.GT.LL2)GO TO 73

GO YO 80

70 CONTINUE

IF(JN.EQ.2)6G0 TO 74

JF(JN,EQ.23)60 TO 75

IN=22

GO TO 80

14 IN=22

JN=22

GO TO 890

75 IN=22

=
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JN=3

GO TO 80

71

IF(JN.EQ.2)GO TO 76

IF(JN.EQ.23)G0 TO 77

IN=3

G0 _To 80

76

IN=3

JNs=22

GO TO 80

17

IN=3

JN=3

60 _TO 80

72

IF(INGEQ.2)G0O TO 74

IF(IN.EQ.23)G0 TO 76

JN=22

G0_T0 80

73

IF(IN.EQ.2)60 TO 75

IF(IN.EQ.23)G0 TO 77

JN=3

80

CONTINUE

CALL ADATOM(INsJNs ITYPER)

DMIG=D(2)

RETURN

END

SUBROUTINE PBOND(II,JJ,NNB,JCODE)

COMMON/BLK1/HsEPS(30,30),I'TRAC (309 30520)

COMMON/BLKS5/LAYER(30530)

INTEGER Q(6)

INTEGER H(30,30)

NNBs=]

JJlsJJ+]

JJO=JJd-]

IIl=11+1

I110=11~-]

I0sH(II»JdJ)+1

IF(JCODE.EQ.3)G0 TO 3

IF(JCODE.EQ.2)G0 TO 2

Q(l)=IQ=H(II»JJ1)

Q(2)=IQ=H(II1lpJJ)

Q(3)aIQ=H(II,J40)

Q(4)=sIQ=H(IIC0sJdd)

DO 10 IK=1l,4

IF(Q(IK)oLE.O)NNB=NNB+1

CONTINUE S

IF(NNB.EQ.5)NNB=l

RETURN

1111

CONTINUE

Q(1)=1Q=H(II»JJ1)

1

Q{2)=IQ=H(IIls»JJl)
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Q(3)=JQ=H(II1lsJJ)

Q(4)»1Q=H(II,JJO)

Q(57=]10~H(I10,JJ0Q)

=H )
DO 20 IK=1,6

IF(Q(IK) «LE.OINNB=NNB+1

20 CONTINUE

TF(NNB,EQs 7INNBS1 i

RETURN |

3 CONTINUE

Q(1)=IQ=-H(ITI»JdJ1)

DO 30 IK=1,2

IF(GCIK)oLECQINNB=NNB+]

1
Q(2)=I1Q=H(II»JJO) |
|

CONTINUE

TF(NNB,EQ.3)NNB=1 |
RETURN §

END

SUBROUTINE ADATOM(I»JpITYPE)
COMMON/BLK1/H,EPS(305,30)»ITRAC(305,30,20)

COMMON/BLK4/FAA(9)sD(9)»FAB(9)sFBA(9),DS(9),FBB(9)
MMON/BLKS )
DIMENSION W(S)

INTEGER H(30,30)

IF(H(IpJ)eLELO)ISPOT=0

IF(H(IsJ)LE.O)GO YO 80

C_ GO AHEAD AND ADD NEW ADATDMS THEN CORRECT BDUNDARIES IF NECESSARY

ISPOT=ITRAC(Io»JoH(Io»J))

80 CONTINUE

IF((ISPOT.EQeO) e ANDS(ITYPE,EQ.02)30 TO 10

IF((ISPOT<EQeO) e ANDS(ITYPEL,EQ.1))CD TO 20

IF((ISPOT.EQe1) o AND.(ITYPE.EQ.0))GO TO 30

DO 40 LM=1,9

%40 W(LM)=FBB(LM)

GO TO 100

10 DO 50 LM=159 :
50 _W(LM)=FAA(LM) |

60 TO 100

20 DO 60 LM=1,9

60 _W(LM)=EBA(LM) , i
GO TO 100 |

a0 DO 70 LM=1,9

70 W(LM)=FAB(LM) |
100 CONTINUE |

EPS(I»J)=EPS(I»J)+W(9)
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EPS(I=1,J+1)=EPS(I=1,J+1)+W(1)
EPS(I1,J+1)=EPS(I,J+1)+W(2)
EPS(I+1,J+1)=EPS(I+1,J+1)+W(3)
EPS(I+15J)mEPS(T+1,J)+W(4)
EPS(1+1sJ=1)wEPS(I+1sJ=1)+W(5)
EPS(IsJ=1)=EPS(Isd=1)+u(6) ~
EPS(I=15J=1)aEPS(I=1sJ=1)+W(7) |
EPS(I=1,J)1=EPS(I~=154)+W(8B)
H(Is JIwH(I,d)+1
LAYER(T,J)=LAYER(I,4)+]
ITRAC(I,JsH(I,J))=ITYPE
C IS ADATOM AT AN EDGE?

TEST1n(I-4)*(21=1)
TEST2s (J=4)*(21=J)
IF((TEST1.LT.0) OR.(TEST2.LT.0))G60 10 2

B IF((TEST1.EQ.0) . OR (TEST2.EQ0) )CALL EDD(Isd)
RETURN

2 CONTINUE

CALL EDGE(WsIpd)
RETURN
END

A IYPE)

rnmqnulnnnlu :DQ(QA ANV . TTDAC AN 2

-a2N”
vyuv':nlt\n\otuvtav

COMMON/BLK4/FAA(9)50(9)s FAB(9),FBA
COMMON/BLK5/LAYER(30,30)
DIMENSION W(9)
INTEGER H(30,30) J
—l GO AHEAD AND SUBTRACT QLD ADATONS THEN CORRECT BQUNDARIES

IKsH(I,J)=1
IF(IKeLE,O)ION=0
IF(IK.LE.0)GO 7O 80
ION=ITRAC (1sJs IK)

80 CONTINUE
IF((ION.EQ.O)<AND. (ITYPE.EQ.1)) G0 T0 10
IF((IONCEQe0)eAND. (ITYPESEQ.0))GDO TO 20
IF((IONeEQe1) s ANDo (ITYPE.EQ,1)) G0 _TO 30
DO 40 LM=1,9

40 W(LM)=FAA(LM)
60 _TO0 100

10 DO_50 LM=1,9

50 W(LM)=FBA(LM)
G0 _T0 100

20 DO 60 LM=1,9

60 W(LM)=FAA(LM)
G0 TO 100

30 DO 70 LM=1,9

70 W(LM)=FAB(LM)

100 CONTINUE

e M0

¢
D

- 1)
)»DS(9),FBB(9)
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EPS(I,J)=EPS(1,J)=W(9)

EPS(I=1»J+1)=EPS(I=1yJ+1)=W(1)

EPS(IsJ+1)mEPS(IsJ+1)=N(2)

EPS(I+1yJ+1)sEPS(I+lpJ+1)~W(3)

EPS(I+1sJ)=EPS(I+1lsJ)=H(4)

EPS(I+1sJ=1)=EPS(I¢1lsJ=1)=W(5)

EPS (1, J=1)=EPS(IsJ=1)=W(6)

EPS(I~-1,J=1)%EPS(I=-1,J~1)=W(7)

EPS(I~1sJ)=EPS(I-15J)=W{8B)

ITRAC(IsJsH(IrJd))m=]

H(IsJ)=H(IsJd)~1

LAYER(I» J)=LAYER(I»J)=1

IS ADATOM AT AN EDGE?

TEST1l=(I-4)*{21~-1)

TEST2a(J=%4)%(21=J)

IF((TEST1elY o) s OR(TEST2.,LT.0))GO TO 2

IF((TEST1F%.0).OR. (TEST2.EQ.O))ICALL EDD(I»J)

RETURN

CONTINUE

CALL EDGE(WsIsJ)

RETURN

END

SUBROUTINE RANDOM(XUsX1sRN)

X0 IS SEED SUPPLIED BY USER

INTEGER XOpAApMPs X1

AA=3125

MP=34359738337

X1=MOD(XO*AA,MP)

RN=FLOAT(X1)/FLOAT(MP)

X0=X1

RETURN

END

SUBROUTINE EDGE(WsI»d)

COMMON/BLK1/H)EPS(30,30)»ITRAC(305,30,20)

DIMENSION W(9)

INTEGER H(30530)

ADJUST FOR EDGE EFFECTS CASES WHERE I=3,22,J=3,22

IF(I.EQ.3)60 TO 20

IF(I.EQ.22)G0 TO 25

IF(J.EQ.3)GO _TO 30

IF(J.EQ,22)60 YO 35

RETURN

20

CONTINUE

TOP EDGE I=3

IF(JeEQe3)60 1O 21

IF(J.EQ.22'50 TO 22
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EPS(22,J=1)=EPS(2,J=1)

EPS(225J)=EPS(2,J)

EPS(22sJ+1)=EPS(25J+1)

EPS(23,4=1)=EPS(3pJ=])
EPS(23pJ)=EPS(3.J)

EPS(23,)J+1}<EPS(3,J+1)

he225d)mH(3,4d)

RETURN

21 EPS(22922)=EPS(252)

EPS(2,22)=EPS(202)

EPS(2292)=EPS(2»2)

EPS{2,23)=EPS(253)

EPS(22523)=EPS(2,3)

EPS(2253)=EPS(2s3)

EPS(2254)wEPS(254)

24)=EPS(354)

EPS(3,23)=EPS(3s3)

EPS(23,23)=EPS(353)

EPS(2353)=EPS(3»3)

EPS(4»23)=EPS(4»3)

EPS(4»22)=EPS(452)

EPS(3,22)=EPS(352)

EPS(23,2)=EPS(352)

- . a - an o 2 - a

EPS{Z39ZCZimEFPS(302)

H(3,23)=H(3s3)

H(23,23)=H(3s3)

H(23,3)=H(3s3)

RETURN

22 CONTINUE

H(23s22)=H(322)

H(23,2)=H(3,22)

H(3»2)=H(3,22)

EPS(22,21)=EPS(2,21)

EPS(23,2))%EPS(3,2]1)
EPS({2,2)=EPS(2,22)

EPS(22,2)=EPS(2522)

EPS(22,22)=EPS(2922)

EPS(22523)=EPS(2,23)

EPS(22,3)=EPS(2s23)

EPS(2,3)=EPS(2523)

EPS(23,23)=EPS(3,23)

EPS(23,3)=EPS(3,23)

EPS(3,3)=EPS(3523)

EPS(23,22)=EPS(3922)

EPS(23,2)=EPS(3522)

EPS(3,2)=EPS(3522)

EPS(4»3)=EPS(4523)

EPS(4,2)=EPS(4922)

RETURN
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25 CONTINUE

' EPS(3,23)=EPS(2353)

c BOTTOM EDGE I=22

IF(J.EQ.3)G0 TO 26

IF(J.EQ.,22)G0 TO 27

EPS(2sJ=1)=EPS(225J=1)

EPS(35J=1)=EPS(23y '=1,

EPS(3,J)=EPS(23,J)

EPS(25J)mEPS(22y4)

EPS(3»J+1)=EPS(23,J+1)

EPS(2, J+1)=EPS(22,J+1)
H(2»J)=sH(2254)

RETURN

26 CONTINUE

H(22»,23)=H(22,3)

H(293)mH(2293)

H(2,23)sH(22,3)

EPS(21,22)=EPS(21,2)

EPS(21,23)=EPS(21»3)
EPS(254)sEPS(22s4)

EPS(3,4)=EPS(23s4)

EPS(3,3)=EPS(2353)

[~ - — - 1Y
EPS{23523)=EPS(2353)

EPS(3,2)=EPS(2352)

EPS(3,22)=EPS(23,2)

EPS(23,22)=EPS(23,2)

EPS(2,2)mEPS(2252)

)=sEPS(22+2)

EPS(22,22)=EPS(2252)

EPS(253)=EPS(2253)

EPS(2-,23)=EPS(2253)

EPS(22,23)sEPS(2253)

H(2522)mH(22522)

H(2,2)sH(22,22)

H(2292)=H(22,22)

. RETURN

27 CONTINUE _

EPS(21,2)=EPS(21,22)

EPS(21,3)=EPS(2)1,523)

)

EPS(2,3)=EPS(22523)

x EPS(2,23)sEPS(22523}

EPS(23,3)=EPS5(23,23)

EPS(3,3)=EPS(23523)

EPS(3,23)=EPS(23,23)

EPS(23,2)=EPS(23,22)

EPS(3,2)=EPS(23,522)

EPS(3,22)=EPS(23522)

EPS(3,21)=EPS(23,521)
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EPS(2,21)=EPS(22521)

EPS(2252)=EPS{(22,22)

EPS(2,2)=EPS(22,22)

EPS(2522)=EPS(22522)

RETURN

30

CONTINUE

IF(I.EQ.3)GO TO 21

IF(I.EQ.22)G0 TO 26

H(I523)sH(Is3)

EPS(I=1523)=EPS(I=1s3)

EPS(I1,23)=EPS(I»3)

EPS(I+1,23)=EPS(1+1,3)

EPS(I-~1,22)%EPS(I=152)

EPS(I,22)uEPS(I,2)

EPS(I+1,22)=EPS(I+1s2)

RETURN

35

CONTINUE

IF(I.EQ.3)G0 TO 22

IF(I.EQ.22)60 TO 27

H(I»2)=H(Is22)

EPS(I~153)=EPS(I=1523)

EPS(I»3)=EPS(Iy23)

FDQ( T+1 .ﬂlnFDQK T+412212)

- e - - o - S - - -

EPS(I=152)=EPS(I=1522)

EPS(I,2)=EPS(1s22)

EPS(I+1,2)=EPS(I+1,22)

RETURN

END

SUBROUTINE El EDD(Is4)

COMMON/BLK1/HyEPS(30,30), ITRAC(30,30,20)

INTEGER H(30»30)

IF(I.EQ.4)GO TO 20

IF(I.EQe21)GO TO 25

IF(J.EQ.4)G0 TO 30

IF(J.EQ.21)G0 TO 35

20

CONTINUE

IF(J.EQ.4) GO 7O 21

IF(J.EQ.21)GO TO 22

EPS(235J+41)=EPS(3sJ+1)

EPS(23,J)=EPS(3s4J)

EPS(23,J~1)=EPS(35J=1)

RETURN

21

EPS(3523)*»EPS(353)

EPS(4»23)=EPS(4,3)

EPS(5,23)=EPS(553)

EPS(23523)=EPS(353)

EPS(2353)=EPS(353)

EPS(23,4)=EPS(354)

EPS(2355)=EPS(355)

AL T T =
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o

RETURN

22

EPS{3,2)=EPS(3,22)

EPS(4»2)=EPS(4522)

EPS(5,2)=EPS(5,22)

EPS(23,2)=EPS(3s22)

EPS(23,20)=EPS(3,20)

EPS(23,21)wEPS(3,52])

EPS(23,22)=EPS(3,22)

RETURN

25

CONTINUE

IF(JeEQe4%)GO _TO 26

IF(J.EQ.21)60 YO 27

EPS(2,J=1)=EPS(22,J=1)

EPS(2pJ)mEPS(22,J)

EPS(2,J+1)=EPS(22yJ¢1)

Yoood bbb

RETURN

EPS(2,3)=EPS(22,3)

EPS(2s4)=EPS(22s4%)

EPS(2,5)=EPS(22,5)

EPS(2,23)=EPS(22,53)

EPS(20,23) mEPS(20,3)

EPS(21s,23)=EPS(2l»3)

EPS(22,23)mEPS(22,3)

RETURN

27

EPS(22,2)=EPS(22522)

EPS(21,2)=EPS(21522)

EPS(20,2)=EPS(20,22)

EPS(2,2)=EPS(22,22)

EPS(2,20)=EPS(22520)

|

—EPS(2,21)=EPS(22521)
EPS(2,22)2EPS(22,22)

RETURN

30

IF(I.EQe4)G0 TO 21

IF(XI.EQ,21)G0 TO 26

EPS(I-1,23)=EPS(1~1,3)

EPS(I,23)=EPS(I,3)

EPS(I+1923)=EPS(I+1,s3)

RETURN

35

IF(I.EQ.4) GO _T0 22

IF(I.EQ,21)60 TO 27

EPS(I~1»2)=EPS{I~1522)

EPS(15,2)<EPS(1,22)

EPS(I+1,2)wEPS(I+1,22)

RETURN

END

SUBROUTINE STOFIN(TSTART TSTOP)

<OMMON/BLK1/HsEPS(30530)»ITRAC(30530,20)

COMMON/BLK2/UDO, UM, UE,UOSs UMS»UES,DELT

COMMON/BLK3/XLAMs TSNAPsNsToTMIG» IEVAP, ICREAT
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COMMON/BLK4/FAA(9),D(9)sFAB(9)»FBA(9)»DS(9),FBB

(9)

COMMON/BLK5/LAYER(30,30)
COMMON/BLK6/N1)N2s LETAsM2sLAST

COMMON/BLK7/PHI1,PHI2» PHI3,PHIO» JpPHS1oPHS2,PHS 3, PHSOD
COMMON/BLKB/ISWTCH

COMMON/BLK9/A» AS»)EVIB,EVIBS,RD

COMMON/BLKIC/LL1,LL2,Uly MAXH)TA»TB

¢ VALUES OF PAKAMETERS COME VIA COMMON STATEHENTS

INTEGER H(30,30)

DIMENSION _IYMIG(400,3)

DIMENSION IRSIT(300s3)

DIMENSION IKC(20,2), IV(401)

DIMENSION DC(400)»HTS(10)

B S [ S

ITIME=1.0

ITHREE=1

IF(ISVTCH.EQ.Q)GOD TO 6

LALL GROW(ITHREE)

é CONTINUE

ITHREE=ITHREE+1

IRPLUS-O

IMIGKr=0

DO 504 JJe=ls3

DO 503 11=1,400

IYMIG(II»dJ) =0

503 CONTINUE

504 CONTINUE

TTIME=TSTART

UEVAP=UE

UMIGR=UM

ICOUNT=0

I0UT=0

PROBC=0,

PRUBE.O.'

PROBM=0.

¢ IBULK IS BULK DIFFUSION COUNTER=REMOVE ADATOMS

FROM SURFACE

IBULK=0

WTl=2,

WT1 IS WEIGHT FOR BULK DIFFUSION

gliie]

QB IS BULK DIFFUSION ENERGY BARRIER

XKT=T*(8¢62E=5)

TOUTsTSNAP

QD=UM-UQ=PHIDO

TAUD=(]1.0E=12)*EXP(QD/XKT)

TAUD IS THE MEAN TIME BETWEEN HOPS

NHOP IS THE NO. OF HOPS IN DELT SECONFAA

N O

XNHOP=DELT/TAUD

XNSAMPu{1.0E12)*TAUD

XNOFP=(1,0E12)*%DELT

XNSCAN -TOUT/DELT
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QB=WT1%*QD

UBULK=UD+PHIO+QB ;

IF(UBULKJGELUE)UBULK=UE~,001

TT1=}.7(¢1.4+WT1) i

XNTOUT=TOUT=DELT /2,

INITIALIZE TIME COUMTER FOR _CASE WHERE IJK=0 |

TINIT«DELT/2,

XXLAMsXLAM/DELT

XXLAM IS REALLY RD=DEPOSITION RATE

XIJK=XLAM j

IJK=sXIJK

IJK IS NUMBER OF RANDOM DEPOSITIONS DURING DELT

IF DELT IS VERY SMALL XIJK IS ALWAYS LESS THAN ONE _AND HENCE IJK=0

IN CASE IJK=0O GO TO 700 SCAN SURFACE AND PERFORM MIGRATIONS/EVAPORATIONS v

DURING THE DELT INTERVAL AND THEN RETURN TO 1

UPDATE TINIT IF IJK =0

TF(IJK oEQe O) TINITmTINITDELT

HAS ENOUGH TIME ELAPSED FOR THE ADDITION OF ONE ADATOM?

XXIJK=sXXLAM*TINITY

IXIJKeXXIJK

IF(IXIJK oGTeO)IJKSIXIJK

IF(IJKeGT O)TINIT=DELT/2,

IF DEPOSITION RATE IS ZERO GO_TO 700 SCAN SURFACE

IF(XLAM oLEe 04)GO TO 700

IF{IJK oEQe O) GO YO 700

IRPLUS=IRPLUS+IJK

CALL YRNS(IJK»IRSIToM)

DO 500 Iil=1,IJK

ADD THERMALLY ACCOMODATED ADATOMS

IRS=IRSIT(IL»1)

JCS=IRSIT(IL,2)

ITYPE=IRSIT(IL,3)

CALL ADATOM(IRS»JCS»ITYPE)

500

CONTINUE

700

CONTINUE

I1Xa0

1Y=0

1Z=0

I18=0

IF _LAYER IS 1 THEN UOS,UMS,UES DOMINATES

CREATION, MIGRATIONs EVAPORATION

OO

NOW 00 ALL MIGRATIONS FOR SITES WITH FLAGS

NSCAN=0

DO 502 JJ1=tilpLL?

DO 501 TIls=tL1l,lLl2

IF(EPS(IT1,d41) e GTLUMIGRIGO TO 25

IFC(LAYER(IT1,JJ1) LE.0)GO TO 501

RAN=URAN(O) .___.__. e m e e e ;

ABC=—-ALOG(RAN) /XNOFP
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AN

ENGY==XKT*ALOG(ABC)

UsEPS(IX1,JJ1)+ENGY

IF(U.LT.UMIGR)GO TO 30

) IF(U.LT,UBULK)GO TO 25

IF(ULT.UEIGD TO 16

60 TO 20

16

IF(RAN.GT.TT1)G0 TO 25

IB=IB+1

GO TO 20

MIGRATION OCCURS

IvsIY+l

NSCAN=NSCAN+1

IYMIG(NSCAN»1)=IIl

IYMIG(NSCAN»2)=dJl

IYMIG(NSCANs3)=1

GO _T0 501

EVAPORATION

IZ=12%1

NSCAN=NSCAN+]

IYHIG(NSCAN»1)=II1

IVYMIG(NSCAN»2)=JJ]

TYMIGI(NSCAN.3)=0

X T

GO 70 501

30

IXuIX+1

501

CONTINUE

502

CONTINUE

ICOUNT=ICOUNT+]

TJOTAL=IX+IY+]IZ

ICREAT=ICREAT+IX

IEVAP=IEVAP+IZ~1IB

IMIGR=sIMIGR+IY

IBULK=sIBULK+IB

IF(NSCANSEQ.0)GC TO 506

e i -

CALL MIXUP(IVsNSCAN)

DO 505 IK=31,yNSCAN

IJ=IV(IK)

I11=JYMIG(IJdr1l)

JJl=IYMIG(IJp2)

ITYPE=IYMIG(IJ»3)

IF(ITYPE.EQ. 0)GO TO 508

CALL DIFF(IIl,JJ1sDMIGHNTI1sNJY)

TMIG=TMIG+DMIG

G0 TO 505

508

CONTINUE

ITYR=0

IE(H(ITI»JJ))eLELQ)GO YO 70O

ITYRsITRAC(II1,JJ1,H{(IT1pJJ1))

70

CONTINUE

CALL SUBATOM(IIlsJdJ1sITYR)
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505 _CONTINUE

506 _ CONTINUE
TTIME=TTIME+DELT

C_ QUTPUY EVERY TOUT SECONDS
IF(TTIME oGE. XNTOUT) GO TO 652
G0 10 1

652 _ CONTINUE
XNTOUT=TTIME+TOUT=DELT/2,

c BEFORE STOPPING DO AVERAGES FOR THIS DELYT RUN
R U A [SEC MULTIPLY BY(.1%A)/400
C RE=EVAPORATION RATE
REsFLOAT(IEVAP)/TTIME
( RGuAVG GROWTH RATE IN NM/SEC
RG=A*(FLOAT(IRPLUS=IEVAP-IBULK))/FLOAT(M2) .
RGm1*RG/TTIME
c RG IN UNITS OF NM/SEC
C RFsROUGHNESS FACTOR 3 EBARsAVG POTENTIAL WELL
EBAR=0

DO 100 TIs=LL]»LL2
DO 101 JJ=tLL1sLL2
EBARSEBARTEPS(IIsJdd)
101 CONTINUE
100 CONTINUE

EBAR=EBAR/FLOAT(M2)
PF=sABS((UD=-EBAR) /UD)*100
C PF IS ROUGHNESS FACTOR BY WAY OF POTENTIAL DEVIAVION FROM NORM
XN=ICOUNT
Call UPDA RF:TH TH 24)

IF(ISHTCH.EQ.0)GD TO 5
CALL GROW(ITHREE)
5 CONTINUE
ITHREEsITHREE+1
N=XN
ICC=0
DO 50 II=1,400
IF(DC(I)).EQ.0)GD TO 50
IF(ICC.GTL20)60 TD 50
ICCsICC+l
IKC(ICC»r»1)sI]
IKC(ICC»2)=sDC(I])
50 CONTINUE
WRITE(55298)TTIME,) ((IKC(ITpJdJd)r»JdJmly2),1I=1,1ICC)
298 FORMAT(1X» 6HTTIME=sFBs3s5X»37HDENSITY OF CLUSTERS (SIZE,FREQUENCY)
1 /57205 €(20(1H(»I351Hr»I391H)»2X))s /9720, €10C1H(s13,1Hp»I351HIp2X

2)))
WRITE(65299) (LAYER(3,JJ4)ydJ= (LAYER JJ=3,22)sNpds XNHOP
299 FORMAT(10X»4011,760,6H N= »I9 »T80s5H J=s 1257100, 5HNHOP S,
1E1l4.7)
WRITE(65300)(LAYER(45JJ)»JJ=3,22)s {LAYER{4»JJ)»JJ=3527.,IMIGR)
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1ICREAT,»XEVAP, IBULK

300

FORMAT(10X»40I15T60s6HIMIGR=» 19,780, 7THICREAT=,»19,T100,6HIEVAP=,19,

171205 6HIBULK=»16)

WRITE(69301) (LAYER(59JJ)sJJU=3522) s (LAYER(52JJ ) iIm3,22), THEYA»TH2,»

1TAUDs TA

301

FORMAT(10X»4011,T60,9HTHETA(1)®sFBe4sT80p GHTHE A(2i®»FB43,T100s

15HTAUD=»E14455,T12253HTASsF5.0)

WRITE(65302) (LAYER(65JJ)pJJ=3522)9 (LAYER(65JJ)»JJI=3,22)s IRPLUSY

1XNHOP, TMIG»TB

302

FORMAT(10X240I15T60s THIRPLUS®5 195 TBOs SHNHOP®sE14e75T10055HTMIG=,

1E1l447571122,3HTB=»F5,0)

WRITE(65303) (LAYER(75JJ)rJJ=3522)s (LAYER(72JJ)2JJ=3,22)sREIRGsRF

303

FORMAT(1CXs40I1,T6093HRE®9FFe%s TBO»3HRG®» F9445T10053HRF=sF9.4)

WRITE(65304) (LAYER(BsJJ)»JJ=3522)s (LAYER(BsJJ)sdJ=3522) s XNOFPy

1EBAR, XNSAMP

304

FORMAT(10X»40I1,T760, 5HNOFP=sE14.7,TB0,5HEBAR®)FBe3,2X>»

110HNSAMPPHOP=9El44.7)

HRITE(6’310)(LAYER(Q;JJ);JJ’B»ZZ)»(LAYER(9’JJ)vJJ-BDZZ)’HTS

310

FORMAT(10X940X1,T60y4HHTS=»10F4.0 )

DO 201 II=10,22

WRITE(6»305) (LAYER(II»JJ)oJJ=3»22)9 (LAYER(II»dJ)pJIJ=3,22)

305
201

[ T T EY YIS
FUKMAIVLLUVAS®VILIL)

CONTINUE

I0UT=I0UT+1

ITESTi=MOD(IOUT»2)

IF(ITEST1.EQ.0)GO TO 60

WRITE(6,306)

FORMAT( /)

GO TO 61

CONTINUE

WRITE(65311)

FORMAT(1H1)

CONTINUE

IF(TTIME.GE.TSTOP)GO TO 876

IF((TTIME+DELT/24)elLTe TSTOP) GO 1O 1

876

CONTINUE

IF(ISWTCH.EQ.1) CALL NFRAME

RETURN

END

SUBROUTINE XYX

COMMON/BLK1/H,EPS(30,30)sITRAC(30,30,20)

COMMON/BLK5/LAYER(30,30)

c

UPDATE FRINGES OF PERIODIC PATTERN

INTEGER H(30,30)

DO 6 I=3,22

LAYER( 1» I)=sLAYER(Z21ls I)

H(1,I)=H({21,1)

LAYER( 2, I)=LAYER(22» I)

H(2s1)=H(22,1)
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LAYER(23»1 )s=sLAYER( 3» 1)

H(23,1)=H(3,1)

LAYER(24s I)=LAYER( 4» I)

H(24sI)=H(4» 1)

LAYER( I, 1)=LAYER( I521)

H{I»1l)=H(I»21)

LAYER( I, 2)=LAYER( 1,22)

H{(I,2)=H(1,22)

LAYERC I1523)=LAYER( I»3 )

H(I»23)=H(I,3)

LAYER( I,24)=LAYER( Iy &)

H(Is24)mH(Is4)

CONTINUE

CORNERS UPDATED

LAYER( 1, 1)=LAYER(21,21)

H(151)=H(21521)

LAYER( 1, 2)=LAYER(2]1,522)

H{l,2)=H(21s22)

LAYER( 2» 1)=LAYER(2252])

H(2»1)=H(22,21)

LAYER( 25 2)=LAYER(22522)

H(2s2)uH(22522)

LAYER(23s 1)=LAYER( 3,21)

H(23,1)=H(3,21)

LAYER(23» 2)sLAYER( 3»22)

H(2352)=l(3,22)

LAYER(24s 1)=LAYER( 4521)

H(24s1)=H (49 21)

LAYER(24y 2)=LAYER( 4»22)

H(2452)=H(4,22)

LAYER( 1»23)=LAYER(21y 3)

H(1,23)=H(2153)

LAYER( 1,24)=LAYER(21s4 )

H(1s24)=H(2154)

LAYER( 2523)=LAYER(22y 3)

H(2,23)=H(2253)

LAYER( 2524)=LAYER(22y 4)

H(2,24)=H(22,4)

LAYER(23,23)=sLAYER( 35 3)

H(23,23)=H(3s3)

LAYER(23,24)=LAYER( 3, &)

H(23524)=H(354)

LAYER(24923)sLAYER( 4» 3)

H(24523)=H(453)

LAYER(24524)sLAYER &» 4)

H(24s24)sH(4s4)

DO 7 I=3,22

EPS(1,I)mEPS(2151])

EPS(25I)=EPS (22,1}

57



e

ORIGINAL PACE 1.,

A Ned

OF POOR QuALiiy

EPS(23,1)=EPS(3,1)
EPS(24s1) =EPS(4s 1)
EPS(Is1)mEPS(1521) ‘ @
EPS(I,2)1=EPS(1s22) |
EPS(1523)=EPS(I,3) |
EPS(I1s24)=EPS(1s4)

7 CONTINUE |

c CORNERS UPDATED
EPS(1,1)=EPS(21521)
EPS(1,2)wEPS(21522) |
EPS(2s1)=EPS(22521) |
EPS(2s2)=EPS(22522) :
EPS(23,1)=EPS(3,21) |
EPS(23,2)=EPS(3922)
EPS(24s1)=EPS(4021)

EPS(24»2)oEPS (£522) |
EPS(1,23) =EPS (2153) |
|

RN e————

EPS(1524)=EPS(2154)
EPS(2,23)=EPS(2252)
EPS(2,24)=EPS({2cs4) {
EPS(23,23)=EPS(3s3) . j
PS{23,2%)wFP5(3s4] |
EPS(24,23)=EPS(493) y
EPS(24524)=EPS(494) |
RETURN |
END ﬁ
SUBROUTINE URNS(Ls» IRSITy»M) i
COMMON/BLKIO/LL1,LL2r UL MAXHITA,TB i
DIMENSION IRSIT(30023) i
C ALPHA DEPENDENT UPON THICKNESS OF B ON A OR HEIGHT
‘0'01
BO=,2
ALPHA=AQ%*EXP (~BO*MAXH)
¢ SCALE Y TO SITE INTERVAL
DO 10 I=1,L
Y1=URAN(O)
Y2sURAN(Q)
IRSIT(Isl)miL14Y1%M
IRSIT(I,2)=lL1+4Y2%M
IRSIT(Ip3)=]
IF(Y1oLToALPHA)IRSIT(I»3)=0
10 CONTINUE |

RETURN |
END !
SUBROUTINE UPDATE(RF,THETA,TH2,DCsHTSsJCODE) |
COMMON/BLK1/H, EP TRAC (30, 30,20) y

COMMON/BLK5/LAYER(30,30) i
COMMON/BLK10/LLY-.L2)Ul» MAXH,TA»TB |
COMMON/BLK12/C i
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INTEGER B(30»,30),C(30530)

INTEGER H(30»30)

DIMENSION DC(400)sHTS(10)

DIMENSION NEXT(400,2)

RE=ROUGHNESS FACTOR » RF=1 FOR FLAT SURFACE

THETA=7 UL SRAGEy DC=DENSITY OF CLUSTERS(152535000210)

T8=0

TAsQ

DO 80 II=3,22

DO 81 JJu3,22

IJsH(TII»Jdd)

IF(ITRAC(II»JJ»rIJ)EQ.0)TA=TA+]

IF(ITRAC(IIeJdrIJ)eEQel)TB=TB+]

81

CONTINUE

80

CONTINUE

DO 5 I=1,400

DC(I)=0,

CALL XYX

THETA =COVERAGE

DO 10 II=1%,10

10

HIS(II)=0,

nn 60 Tel.22
i 2% 2BOS2LL

DO 50 J=3,22

DO 51 IK=1,10

IF(LAYER(I»J)eGECIKIHTS(IK)=HTS(IK) ¢l

51

CONTINUE

50

CONTINUE

THETA=HTS (1) 7400

TH2=HTS(2) /400

MAX=1

DO 100 II=1510

IF(HTS(II) eGEe200)MAX=I]

100

CONTINUE

MAXH=MAX

DO B8 I=ls2é

DO 8 J=1s24

C(Isd)el

B(IsJ)=0,

CONTINUE

DO 9 I=1,24

DO 9 J=1,24

IF(LAYER(I»J)GEoMAX)B(IpJd)=],

CONTINUE

SUM=0,

DO 60 I=3,22

DO _60 J=3,22

60

SUMsSUM+IABS{H{IsJ)=H(Is»J+1))

RF=14SUM/400,

ILST=0
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INXT=0

I1CT=0

DO 20 I=3,22

DO 20 Je3s22

IF(B(I»J).EQ.0)GD TO 20

LI=]

Li=J

CALL CORRECT(LI»sLJ)

25

ICT=ICT+1

ILd=LJ+1

IF(B(LI,ILJ).EQ.0)GO TO 21

IF(C(LI,ILJ)eEQ.0)GOD TO 21

ILST=ILST+]l

NEXT(I:LSTs1)=L1I

NEXT(ILST»2)=ILJ

CALL CORRECT(LI,ILJ)

ILy=Ld=1

IF(B(LI»JILJ)+EQ.0)GO YO 22

IF(C(LI,ILJ).EQ.D)GO TO 22

ILST=ILST+1

NEXT(ILST»1)s=LI

NEXT(ILST»2)=1ILJ

CALL CORRECT(LI,ILJ)

22

IF(JCODE.EQ.3)G0 TO 24

ILI=LI+]

IF(B(ILI»LJ)eEQ.,0)GO TOD 23

TF(C(ILIsLJ) <EQ.0)G0 TO 23

= +

NEXT(ILSTs1)=ILI

NEXT(ILST»2)=LJ

CALL CORRECT(ILI,LJ )

23

ILI=LI~-1

IF(B(ILIs»LJ).EQ.0)GO TO 74

IF(C(ILI,LJ)<EQ.0)GO TO 74

ILST=ILST+1

NEXT(ILST»1)=ILI

NEXT(ILST»2)=LJ

CALL CORRECT(ILI»sLJ)

74

IF(JCODE.EQ.1)GO TO 24

ILI=t]=1

ILJ=LJd~-1

IF(B(ILI»ILJ).EQ.,0)G0 TO 76

IF(CC(ILI»ILJ).EQ.O0}GO TO 76

ILST=ILST+1

NEXT(ILST»1)=ILIX

NEXT(ILST»2)=ILJ

CALL CORRECT(ILI»ILJ)

76

ILI=LI+l

ILJ=LJ+l
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IF(B(ILI»ILJ)<EQ.0)GO TO 24

IF(C(ILI,ILJ).EQ.0)GO TO 24

ILST=ILST+]

NEXT(ILST,1)=IL1

NEXT(ILST»2)=ILJ

CALL CORRECT(ILI»ILJ)

24 B(LI,LJ)=0

C(LI»LJ)=0

IF(LI.GT+3)G0O TO 30

B(23,LJ)=0

C(23,LJ)=0

30 IF(LI.LT.22)6G0 TO 31

B(2sLJ)=0

C(2sLJ)=0

31 IF(LJ.GT.3)GOD TO 32

B(LI,23)=0

C(LI»23)=0

32 IF(LJ¢LT.22)G0 TO 33

B(LI»2)=0

C(LI»2)=0

33 CONTINUE

IF{INXTOEQ.ILSTIGO TO 26

INXT=INXT+1

LIsNEXT(INXT»1)

LIJsNEXT{INXT»2)

IF(LI.LT.3)LI=22

IF(LI«GTe22)LI=3

IF(LJLT.3)LJs22

IF(LJ.GT.22)LJm=3

60_T0 25

26 ILST=0

INXT=0

DCL{ICT)=DC(ICT)+1

ICT=0

20 CONTINUE

RETURN

END

SUBROUTINE CORRECT(II»JJ)

COMMON/BLK5/LAYER(30,30)

COMMON/BLK12/C

INTEGER C(30»30)

C(II,JJ)=0

IF(JJ.EQ.2i60 TO 2

IF(JJeEQ.3)60 TO 3

IF(JJ.EQ.22)60 TO 22

TF(JJ.EQ.23)60 TO 23

IF(II.EQ.2)G0 TO 32

IF(II.EQ.3)G0 TO 33

IF(II.EQ.22)60 TO 34
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IF(ITI.EQ.23)GC TO 35

RETURN

C(I1,22)=0

IF(IT.EQ.2)C(22,JJ)=0

IF(II+EQe3)C(235JJ)=0

IF(II.EQ.22)C(25JdJd)=0

IF(IT.EQ.23)1C(39Jd)m0
GO TO 24 »

C(I1,23)=0

GO TO 17

C(II,2)=0

G0 70 17

C(II»,3)=0

GO 7O 17

C(22,dJ4)=0

IF(JJ.EQe2)C(IXs22)=0

IF(JJ.EQ.3)C(IX»23)=0

IF(JJeEQe22)C(II,2)=0

IF(JJ«EQe23)C(IT»3)=0

GO TO 24

C(23,4J)=0

GO 70 18

w
N

R E- NI,
WCACPINI™V

GO 70 18

w
U

C(3,JJ)=0

GO TO 18

CONTINUE

IF((ITcEQe3) e ANDe1JJeEQe3))C(235,23)=0

IF((II«EQe3).AND.(JJeEQ.22))C(23,2)=0

IF((II.EQ.22)+ANDs(JJ.EQ.3))C(2523)50

IF((ITeEQe22) e ANDo(JJeEQe22))C(252)00

RETURN

END

SUBROUTINE MIXUP(I5,NS)

DIMENSION L(401),IS5(4901)

ICs=1

IFENS.EQ.1)50 TO 100

D0 50 KS=1,NS

50

L{KS)=KS

MsNS

500

IF(M.EQ.2)G0 10 102

R=RANF(0)

I=1+R*M

IF( 1.EQ.1)GO TO 51

IF(I.EQ.M)GD TO 52

IS(IC) =L (1)

L(I)=L(M)

M=M=1

IC=IC+l
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60 _TO 500

IS(IC)=L(1)

L(l)=L(M)

HeM=1

IC=IC+]

GO Y0 500

22

IS(IC)=l (M)

"-H-l

IC=IC+]1

G0 _T0 500

100

IS(1)e]

RETURN

102

R=RANF (0)

I=s)+R*M

IF(1.EQe1)506 TO 101

IS(IC)=L ¢2)

IS(IC+1)sL(])

RETURN

101

IS(IC)=| (})

ISUIC+1)=l32)

RETURN

END .

63



ey BN
eIl PAGE 19
g‘? r3GR QUALITY,

STEP OR JOG

(R
9

DONN
AR
OO
NN
QOONRUVROARR
OOV

AVANVAVAYS\VAVE NN
0¢0/ /777

ADATOM

CLUSTER OF SIX

ADATOMS

”W& A SUOOSOORN
SISl gl
XKL
0 00/4 0 [ N/
X0

EREREOIS
RSotiae
1 SO0
QK227
2217
[ [ L[]/

64

Figure 1. SOS model for crystal growth.
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Figure 4.
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Potential variation at an arbitrary site (i,j).
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Uniform distrlbutton Generate L random sites and
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|
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Scan surface:

A

Do for all surface sites (i,])

|

Boltzmann distribution-ordered statistic
Generzate random energy E(i,])]

|

Test potential at site (i,§)
U = Ug (L) +E(1,])
It U < U, then localization
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It Uy U <U, then incorporation
It Uy €U <Uj then surface diffusion

;

Localization:
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ration, evaporation, i
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Flowchart for the Monte Carlo SOS computer simulation of thin

film growth.
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A 20 x 20 square array with periodic extension.

Figure 8.
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Figure 10. Clustering of dispersed adatoms on a uniform surface:
T =600 K, (a) t =0, (b) t =0.1s, (¢c) t =0.33s,
-

’
(d) t = 0.9 s e) t = 0.7 s, ) t = 1.0 s.
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Figure 1l. Trap potential variation for first and second layer.
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Figure 13. Surface roughness factor for T = 500 K and several deposition
rates.
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Figure 14. Thin film growth for Ry = 0.2778 nm/sec for two different
temperatures, T = 300 K, (a) t = 0.5 s, (b) t = 3.0 s,
(c) t =608, T=2400K, (d) t =0.5s8, (e) t =3.0 s
(f) t = 6.0 s.
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Figure 17. Thin film growth for R, = 1.389 nm/sec, T = 600 K,
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Snapshots are read from

Each snapshot represents

0.1 sec., Ry = 0.556 nm/sec., 8¢ = 107" sec. (1,000 samples of

each surface adatom during each snapshot
(100)
U
m

1

surface, U,

-3.87

eV,

AHads =

interval),

T = 600 K,

1.7 eV, Q4 = 0.7 eV,
= -1.0 eV, n = 108 (Boltzmann ordered statistic parameter).
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