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Symbol List by Chapters

Svmbol List, Chapter 2

Symbol Definition
Np Number of Transponders
N, Number of zones
D; Data packet
R, Request of data packet on order wire
Ti Trigger signal
T Time interval of one segment
T Time interval of a single run
T Number of segments
u - Mean of population
w(d Sample mean of jth segment
SW Sample variance
W Sample mean
l-a Confidence coefficient or confidence level
) Traffic intensity (packets/slot/transponder)
Q Average queue length (packets)
1 Mean packet waiting time (slots)
Qmax Maximum queue length (packets)
Nmax Maximum number of Transponders used
N Average number of Transponders used

Pij Probability |[source zone i to destination zone j]
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Symbol List, Chapter 3

Definition

Circuit-Switched

Packet-Switched

Fixed-frame, fixed-boundary

Fixed-frame, movable-boundary

Number of earth stations per zone

Number of zones

Time Division Multiple Access

Number of transponders

Rate of CS arrival process per station (Poisson)

Rate of PS arrival process per station (Poisson)

Average circuit holding time (exponential)
Average packet service time (exponential)

Number of slots per TDM frame

Number of slots in the CS portion of the frame
Number of slots in the PS portion of the frame
Number (random) of unused CS slots

Number of circuits in the system

Number of packets in the system

joint CS/PS probabilities

packet buffer size

Probability of buffer overflow

Conditional generating function of the number
of packets in buffer

A
CS traffic intensity, pl=:l—
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Definition

Slot duration (= packet transmission time)
PS traffic intensity o = 2,/u,

Average proportion of the frame available for
PS _ransmission

Average number of circuits in packet
z-transform of the PS arrival process
Average number of packets in the buffer and
normalized delay under the randomized

M/D/1 model.

Frame duration (in seconds)

Parameters used for delay analysis in the
approximate model (b)

Effective boundary in the FFMB

Satellite channel capacity (bps)

Number of slots dedicated to a user
Number of slots in the unassigned pool
Number of shared channels

Number of slots per shared channel

bit rate of i-th CS class

Number of slots allocated to i-th CS class
Traffic mix parameter

Packet length in bits

Input and output rates of system at state i,
i=0,1

Probability of system being in state i, i=0,1
Constant system utilization (-XZ(i)/”Z(i)
Average packet queue

Number of priority traffic classes
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Symbol Definition
- Arrival rate of class r P
Y

c Pr. (server available) -

FIFO First-In, First-Out discipline

M Waiting time of class r

V; Virtual waiting time brocess for class r i

3r,Br,G'r Random variables used in delay analysis ;

EU(x) ., ED(x) Average number of up and down crossings of %
level x y
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1. INTRODUCTION

1.1 CONTEXT OF THE WORK

This report covers the second year of a two year study program, initiated on
July 9, 1979, conducted at Columbia University under NASA support, dealing with
problems of multiple access, resource allocation and network design for next
generation communication satellite systems, Two basic sets of requirements shaped
our effort, First was the recognition that the next decades will see increasing
demand for the two limited resources at the disposal of the satellite system
designer: suitable positions in geostationary orbit, and available radio frequency
spectrum. Second was the fact that the user populations for these systems will
be highly heterogeneous both in their statistical characteristics and their
service requirements, Thus the general thrust of the work has been to attempt to
identify the problems associated with the allocation of scarce communication
resources in as efficient a manner as possible while satisfying the requirements
of a heterogenecus and continually varying community of users, Particular
attention has been directed toward systems involving large numbers of small
"direct to user" earth stations,

During the two year effort, we focussed on TDMA systems involving a high
degree of frequency reuse by means of satellite switched multiple beams with
varying degrees of onboard processing., The need for a system that can provide
integrated service to a disparate user group ranging from intersctive computer
terminals to television channels suggests that a highly sophisticated set of
multiplexing, multiple access and switching procedures will be required if user
needs are to be met economically while using the available bandwidth as
efficiently as possible, Therefore, in the first year of the study we examined a
variety of communication procedures, choosing those which showed promise of
achieving these objectives, even though they might appear to be highly complex by

today's operational standards.
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The goal of the first year of the projeoct was to develop and analyze the
performance of multiple access techniques for satellite switched multiple beanm
(SSMB) systems operating in a packet switched mode. The multiple access problem
was viewed at two levels - the station access problem and the switoh assignment
problem, Station access was considered on a fixed (FA), demand (DA), and random
access (RA) basis, For the switch assignment problem, fixed (FS), demand (DS),
and store-and-forward (SF) switching was considered. 3ix access protocu.s were
selected for study, and delay-throughput analysis was performed for each. One of
the protocols, a demand-access/demand-switched (DA/DS) "list scheduling"™ scheme,
showed promise in a number of contexts, and was selected for further study in the

second phase of our work.

1.2. PROBLEMS ADDRESSED AND APPROACH USED

As is typical in any detailed analytical study, our first phase work raised
at least as many questions as it answered, In the second year we addressed some
of these outstanding issues. A major goal of this second phase was to examine
performance questions in a more realistic traffic environment, using more
realiztic system configurations. In particular, we dealt with the following
issues.

1) Effect of Skewed Traffic, Overlapping Beams ard Batched Arrivals in

Packet~-Switched SSMB Systems,

2) Integration of Stream and Bursty Traffic.

3) Optimal Cirocuit Scheduling in SSMB Systems. Performance Bounds and

Computational Complexity.
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The overall objective was to develop and evaluate algorithms for the

efficient utilization of the satellite resources under reasonably realistic

constraints,

1,3 SUMMARY OF RESULTS
Simultaneous studies were undertaken to deal with the three problems
mentioned above. Tile results of these three studies are reported in Chapters 2,3

and U4 respsctively, We summarize them in this section.

1.3.1 Effects of Skewed Traffic, Beam Overlap, Batched Arrivals
Having observed from our first phase studies that the DA/DS "list scheduling"
packet-switching protocol performed well in simple configurations, it was chosen
as a basis for further studies in more realistic environments. Three series of
simulation studies were undertaken. (Due to the complexity of the system
configurations analysis was out of the question.) A description of the protocol,
the simulation approach and the techniques of validation are preseitad in Section
2.1, with details and interpretation of results appearing in Seotion 2.2. The
system parameters that were varied were:
Number of zones - "z
Traffic skew ratio -8
{ S, single packet

Message length -
1 M, mixed single ar. multipacket

{ High
Cverlap probability - ﬁ
Low

-
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In each case the number of transponders was fixed at NT s 5,
The quantities of interest for performance evaluation were
Average packet queus length, 5
Max jueue length, Qmax
Average packet waiting time W
Averags number of transponders used, ﬁ
Max number of transponders used, Nos .
Each of these quantities was studied as a function of traffic intensity, o .
The results of these runs are presented in a series of tables and figures in
Section 2,2,
The first study dealt with a small system (Nz z NT sz 5), with no zone -~veriap
and single packet messages, the objective being to study the effect of traffic

skew in 1solation,

For ease of reference, we list below the cases studied as well as the table

and figure numbers where the results can be found.

Case No, Skew ratio Table Pigs,
1 1 2.5 )
2 2 2.5 } 2.22-2.37
3 4 2.6




-1-5-

In the second study, we increased Nz to 20, keeping "T = 5. In this wvay vwe
were able to compare systems with Nz =z NT (the aforementioned study) to those with
"Nz NT'“ Basically, we were moving from a system which was "switch-limited® to
one which was transponder-limited". Here, we considered the combined effects of

skew and variable message lengths.

Case No. Skew ratio Message length Table Figs.
1 5 M 2.7 )
2 1 M 2.8 2.41-2.47
3 5 S 2.9 ’ 2.59-2.60
4 1 s 2.10 J

In the third study, beam overlap was considered in the context of a system
with high traffic skew (S = 5), with Nz = 20, Np = 5. High or low overlap
probability was creat~d by skewing the traffic matrix more toward the overlapping

or non-overlapping beams. (See Figs. 2.39-2.40)

Case No. Overlap Message length  Table Figs.
1 High M 2.14
2 Low M 2.13 2.48-2.58
3 High S 2.12 2.61-2.62

b Low S 2.11
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As expected, the packet queues lengths and averege delay increased with
traffic skew, beam overlap and message length, However, because of the

interaction of the many parameters involved, the exact dependence of these 5

quantities on the system configuration and traffic intensity was rather complex.
One important result was that the combination of traffic skew and overlapping
zones caused the system to saturate at lower traffic intensities than in systems
with uniform traffic and no overlap. The most severe case studied (S = 5§ with

high overlap probability) resulted in .55.

f saturation ¥

1.3.2 Integration of Stream and Bursty Traffic

In Chapter 3 we present an integrated circuit-switched and packet-switched
multiple access scheme to handle combinations of stream and bursty traffie., The
access problem is treated using a three-level hierarchical structure: level 1 is
the concentration of the various information sources at their earth stations,
level 2 is the multiplexing of the competing population of earth stations into an
integrated TDMA frame, and level 3 is the allocation of satellite capacity and
scheduling of stations to achieve some desired performance.

The level 1 concentration problem has already been studied at length in the
context of terrestrial networks. In this study we deal only with levels 2 ard 3.
An approximate analytic approach for predicting the behavior of the access scheme
at level 2 is presented in Section 3.2, and it is used as a basis for performance

analysis of the capacity assignment strategies discussed in Section 3.3, Four

schemes for assigning circuit-switched (CS) slots are examined and compared:
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a) Fixed assignment: each station is allocated a fixed number of slots,

b) Shared pool: some slots are allocated to the stations on a fixed basis,
and others are assigned from a common pool on a demand basis,

¢) Demand assigned: all slots allocated on a demand basis from a common pool.

d) Shared channels: a refinement of (b).

Superimposed on the circuit-switched assignment is the packet-switched
allocation. We stress here the movable boundary approach, in which the remainder
of the frame (after CS capacity allocation) is reserved for packets, In addition,
any CS slots not currently being used for active circuits are allocated to
packets,

In the integrated system, the parameters of interest are circuit blocking
probability and packet time delay, which we examine and compare as a function of
CS and PS traffic intensity. A numerical example is presented in Section 3.3.2
which illustrates the comparative performance of the four CS allocation schemes,
The best scheme from the point of view of blocking probability is (e). On the
other hand, since (¢) leads to the highest channel occupancy by circuit traffie,
it gives the poorest packet delay performance . Thus, there is a trade-off
between CS and PS performance., In all cases, the movable boundary scheme offers
considerable enhancement of PS performance over fixed boundary schemes.

In concluding this part of our study we also examined certain additional
issues associated with on board processing and storage. These are discussed in
Section 3.4, and include performance of downlinks with onboard buffering, and

packet flow control based on CS slot occupancy.
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1.3.3 Optimal Circuit Scheduling

Focussing attention on a purely circuit-switched system we have attempted to
draw some general conclusions concerning the feasibility of optimal scheduling in
the face of adjacent beam interference, as well as other constraints caused by
special system configurations. While this work had not been completed at the
conclusion of the contract, we did obtain a number of interesting preliminary
results, A complete account of this study, which was carried to conclusion after
the termination of the NASA contract, appears in [GOP 82].

The preliminary results, presented in Chapter 4, deal with optimal switching
algorithms for systems with single and multi-channel beams and with different
uplink/downlink zone configurations. In the case of systems with adjacent beam
interference, the scheduling problem is too complex to be solved optimally in an
operational system. We have therefore devised some good heuristics for dealing
with interference by a combination of proper switch scheduling and the use of two

orthogonal polarizations,

REFERENCE
[Gop 82] Gopal, I.S., "Scheduling Algorithms for Multi-Beam Communication
Satellites," Ph.D. Dissertation, Department of Electrical Engineeing,

Columbia University, May, 1982,

i
§
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2. DEMAND ASSIGNED/DEMAND SWITCHED PACKET {

J—

2.1 SIMULATION: DESCRIPTION AND VALIDATTON

2.1.1 Introduction

B v ——

This section addresses the effects of skewed vs. uniform traffic on
packet delay of satellite-switched, time-division multiple-access (SS/TDMA)
systems using the demand station access DA and demand switch assignment DS %
system as shown in Fig. 2.1 . In the DA/DS syst@n*all stations send request E
messages to the onboard scheduler for transmission slots for arriving data

packets. Each request for slot allocation for the data includes information

about the desired uplink-downlink connection. The scheduler makes the switch
assignment on demand on a slot-by-slot basis, based on the list of requests
currently awaiting scheduling, and triggers packet transmission from the
stations whose requests have been scheduled. The operation of the DA/DS
protocol is illustrated in the timing diagram of Fig. 2.2 . A data packet Di
arrives at a station which transmits a request R1 on the order wire, indicating
the desired destination. The scheduler forms a queue of all requests. The

request waits on this queue for a time W until it is scheduled. A

DA/DS
signal Ti is transmitted by the scheduler on the downlink control channel

to trigger transmission of the packet. On receiving the trigger the station
transmits the packet. The average queuing delay is a function of the algorithm
used by the scheduler for switch assignment. Simulation results are presented
for the list scheduling algorithm briefly described in the next paragraph.

The switch assignments must be made subject to the switching constraints which
state that any one uplink zone may not be connected to more than one downlink
zone at the same time. Similarly, any one downlink zone may not be connected

to more than one uplink zone. Also, the total number of comnections at any

given time cannot exceed the number of transponders, NT'

*See [STE BQ) for further description of the DA/DS protocol, using the list
assignment algorithm for processing requests.




-2.2 -

There can be many different algorithms for DS system,e.g.,maximum
matching scheduling, cyclic permutations scheduling and list scheduling.
An efficient algorithm is one which is simple to implement and which also
reduces request waiting times. For our simulaiion we have considered the list
scheduling algorithm, which is simple to implement though it mz not completely
minimize the average waiting time in the request queue. We consider first a simple
system in which the number of zones Nz is equal to the number of transponders
NT = 5, The contents of the queue of all pending requests at the controller
is shown in Fig. 2.3 in matrix fo.m. Each cell in the matrix corresponds to
a pair of source and destination zones; an entry in the cell indicates a
request for a packet transmission between those zones. The total number of
entries in the matrix indicates the length of the request queue, and the entry
number indicates the position of the request in the queue. The switching
constraints require that no more than one entry be scheduled in a given
time slot from the same row or column of the matrix. In the list scheduling
algorithm, the scheduler scans the lists of requests in the queue and schedules
them if consistent with switching constraints. The scanning of requests is
done on a first-come, first-served basis and terminates if either NT requests
have been scheduled or if all requests have been scanned. For the example of
Fig.2.3 a list scheduling of requests 1,2,8 is illustrated in Fig. 2,4 and
Fig. 2.5.

We consider now a system with antenna arranged to form N, spot beams.

Z
Each beam comprises an uplink and a downlink at different carrier frequencies,
with connections made between up and downlinks through a switch matrix in

the satellite shown in Fig. 2.6. There are NT frequency translating trans-

ponders, and each connection represents a path through one of them. Messages

kY
A}
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arrive randomly at the stations and we assume that the message arrival processes

at the stations are independent Poisson process. Each message consists of a
single packet requiring one time slot for transmission. The Nz spot beams can
be overlapping or non-overlapping as shown in Fig. 2.7 and 2.8. In chis section
we consider systems with non-overlapping spot beams.

Messages are assumed to arrive according to Poisson distribution with
different mean interarrival time. Traffic can be uniform or non-uniform

(skewed) for the zones of interest. The time slot length is assumed to |

be 400 units of time.

2.1.2 Simulation Technique

Discrete event simulation by digital computer offers many conveniences
that make it an attractive tool for analysis of SS/TDMA systems. Simulation
is essentially the technique of conducting sampling experiments on a model of
the system, [KOB 78, DAN 81, FIS 78, SCH 74}. Thus simulated experiments
may be regarded as similar to ordinary physical experiments and should be
based on sound statistical techniques. Many simulation programs today are
written in one of the existing simulation programming languages rather than
in a general purpose programming language such as ALGOL, FORTRAN, PL/1 or
APL. Some of the best known languages for discrete event system simulation
are GPSS, SIMSCRIPT, SIMULA, CSL & SIMPL/1. Simulation language (1) provide
a convenient representation of elements that commonly appear in simulation
models, (2) expedite configuration changes of the systems model, (3) provide

an internal timing and control mechanism required to execute a simulation run, and (4)
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facilitate collection of data and statictics on the aggregate behavior of the

simulated system. In our simulation we have used the most frequently used
language - GPSS. One of the special features of GPSS is that it describes
directly the functional flow of the jobs (called transactions) through the
system. The static structure of the system is described by entities such as
facilities and storages. Facilities are entities that can be occupied by
only one transaction at a time, while storages are entities that may be
occupied by more than one transaction simultaneously.

Transactions have numerical characterisitics called parameters.
Facilities and storages have iumerical attributes. These parameters and
attributes are collectively termed standard numerical attributes. The dynamic
mechanism of the system is modeled in terms of block commands: Each block
command represents an operation that acts on individual transactions or
entities. The operation is accomplished by means of field information or
a collection of operands that accompany each block statement.

Corresponding to each block command is a block-type subroutine. A GPSS
simulation is the interpretive execution of these subroutines. In order to
execute simulated events in the correct time sequence, GPSS maintains a clock
that records the current simulation clock time. All clock times in the
simulator are integer values. The GPSS clock is updated to indicate the

time of occurrence of the most imminent event.

2.1.3 Simulation Model

The basic flow chart for simulation is shown in Fig. 2.9. The model is

composed of a major segment and two supporting segments shown in Figs. 2.10-

2.12. These segments are described below.
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Model Segment 1: Taking into consideration the most useful modeling approach,
a transaction was used to simulate a packet. First we bring a packet into
the model through use of the GENERATE block. The interarrival time is
indirectly specified through halfword savevalue UTIL. This makes it possible
to vary the traffic rate by redefining the value of UTIL between consecutive
runs. Two byte parameters are associated with each transaction (packet),

one assigned to a source zone and the other one to a destination zone. The
function EXPON represents a continuous, 24 point GPSS function, used to sample
from the exponential distribution with an expected value of 1. The function
ADDR represents a discrete function for traffic distribution. The arriving
packets form a queue. We use a QUEUE block in order to gather statistics.
Since the time slot comes at regular discrete intervals of time and the
packets can come at any time, we use a LOGIC GATE to let requests be scheduled
only wvhen a time slot arrives. The gate opens when a LOGIC SWITCH is set

and the LOGIC SWITCH is set when a time slot arrives. Arrival of a time

slot is shown in model segment 2. When a time slot arrives, we test for
switch assignments of the requests in the queue. We use ll Byte savevalues
for this testing purpose. If a packet cannot be sent, it goes back into the
queue with priority ahead of latter packet arrivals and waits for the next
time slot. Since there are 5 transponders available, we use the ENTER block

to seize storage representing the transponder.

Model Segment 2: In this segment each transaction represents a time slot.

As a time slot arrives, LOGIC SWITCH 1 is set, which causes the gate in model
segment 1 to open. After a delay of 1 unit of time, the logic switch is
reset. Since the assignment is done on a slot by slot basis, we initialize

the Byte savevalues at the end of each time slot.
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Model Segment 3: This is a timer segment. Since the steady-state behavior
is been considered here, statistics obtained during an initialization
period have been suppressed. The simulation is run for 2,000,000 units of
time.
Table 2.1 summarizes the definitions of GPSS entities used in the simulation,

which is described further in Figs. 2.10-2.12.
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Table 2.1 DEFINITIONS FOR SIMULATION MODEL !

GPSS entity Interpretation N
Transactions |
Model Segment 1 Packets
Model Segment 2 | Time slot
Model Segment 3 A timer
Storages
1 Storage used to simulate switch connection
Queues ;
1 : The queue used to gather statistics for

the requests to be scheduled.

Functions : Y

EXPON ‘ Fucntion for sampling from exponential
‘ distribution with a mean value of 1, used
; to generate a Poisson arrival process.

ADDR ‘ Function describing the distribution of
traffic.
Savevalues
6 ; Counter used to record the number of

packets which have already been scheduled
in a time slot.

1-5, 7-11 ' Used to store source zone and destination
zone addresses.
Variables

UTIL Variable describing the mean interarrival
time of packets.

Logic Switches

1 A logic switch simulating the arrival of a
time slot.
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In order to achie're valid simulation results, it is necessary to assure
that steady-state conditions are approached and that the resulting statistics
are statistically significant at a certain level of confidence. These con-

siderations are treated below.

2.1.4 Steady State

A system has reached stable or steady state conditions when successive
observations of the system performance are statistically indistinguishable.

A system whose behavior does not satisfy steady-state conditions is usually
described as being in a transient state. [kOB 78, DAN 81, FIS 78] For some
kinds of systems no steady-state conditions are expected.

Most simulation models are developed and run under the assumption that
there are steady-state operating conditions. If this is the case, transients
occur because the simulation run was begun with atypical values for its state
variables. Therefore it is necessary first to select starting condition that
keep the transient period short and then to minimize the effects of transients
that do occur, so that the simulator performance is judged only on its steady-
state behavior.

For a single run of a simulator, a simple and basic strategy for setting
starting conditions is to begin in an empty and idel status; that is, assume
that the system {s completely clean of activity and run the simulator until
the transient effects are insignificant. It is easy to start the simulator
under these conditions, but the transient period iy likely to be quite long.

The effects of transients must be romoved when performance measures
are recorded in a simulation run. The most common method and the cne used

here is to introduce a nonrecording interval to put the simulator into

-
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steady-state conditions before collecting data. This is dune by running the
simulator until steady-state conditions arse achisved, then clsaring all
statistical accumulations (but leaving the state of the simulated system

as it is) and then continuing the run. The conditcions at the end of the
transient period become an a priori estimate of the steady-state conditions
and, in effect, are used to start a new run. This method is often easier
to program than its altemnative: to explicitly insert steady-state starting
conditions into the model. 1In GPSS, a RESET control operator facilitates
the clearing and -astarting process :GPS 71 ], This operator, which clears
statistical and other output accumulations without changing the model, 1is
used in our program.

To determine whether the model has reached a steady-state condition is
generally not a simple matter, because a steady state of a stochastic system
or its model must be defined in terms of the probability distribution of
the system state (rather than a particular state). That is, the notion of
the transient in a stochastic system is different, for instance, from that
of a deterministic system (such as sn electrical circuit), vhere the transient
behavior is completely characterized by its impulse response functior. It
should also be recognized that the equilibrium is a 1limiting condicivn that
may be spproached but never attained exactly. There is no single point in
simulation time beyond which that system is in equilibrium, but we can choose
some reasonable pcint beyond which we are willing to neglect the error that
is made by considering the system to be in equilibrium.

The choice of reasonable starting conditions cen diminish the transient
interval but cannot eliminate it completely. No simple rules can be given
to decide how long an interval should be eliminated. It is advisable to
use some pilot runs starting from the idle state to judge how long the initial

bias remains. This can be done by plotting the measured statistic againat
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run length as has been done in Figs, 2.13-2.15. It is highly desirable, however,
that the pilot investigation be done by repeating runs. Needless to say,

the initial values (often called "seeds") of the pseudo-random generator
(used to simulste random arrival of packets and random source destination
pairs) should be different in different runs; otherwise exactly the same
system output would always be observed, Figs. 2.13-2.15 show how difficult it
is to judge from a single run when the measured value has approached its
steady state. To minimize simulation cost, not too many runs were made to
determine steady state. We have used only one random generator and since

run length is proportional to computer .cont. we have taken measurements for a
certain limited interval of time only instead of making the run length too

long.

2.1.5 Confidence Intervals

The use of confidence intervals is an important technique for measuring
the degree of uncertainity in making inferences about population character _.ics
from sample data. The sample mean waiting time in queue W is different from
the actual population mean u and we estimate an interval around W such that
we can nredict with some level of confidence that u falls within that interval.
Out of the three main methods [KOB 78 ], for determining confidence intervals, ve
have used "the single run method" or "method of batch mesns". It makes
consecutive runs to obtain the confidence intervals shown in Figs.2.16-2.18,
using the final condition of one run as the steady-state starting condition
for the next run. That is, one long continuous simulstion run is divided into
contiguous segments or batches, each of which has the same length. The
sample mean W(J) of the j‘h segment is then treated as an individual obser-

vation. The method of batch means is shown below. A simulation program vas
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written and the initial 50,000 time units portion of output data starting form

an empty state was discarded for the transient period. Fig. 2.19 shows the

cffect of simulation time on packet delay. A single run of T=2,000,000 time

units was divided into m= 20 segments of equal length t= %- 100,000 units. A
The observed process is the waiting time in queue W(t) as a function of

simulated time t. More precisely, let the waiting time for a parcket arriving

at t = tji during the jth segment be denoted wi(j). The sample mean of
this quantity in the jth segment is then
nj
L wij)
(AR ) W (2.1.1)
"3

where ny is the number of packets processed during the jth segment , the
overall sample mean of the waiting time is

m k]
T 5(,)

e —IzL (2.1.2)

and the sample variance is

m
t W) w2 (2.1.3)
i=1

2 1

SW T Tm-1

)

The random variates W' ’are approximately normally distributed. Thus, the
t-distribution of m-1s19 degrees of freedom [KOB 78, BAS 66] 1s our model for

the variable

¢t .= A=y (2.1.4)

where u 1is the (unknown) population mean waiting time E[W(ti].

The distribution of the variable tm is student's t-distribution with

-1

m-1 degrees of freedom. Fig. 2.20 shows the distribution curves for various
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degrees of freedom. From these curves it can be seen that with small sample
size, the distribution is considerably more spread out than the normal dis-
tribution, but as szample size increases the t-distribution approaches the

Q

normal distribution. By letting ta /2 denote the upper 7 X 100 percentile

of the t-distribution we have,

B W) L

P A Ce/2;m-1 = Sy h ta/Z;m—l] l-a (2.1.5)
= = 1

cr P |W-t S < u<W+E iW_.‘.l__a (2.1.6)
X a/2:m-1 o = - a/2;m-1 ]

The random variable W + ¢ //n 1s called a confidence interval and

a/2;m-1 SW

l1-a is the corresponding confidence coef.iicient or the confidence level.

The sample mean and variance based on the m(=20) data, uniform traffic

with p = 0.2, are

W = 300-5
2.1..7)
2 1 7 s 52
and Sw- — z W - W)™ = 1127
m-1
i=1
Thus, the confidence interval for this case is
. -— Sw
Taking C-95 as a confidence coefficient, for which t0.025;19 = 2.093,
the 95 per cent (= 1 - a) confidence interval is calculated as
_ S
witulz;m-l —;—— = 300-5 + 15.69
= 316-2, 284-8 (2,1.9)

or 0.79, 0.712 slots
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Similarly the 75 per cent confidence intervals for nonuniform traffic are
also calculated. The results are given in Table 2.2, which shows that the
mean waiting time obtained by simulation may be considered as reliable

estimates. For the case N =N_ =5, with single packets only and uniform

T 2
traffic, Table 2.3 and Fig. 2.21 shows the CPU time necessary to achieve
reliable simulation results, as a function of traffic intensity. It will

be noted that simulation of a large number of cases can become expensive.

T —

T —
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Table 2.2 CONFIDENCE INTERVALS

Traffic Traffic intensity ? 95% confidence Mean from simulation,
P . interval (slots) - W (slots)
Uniform 0.2 . 0.71, 0.79 0.76
" 0.4 ©1.12, 1.23 1.19
" 0.6 . 2.03, 2.25 2.17
Nonuniform (2:1); 0.2 . 0.77, 0.87 0.83
" (2:1)} 0.4 i 1.35, 1.52 1 1.45
" (2:1); 0.6 | 3.24, 3.63 C 3,49
Nonuniform (4:1)! 0.2 i 0.82, 0.92 0.88
" (4:1) 0.4 ! 1.66, 1.94 A 1.82

" (4:1) 0.6 6.32, 7.63 7.23
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Table 2.3

UNIFORM TRAFFIC (NT - Nz = 5, single packets only)

e ——————

TRAFFIC INTENSITY | CPU TIME IN
) MINS. f
0.16 0.39
0.26 0.56
0.4 0.85
0.6 | 1.50
0.8 " 3.04
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2.2 EFFECTS OF SKEWED TRAFFIC, OVERLAPPING BEAMS, BATCHED PACKET ARRIVALS
Tables 2.4. through 2.6 give the ocutput statistics obtained for Nz 2 Np
5 and Tables 2.7 through 2.14 give the output statistios obtained for Nz

20, Np = 5 from simulation. In general, various different kinds of

traffics have been considered,

i) uniform traffie

ii) nonuniform traffic

iii) nonoverlapping zone traffic

iv) overlapping zone‘traffic

v) 3ingle packet traffic

vi) multiple packet traffic

For nonuniform traffic, in the Nz = NT = 5 case, two types of traffic

skew (2:1) and (4:1) have been considered, whereas for the Nz = 20, NT = 5 case
only one type of traffic skew (5:1) has been dealt with. With these
different skews, the probability of source and destination zones are given in
the corresponding tables. Nonoverlapping and overlapping zones for Nz = 20,
Nt = 5 case are shown in Figs. 2.38 and 2.39, respectively. Two different
kinds of overlapping zones have been considered. In Fig. 2.39(a) zones 1,2
and 3 overlap as well as zones 6 and 7. This means that no two packets with
source or destination address from the overlapping zones can be sent in the
same time slot, e.g., if zone 1 1is sending or receiving a packet, zones 2 ind
3 cannot send or receive, respectively. On the other hand, if zone 2 is
sending or receiving a packet, zone 3 can send or receive but not zone 1,
since zone 2 overlaps with zone 1 and not zone 3. However, if zone 2 is

sending, zone 1 may receive because the uplink and downlink frequencies are

different. The probability distribution of the nonuniform traffic (5:1) for
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Ny = 20, N, =5 is shown in Figure 2.40. In Fig., 2.39(b) zones 13, 14 and
15 overlap as well as zones 18 and 19, The difference between Figs. 2.39(a)
and 2.39(b) 4is that the traffic from overlapping zones in Fig. 2.39(a) is

more probable than traffic from overlapping zones in Fig. 2.39(b). In the
simulation results shown in various Tables and figures, traffic as in Figs.
2.39(a) and 2.39(b) has been designated as overlapping zones (high
probability) and overlapping zones (low probability), respectively. Messages
may consist of various numbers of packets. However, for simplicity, only two
different kinds of message length statistics have been considered -messages
consisting of only single packets and messages consisting of either single
and or multiple packets each with equal probability of occurrence. In
general, multiple packet messages might have many different lengths, but for
our purposes, only messages with length eight times that of a single packet
have been considered. In the simulation results we have represented messages
with a combination of equiprobable single and multiple packets as "multiple
packets."

Tables 2.4 through 2.6 and 2.7 through 2.14 show the queue statistics
and switch matrix statistics in parts (a) and (b) respectively. The results
of these various tables are plotted in Figs. 2.22 through 2.37 and in Figs.
2.41 through 2.62. In any table for queue statistics, the most important
parameters of interest, the average number of packets waiting in queue 5,
mean packet waiting time in slots i and maximum number of packets uaiting'in
queue Qmax’ have been shown as a function of traffic intensity o . Traffic

skew s:1 implies that the probability of having packets from a source
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or to a destination is s times higher than that from other sources or to
other destinations. In the case of uniform traffic, skew is 1:1, For the
case of N, = Np = 5 we have considered traffic skew 2:1 and 4:1; Traffic
skew 2:1 means that Prob. [zone 1 to 3] = 2 Prob. [zone 4 to 5] and skew 4:1
means Prob.[zone 1 to 3] = 4 Prob.[zone 4 to 5], For N, = 20, Ny = 5,
traffic skew 5:1 has been considered, which means Prob.[zone 1 to 4] = 5
Prob.[znne 17 to 20], as shown in Fig. 2.40.

The average number of packets waiting in queue 5 is given by the ratio
of cumulative time integral to relative clock time [GPS 71]. The cumulative
time integral for a queue is the sum of all of the clock units spent by all
of the packets in the queue, The mean packet waiting time ﬁ is given as the
cumulative time integral for the queue divided by total entries into the
queue during the run, The maximum queue length Qmax gives the maximum number
of packets in queue at any time during the run.

In any table for switch matrix statistics, the most important parameters
of interest, maximum number of transponders used Nmax and average number of
transponders used ﬁ, have been shown as a functior of traffic intensity
P Nmax represents the maximum number of transponders used at any time
during the run. The cumulative time integral for storage is the sum total of
all of the clock units spent by all of the packets in storage. The average
number of transponders i is given by the ratio of cumulative time integral
to relative clock time, The traffic intensity o 1is defined as mean packet
arrivals/slot/transponder.

A DA/DS system w:th list scheduling has been considered. Now,
according to the switching constraints, no more than one packet with same

source (or same destination) zone can be transmitted in a given time slot. As
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a result, in general, for nonuniform traffic, the queues lengths and packet

e st

delays are expected to be larger than those for unifora traffic, In oases
of nonuniform traffic, tranumissions from the source or destination zones
having higher probability mass functions are more likely to occur, which
implies that higher numbers of packets have repeating source (or
destination) zones as compared to the case of uniform traffic. Due to our
switching constraint, the larger the number of packets with the same source
(or destination) zones, the more the queue builds up and and the average
delay of the packets increases, Packets from high probability souprce or
destination zones remain unprocessed with higher probability. Tables 2.4(a)
to 2.6(a) and Tables 2.7(a) to 10(a) verify what has been discussed above,
Comparing Tables 2.4-2,6, it is obvious that the more nonuniform the .
traffic, the higher is the average queue content and the average delay.

Tables 2.4 through 2.6 deal with Nz 3 NT =5, and Tables 2.7 through
2.10 deal with N, = 20, Ny = 5. Figs. 2.22 and 2.41 show a comparison
of average number of waiting packets 6 vs. traffic intensity for various
traffic distributions., Fig. 2.22 deals with Nz z 5, NT = 5 whereas Fig,
2.41 deals with NZ z 20, NT = 5, Figs 2,23, 2.42, 2,43, and 2.44 show
comparisons of average waiting time W for packets vs. traffic intensity o
for various traffic distributions. Fig. 2.23 has Nz = NT z 5 while the
others have Nz z 20, "T’ 5. qm‘x denotes the maximum number of packets
waiting in queue at any time during the simulation run, and since we have
assumed Poisson arrival message statistics, we expect Qm to increass with
traffic intensity o. This is verified in Tables 2.i-2.6 and also in Tables

2.7-2.10. Plots of maximum queue length Qmax vs traffic intensity o for
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various traffic distributions are shown in Figs. 2.24-2.29 and Fig. 2.5,
The first five figures deal with Nz s NT = 5 and the last one with Nz = 20,
NT 2 5. The maximum queue length can have only discrete values since it
represents a number of packets. There is not much difference in queue
statistics for low values of traffic intensity , because for low traffic
intensity queue occupanoy is low and the effect of the switching constraint
is less., As a result it does not matter much whether the traffic is uniform
or nonuniform, But for higher values of traffic intensity there are many
packet arrivals and the switching constraints have a more significant
effect, resulting in a stronger dependence of the results on different
traffic distributions,

For uniform and nonuniform traffic saturation occurs at different values
of traffic intensity op. For uniform traffic P sat A, 1, for the
nonuniform (2:1) case o, . » 0.8 and for nonuniform (4:1), p,.e % 0.7.
These are all for N, = NT s 5.,

Tables 2.4 -2.6 and Tables 2.7-2.10 also give comp‘risons of the
average number of transponders used N and the maximum number of transponders
used Nmax for different traffic distributions, These results are plotted in
Figs. 2.30-2.37 and Figs. 2.46-2.47. Like the maximum number of waiting
packets in queue Qmax' the maximum number of transponders used umax can have
only discrete values, In general, we expect all the transponders to be busy
when the traffic intensity is high for Nz = NT z 5§ because for high traffic
intensity, the chances of having waiting packets from all different source

and destination zones are better, which causes more transponders to be used,

But for Nz = 20, NT = 5, we expect the maximum number of transponders used
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Nmax to be 5 for all values of traffic intensity p because in the same time ;

slot, five packets out of Nz s 20 oan easily be found with nonrepeating |

e

source or destination address. But if N, » 5, the chances of having 5

packets with different source or destination zone address are low. Thus "nax

[ —————

stays constant at 5 in Fig, 2.47 and slowly rises to 5 in Figs, 2,3U4=2.37.
Of course, the maximum number of transponders used can never exceed NT' the
number of transponders available., From the plots we may conclude that the
distribution of traffic does not have much influence on the maximum or
average number of transponders used . The two results most strongly affected
by traffic distribution are mean packet waiting time W and average queue :
length Q. v |

Now considering traffic from overlapping and nonoverlapping zones, we
expect traffic from overlapping zones to have larger mean waiting time and
average queue length than traffic from nonoverlapping zones, unless the
overlapping zones have very low probability mass function., For traffic from
the low probability regions, not many packets from overlapping zones arrive
and it does not matter whether the traffic is from overlapping or from
nonoverlapping region., But if the traffic is from overlapping zones with
high probability then we may expect several packets from the overlapping
zones to contend for service. No two packets from overlapping zones can de
sent in the same time slot. In addition, every packet must also satisfy the
condition that the overlapping zones are not sending (or receiving) any
packet in the same time slot., The more constraints on the packet to be sent,
the fewsr the packets that can be sent in the same time slot.

Tables 2.11-2,14 give the queue statistics for traffic from different
kinds of overlapping zones and verify the conclusions above. These results

are plotted in Figs. 2.48-2.52, From these simulation results it may be
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soncluded that for traffic from high probability overlapping zones,

the mean packet waiting time and the average queue content is higher than
that of low probability overlapping zones . However, by comparing Pigs. 2.42
and 2.48 it may be concluded that the mean packet waiting time for nonuniform
traffic (5:1), nonoverlapping zones, and traffio from overlapping zones with
low probability are very close, especially for low traffic intensity. A
similar conclusion about the average gqueue length may bdbe drawn,

Tables 2.11-2.14 also give comparisons of the average number of
transponders used and the maximum number of transponders used vs, traffic

intensity for traffic from different kinds of overlapping zones, These

results are plotted in Figs, 2.53-2.58., In these figures, the maximum
number of transponders used doss not depend on the typs of overlapping zones,
Since Nz s 20, N.r 2z 5, there are always at least 5 packets satisfying all
the constraints. The average number of transpcnders used is the same for _
different kinds of overlapping zones provided that all the traffic is served.

However, saturation occurs at different values of o as can be found
from Tables 2.13 and 2,14, For multipacket traffic from overlapping zones
saturation ocours at o‘“go.ss for high probability overlapping zones and
at o sat X .65 for low probability overlappi . zones .

Next the effect of message .length on the queue of waiting packets and on
the transponder usage has been studied for Nz s 20, N.r z 5, Two types of
message length statistics have been considered: only single packet messages
and a mix consisting of a combination of single and multiple packet messages,
Since according to the switching constraints, two packets with the same

source or destination addresses cannot be scheduled in the same time slot,

R R
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we expect the queue of packets to build up for the multiple packet

case and cause the mean packet waiting time W and the average queue ocontent 5
to increase, Tables 2.7-2.14 giving the queue statistics for single and
muitiple packet traffic show this behavior, These results are plotted in
Figs. 2.42, 2,48, 2.59-2.62, which shov mean packet waiting time W in slots
for different message langths and differeat traffic distribution, in Figs.
2.41 and 2.51, which show the effect of multiple packets on the average
number of packets waiting for various traffic distributions, and Figs. 2.45
and 2.52, which give the maximum number of packets waiting on the queue for
different message mixes and traffic distributions, In general, the following
conclusions may be drawn from the results; for multiple packets the average
queue content and the mean plcke-t waiting time is much higher than that of
single packet traffic whether the traffic is uniform, nonuniform, overlapping
or nonoverlapping. For the particular case of multiple packet and traffic
distributions considered, multiple packet arrivals have much more influence
on mean packet waiting time and average queue content than nonuniformity of
traffic.

Tables 2.7-2.14 also give the maximum number and average numbe; of
transponders used for measages of various packet lengths and different
traffic distribution . These results are shown in Figs. 2.46, 2.47, 2.53 -
2.58. There is not much difference in average number of transponders used N
for various packet lengths and the maximum number of transponders used "mx

remains the same as before, since all packets are served below saturation.
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Table 2.4(a) NUEUE
UNIFORM TRAFFIC

Nz - N‘l‘ -5
- 1 A
Pij = Prob., [lource zone i] . Prob. _ destination zone j ] ,
1.1
-3 sfox' 1<1<5, 1<3<5
Traffic Average queue | Msan packeat Maximum queue
intensity length, waiting time length, an
[ Q (slots), W
.07 .21 +56 4
.2 oL L L76 11
4 P2.37 1.19 16
.6 i 6.54 2.17 25 .
.8 | 2182 5.3 61
Table 2.4(b) SWITCH MATRIX
UNIFORM TRAFFIC
Nz - NT =5
P,s = Prob.[source zone 1]. Prob. {chlcination zone j]

1 1
=3 3 for 1 <1

235, 1<3<5

? .6
' .8

Traffic inteasity, Maximum no. of Aversge no. of trans-
p transponders used, ponders used, N
Nnax
.07 3 .37
.2 4 1.01
b ‘ 5 2

5
5
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Table 2.4(a) QUEUE

NONUNIFORM TRAFFIC ;: Traffic skew 2:1
Nz = NT =5

Traffic skew a:l

Pij - Prob.[.ource zone i] . Prob.[dolttnltion zona j‘

e d
- __S_Sa-;;f for 1 <1<3, 1<j<3
(38 +

- —t 1<1, J<3, 4<3, 125
(s +2)
1

(38 + 2)2

|
FoS
Ir
-
A
w
-
p-S
A
i
A
w

Traffic intensity, Average queue ! Mean packet waiting Maximum queue

length, walting time length,
j " (slots), W %.x
.07 .22 .59 5
; o2 .84 .83 11
‘ A 2.91 1.45 16
.6 10.54 3.5 34
‘ .63 12.97 4.2 41 . .
i .66 18.34 5.48 51
.13 37.5 _ 10.26 , 82

Tabhle 2.5(b) SWITCH MATRIX
NONUNIFORM TRAFFIC; Traffic skew 2:1

N, = Np =5
Traffic intensity, | Maximum no. of trans- Average no. of trans-
) © ponders used, N ponders used, N
max

[ .07 ; 3 .37 }
; .2 , 4 1.01 |
' A | 5 x 2

.6 5 i 3.01

.63 5 | 3.15

.66 5 | 3.34

.73 5 ‘ 1 65
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Table 2.6(a) QUEUE

ORIGINAL PAGE IS
OF POOR QUALITY

NONUNIFORM TRAFFIC; Traffic skew 4:1

Nz = NT =35

Traffic skew s:l

Pyy ™ Prob.[source zone 1@ - Prob,[destination zone jﬂ
S2
= — for 1<1<3, 1<3<3
(3s + 2)
s—-—E-—-—-i- 1<4i, §<3, 4<3, 1<5
(3s +2)
= —1-——-3- b<i=<5, 4<j=<5
(3s + 2)
; f
Traffic intensity, . Average queue Mean packet i Maximum queue
i length, Q waiting time ' length,
e ’ (slots), W * Qmax
.07 .23 .61 | 5
.2 ! .89 .88 11
A 3.66 1.83 19
.6 21.8 7.23 60
.612 26.58 8.62 67

Table 2.6(b)

NONUNIFORM TRAFFIC;

Nz = NT = 5

SWITCH MATRIX
Traffic skew 4:1

Traffic intensity,

1
Maximum no. of trans-~

Average no. of_trans-
ponders used, N

0 ponders used, Nmax

.07 l 2 .37
.2 3 1.0l
A 4 2

.6 5 3.01
.612 5 3.08
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Table 2.7(a) QUEUE

NONOVERLAPPING ZONES

NONUNIFORM TRAFFIC; Traffic skew 5:1

Nzlao’

Ny 5

Py g2 Prob. [ source zone i]: Prob[destination zone j]

Problsource zone {]

= Prob{destination zone J]

2 0,083 forlg¢i, J< 4

2 0,066 for5¢< i, Jg8

2 0.049 for9< i, jg 12

0.033 for 13< 4, J< 16

0.016 for 17¢ i, J< 20

MULTIPLE PACKET

Traffic intensity,| Average queue Mean packet waiting Maximum
o length, Q time (slots), W queue length,
Qmax
0.2 3.88 4,02 32
0.4 9.22 4.57 43
0.6 16.10 5.40 67
0.8 30.50 7.59 108

Table 2.7 (b) SWITCH MATRIX

NONOVERLAPPING ZONES

NONUNIFORM TRAFFIC; Traffic skew 5:1

NZ = 20, NT=5

MULTIPLE

PACKET

[ Traffic intensity,
o}

Maximum no., of

Nmax

Average no. of transponders
transponders used, | used, N,

(S E NS S )

S SRS
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Table 2.&(a) QUEUE

NONOVERLAPPING ZONES
JNIVORM TRAFFIC
Nz 320, Np= 5
Pij = Prob{®surce zone i]. Probldestination zone j]
Prob[sourc: zone i] = Prob[destination zone j}

= for 1<4, j<20
20 !

MULTIPLE PACKET

Traffic intensity, | Averag: queue | Mean packet waiting | Maximum
e length, time (slots), W queue length,
nax
0.2 A 3.92 32
0.4 8.79 4.36 46
0.6 14.87 4.99 59 .
0.8 27.30 6.80 107

Table 2. &(b) SWITCH MATRIX

NONOVERLAPPING ZONES
UNIFORM TRAFFIC
N, = 20, NT =5
MULTIPLE PACKET

Traffic intensity, Maximum no. of transponders | Average no. of trans-
o used, Nmax ponders used N
0.2 5 0.97
0.4 5 2,02
0.6 5 2.97
0.8 5 4.00
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Table 2.9(a) QUEUE

NONOVERLAPPING ZONES ‘
NONUNIFORM TRAFFIC; Traffic skew S5:1
Nz = 20, NT =5
PiJ = Prob., [source zone i]. Prob,[destination zone Jl
Prob.[source zone i] = Prob.[destination zone j]

0.083 for 1<14i,§j <l

0.066 for 5 < 1,J <8

0.049 for 9 < 1,3 < 12

0,033 for 13 < 1i,j< 16

0.016 for 17 < 1i,i < 20

SINGLE PACKET

Traffic intensity, Average queue Mean packet waiting | Maximum
0 length, Q time (slots), W queue length,
Umax
0.2 0.59 0.58 7
0.4 1.32 0.66 12
0.6 2.37 0.78 16
0.8 4,38 1.09 20

Table 2.9(b) SWITCH MATRIX

NONOVERLAPPING ZONES
NONUNIFORM TRAFFIC; Traffic skew (5:1)

Nz z 20, NT =5

SINGLE PACKET
Traffic intensity, Maximum no. of transpon-| Average no. of transpon-
] ders used, Nmax ders used, N
0.2 5 1.00
0.4 5 2.00
0.6 5 3.01
n.8 5 4,02
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Table 2.10(a) QUEBUE

NONOVERLAPPING ZONES
UNIFORM TRAPFFIC

NZSZO,NT =5 A
Pij = Prob.[source zone i}. Prob(deatination zone jl
Prohlsource zone i] = Probldestination zone j]

sl for 1 < 4,§J <2
20
SINGLE PACKET

Traffic intensity, Average queue Mean packet waiting | Maximum queuel
0 length, % time (slots), W length, Q
0.2 0.56 0.55 7
0.4 1.23 0.61 12
0.6 2.16 0.72 17 | .
0.8 4.05 1.01 20

Table 2.10(b) SWITCH MATRIX

NONOVERLAPPING ZONES

UNIFORM TRAFFIC

Nz s 20 ] NT = 5
SINGLE PACKET
[ Traffic intenstiy, Maximum no. of Average no, of transponders
0 transponders used, | used,
Nmax
0.2 5 1.00
0.4 5 2.00
0.6 5 3.01
0.8 5 4,02
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Table 2.11 (a) QUEUE

OVERLAPPING ZONES (overlapping in low probability region) E

NONUNIFORM TRAFFIC; Traffio skew 5:1 i
Ny 220, Np=5

Pij = Prob, [source zone i]. Prob.[destination zone jl

Prob. [source zone i] = Prob.[destination zone j]

0.083 for 1< 4i,j <
0.066 for 5 < 1,3 <8

0.049 for 9 < 1,J <12

0.033 for 13

'A

i, 216

0.016 for 17

in

i,3=20

SINGLE PACKET

Traffic intensity, Average queue | Mean packet Maximum queue .
o length, Q waiting time (slots),| length, Q
W
0.2 0.59 0.58 7
0.4 1.33 0.66 12
0.6 2.43 0.8 16
0.8 4,57 1.14 21

Table 2.11(b) SWITCH MATRIX

OVERLAPPING ZONES (overlapping in low probability region)
NONUNIFORM TRAFFIC; Traffic skew 5:1
Nz = 20, NT =5
SINGLE PACKET

Traffic intensity, | Maximum no. of Average no. of
o transponders used, transponders used,
Npax N
0.2 5 1.00
0.4 5 2.00
0.6 5 3.01
0.8 5 4,02
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Table 2.12 (a) QUEUE

Ng =5

Traffic skew 5:1

P1j = Prob.[source zone i]. Prob[destination zone j]

(overlapping in high probability region)

Probsource zone i] = Prob.[destination zone j]

0.083 for 1 <4i,j< U
0.066 for 5 <41i,j<8
0.049 for 9 <4i,§<12
0.033 for 13 <4,3J<16
0.016 for 17 24,3 <20

SINGLE PACKET

Traffic intensity, | Average queue Meand packet Maximum queue
P length, Q waiting time (slots),| queue length,

W Ynax

0.2 0.66 0.65 9

0.4 1.59 079 1y

0.6 3.26 1.08 18

0.8 7T.32 1,82 i 31

Table 2.12.(b) SWITCH MATRIX

OVERLAPPING ZONES (overlapping in high probability region)

NONUNIFORM TRAFFIC;

N,

20, NT s 5

Traffic skew 5:1

SINGLE PACKET

Traffic intensity,

Maximum no, of

Nmax

transponders used,

N

Average no, of
transponder used,

JT Uy W
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Table 2.13 (a) QUEUE

OVERLAPPING ZONES (overlapping in low probability region)
NONUNIFORM TRAFFIC; Traffic skew 5:1
Ny =20, Np =5
P, y = Prob.[source zone i]. Prob.{destination zone j]
Prob source zone i] s Prob,[destination zone j]

0.083 for 1 < 4,5 < ¥

0.066 for 5 < 1,J < 8

|A

0.049 for 9 < i,J <12

N.033 forl3 < 1,5 <16

0.016 for 17< 1,3 <20

MULTIPLE PACKET

Traffic intensity,]| Average queue Mean packet Maximum
o length, waiting time queue length,
(slots), W Quax .
0.2 3.9 4,04 32
0.4 5.4 4.67 45
0.6 16.66 5.60 70
0.65 19.69 6.02 78

Table 2.13 (b) SWITCH MATRIX

OVERLAPPING ZONES (overlapping in low probabililty region)
NONUNIFORM TRAFFIC; Traffic skew 65:1
“Z = 20, NT =5
MULTIPLE PACKET

Traffic intensity, Maximum no. of Average no. of trans-
0 transponders used, ponders used, N
Nrnax
052 5 0096
0.4 5 2.01
0.6 5 2.97
0.65 5 3.27




- 2.3 -

Table 2.14 (a) QUEUER

OVERLAPPING ZONES (overlapping in high probability region)

NONUNIFORM TRAFFIC; Traffic skew 5:1

Nz =

20, NT=5

PiJ 2 Prob.[source zone i) . Prob,.[destination zone j]

Probf source zone i] = Prob,.[destination zone j]

0.083 for 1 <4i,j<b

0.066 for 5 <4, <8

0.049 for 9 <i,j <12

0.033 for 13 <4,j <16

0.016 for 17 <1i,3 <20

MULTIPLE PACKET

[ Traffic intensity, | Average queue | Mean packet Maximum
0 length, waiting time (slots),|queue length,

v nax
0.2 4.16 4.3 34
0.4 10.84 5.4 59
0.45 12.63 5.65 60
0.51 16 6.21 64
0.55 18.24 6.58 70

Table 2.14 (b) SWITCH MATRIX

OVERLAPPING ZONES (overlapping in high probability region)

NONUNIFORM TRAFFIC;

Traffic skew 5:1

Nz =20, Ny =5
MULIPLE PACKET
Traffic intensity, Maximum no. of Average no. of
p transponders used, transponders used,
Nnax
0.2 5 0.96
0.4 5 2.01
0.45 5 2.23
0.51 5 2.57
0.55 5 2.77
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Fig, 2.38 Nonoverlapping Zones




(b) Overlapping Low Probability Zones
Fig. 2.39 Overlapping Zones
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3. INTEGRATION OF STREAM AND BURSTY TRAFFIC

3.1'

INTRODUCTION
3.1l Conventional Segregated-Switched Networks:

It has been a tradition in both public and private sectors to have
communication networks handling separately voice and data traffic.
Initially, the transmission of information was successfully implemented in
two modes: Analog for voice, digital for data. Correspondingly, two
switching techniques were developed and proven successful up to now:

o Circuit Switching for Voice

o Packet Switching for Data
The circuit switching (CS) mode consists of establishing a source-to~
destination physical path (circuit) and maintaining it for the entire duration
of the transaction (call), The cross network delay is then small and
approximately constani. The network manages the access of CS traffic on a
loss basis; i.e. if the outgoing trunk is fully busy, then arriving calls
(customers) are blocked. The degree of service in such networks is typically
measured by the probability of blocking (or loss) of a given call . The
packet switching (PS) mode consists of grouping data into packets, each
packet being routed independently through the network on a store-and-
forward basis. The network communication resources (Buffers, links, etc.)
are dynamically shared, hence, better utilized. The degree of service
expected from a PS network is commonly evaluated by two interrelated
measures: The end-to-end delay suffered by a transmitted packet and the
delivery rate of packets to their destinations, referred to as throughput.

In this mode of switching, time delay and throughput are subject to severe
degradation when the communication resources of the network are
overloaded by an uncontrolled offered traffic load. To prevent or alleviate

such performance degradation and maintain the network operating point in a

e 8 e B B s 10 A
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desired range of efficiency (minimum delay, maximum throughput), three
issues have been actively studied in recent years, namely:

o Flow control

o Routing

o Buffer management
These issues, although important, are not addressed in this work, with the
exception of section (3.4.1.2), where a simple data flow control mechanism is

presented.
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3.1.2 Evolving Integrated-Switched Networks
As the variety of users is rapidly expanding and the volume of their

traffic is expected to increase sharply, future communication networks are

planned to have the capabilities to handle heter.geneous users with different

characteristics and requirements. Considering tpical classes of traffie, and ' |
based on the transaction size, traffic rates and delivery time requirements,
we may classify this traffic mix into two categories:

o Stream Traffie: (e.g., voice, video, file transfer, ... )

o Bursty traffic: (e.g., Interactive computing, information

retrieval ...)

Stream traffic messages are mainly long and uninterrupted. Their
users have a wide spectrum of characteristies (e.g., the bit rate ranges fron
tens of Kbps for voice to Mbps for video) and requirements (e.g., the max
time delay variation ranges from 200 ms for voice to possibly tens of minutes
for file transfer), This traffic may be managed on a blocking basis (e.g.,
voice) or on a delay basis (e.g., data).

Bursty traffic messages are short and discrete with a high peak-to-
average traffic ratio, The transmitted information requires extensive error
control with tolerable total network delay. This traffic is commonly
managed on a delay basis.

In a communication network, the resource of primary cost is the
transmission bandwidth available (or trunk capacity). The switching mode
(CS or PS) for these 2 classes of traffic is thus based on the efficiency
achieved in bandwidth utilization. Thus, C8 is clearly more cost-effective
for stream-type traffic because of the long and contiguous nature of

information messages. CS leads to bandwidth waste during the inherently
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long interruptions of bursty traffic flow. Hence, PS is a more likely
candidate for bursty-type traffic. Figure 3.1 shows how CS and PS are
compared in terms of time delay with respect to message length [0CC77].
As was mentioned earlier, CS and PS networks evolved traditionally in
parallel to support separately voice and data communication needs,
respectively. As more and more communication services emerge (FAX, video
teleconferencing, word processing ete.), it is expected that the future trend
will favor the integration of both CS and PS in a common rather than
separate system. This integrated switching approach promises the following
benefits [MAG 81] |

o Dynamic sharing of the network facilities leads to much higher
utilization of communication resources, yielding significant dollar
savings.

o New technology trends and new applications are more easily
adapted to integrated networks.

o Equipment duplication is minimized because there is more
flexibility in interconnections between the various types of user
;erminals.

However, in contrast to these advantages, drawbacks may be imposed
at the implementation level of an integrated system. This is due primarily to
the large differences between applications requirements (e.g., bandwidth
ranging from tens of Hz for TTY to several Mhz for video, digital
transmission for some applications, analog transmission for others...)
Implementation costs, in both software and hardware, may be considerably

higher and will have to be studied, however.
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3.1.3 Overview of the Ixisting Integrated-switching Approaches

Apparently, the earliest proposal for integrated switching was initiated
by IBM in 1974 [JAN 80]. It consisted of multiplexing CS and PS
traffic in a slotted frame structure representing the common channel.
Figure 3.2 illustrates a time division integrated multiplexor. The time
axis is quantized by frames subdivided into time slots. A boundary separates
the frame into a CS portion which handles CS traffic (e.g. , voice) and a
PS portion which handles PS traffic. This is referred to as fixed frame
fixed boundary (FFFB). Due to the unpredictable variations in CS traffic,
part of the CS region of the frame may be unused, thereby wasting band-
width. To avoid this wast : and improve channel utilization, PS traffic
may be allowed to cross the nominal boundary and occupy idle CS slots.
This is referred to as fixed frame movable boundary (FFMB). A variable
frame which adapts its length to traffic variations has also been considered
in the literature,

The first analytical investigation of these multiplexing structures
(FFFB, FFMB) was carried out by Kummerle [JAN 80] who derived
approximate
expressions for circuit blocking probability (using classical Erlang-B-formula)
and average packer delay. His results, supported by simulation,
showed higher performance of the MB, as may be expected. In 1976, Fisher &
Harris [FIS76] attempted an exact analytical approach to the MB system,
using a multiserver model technique, resulting in an M/D/N queue
formulation of the PS process (data). This analysis was validated by
assumptions which were reported to be erroneous in [JAN80,WEI80] and the
model is claimed to give very underestimated values for packet delay when
the effective capacity available for PS traffic is smaller than the offered

load.
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In 1977, an approximate model was developed by Oechiogrosso et al
[OCC 771, in which an arbitrary slot within a frame is intermittently
available for packet service. Analysis of this model is tractable, and is
presented in Section 3.2 for subsequent use, At about the same time, Chang
approached the analysis of the FFMB system using an exact for-
mulation of the joint voice/data stochastic process as a two-dimensional
Markov chain. The analysis was successfully carried out and results were
succinetly obtained, but the computational complexity poses a severe limi-
tation in treating realistic cases. In order for this report to be self-
contained, this approach is also presented in Section 3.2 and its complexity
is pointed out.

In the work of Maglaris & Schwartz [MAG 79], the variable frame
scheme is first analyzed and its superior performance is shown as compared
to the fixed frame. However, its implementation needs considerable
hardware and software complexity to meet synchronization and time-
transparency requirements for CS services. The fixed frame multiplexing
structure was modeled as a Markovian decision problem under two optimality
criteria involving blocking probability for CS traffic and time delay for PS
traffic. Again, according to this model, the MB scheme offers near optimal
performance,

Recently, Janakiraman [JAN 80] modelled the fixed and variable
frame schemes both with fixed and moving boundaries, with a single server
(synchronous switch) and gave a three-dimensional Markov chain formulation,
The three dimensions are associated respectively with the CS process, PS
process, and position of the server (switch) within a frame. Numerical
results of this contribution agree quite with previous work. Other contri-
butions in this area, mostly numerical (simulation), are also known in

the literature, Table 3.1 shows a chronological list of the main contributions
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with a summary of their characteristics [JAN 80].

3.1.4 Problem Definition and Outline of the Chapter
The 30/20 GHz market assessment studies predict a large number
of services included in three main categories: Voice, Data, Video, This

heterogeneous population of users ranging from interactive computer termi-

nals to television channels suggests a high integration of multiplexing,
multiple access and switching procedures in order to meet economically the
user needs with efficient usage of the available bandwidth, In this chapter
we address the isues of integrated swiching and bandwidth allocation in the
environment of the 30/20 GHz multiple-beam satellite communication
system, The problem of user access to this satellite system can be seenina
three-level control hierarchy.

Level 1. Connection and Concentration of the various types of

information sources (classified in our terminology into stream & ‘

bursty terminals) to their earth~station. |

Level 2. The M stations, competing for the same uplink channel, have

to be multiplexed in an integrated structure. The TDMA protocol at

this level is considered throughout this chapter.

Level 3. The onboard switching facilities are shared by the Nz

zones (covered by a multibeam antenna) to access the Nz downlinks

via NT transponders, NT < Nz.

A strategy is needed to sequence and schedule the

connections of uplinks to the appropriate downlinks in order to achieve

some desired criterion.

This hierarchy is illustrated in Fig. 3.3.
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The access problem of terminals to their earth-station (Level 1) is not
addressed here. We consider first the integrated multiplexing of stations to
accers their common uplink channel (Level 2), second, we examine the
problem of scheduling the uplink-downlink transactions, with attention paid
to the constraint of time requirement inherent to some C8 traffic.

In Section 3.2 the analysis problem associated with CS and PS
stochastic processes arising in integrated systems is posed; then the queuing
problem is analyzed by adapting two models that have appeared in the
literature. These models have been selected to point out, on one hand, the
computational intractability of an exact analysis, and on the other hand, the
simplicity of an approximate method;

In Section 3.3, we approach the problem of allocating satellite
capacity to integrated users (stations) communicating via the satellite in a
multizone, multibeam system. Focussing on the station access problem
(Level 2), different capacity assignment strategies are presented and
analyzed for CS traffic. A numerical example is treated and performance
evaluation is carried out for both CS and PS traffic, The closed form
results obtained from the approximate models of Section 3.2 are used for
packet performance evaluation. Finally, the different capacity assignment
schemes are compared in terms of both circuit and packet performance.
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3.2 TRAFFIC BEHAVIOR AT THE INTEGRATED MULTIPLEXOR LEVEL

We adopt the common assumption of Poissonian statistics for
both circuit and packet arrival processes. In addition, with
the assumption that both circuit switched call durations (circuit
holding times) aiJ packet lengths (packet transmission times)
are exponentially distributed random variablcs,we achieve also
Poissonian statistics for circuit disconnection and packet
departure processes. Thus, the joint circuit/packet switched
(rP/PS) traffic process arising in an integrated multiplexor
evolves at steady state as a two-dimensional Markovian birth-
death process. The paramet:rs of this model are described in the

following section.
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3.2.1 Analytic Model with Exponential Message Lengths:
Two-dimensional Markov Chain

The integrated system, described earlier, is essentially a

queuing system with two types of arrival processes: stream arrival

(CS) and bursty arrival (PS). An FFMB frame management is adonted

in this analysis because of its higher performance (proven in

relevant studies:{?IS 76, ,MAGC 79 etc) and its potential feasibility

for use in an integrated-network design procedure. The integrated

svstem in this case is succinctly characterized by thc {following

characteristics and parameter assumptions:

. CS stream traffic

Arrival process is assumed Poissonian with rate 1,.

Holding time is exponentially distributed with mea

Managed on a blocking basis.

. PS bursty traffic
Arrival process Poissonian with rate Ay
Packet length exponentially distributed with mean
Managed on a buffering basis.
Buffer size finite/infinite
. Channel characteristics
Frame duration: F slots
CS portion : N_ slots

]
PS portion : NB slots

n

1

u2

1

g
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., Performance measures
CS traffic: Blocking probability PB.

PS traffic: Average pkt delay and/or probability
of overflow.

The time slots (if.e. civcuits) are assigned to €S users
(customers) at the start of cach frame (SOF). It iz assumed that
CS customers arrviving during a trame arve queued until the start
of the next frame and, {f all the NS slot: arve busy then these
cwitomers are lostt, In queuing terminolopy, the CS process hehaves
Like an M/MINGING process, Packets are ~erved in ecach of the Ay
slots plus anv idle <lot in the CS region,  An avrviving €8 customer
which cannot find a tree slot precmpts a PS customer. Preempted PS
customers return to the data butter and await sevvice, The PS process
Lehaves like an MiMfNR*SfM trocess, where 8 ix a vandom variable rep-
resentitg the number of idle circuit slots (0<8-N.) and B iz the buffer
<ize.  This svstem, illustrated in Fig. A1, lends itself to a two-
dimensional Marhov chain formulation, as in Fig. A.2 and Appendix A.
The variables Qg and QB represent the number of (S and PS custemers in
the =vstom, respectively, The state diagram of this joint process and
the corresponding state cquations for the case B finite appear in
Appendix A, Tn principle, the state cquations could he solved to
detormine the steadv-state icint probabilities for various numbers of
oceupicd stroam traf ic (CS) slotx and bursty (PS) hiaffer occupants,
However, it ix not practical to do so. (See Appendix A).

Case R = = (Infinite butlfer size)

If the storage space available (R bufter units) for data is
assumed to he very large comparcd to the date queues that mav build

up, we can consider the bufter size (B) to be infinite. In thiz case,
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the system of difference equations appearing in Appendix A, is solved
by the use of the standard technique of moment generating functions CA
(mgf). Given that taere are QS = i CS customers in the system, we

define the corditional m.g.f. as:

Pi(z) = §° 0 pﬁz.* for i=0,1,...Ng (3.2.1)

Applying this m.g.f. to the equatioas (A.1l) to (A.6) in Appendix A, ve

get the linear svstem

i

Pylz) b,(z)
P (o) b, (2) 7
Aij = (3.2.2) Lo
' Pys(2) byg(2)

i
Where Aij, the (i,j)the element of the NSxNS system matrix, is a
function solely of *he parameters (Al, AZ’ Mys My NS, NB), and

bi{z) is a function of the unknowns Pij, i=0,1,...NS
j=0,1,...F-i-1

that we need to determine in order to solve the linear system (3.2.2)
for the Pi(z). Using Eqs. (A.) through (A.3) of Appendix A, the
Pij may be expressed in terms of Poj, j=0,...F. To find these

Poj, we need (F+1) equations, obtained as follows:

Equation (A.4) solved recursively yields NB equations

. One equation is obtained by Ly Pij = 1

j
. . . C det Ai(:z
Considering the Cramer solution Pi(z) = =t > where

Ai(z) is the matrix A with i-th Column replaced by vector b(z).
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It can be proved that det A(z) has Ng unique roots

z4 in (0,1). The existence of the Pi(z) requires

det Ai(zj) =0 for j-1,2,...NB (3.2.3)

which leads to a set of NB equations.
At the costof great computational effort in this intermediary step,

one can manage to solve for Pi(z). Related details can be found in

FIS 77' and related work by Chang.

a) PS8 traffic performace

Case B finite: In addition to the average packet time delay,
an appropriate measure, useful for buffer size design, is the
probability of overflow.
- - Ns . .
P0 = Pr Ll+j = B+ﬁj = Ii0 Pi, B+F-i (3.2.4)
Case B infinite: Pkt performance is measured by the average

time delay

JOREY 3% i |

Only simple examples (Nssl, NB-O) have been treated in the

z =1 (3.2.5)
literature WEI 80'using this method because realistic cases
involve unmanageable computations inherently encountered in

recursive solutions and finding the roots of det A(z) = 0 in

the disk (0,1).

b) CS traffic performance

The probability of steady state occupance of the M/M/NS/NS

system governing the CS process is
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e J/k! A
p E( busy slotg = ,5 , where o = 1 (3.2.6)
£° o/m ¥ \
m=D \

The blocking probability, the CS performance measure, is then

a special case: » 4

N
Py = h§5 slots are bus,»_:J = S __ (3.2.7)

It should be noted that the above expression for PB’ known in

telephony as the Erland-B formula, is a approximation in this

case because CS customers access the queuing system only at the
start of the frame. Therefore, the Erlang-B formula is valid only
for short frame durations. Fig. 3.4 shows the dependence on
PB and the validity of the Erlang-B formula with frame duration.
In conclusion, the model, introduced here for completeness,
highlights the computational complexity, mentioned earlier that
is involved in analyzing integrated switching. Consequently,
this model is abandoned for the rest of this report. Instead,

approximate methods to analyze PS traffic performance are

considered in the next section.

3.2.2 Approximate analytic models:
a) Formulation as M/D/1 queue with ON-OFF server
In the frame configuration that we have been describing
so far, we seperate the CS region (NS slots) from the PS region
Ng slots). However, as far as implementation is concerned, the CS

slots are not confined to occupy only the CS portion of the frame,
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but can be spread out or interleaved along the frame in a deterministic
or quasi-random manner. Thus, a packet arriving at any instant within
the frame may attempt service at the start of the next slot if'this
latter is available (not occupied by a circuit). So, a time slot
selected randomly in the frame is intermittently available for

packet transmission. Clear'v, the probability of the slot availability
at some time, denoted by ¢ depends on the frame management policy
(fixed or moving boundary) and the numrer of circuits in progress

at that time. With this frame implementation, the svstem lends

itseltf to be modelled as in Fig. 3.5 by an M/D/1 queue where the

server is available for PS customers with probability o given bv:

* Fixed boundary

Np
0 = o (3.2.8)
* Movable boundary
o= & (3.2.9)

where € is the average number of slots occupied by CS customers
within a frame.
An expression for the queue length of the randomized service

M/D/1 system may be obtained as inE)CC 73 .

Let Pn = Pr [n pkts are present in the system at the start
(of the current data slot.
~ . . -
v, = Pr .k new arrivals during a data slot.
k — 4

Then, as in @CC ”ﬂ R

Pn = z’ﬁ;é Yy El-a)Pn_k *°Pn+1-k_—_] + ¥, (Po*oPy) (3.2.10)
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and the moment generating function is

oPO(z-l)
P(z) = (3.

Z*?Z—(?%‘O

(28]

.11)

v
"

- -
Pr ‘empty system;
A

1-1,4% = 1-}, (3.

~

2 .12)

p* is the effective constant
service time (slot duration)

[of

. n(z) = Li=g v.z7 is the mgt of the pkt arrival (3.
- J process.

[ES}

.13)

Using this expression, the average number of pkts in the integrated

switching system is then

(3.2.14)

Assuming that packets arrive according to a Poisson process,

and using Little's result, we get the average packet time delay

A (1-0,/2)
- L 2
T XZ 505 (3.2.15)
or normalized
1-0,/2
T 2
K —O'_O-E— (3.2.16)

It can be noticed that this result is similar to the one of a
A(1-0,/2)
. 2
normal M/D/1 queue (given by __TTFE___ ). Clearly, the effect of
service interruptions, which occur with relative frequency o,

increases the delay suffered by an average packet and limits the PS
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traffic intensity Py to be smaller than ¢, otherwise the system

gets unstable.
This model is used in the next chapter to evaluate PS traffic

performance in an integrated multiplexor transmitting over a satellite

channel.
b) Formulation as a single server subject to 'Breakdowms"

Contrary to the previous implementation model, the CS slots are now
assigned adjacently in the circuit region of the frame (NS slots). Thus, as far as
the transmission of packets is concermed, the FFFB or FFMB frame structures can
be modelled as a single-service system whose service is interrupted during the
portion of the frame occupied by CS traffic (see Fig. 3.6). A packet arriving
during the PS portion of the frame starts service at the start of the next slot,
whereas a packet arfiving during the CS portion of the frame 'sees' the server
in 'breakdown' state and thus must wait until the start of the PS portion to
be served. (See Fig. 3.6). Packets are assumed of constant length.

As before, the CS slot occupancy is characterized by the probability

Pk = Pr k occupied CS slots . = NT o (3.2.17)
— - ngo pl/m.
and
Pr blocking =P i_k=NSJ (3.2.18)

Here, o, as defined previously, will represent the fraction of the

frame reserved for PS traffic (and 1-0 that reserved for CS traffic).

We focus on PS traffic performance analysis by evaluating the

mean time delay using a "work" concept and taking into account the
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"repair time of service breakdo'wn.s". {YU 81] . A typical realization of a
the "work" function is portrayed in Fig. 5.7.
Let t = AF : duration of the frame
A = pkt service time (or slot duration) _
T = mean system time of a pkt from arrival until departure.
A new pkt may arrive during the CS or PS portion of the frame with

probability (1-¢) or o, respectively.

Case of fixed boundary

Assume first that a pnacket arrives during the PS portion of the
frame, and let Tl be its system time. The overall time spent by

a packet in the system consists of three components, namely:

JT . . N .
-5 expected time before pkt service will be interrupted.

2

(I+2,Ty)aA: Residual work to be completed on average by the
packet before leaving ‘he system. The term
AZTI represents the average number of packets

that would arrive during the time (T,) the

packet is in the system. This is eq&ivalent

to the number of packets that the arriving
customer will find on average in the queue,

and which have to be served before the considered
packet can go to service.

(1+A,T1)A - ¢ 1/2
~ (1-0)t: Service repair time which is
: equal to the number of breakdowns
times the average interruption
period.

T

where X ,i.xnidenote the smallest integer > x and the largest

integer < x respectively. We can approximate;'x by 7x+1i and
therefore the mean system time 6f a pkt arriving during the PS

portion of the frame is




ORIGINAL PAGE I3
= 3.20 - OF POOR QUALITY

a1 (1+k2T1)A+G t/2
T1 i (1+A2T1)A +[ 5t J (1-0)t (3.2.19)

If the packet arrives during the CS portion of the frame, it
will be delayed, similarily, by

(1-0)% : expected time until start of PS portion (start
of service)

o (1+A,T,)A : residual work (T, is Average System time)

(1+X2,T,)4
[———E%—l——J (1-0)t : service repair time

therefore, we have

. 1+1,T,)4
T, = (1-0)5 + (1+2,T,)a + L———E%—l——J(l-c)r (3.2.20)

The total pkt system time is the weighted sum of T, and T,, .
T = oTy * (1-9)T, (3.2.21)

If the number of service interruptions (breakdowns) is large,
we can approximate |x] = x in Egs. (3.2.19) and (3.2.20).
Thus, Eq. (3.2.21) becomes

(142, T, ) +A% (1+A,T.)A
T+ (1eA,T)8 + L ng Z J (1-0)t +L-7;;1—3 -Pl-o)zt

(3.2.22)

[ 8]

T = (1-0)

Using Eqs. (3.2.19) and (3.2.20), we get the normalized system

time [Yu 81].

Qjr

(1-0) t/, +
% = - (3.2.23)
1 - 2,4

o

Case of movable boundary

The effective boundary is represented by the normalized average

number of busy slots in the CS region, that is
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Ng kP o1/k!
E(y)= Ek.o - where Pk " = (3.2.25)
s b S P™/m
m=0 "1
and its second moment is
N P
E(v2)= 5,5, Kk’ ;‘5 (3.2.26)
S

The average éystem time delay encountered by a packet is
estimated in the same manner as in the previous case, noting that a
packet that arrives during the CS or PS portion of the frame is
expected to wait E(YZ)T/ZE(‘Y)OI‘ E(l-y)2 t/2 E(1-y) before the CS
or PS portion ends, respectively :}‘U 813 ‘

The partial system times, conditioned on the arrival time

within CS or PS portion, are respectively

2 (1+x,T,)A
E ) 2°2 . -

T, = T + (1+2,T,)40 + [_————JE(Y)T (3.2.27)
2 " D) 22 E(1-Y) 2 |
Y ' (1#Ax,T,)4- E(1-A)° t/2E(1-~)

ro BT aegTe l' 2'1 . ]E‘”‘
1 2E(1-Y) E(l-y)T
(3.2.28)
The total time is
T=[1-EM] T +EM T,
After some calculation, we getEL’ 83.
% ¢ TERY
= x;a 1 (5.2.30)
T TEY)
where 2 2 2 3
a E(y )+E(1)-ZE(})EEY))-ZE (y) +2E°(v)
-E(y
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3.3 INTEGRATED SWITCHING IN A MULTIPLE BEAM SATELLITE SYSTEM

In the context of the NASA 30/20 GHx studies, the prodlea of multiple
access and resource allocation has been previously considered in a packet
switched traffic environment [STE80]. The same problem is adressed here in an
integrated circuit-switched (CS) and packet-switched (PS) traffic environment
arising in a heterogeneous population of users to be accommodated by a
multibeam satellite system. We first concern ocurselves with the integrated
station access problem, Several schemes are then presented and their

performance compared.

3.3.1 Uplink Capacity Allocation

The satellite system is assumed to serve Nz zones via uplinks and
downlinks of the same capacity (e.g., 2 Mbps). The same average traffic load
flows between zones. M earth stations located in each zone collect traffic
from stream (CS) and bursty (PS) terminals in that zone. The access problem
of these terminals to their earth station is not considered here. Therefore,
earth stations within a zone are viewed as integrated users, sharing the same
uplink channel in a TDMA mode. The capacity (C bps) of ‘the satellite channel
is represented on the time axis by a fixed frame structure managed on a fixed-
frame, fixed-boundary (FFFB) or fixed-frame, moveable-boundary (FFMB) polioy.
The frame is divided into F time slots of duration A . A nominal boundary
separates the CS portion (Ns slots) from the PS portion (Ng slots). The
multiple access of stations within a zone as illustrated in Fig. 3.8 leads to

the following resource allocation problen.
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city allooation at tion ) 'Y
Given a satellits uplink channel of capacity C bps, shared by M CS/PS
integrated users in a TDMA mode, we seek strategies to assign this capacity to
the integrated users in order to achieve the following objectives:
e Efficient utilization of the bandwidth (maximum utlization of the
frame),
® A desirable level of blocking for CS traffic (e.g., Voice Calls).
e The best possible delay-throughput characteristic for PS traffic.

(i.e,, minimize delay, maximize throughput).

3.3.1.1 Circuit Capacity Assignment

Focusing first on the CS capacity (Ns slots) assignment problem, seieral
schemes are now presented (see Fig. 3.9).
a) Fixed assignment.

N
The same number of slots, N a - is assigned to each station

M
during each frame in a fixed manner as in Fig, 3.9a. The circuit arrival
process from each station is assumed Poissonian with the same rate Al, and
the circuit holding time is exponential with mean -%1. Assuming that the franme
duration is short enough (compared to circuit holding time), the acces of CS
customers from a given station to the ch'nnel is governed by an M/M/N/N systen.
Again, the state probability of this sysatem is
o /!
k N

I o
me=0

(3.3.1)

T/m!

where p. =

ORIGINAL FAGE 15
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These CS customers are blocked when all N slots are busy, that is with
probability,

of/k!

m (3.3.2) \

Pr[k s N] = PB 2

o m [
a0 P17
A quantity of crucial interest, used later in packet performance
evaluation, is the total average number of slots oocupied by the CS customers,

It is given by

M
e =M [ k P
k=0 %
z Mpl(l-PB). (3.3.3)

after some calculation.
It 1is clear that this fixed assignment scheme leads to bandwidth waste during

low traffic periods because many slots remain unoccupied.

b) Shared-pool assignment

The corresponding frame configuration is illustrated in Fig. 3.9b.

ORIGINAL PAGE I3
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A pool of U unassigned slots is made available in the S portion. The |
remaining (Ng- U) slots are assigned to the M users in a fixed manner. The é
free pool U 4is shared by all CS customers on a desand basis, that is if the
N slots are all busy then the overflowing traffic has access to the pool.

The probability of overflow is just

N
o, /N!
8" — (3.3.4)
m,
mEO plln.

P

The intensity of the total overflowing traffic competing for the pool is given
by i
oy 2 Moy PB1 (3.3.5)

The overflow arrival process is no longer Poisson, but under heavy traffic the

Poisson property remains approximately valid, With this assumption, an

overflow CS customer which finds the pool full is blocked with probability

(Du)u/ul

P
B, * U
m=0

(3.3.6)
)" /m!
Finally, the total blocking probability for a partiocular CS customer is given
approximately by the product
The average number of busy slots can be derived as follows.

e = M 01(1 - PB ) ¢ HolPB (1 - PB )

1 1 2
€ s M 91\1 - PB) (303-8)

¢) Demand snssignment,

In the scheme of Fig, 3.9c, any arriving CS customer i3 assigned a time

slot (if available) in the CS portion of the fruase, on a demand basis. The
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intensity of arrivals is Hol and Pp s, similarily, givsa by

"a Ns " .
PB s (Npl) ,“u! /¢t fﬂol) /m! (3.3.9)
a=0

The average slot occupany is again

€ 2 Mo(l - Ppy, (3.3.10)

d) Shared Channels Assignment

In the previous model, the pool of U slots is of arbitrary size and its
access is unrestricted. Because of traffic variations, a particular station
may occupy most of the pool, creating congestion among other incoming CS
channels, To avoid this, the same model is refined in the following way: The
pool is divided into R shared channels consisting of NA slots each. Any
station, on demand, may take one of the R channels (if any) and use up to NA
slots. The station must release tiis channel when it is not needed to make it
available for the other stations. The corresponding frame configuration is
iilustrated in Fig. 3.9d. It should be noticed, as apposed to the previous

model, that N,R N, are variable parameters and are related dy

A
Ns = MN «+ RNA (3.3.11)

It is of interest to find optimal values of R, NA and N (or equivalently,

optimal pool size U = RNA) which yield minimum blocking probability for an

arriving CS customer.

The queuing system handling the M CS stations with their associated
shared channels can be viewed as a set of interconnected M/M/m/m queues (where
m is either Nor N + NA)’ In Appendix B, we analyze this system to find the
state equation from which we derive the blocking probabilty PB for CS arrivals

as well as the average state occupancy.
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Choice of R and Ny:

By examining the expression for P,, one would like to choose values for R
and N (or equivalently NA)' say R* and N® (NA‘), that reduce the blocking
probability as much as possible. To be able to choose these values, one needs
to know how PB varies with R and N(NA). The search for (R®,N*) was carried
out numerically for several examples. It was observed from these examples that

N
Py decreases when N increases for R fixed (0 < WM ;-1q3), and that the smallest

N
PB is attained for N* = Ms =1, On the other hand, among the minima of PB’

the smallest value tends to correspond to the value of R given empirically by

M
| U«
R 2
From the equation Ns = N®™ + R'NA we deduce N‘A = 2 using the general

N

-3 _ s . M
3 1 and R®* = >

empirical results N¥ stated above.

(e) Impact of digitization rate on circuit capacity assignment.

It was mentioned earlier that the services to be integrated in the 30/20
GHz system occupy a large spectrum, from narrow to wideband signals. The CS
portion of the integrated multiplexor TDMA frame must thus handle transmissions
with a variety of digitization rates (bits/sec). This suggests the idea of
assigning channel capacity (time slots) in proportion to these rates. Let us
assume that, classified by decreasing order of rate, we have K clases of CS

customers. Frame slots may be assgined as in Table 3, where

Rl > RZ see > Rk
Q1 > az ves > Q'k (3-3012)
and
a e (3.3.13)
i - ZR 3030 3
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Table 3.2 Traffic Classes by Rate

Traffic
Class Intensity Rate Slot Allocation/frame _ ;
A
1
1 Olz m Rl & slots (bytes)
c "
2 2 ) %
' * ' '
] L] ’ ]
] t ' 1 ]
[ ' ' ]
K k 0 M
]

Assuming that the frame duration is much shorter than the average circuit
holding time (exponential), this system can be viewed as a K-dimensional

Markov Chain, The state equation is given by the closed form expression.

k
P(nl'nZ""nk) = P(Q) n n [} (3-3-14)
i=1 it
The constant P(Q) is determined by the normalization condition

£ P(n) = 1 (3.3.15)

where S is the space of all allowable states, defined by the resource
constraint
T
an = 30y 4 0, + eee + uknk: Ns (3.3.16)
From Eq. (3.3.15), we have
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(3.3.17)

L J
where H, is the maximum number of class 1 customers in the system, I2 in the

maximum number of ciass 2 customer given that 0 class 1 customers are in the

system, etc,

where |x]|

A customer

That is,

NS
1=
) I.Ns - 0y a3 J
|

k-1
RNy

%k

denotes the largest integer < x,

of class i 1is blocked with probability

I P(m)
i n

(3.3.18)

(3.3.19)

where the sum is over states such that n ¢ S and n + & ¢ S, where e, is the

itheall entry vector (all zeros except 1 in the ith position).
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Exponential Assignment:
Assume, without loss of generality that
Ns 2 Gk-ll (3.3020)
vhere a 1s an integer constant greater than 1, and m is an integer., Tinme \
slots are assigned to a class i arriving customer according to the rule
a; =¥t slots (3.3.21)
In this case, we have
1 B! e ot
P(0)= ¢ I .1z I 7 (3.3.22)
nl-O n2=0 nk-o i=1 i
where i k-1
I\‘.S o} m
/ 11 = 31 = "1 = n
a .
k-1 k-1
a m-Q nl
12 = ak°2 = a(m—nl) = a(Il-nl)
. (3.3.23)
B i TP SN o 2 S
I = 1 2 i-1
¢ h 1
a

ol ST SRS R ALY

k-1
\ Ik s a[ak‘am - jil uk'j'lnjj = G[Ik_l- "k-l]
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This problem is known in classic telephone trunking as the multi-channel
problem because of the N, slots (or channel) with.n a frame. It arises
typically in a T1 transmission system in which, for example, 64 Kps and 32
Kbps rates are to be handled,

23

For illustration, let us consider the case of K = 4§, a = 2, Ns z 2°m,

The Ns slots are allocated to arriving customers {calls) as in Table 3.13.

Table 3.3 Slot Allocation

k=04, 2, Ns=8m

Class Slots allocated
1 23 - 8
2 2% = 1
3 21=2
4 20 =1

We are interested in the blocking probability for each traffic class. For

instance, this probability can be computed for class 3 in the following way:

%]

z nZ {P(nl.nz,nB,8m—8n1-4n2—2n2)+P(n1,n2 3,8m-8nl-lm2-2n2-1)}
172 3

+ P(0,0,4m,0) (3.3.24)
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The total blocking probability is given by the weighted sum

k=4 p1
e I T % (3.3.25)
- i
I o
g=1

The average number of busy slots (channels) in the system is given by
E(8n1+1ln2 * 2n3 + n,) = 8E(n)) + llE(nz) + ZE(n3) + E(ny).

And it is known from before that:

E(n) = ¢,(1 - PBi). (3.3.26)
i =1, ..., K= 4

which is just the average number of class i customers in the system.
Consicer the simple numerical example of K = 2, a=z2,N_=32=2x16

= 2 m. From the previous expressions we have

-1
m 2m-1) el o } oyl 02
P(n,,n,) =4 L z — — (3.3.27)
1'% 1=0 =0 il j! n,: n2!
m-1 . _
PB s I {P(nl, 2m-2n1-1) + P(nl,Zm-an)} + P(m,0) ¢3.3.28)
1l n,=0
1
m
P = z P(n,, 2m - 2n,) (3.3.29)
B2 nl=0 1 1
E(2n,4n,) = 2 °;(1-PB1) + P2(1-Pgp) (3.3.30)
Considering the traffic mix
°1
B = (3.3.31)
L ¥ 9,

as a parameter, the blocking probabilities for classes 1 and 2 are plotted

versus the offered load in Figs. 3.10 and 3.11 for two values of B, 0.5 and
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0.75. Similar parametric curves can be obtained for k > 2 olasses of
oircuit-switched services with various rates. These curves may form an
important tool for the system designer so as to evaluate a desired degree of
service (here PB) under a given traffic mix ( 8 ) condition. In a sense,
ranking the users' traffic according to the rates is analogous to assigning
partial priorities. Figs. 3.10 and 3.11 show the gap in the degree of service
(blocking) between the two classes of users. This gap, as expected, is

relatively more accentuated for light traffic.
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3.3.1.2 Packet Capacity Allocation

The frame may be shared by PS traffic under both fixed and moving
boundary policies. The average time delay, the packet performance measure, is
evaluated using the approximate models described in section 3.2.2, namely:

#M/D/1 with random server

#Single server subject to "breakdowns."
The expressions for packet time delay are given by Eqs. (3.2.16),(3.2.23) and
(3.2.30) Because of its superiority in performance, the FFMB scheme is given
more emphasis here and is considered in the following numerical example., It
is important to stress the fact that the two models above correspond to two
different frame implementations. Consequently, these two models cannot be
compared on a numerical basis. In the example treated in the next section, we
used only the first model to evaluate packet performance . Clearly, the
evaluation of this performance is straightforward using the second model by

referring to Eqs.(3.2.23) and (3.2,30), .
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3.3.2 Performance Comparison

The uplink satellite channel (assumed of capacity 2 Mbps) is

synchrcnously clocked into time slots of duration A msec, grouped in frames

of F slots. Data packets, assumed of constant length P = 1000 bits, are

transmitted one per slot, so that &4 = B, -19993- z 5§ msec, The oircuit and % \

packet performances are now evaluated on thix}gllowing example: F =z 50 slots,
Ng = 2l slots, Np = 26 slots.

Fig. 3.12 shows the variation of the blocking probabilities with the CS !
offered load per user, p,, for each of the four slot allocation schemes. We %
note, as expected, that the performance of the fixed assignment scheme is much i
worse than the two demand assigned schemes for small blocking probabdbilities.
The shared channel (where the pool is accessed two slots at a time) scheme is i
somewhat better than fixed assignment for this uniform traffic environment,
but still considerably worse than the demand assigned schemes in the same
range of traffic,

The comparative performance of the schemes reverses in the case of
packet delay, however, since in demand-assigned schemes, fewer slots remain
unused, Fig. 3.13 showing packet delay as a function of packet-switched
traffic intensity 02
indicates that the fixed assignment scheme is now the best, although not by
—11.—3!
0.52. This indicates that EBq.(3.2.16) on which these curves are based, is

, with ol = 2 Erlangs circuit-switched traffic per user,

very much. Note that the curves here are shown dashed beyond 92 3

presumably no longer valid beyond that point. This is because in the original
model [OCC 77}, it was assumed that the CS and PS processes are uncoupled
which is only valid approximately if one does not attempt to use the added
slots made available by the movable boundary to drive the system with a PS

traffic intensity o, > 0.52. The added slots may be used
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to reduce packet time delay, not to increase throughput.

All four schemes utilizing a movable boundary strategy show considerable
reduction in packet time delay over a fixed boundary strategy. For this range -
of parameters, then, it is the movable boundary that provides the basic
improvement in packet performance. The added effect of the specific circuit-
switched assignment strategy represents a relatively minor perturbation. 1In
Fig. 3.14 we observe that the performance of the demand assignment strategy
deteriorates with increased circuit-switched load more sensitively than the
other strategies. However, this effect must be interpreted with care since
bloeking probabilities become unacceptable for high rangs of P«

The comparative study carried out here may be extended to the case of a
more heterogeneous-traffic user environment, where results may differ from

those obtained in this work.
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3.4 ON BOARD PROCESSING AND STORAGE

Many advantages are associated with equipping the satellite with pro-
cessing repeaters instead of conventional translating repeaters. The
former provide on-board demodulation and remodulation which permits switching
to be performed at base band frequencies, resulting in less hardwars complexity.
The effects of noise and interference can be reduced by appropriate control
and regeneration of the detected data.

More importantly, the availability of detected data (bit streams, packets,
messages...) at the satellite, with the addition of some intelligence and
buffering capabilities, suggest the use of the satellite as an integrated store
and forward node performing the sequencing and switching of the CS/PS traffic

from uplinks to downlinks (see Fig. 3.17).

3.4.1 Integrated Downlink Channel

The outgoing pipe consists of Nz downlink channels connecting independerfly
the satellite to the Nz zones as in Fig. 3.18. A buffer is associated with
each downlink channel and the collected traffic is routed to the appropriate
buffer corresponding to its destination. The channel is assumed accessible to
CS traffic with preemptive priority over the PS traffic. CS traffic may be
managed on a blocking basis.

In this section we study the buffer behavior and the resultant queuing
delay at the satellite level. We first assume that both CS and PS traffic
have the same statistics, namely Poisson arrivals and exponential service time,
A frame structure is used for the entire satellite-earth pipe and each downlink

channel i{s assigned a sub-frame of 2 slots, The first slot forms a CS subchannel

and can be used, if free, for packet transmission. The two slots are not necessarily

of the same duration. Thus, the integrated channel can be modelled by a single~

server quening system in which the capacity of the server alternates between

i ‘
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two levels in a Poissonian manner. This is an application of a general queuing

model presented 1nEYEq 69] .
Next, we introduce priority traffic classes associated with ranked services.
Following the work by Shantikumar [SHA 81] , his model is extended below to our \

application of an integrated-switched channel, assuming constant packet length.

3.4.1.1 Two-Dimensional M/M/1 System

As far as PS traffic is concerned, the server (channel) oscillates between
two states denoted 1 (channel occupied by a cir-uit call) and 0 (channel free).
The time that the server remains at a given state is exponentially distributed
just as interarrival and service times of the CS process have an expcnential
distribution. The queuing model is shown in Fig. 3.15 and the corresponding

state diagram in Fig. 3.16.

The joint steady-state probabilities {Pij’ i=0,1; j=0,1,...} are related : .
by the following balance equations: |

[xz(l)-rul] Pio = ¥p(DPy; + NPy (3.4.1)

[xzcoma Py =¥, (0Pg, + WP o (3.4.2)

EZ“)*“Z“)*“I_-J Pyym up(DP gy + MR o)+ AP (3.4.9)

[xz(o)+u2(o)+x1] Poy = Uy (007 4y + Np(OB ( y b upPy, (3.4.4)

In the case of finite buffer size (say B), the system of equations above,
together with the condition 213 pij = 1, can be solved recursively for the
Pij" This involves (2B+3) equations, which may be manageable if B is not very
large. Quantities of interest, such as average buffer content or probability of

overflow are readily derived when the Pij's are known. This case fits very well with

the a »lication to the on-board buffer for a permissibles probability of overflow.
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If a large memory capacity is provided on the satellite so that queus
lengths cannot exhaust the storage space, we can assume infinite buffer size.
This case is treated in the following.

Since the average persictence time of the server (channel) in state

0 and 1 13 1/%1 and I/u1 respectively, we liave the probabilities:

I/UI pl

Hl = Pr [Ecrver in state E] - 1/u1+1/ll - 1+b1 (3.4.5)
1/A1 )

no = Pr [Eerve? in state §J - l/u1+llll - 1+°1 (3.4.6)

The average arrival and service rates for the packets in this queuing

system are defined as follows:

Xz = Eo XZ(O) + Hl Az(l) (3.4.8)
Uy ® HO uz(O) + nl uz(l) (3.4.8)

It should be noticed that the packet arrival process is totally indzapendent
of the server state, i.e., 12(1) = AZ(O) - Az ’ but the notation above
is kept for ronvenience. It will appear later that a proportionality relation

Az(l) AZ(O)
between the traffic parameters " leads to extremely simple solvability
Uz( ) UZ(O)

of the problem. This relation can ve generalized and it is discussed later as
a Flow Contrnl mechanism.
The set of difference equations (3.4.1) th-ough (3.4.4) can be reduced

to the single equation

M(DPy+ (0P = uy (DB 4y + % (0P 4,y (3.6.10)

Put in vector form, this becomes

T T
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with the vector definition

B =[Py Poj] and 1, = [ 2,0, 2,(0)] (3.4.12)

Eq. (3.4.10) recalls the M/M/1 result APj - tu+l' Thus, the queuing
system under consideration can be viewed as a 2-dimensional M/!M/1 system. The
average residual service capacity obtained from (3.4.10) by summing over j, §

is given by

Uy = XZ = Plouz(l) + Poouz(O) (3.4.13)

For the system to be stable, this residual capacity must be positive, i.e.,

Recall that XZ and Uz are given by (3.4.8) and (3.4.9). Now, defining the

conditional m.g.f. of the system as
= *® j =
Gi(Z) Lj-O Pijz , 1=20,1 (3.4.14)

We can transform Eqs. (3.4.1) through (3.4.4) into the following linear

system in Gl(z) and Go(z):

AD) -y G, (2) B, (2)
-u, Ag(2) Gy(2) - Bo(2) (3.4.15)

where 3
Ap(z) = |2 (1) +uy + uz(lﬂ - Ez(l)z + uz(l)/zj (3.4.16)
Ag(2) = [52(0) a4 uz(Oi] - [}2(0)2 + uz(o)/%j (3.4.17) :

5,(2) m () (E2h

Pio fori = 1,0 (3.4.18)
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To solve this system, we need to determine Pio' i=1,01.e., the prob- j
abilities that the system is empty of packets in one state or the other. For
this, we need two equation in P, and Py,. One equation is given by Eq. (3.4.13)
and the second is obtained as follows:

The Cramer solution of the system of (3.4.15) is given by

det Mi(z)

et M) .4-20)

Gi(z) =

where M = Al(z) - 11

-1, A.(z)
170
-
and M, is M with the i™ colum replaced by vector B(z)
It is known that det M(z) has a root at some z , !zO] < 1. Therefore,

det Mi(z) must have the same root for a solution to exist.
det M(zj) = det M,(zy) =0, for lzol <1 (3.4.21)

This condition leads to finding the root of the third-degree polynomial[}ﬁc 6i] .

g(z) = Az> + Bz + Cz + D (3.4.22)
where
A= 12(1) AZ(O) (3.4.23)
B=- Elx2(0)+xlxz(1)+x2(1)A2(0)+x2(1)u2(0)+x2(0)u,(l)]
(3.4.24)
= [ (043 11y (1415 (O (143, (D (0435 Oy (1) ]
(3.4.25)
D= —uz(l)uz(O) (3.4.26)

Combining :quations (3.4.13) and (3.4.21), we can get the quantities
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pw,pzol:nc 63. wnich enable us to obtain G,(z) and Go(z) from (3.4.15).

The quantity of interest for us is the average number of packets in the

buffer, given by

d -
m=-3— [c 2+ co(z:)l = 3.0 3By + By (3.4.27)

z2 =1
The final exprassion EYEC 65 is

4
EL =

— ;[uzm(uz(m-xz(on P o1, (0) (uy (D=2, (D) R,
2

1
- (uz(l)-)\z(l))(uz(O)—lz"“)j —— (3.4.28)

It is important to observe that the first term is the average queue length
A
of an M/M/1 queue with utilization factor Sé =-f:;— . In the case of an
u
integrated chanmnel, and during the long holding t%me of a CS call (—%— ~ 3 min.)

1
the service capacity for packets is reduced (uz(l) < uz(O)) and the queue builds

up to arbitrary large sizes. A sensitivity analysis would show that the second
u(0) Ay
s —— . The
1
first ratio compares a call holding time to packet service time, the second

term in (3.4.28) grows very rapidly with ratios such as 5
1

ratio indicates the average number of packets arriving when the channel is
{partially or totally) occupied by a circuit.
This point is investigated in the following special case: For example, consider

a single slot channel, i.e., uz(l) = 0, with

A2(1) = xz(o) = Az

EZ(O) = Uy

the parameters become

(3.4.29)

Gé = HOUZ(O) = HoUz
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From Eq. (1.10), we have

Ay

= I (3.‘.30)

-p
Uy 0 2
Substituting these parameters in Eq. (3.4.28), we get the average number of

packets in the queue:

: rAR
EL e —t— t —2—  —2 1 (1-1), (3.4.31)
1 -5 1-5, "1 9 0
92 92
where
—- Az
P, = (3.4.32)
2 gk
H 3
We readily observe that the ratio = , which is in the order of 10~ to
1

7,
10" (e.g., typically uy = 100, Hy = 0.01 in Voice Data traffic), makes the

second term much larger than the first term of Eq. (3.4.31).

EL . (3.4.33)
2
This delay. which is the packet performance measure, is plotted versus the

Using Little's result, the average packet queuing time is D =

PS load in Fig. 3.22 for the same channel availability T but with two different

o

0
of 10“ and 103. The gap between the two curves is very significant

ratios
i

and increases drastically with kz. The packet buffer behavior in terms of

time delay is depicted in Fig. 3.24 versus CS traffic load for a fixed PS traffic

intensity (p2 = 0,3).

3.4.1.2 Flow Control

From the simple numerical case treated above, itappears from the curves
of Figs. 3.22 and 3.23 that the queue of packets bullds up during periods of high
utilization of the channel by CS traffic during periods of peak circuit holding
times, the accumulation of packets causes very long queuing delays if the stability

condition is not violated. Thus, the need for a flow contral (FC) and/or buffer

management mechanism is apparent. This need is more urgent for our underlying
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application in the satellite system because of long distance propagation and on-
board weight requirements. Next, a simple feedback control mechaniswm is presented
to regulate Az. the arrival rate of packets, according to the state of the

channel (server). If a circuit is being transmitted (served), the feedback
controller reduces 12 to 12(1). and if no circuit is on the channel the controller
does nothing, i.e., Az = 12(0) (see Fig. 3.19a). Interestingly enough, if this

FC mechanism adjusts the packet rate XZ such that

L) 2,00
5,(D - (o) T P (constant) (3.4.33)

then, it can be readily proved by induction [YEC 69:] that the general state

of the system is described by the joint probabilities P = Hi(l-p)oj for

1,3
i=20,1.

Therefore the packet queue length is governed by
Pj = (Hd-l-l'[l)(l-o)oj = (l-p)pj which 1is nothing but the steady-state equation of
an M/M/1 of factor p. It is very important to observe that the PS process is now

completely uncorrelated from the CS process, i.e., the state of the channel

(server), and the number of packets in the system is simply

EL = lgp ’ (3.6.36)

where

o = AZ(O) - Pkt arrival rate
uz(O) Total channel capa.

(3.4.35)

The dynamic behavior of this oscillating queuing system is governed by
the parameters Al,ul characterizing the stastistics of the CS traffic emanating
from users of various types. This traffic may be very dense (large Al) or

very infrequent (small Al) with variable call duration or circuit holding time

depending on the service (voice, file transfer, etc.). It is useful to quantify
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the behavior of the system under study when such extreme traffic situations

occur. Two cases of particular interest, namely:

e Very heavy CS traffic (A + =) and very short circuit holding time
A

(u1 + =) but with constant traffic intensity, i.e., = g (constant);

u
1
The system oscillates very rapidly between the two states and the

probabilities of being in these states are

N SN (3.4.36)
1 l+p1 1+a T

1 1

Ho = 1+:1 = T (3.4.37)
Equations (3.4.1) - (3.4.4) then yield
i = Poj’ for j = 0,1,... (3.4.38)
From Eq. (3.4.13), we have
POO -EZ(O) +a ul(@ - :2 - TZ (3.4.39)
or
Po0 = HO (1- pz), (3.4.40)
where _
- A2
Py = — (3.4.41)
M2
Similarily,
P10 = Hl(l - °2) (3.4.42)
By inductive reasoning, we can show that
Py = My - 5,003, 3 = 0.1,..., 1 = 0.1 (3.4.43)

and the total state probability is

02-

P = (1 - 0,53 (3.4.44)
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We observe that the system converges to an M/M/1 system with average

parameters xz and Mo

e Very light CS traffic (kl + 0) and very long cireuit holding time \

(“1 + 0), (e.g., transfer of a very long file in a single message) with

= Q.
31

The set of equations (3.4.1) through (3.4.4) becomes

M) Py = uy(D) By

_ for 1 = 0,1 (3.4.45)
Dz‘”““z“ﬂ LI R PLCR T R P1C0 M

which are the standard difference equation of an M/M/I system with
A, (1)
2

°1 ¥ Hy (1)°
operates in two stable M/M/1 modes with probabilities Ho and Hl.

In other words, if Xz(i) < uz(i), i = 0,1, the system

Therefore, the total state probability is:

By = Lo Ny [E - oz(iz] o3 (1) (3.4.46)

Quantities of interest are readily derived from these probabilities.

3.4.1.3 Generalization to Multislot Downlink Channels

The control feedback mechanism described previously, which regulates the
packet flow and uncouples the two traffic processes (CS and PS), can be extended
to the general case of a multislot channel where the frame is divided into
F slots (Nl'slots for circuit subchannel, N2 for packet subchannel). The packet
arrival rate is maintained proportional to the effective channel capacity

uz(i) where 1 is the number of circuits in the system: that is

xz(i) xz(i-l) . ,\2(1) Az(i-l)

for i = 1,...,N1 (3.4.47)

u, () - u,d-1) 7 TF-L * TF-1-D
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AZ(O) represents the uncontrolled packet arrival rate (i.e. Max) and

u2(0) the maximum capacity of the channel.

We discussed this case in section 3.2.1., where the packet subchannel
was modelled as an M/M/S/= system with S = F - i. Recalling the two-
dimensional Markov formulation, it was not easy to find the state probabilities
Pij of the joint CS/PS stochastic process (i,j) and we saw how computatiovnally
complex the problem is. Fortunately, the FC scheme described above (see Fig.
3.3.19b) transforms the problem to an extremely simple one because it uncorrelates

the two processes (CS and PS) arising in the integrated channel, that is:

Pij = Pi Pj (3.4.48)

This fact can be shown by inductive reasoning on the set of balance equations

[EEC 6é] just as it was shown previously for the case of Nl = 1, N2 - 1, é .
Furthermore, the marginal state probabilities are given by
oi/i!
Pi = -—N—_m— (H/H/NI/NI system) (3.4.49)
1 o
z 1
m=0 ———
m!
3 1, (0) A
P = - - = [ X
3 (1 -9)p MM/1 with o 1, (0) - W)u, (3.4.50)
The performance of the system is evaluated by the circuit blocking
probability PB and average packet queue length EL. These are given by:
N
oll/N“
PB - (3.4.51)
ik o7 /m!
m=0 "1
EL = -£— (3.4.52)

1-p
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where
A

2
= 3-‘-53
P 1——“,,_“2 Uy ( )

A simulation study would be needed to compare the performance of the system
with and without the FC mechanism. It is mentioned in E(WO 803 that a simulation

experiment led to a performance improvement by a factor of 1000.

3.4.2 Priority Strategies in On-Board Swit¢hing

In the heterogenous environment of the satellite users that we described
previously, an interesting issue is the assignment of priority classes among the
data services. This priority ordering may be based on packet length, conversation
duration, signalling messages, etc. We consider a set of K packet priority classes
arriving at a given downlink buffer modelled as a single server (channel) queuing
system. The availability of the server is randomly interrupted by CS traffic

transmission. The system parameters are as follows:

e Priorities 1,2,...K
¢ Poisson arrivals with rates Al,...,AK packets/time unit.
e Packet service interval = one time slot = one time unit.
o Pr [}erver availablé] = 3
o FIFO service for same priority customers.
Following the model in [}HA BE] ,» we define the following quantities:
e waiting time: time from a customer's arrival to its first service
attempt.
o service time: time from first attempt to completion of service.

o Oueuing time: waiting time + service time

The average queuing time Ewr for priority-r customers is derived using level

crossing analysis [?HA BE] on the virtual waiting time Vﬁ process defined as the

waiting time of a customer r if it were to arrive at t. If an r customer arrives
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at t = 0 and the buffer is found empty then it may attempt service; otherwise
it has to wait until all higher priority customers who may have arrived are served.
Let Gr be the random time needed to clear the buffer from these higher priority
customers. So, just after t = 0, Vr = Gr and then drops linearily unti] it \
reaches zero or an r-customer arrives. In the first situation, an r-customer
arrival increases V: by Gr because he either attempts service or has to wait for
the higher priority customers to be cleared. In the second situation, the
arriving r-customer waits until the preceeding r customer is served (call Br this
service time) and the buffer is emptied of higher priority customers (call G;
this time). So Vi jumps by the amount Hr = Br + G; (see sample service realization
and V: sample path EHA 83 in Fig. 3.20 and _3.21).

When the buffer gets empty, a new cycle is initiated. We assume that the

process V: converges to a steady state, i.e.,

t -
lnm V=V (3.4.54)

and let Vr(x) be the PDF of Vr' i.e.,

V.(x) = P_ Err < a (3.4.55)

The level crossing analysis consists of evaluating the expected numbers of times
the process V: crosses the level x upward (U(x)) and downward (D(x)), then
E U(x) = E D(x) (3.4.56)

The analysis is carried out in EHA BE and the detalls are omitted here. The

average queuing time in slots, for the r-priority class is given by

i 0(2=c)
swr i - +1 (3.4.57)
T r-1
where .

(3.4.58)
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and A, is in packets/slot.

Using Little's result, the total average number of packets in the buffer is

EL=I_ A EW (3.4.59)

Some observations need to be made:

o The first term in the expression Ewr is the total waiting time
(from arrival until successful attempt of service) which has the same

form as the well known priority waiting time [ELE 75] .

E To :
W= as (3.4.60)
o (1-8)(1-8__,)
with
r Ai r
P T el T T Bel (3.4.61) |
L3
Here E TO is the residual service time given by
- _0(2-0)
E TO —_— (3.4.62)
in this case.
e In the case of one traffic class (K = 1), we have
g+ 2(1-A1) (1 - Xl/Z) 1
Ewl = Z(G-AI) = s Al + 3 (3.4.63)

and interestingly, the first term is just the result derived by
Occhiogrosso et al. in [ﬁcc 72] » using a completely different analytic
tool. However, the addition of the term %-makes this result more
accurate because it takes into account the fact that a packet arriving

within a slot can attempt service only at the start of the next slot.

e More importantly, EL, the total average number of packets in the

buffer, is the same under priority service and FIFO service. This is




readily shown by computing
mo= Iy A B (3.4.64)
which is
- 0{2=3a) - g+ 2(1=))
EL = ¢ 7\1 (1_91)(1_3 =) ] AE_z("')‘) j (3.4.65)
where
K
zj-o Aj (3.4.66)

Now, considering a FIFO service discipline, i.e., one class of
traffic with intensity Al = ), we see that Eq. (3.4.63) is exactly
the same as (3.4.65) after using Little's result.

Thi; result is quite important if buffer space is a major constraint

because we are accommodating priority services with the same buffering

resources.
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APPENDIX A

TWO-DIMENSIONAL MARKOV CHAIN MODEL OF THE INTEGRATED TDMA FRAME
The state transiton diagram for the joint CS/PS process arising in an
integrated TDMA frame Fig. A.1 1is given in Fig. A.2. Taking into account boundary
conditions, balance equations can be written by equating the rate of entering
a state and the rate of leaving that state. 7This leads to the following set

of steady state difference equations [kwo 80].

e For { < Ns, w2 have
'u . - - »
L(X1+A2+1u1+ju21Pij A1px-1,j*(i*l’“lpi+1,j+*sz+1,j**2pi,j-1“5*1)“2P1,j+1 (A.1)

for j =0,1,... F-i-1

-

L i1 - 11 = ) i 1 -
L‘1+k2+1A1+(F i)LZ.Pij \lPi_l’j+(1+1)g1Pi+1’j+A2Pi‘j+(F i)HZPi.j+1
for F-1 <j <B+F-1-1 (A.2)
r.
L\1+1J1+(F-i)u2] Py oo, 0Py, g P Prey, g4 fOF 3 = BeF-L (A.3)
e For i = Nq , we have

(A, +N A, +3uU,)P =)\_P, - + AP +(j+1)u,.P (A.4)

27§71 2 Ns,j 1 NS 1,j 2 NS,j-l 2 Ns,j+1

for j =0,1,... NB-I

(A #N U +N U )P, =A P +A,P + N, u,P (A.5)

2 7°s71 "BM2 Ns,j 1 5s-l,j 2 NS;j-l B "2 Ns.j+1

for j =0,1,..., NB-l
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(N U )P, = A BL - +AP AP (A.6)
P12, T TUNGL TNy TN

for i = B-HiB

Together with the normalization condition L Pij = 1, Eqs.(A.1) through
1,3
(A.6) can be solved recursively to determine the steady-state joint probabilities

P However, for a realistic case, the number of equations involved in the

ij°
computations becomes quite large. This number is computed in the following way:

For Qs- i, we have j = 0,1,..., B+F-i. This yields B+F-i+l equations.

Therefore the total number of equations is
Ns N +1
I (B+FH-1) = (—5
i=0

) (2B + 2N3+ N. + 2)

S

For illustration, an example with NS= 10, NB- 5, B = 10 requires 231 equations
to compute the Pij’ from which the quantities of interest in the performance

criteria are determined.
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APPENDIX B

ANALYSIS OF THE SHARED CHANNELS MODEL FOR THE CS SLOT ALLOCATIOR

PROBLEM

The state of the queuing system presented in Section 3.1.1-d and

depicted in Fig. 3.2(d) is described by the following closed form expression

n
M pii
P(nl’nZ"..’nH)-P(E) - P(g) n n' ° (B.1)
i=]1 i
A1
where S Sl and n, is the # of circuits from staiton i in the system.
"1

The existence of P(n) can be proved by writing the following balance equation:

™ -
M e =) - seas -1,..., ceee
(Hu 1+Mdul)P(n1, ,nM) 1 ;.P(nl 1,n2 ,nM)+P(nl,n2 1 n.H)+ i
~— -
—_—
Hd nonzero terms

+ ul [P(n1+1,n2, .ee ,nn)+P(n1,n2+1, .o ,n,“)+. P (B.2)

. J/
N

Hu nonzero terms.

It can readily be shown by substitution that Eq.(B.l) satisfies Eq.(B.2).

Now, it remains to determine the normalization constant P(o). This is done

by summin, P(n) over all possible states, and setting the sum to 1, that is:
LZP(n)+ ZP(n)+...+ L P(n)=1 (B.3)
S0 S1 SR

where state S_ means that K shared channels (ovt of R) are occupied.

K
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The probability of the system being in state sk. using symmetry, is

n

N4N NN N N M p, 1

Z B(a) = () OO S S m e 2
Sk nI'N+1 nk=N+1 nk+1-0 n'=0 i=]1 i )

=P () Pq" « (.4)
where a
pTi
N+NA 1
P= I , (B.5)
n,
n_ =N+1 i
i
N o‘l‘i
and q= = — (B.6)
nito i®

Therefore, using Eqs.(B.3) and (B.4), we get the following expression for

p(o):

p(o) = L
= R (:)quu-k

)
k=0

(8.7)

Now we proceed to calculate the probability that an arriving CS customer
from one of the M stations (users) is blocked. This occurs in one of the
two situations:
o The station has all its N dedicated slots busy and all the R channels
are occupied by the (M-1) other stations.
e The station is using one shared channel (NA slots) and all (N+NA)

slots are busy.
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Without loss of generality, a customer from station 1 is blocked with probability

P_, obtained by summing over all blocking states.

B
M1, N y \
= T
PB ( 0 ) Zgo e ..ao P(N-G-NA,nz,...,nH)
o2 Ty
N4N N N
+(“;1) p A T ... T P(MNL,.)
n,=N+1 n3-0 n}rO
. A
N4Y NN N N
M- A YA
. (x-i) Y .. T £ e I POWR,,.)
n,=N+1 nR=-.\!+1 nR +1=0 nH=0
- NN, NN, N N B
+(‘R )y L - T T eee L P(N,nz,...,nn) (B.8)
n, =N+ fpep W1 np, =0 ny =0

R NN, NN N N

Pg= I (";1) £ ... A I oo T PWN0p,...,00) (B.9)
k=0 nth-i-l n +1-N+1 n, +2-0 nM=0
+ 1 if k#R
where k = {B.10)
0 if k=R
and
<|-Y n
+ "11%k K P12 "1}l
P(N+k N, n_,...,0,)=P(0) = (B.11)
A’ 2 M (N+k+NA)! nz. nM!

Using Eq.(B.7) for P(o), we get the final expression for P_;:
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M-1-~
: ca (Tl gtk
k=0
Z (H)Pp M-m
mn=0
where
( oy AL (NN, )1 if kK#R
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The average number of slots occupied by customers from station 1 is
calculated as follows:
1 D
E(nl) 2 n [ M 1 k M-1-k P(o) 1
n, =0 l 1'
1 .
N+N R- P
LRI N G TR Ll JC) L T SR 1)
n1=N+1 k=0 1
. N n
U g( -1y k w1k pony 1
1
P(0) k \n1=0 nl.J
RL we1, k w1k /N, Nom )
+ I K g L Dlllnll - I o, /n
k=0 n,=0

1 1! i (B.17)
1 n,=0 /
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Therefore, the effective boundary is given, on average, by:

M E(nl)

E(y) = -F (8.19)

Similarily, the second moment of the effective boundary {or the number of

busy CS slots) is, after some calculation given by

, P(c) R-1 , __ .
E(Y") = (‘\1 l)pkq'\l 1-k pz A(N4N  =2)4+0 AN+, -1)
2 k 1 A 1 A
F k=0
-1, R M-1-R . .
+(LRMIR 02a(n-2)+ L A(N-1) (8.20)
R 1 1l
nod
vhere Am) = I Dlli! (B.21)

i=0

The parameter E(Yz)vis needed to evaluate the packet time delay using the

model of a single server with '"breakdowns" (see Eq.(2.14)).

(B.18)
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4, OPTIMAL CIRCUIT SCHEDULING IN SSMB SYSTEMS: PERFORMANCE BOUNDS AND
COMPUTATIONAL COMPLEXITY
Arbitrary traffic matrices
Interference (overlapping beam) constraints
Multi-channel beams
Different uplink/down configurations

As indicated in earlier chapters, when system structure and constraints

become more complex, the problems of design and performance analysis
increase commensurately., Thus, we have generally limited our previous

discussion of system designs to suboptimal ones when dealing with packet

switched systems having such complexities as skewed traffic matrices and

overlapping beams. Furthermore, our performance evaluation in these cases

has been essentially by simulation rather than analysis, since in a packet- § .
switching or integrated networks environment, any analytical models would be
completely intractable. However, if we limit our attention to systems in
which capacity is assigned on a slowly varying basis, as would be the case
for dedicated or switched circuit assignments, it is possible to expand
considerably the range of systems which are amenable to optimal design and
analysis. In this chapter we shall examine the SS/TDMA scheduling problem in
this context. The thrust of our work on this problem has been:

1) To determine the computational complexity of the scheduling problems

with a given set of constraints.

2) To develop optional scheduling algorithms in cases where that is

feasible, or suboptimal heuristics in cases where optimization is

impractical.
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We consider systems with arbitrary (i.e. skewed) traffic matrices, with

possible overlap (i.e., interference) between beams and with one or more of

the following additional types of complexity:

-~ different uplink/downlink beam configuraticns

different power allocations in different beams \

frequency reuse within beams by polarization

channelization within beams by FDMA, CDMA or other orthogonal
multiplexing schemes

- onboard demod/remod

- fewer transponders than beaas

In the following sections, we give a 3ummary of our resu.ts and those of

otners on these problems, The discussion emphasizes general computational

features of the scheduling problems. The specifies of the algorithms can be

found in the cited references. .

4.1. OPTIMAL SWITCHING FOR SYSTEMS WITH SINGLE CHANNEL BEAMS

We consider a system operatng with a fixed TDMA frame structure in
which slots are to be assigned on a permanent (or at 1east‘relatively long
term) basis to traffic defined by a given traffic demand matrix D. The
assignment of a single slot is assumed to represent the allocation of "one
unit" of capacity. The "units" might be in the form of digitized voice
channels (i.e. 64 kbps channels) or in any other convenient size. The entry
dij (an integer) in the D matrix indicates the number of units of capacity
required for transmissions from zone i to zone j. This capacity might be
allocated on a permanent basis (if we are dealing with leased channels) or it
might represent a pool of resources set aside for demand assignment in a
circuit-switched manner, In either case the slot allocation problem is the
same. We consider first, a system which has N uplinks, switched (through an

r-f switch in the satellite) to N downlinks, so that the demand matrix ts Nx
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N. (We treat below the case where there may be a different number of uplinks
and downlinks.) The optimal switching problem consists of accommodating the
specified traffic demand within a TDMA frame of minimum duration subject to
the system constraints, These constraints include the possible conflicts
within the switch, limitations on the number of active transponders,
interference due to overlappirig beams, and possibly others. A minimum
duration frame correaponds to maximum transponder utilization. Thus, an
optimized assignment corresponds to maximizing the throughput per frame,
(In practice, the time duration of the frame might be fixed, in which case
solving the optimization problem as stated here corresponds to packing a
given demand as "tightly" as possible into the frame, thereby allowing as
much as possible for additional demand, or more generally, freeing as much
transponder capacity as possidle for other use,)

Assuming that theare are N transponders available and that there are no

other constraints except those of the switch, it can be shown that a frame of

length

L > Max [m?; Ry, m§x Cj) (4.1)
where

R, = I d

i j iJ

C,z I d

3T G

is necessary to accommodate all traffic., For example, for the 4 x &
matrix of Fig. 4.1 the minimum possible frame size is L =z 4. It can also be
shown that this minimum length is achievable, and an algorithm has been

developed for determining an optimal schedule. As an illustration, the
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ratrix of Fig,4.l canbs scheduled as shown in Fig. 4.2. In the figure, each
row might be considered to represent the transmissions of a given transponder
associated with that uplink. Note that certain transponders are inactive
during part of the frame (shown shaded in the figure), indicating that 100%
transponder utilization is not (and cannot be) attained in this example. (Of
course, the assignment is nevertheless optimal,) For the details of the
optimal scheduling algorithm the reader is referred to [}NU 79].

It is interesting to note that the assignment problem just described is
related to a well-known problem in graph theory, known as the edge coloring
problem in bipartite graphs. As will be seen below, many of the other
problems we consider, involving more realistiec constraints also have their
counterparts in graph theory, suggesting that there is a lavge body of
literature to draw on in developing algorithms for scheduling and capacity
allocation.

The above problem can be generalized to the case where there are less
active transponders than zones and the demand matrix is not square. A non-
square matrix corresponds to a system with a different number of uplink and
downlink zones, Such a configuration might result from a syétem design
adapted to highly non-symmetric traffic distributions, in which antenna gains
and power allocations are adjusted to define geographic coverages differently
for uplink and downlink transmissions. Or it might be a design especially
adapted to certain special broadcast (multi-destination) requirements. A
typical example is shown in Fig. 4.3. In this context, the optimal
scheduling problem is stated as follows, Given a (generally rectangular)
demand matrix D, find a schedule which assigns all traffic in a frame of
minimum duration using K transponders, (The limitation to K transponders
corresponds to a constraint that no more than K simultaneous transmission can

occur during any slot.)




-4.5-

It can be shown that the minimus frame length necessary to scheduls all
traffic in this case is given by
L » Max(max R, oex Cy, (21 (8.2)

where T=: I 4
1,y 4

and fx} s least integer > x

An algorithm for performing the scheduling with this value of L has been
daveloped. As an example, with K = 2 transponders, the demand matrix of
Fig. 4.4 can be scheduled within a frame of length L = 12, as shown in the
figure, (This is the minimum possible frame length,) The details of the
optimal scheduling algorithm in this case may be found in [BONB8O].

Sometimes it is advantageous to attempt to reduce to a minimum the
number of times the switch is reconfigured within a frame., This might be the
case for example, when switching requires a significant amount of time or
power, Previous work [IT077] has treated the scheduling problem with a more
or less "informal" attempt to reduce the number of switchings Ns, However,
we have found that a true optimal scheduling approach in which a constraint
on Ns is included in the formulation, generally turns out to be an
exceedingly difficult combinatorial problem, We comment bdbriefly here on the

computational complexity of this problem as determined from our recent

R ———
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studies, restrioting ourselves to the oase of an N x N matrix D with K
transponders, It is easily shown that the minimum number of switchings !.1n
required for any D is < N. Thus one approach would be to detsrmine l.in
and then attempt to determine an optimal schedule subject to the constraint,
N’ ) Nmin‘ Some partial results have appeared in the literature on thias
problem, [CAL80] We have determined that the problem is NP-c-aplete, i,e.,
its computational complexity in all likelihood grows exponentially with N,
On the other hand, the techniques mentioned above, for optimal scneduling
without constraints on N,, are guaranteed to produce Nssnz. These techniques
have a complexity of the order of NS. For constraints on Ns bstween these
two extremes, (N and Nz) it 1is uncertain at this point what the complexity of
the problem is., Tais problem is still under study, and various heuristics

" have been developed for obtaining "good™ schedules subject to switching

constraints,

4,2 MULTI-CHANNEL AND DUAL POLARIZED BEAMS

So far it has been assumed that all uplink and downlink beams are
of equal capacity, each permitting one unit of traffic to be transmitted in
each time slot. In reality, each beam is likely to be broken down into
subchannels in various ways, For example, independent transmissions could be
superimposed in the same frequency band using two orthogonal polarizations.
Or any one of a number of standard orthogonal multiplexing techniques such as
FDMA, CDMA or other analog and digital methods could be used to to create
several independent channels within the same beam, the number of channels
being a function of bandwidth, antenna gain and power allocated to the beam.

Such channelization might be useful for cases in which heterogeneous
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populations of small and large stations exist within a single beam, and/or
the traffic matrix is highly skewed and asymmetrioc. In the latter gase,
beams with a large number of channels could be configured to cover sones of
high traffic demand, while zones of lower demand would be served by beams
with a lower number of channels, A general model applicable to a wide range
of such systems is shown in Fig, 4,5, As shown in the figure, the i-th
uplink is assumed to be channelized into 8y subchannels each cf one unit
capacity, and the j-th downlink channelized 1ntoa3 subchannels of one unit
each. The data streams arriving at the satellite are demultiplexed, so that
a total of Zsi subchannels are available at the input of the first switch,
to be connected to the set of ::J subchannels on the downlinks, The
configuration shown in the figure (just one of many possible ones) uses a
single transponder for each subchannel, Thus the maximum number of
subchannels that can be active in any one time slot will be K, the number of
availadble transponders. More generally, K represents the maximum number of
simultaneous transmissions of which the satellite is carable, This might be
a function of switch, power or other limitations, in addition to limitations
on the number of transponders. We consider the general case of rectangular
systems (M uplinks and N downlinks). Note that the demultiplexing and
sultiplexing might consist only of filtering and frequency translation (as in
an FDMA aystem), or it might involve onboard demodulation and remodulation in
more complex systems,

The problem of optimal scheduling in tnis system is similar to that

treatad above involving systems with a single channel per beam. (Illustrated
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in Pig. 4.4). Tiis time, however, the switoh ocnstraints are more complex.
Now in a given time slot, a maximum of 8y units of traffioc can de
transaitced on uplink 4, a maximum of ay units on downlink J and the
total .ransmissions in any slot cannot exceed K. As before, we start with a
(reotangular) demand matrix D with non-negative integer entries, and wish to
find a schedule for this traffic in a minimum frame duration L, respecting
the swilch constraints mentioned above. It has been shown that a lower dound

on frame duration for this case is give. by

1 :M.x[[%] o], () (1.3)

§ 13y 3 i

Furthermore an aigorithm has been developed for constructing a zchedule
which achieves this bound. The readear is referred to [GOP 81] for details
of the algorithm. We will confine ourselves here to a simple illustrative
example, Fig. 4.6 shows a demand matrix for a three beam system having
various channelizations of its up and down links ss indicated by the
E's and a's in the figure, and having K = 4 transponders. For this
exampie, the lower bound of (4.3) yields L > 5. By applying the algorithm a
schedule can be conttructed which achieves this bound, as shown in the
figure, The traffic matrix D is broken down into a "feasidle decomposition®,
which is a sum of matrices Di' each of which represents the traffic
transmitted in one tise slot. The matrix D1 in figure shows that in slot 1,
a total of four units of traffic are transmitted (consistent with the
constraint K = 4). It is distributed as follows: One subchannel in beam 1
is transmitting back down to beam 1, and the other is connected to a

subchannel in downlink 2. Simultaneously, the two subchannels in uplink 2
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are connected back down to two sudbchannels in beam 2. This completely
exhausts all subchannels in the up and downlincs on beams 1 and 2, and all
transponders, 8o that uplink 3 does not transait any traffic in this slot.
The remainder of the schedule is defined in a similar fashion by matrices Dy
03. Dy and Ds.

4,3 ADJACENT BEAM INTERFERENCE

In this section we confine attention to N x N systems. In

general, if a large contiguous area is to be covered by a number of beams in
a multibeam system, there will always be some interference in the regions of
zones affected by adjacent heam over_ap, as illustrated by the shaded areas
in Fig. 4.7. More generally, depending upon how well the antenna side lobes
are 3uppressed, this interference may even spill over into non-adjacent
zones, It is convenient to represent these inierference effects by an
"interference graph", the edges of which signify mutual interference between
the vertices (zones) at their extremities. In a graph-theoretic sense such
vertices are "adjacent", even though the corresponding zones may not be
geographically adjacent. In the following, we will define "adjacent zone"
interference in this more general sense. Fig. 4.8 shows an interference
graph superimposed on the geographical interference picture shown in Fig.
4,7. Note that in the case where interference only occurs between
geographically adjacent zones, the interference graph is planar. As will be
pointed out below, planar interference patterns are more easily handled than
non-planar ones.

It is clearly not feasible to sinnltangoualy transmit to, or receive
from two zones which mutually interfere, There are a number of ways of

"resc i c'ng" such interference, If transmissions to/from all zones are

e
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assumed to be reusing a common uplink and common downlink
channel (as would be the cass, for example, in an N x N systea reusing the
same frequency band N times, without exploiting orthogonal polarizations or
other methods of channelization within a beaam) then interference can only be
resolved by scheduling the TDMA frame so that at most one of a mutually
interfering set of beams is transmitting (receiving) at a time. In the
example of Fig. 4.8, zones 2 and 3 can be scheduled simultaneously, but if 1
or 4§ is active, all others must be inactive. Clearly, a schedule for a given
demand matrix in a system which requires resolution of adjacent zone
interference will yield a longer frame length than a schedule for a non-
interfering system.

A second way of resolving intcrference is to make use of several
orthogonal channels of the type proposed in Sec. 4.2. For example, if two .
orthogonal polarizations are available, pairs of interfering zones could be

simultaneously active provided that they were using c¢ifferent polarizations.

Similarly, if two or more separate frequency bands (or other forms of
orthogonal channels) were available, they could be used for simultaneous -
transmissions to or from a mutually interfering set of beams, In general,
then, we resolve interference by requiring that transmissions to or from a
set of interfering beams be orthogonal. If orthogonality in time is used, as
described above, then the time frame generally must be expanded to resoive
interference., If orthogonality in frequency is used we are thereby "cutting
up" the available frequency spectrum and limiting its reuse. In either case,
resolution of interference will necessarily reduce the efficiency of
utilization of the available communication resources, Since efficient
resource allocation is a prime consideration in SS/TDMA systems, we have
studied possible algorithms for optimal scheduling in the face of adjacent

zone interference,
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Consider, firsat, the prodblem of resolving interference by the use of two
polarizations. The overall problem is: given a traffic matrix D, schedule
this traffic in minisum time subject to doth the switch/transponder
constraints and the interference constraints.

One way to approach this problem is via a two-step approach:

1) Taking into account the traffic matrix D, assign polarizations to the
various transaissions which reduce the interference conflicts to 2 minimum.

2) If all interference has not be resolved in step (1), expand the
resulting schedule to a larger time frame by adding time slots in order to
separate in time, the remaining interfering traffic.

In the case where the interference zraph is planar we have formulated an
algorithm for step (1) which requires polynomial time; i.e., it requires a
computational effort which grows as a power of N. The algorithm is based on
a procedure of Hadlock for solving a problem in graph theory known as the
Max-cut problem,

In the case of non-planar interference graphs, and/or in cases where
more than two orthogonal channels are available for resolving interference,
we have shown that the scheduling problem is NP-complete. Since it would be
impractical to implement an optimal scheduling algorithm in this more general
case, we have developed several heuristics for constructing suboptimal
schedules, By establishing a lower bound on the frame length for the optimal
schedule with interference constraints, we have been able to estimate the
efficiencies of these heuristics. Our simulation results averaged over a
fairly large number of tests show that the frame lengths based on heuristic
approaches average only about 15% more than the (not neceasarily achievable)

lower bound. This work is still in progress.
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