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Introduction
 

HIRS2, a 20 channel infra-red sounder, and MSU, a 4 channel microwave 

sounder, were first launched on TIgOE-N in November 1978 as an upgraded opera­

tional temperature sounding system. Essentially identical instruments have 

flown on NOAA-A and NOAA-C and are scheduled to fly on future operational 

satellites through the eighties. While HIRS2 and MSU were designed primarily 

for the purpose of measuring atmospheric temperature profiles, the observed 

radiances are also sensitive to other meteorological parameters such as sea­

surface temperature, ground temperature, cloud height and cloud amount, ice 

extent over ocean, snow cover over land, etc. 

In this report, we describe a physically based research oriented processing 

system for HIRS2/MSU data, developed at the Goddard Laboratory for Atmospheric 

Sciences (GLAS), which provides fields not only of temperature profiles but 

also of all of the above quantities. All parameters are retrieved in a mut­

ually interacting fashion. Global retrievals have been produced for the period 

Jan 5 - Feb 2, 1979 at a resolution of 125 x 125 km. A preli.mnary analysis 

of the results shows the accuracy of the atmospheric temperature retrievals to 

be significantly better than those produced operationally during that period 

using statistical regression techniques. In addition, monthly mean fields of 

retrieved surface temperature, cloud cover, and ice and snow cover appear to 

be conparable to those retrieved from instruments such as AVHRR and SMMR which 

were designed primarily to measure these products. 

In all cases, dedicated instruments have to contend with some form of 

"noise", the atmosphere and clouds if one wants to measure surface phenomena, 

the surface and the atmosphere if one wants to measure clouds, etc. Mnle
 

the HIRS2/MSU system is not particulary optimized for monitoring any of the 

quantities usually obtained by imagers, a physical retrieval method enabling 
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all quantities to be retrieved simultaneously both minimizes the residual 

effects of atmospheric and surface "noise" on the retrieved products and also 

produces fields of all quantities which are compatible with each other. The 

ability to retrieve climate parameters from the operational sounding system 

is all the more significant because this will allow continuous monitoring of 

climate parameters from 1978 on. 

The physical based processing scheme for analysis of the HIRS2/MSU data 

is an outgrowth of research and experience that began with VTPR data on NOAA-2 

and NOAA-4 [Jastrow and Halem, 1973; Halem and Susskind, 1977] and continued 

with work on HIRS/MSU data from NIMBUS 6 [Halem et al., 1978]. Earlier ver­

sions of the processing scheme for the HIRS2/MSU data on TIROS-N are described 

in Susskind and Rosenberg [1979] and Susskind and Rosenfield [1980]. The analy­

sis procedures are based on the relaxation scheme and cloud filtering methods 

of Chahine [1970, 1974].
 

In the process of performing direct physical solution of the inversion 

problem, atmospheric and surface conditions are found which meet the require­

ment that the channel averaged radiances computed from these conditions agree 

with the observed radiances to within a specified error limit. Thus, errors 

in computation of radiances (hereafter called the forward problem) become a 

serious potential source of noise affecting the accuracy of the method. The 

accuracies obtained by various groups employing direct physical inversion
 

techniques [Jastrow and Halem, 1973; Halem et al., 1978; Susskind and Rosen­

field, 1980] imply the ability to compute expected satellite observations, 

given surface and atmospheric conditions, with a sufficient accuracy so as not
 

to significantly degrade the retrievals. Nevertheless, doubts have been raised 

regarding the current state of the forward problem, that is, the accuracy with 

which our knowledge of atmospheric transmittance functions and our use of the 
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radiative transfer equation assumptions can reproduce the observed satellite 

radiances for given atmospheric and surface conditions. 

McClatchey [1976] found bias errors of the order of 60 C between radiances 

observed in a number of 15 I'm channels of the DMSP infra-red sounder and those 

calculated using colocated radiosonde observations. In all cases, computed 

radiances were larger than observed ones. Based on his calculations, he was 

one of the first to question whether radiative transfer calculations can be 

done in the infra-red region with sufficient accuracy to allow for direct 

physical inversion of infra-red sounder observations. Valovcin (1981) did a 

similar comparision for the 201m water vapor sounding channels of the DMSP 

sounder and again found biases in the same sense of the order of 50C for these 

channels. He suggested further studies of the forward problem to pinpoint 

the sources of these large errors. Welnreb (1979) at NOAAiNESS showed that 

significant empirical corrections had to be made to remove biases between 

observed and computed brightness temperatures for the HIRS instrument. No 

indication of the RMS difference between observed and computed radiances was 

given in Weinreb (1979) but he implies that better accuracy is needed before 

physically based retrievals can improve upon statistically based retrievals. 

In first chapter of this report, we describe the radiative transfer calcu­

lations performed at GLAS for the HIRS2 and MSU sounders, and show, by direct 

comparison of satellite observations with those computed from colocated 

radiosonde observations, that agreement in both the infra-red and microwave 

channels can be obtained with sufficient accuracy to meet the needs for physi­

cally based retrievals yielding high accuracy, even in the presence of clouds. 

In the second chapter, a rapid algorithm for computing the channel averaged 

transmittance functions as a function of temperature profile, humidity profile, 

ozone profile, and zenith angle of observations is described. This algorithm, 
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which is used in the analysis of TIROS-N data, is shown to be sufficiently 

accurate so as not to significantly affect retrieval accuracy. In the third 

chapter, we describe the theory and application of the processing scheme used 

at GLAS to provide global retrievals (12000 retrievals per day) for the period 

Jan 5 - Feb 2, 1979. In the final chapter, we will show results indicating 

the accuracies of retrieved temperature profiles for the period as well as 

monthly mean fields of sea/land surface temperatures, cloud height and cloud 

amount, and microwave surface emissivity at 50.3 GHz, from which we deduce ice 

cover over ocean and snow cover over land. More detailed studies of these 

quantities, as well as a description of improvements to the processing scheme, 

will be given in future publications.
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Chapter 1 

An Accurate Radiative Transfer Model for the Direct Calculation of Brightness 

Temperatures for the HIRS2 and MSU Sounding Channels 

1.1 The Radiative Transfer Equation - "The Forward Problem" 

The radiance calculations used in the GIAS physical inversion method are 

based on the form of the radiative transfer equation for ccquting clear column 

radiances R1 , for sounding channel 1, given by 

Ri = eiB1 [Ts] -ri(Ps) + (1 - e)Ri + Ti(Ps ) 

In­
+Pi'jiT3C(P.) + f Bi[T(P)] d dlnP 

In PS dnP 

where 61 is the surface emissivity averaged over sounding channel i, BI[T] 

is the mean Plank blackbody function, averaged over channel i, of the tenpera­

ture T, Ti(P) is the mean atmospheric transmittance from pressure P to the 

top of the atmosphere and evaluated at 6, the zenith angle of the observation, 

Ri+ is an effective atmospheric emission downward flux, [Kornfield and Susskand, 

1977], Pi' is the directional reflectance of the solar radiation, Hi is the 

channel averaged solar radiance striking the top of the atmosphere, and T1 ' (Ps) 

is an effective atmospheric transmittance of radiation frcn the sun, reflected 

fran the earth's surface to the satellite [Susskind and Rosenfield, 1980]. The 

subscript s refers to the earth's surface. The integral, taken from the sur­

face to the satellite pressure P9, represents the upwelling atmospheric emitted 

radiation, which is a mean value of the black-body function of atmospheric tem­

perature weighted by the channel weighting function dTi/dlnP. Table 1 shows 

the channels, centers of the filter functions, peaks of the weighting functions, 

and other relevant information, for the channels on MSU and FIIRS2. The HIRS2 

and MSU channels used in the GLAS Physical inversion method are designated by *. 

The radiative transfer equation for a plane parallel homogeneous atmosphere 

expressed by equation (1.1) assurres atmospheric local thermodynamic equilibrium. 
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This assumption is reasonable for radiance calculations for all channels but 

HIRS2 channel 17, which contains considerable emission from pressures lower 

than 1 rb. For this reason, channel 17 was not included in this study. 

Table 1.1 

HIRS2 and MSU Channels 

Channel v(cm- I ) Peak of Peak of 
dt/dlnp (mb) BdT/dlnp (mib) 

Hi 668.40 30 20
 
*H2 679.20 60 50
 
H3 691.10 100 100
 
*H4 703.60 280 360
 
H5 716.10 475 575
 
H6 732.40 725 875
 
I7 748.30 Surface Surface
 
H8 897.70 Window, sensitive to water vapor 
H9 1027.90 Window, sensitive to 03
 
H10 1217.10 Lower tropospheric water vapor 
H1l 1363.70 Middle tropospheric water vapor
 
H12 1484.40 Upper tropospheric water vapor
 

*HI3 2190.40 Surface Surface 
*H14 2212.60 650 Surface
 
*H15 2240.10 340 675
 
H16 2276.30 170 425
 
17 2310.70 15 2 

*H18 2512.00 Window, sensitive to solar radiation 
*H19 2671.80 Window, sensitive to solar radiation 

*MI 50.30a Window, sensitive to surface emissivity 
*M2 53.74a 500 
*143 54.96a 300 
*M4 57.95a 70 

a values in GHZ
 

1.2. Calculation of Atmospheric Transmittances
 

The atmospheric transmittance functions TI(P), contain components coming
 

from attenuation by discrete lines of absorbing gases, tiL(P), and also from
 

broad-banded continuum absorption features. The component coming from discrete
 

lines can be calculated by line-by-line calculations according to
 

f X kL(v,z) CL(z)p(z) dz secO 
TiL(P ) = fdv Fi(v) e- z(P) L (1.2) 
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where F ) is a normalized channel response function, kL@ ,z) is the absorp­

tion coefficient of line L evaluated at the temperature and pressure of height 

z, cL(z) is the molecular mixing ratio for the gas to which line L belongs, p 

is the density of air, and B is the zenith angle of observation. The evalua­

tion of kL(v ,z) depends not only on the set of line parameters used [McClatchey 

et al., 1973] but also on assumptions regarding the temperature dependence of 

the Lorentz half width and the nature of the line shape. Finally, the results 

also depend on the numerical quadrature used in the computation of equation (1.2). 

All calculations for the HIRS2 channel transmittances were made as in 

Susskind and Searl (1978) using the 1978 version of the AFGL line parameter 

tape [Rothman, 1978]. The MSU transmittance functions were calculated in a 

similar manner, but using a Van-Vleck Weiskopf line shape and the overlapping 

line theory given by Rosenkranz (1975) in the case of 02 absorption. Conputa­

tions were done with a 64 level atmosphere and a frequency spacing of .002 cmr1 

for the HIRS2 channels and .00006 cur1 for the MSU channels. Filter functions 

for HIRS2 on TIROS-N were provided by NCA/NESS. The MSU channels were treated 

as having rectangular response with the specified centers and half-widths. 

The 092 line shape was taken to be sub-Lorentz as described by Susskind and 

Mo (1978). One significant modification made to the calculations of Susskind 

and Searl (1978) was to include induced emission in the computation of the 

temperature dependence of the line strengths 

- l ' 4 3 9 v/ T] )S(T) v(Ts) Q( (Ts) e -1.439 E"/T [i - e 
__ _ _ x__ _ _ _ _ _ _ __ _ _ _ _ _ _ = ___ (1.3) 

S(Ts) Qv(T) QR (T) e -1.439 E"Ts [i - e-l.439v/Ts] 

where E", Qv and QR are defined in McClatchey et al., (1973). Neglect of the 

induced emission factor, (1 - e-l. 439v/T)/(l - el.439v/Ts), as done in 
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McClatchey et al., (1973) and Susskind and Searl (1978), decreases the inten­

sity of lines at low temperatures relative to high temperature. For example,
 

atv =650 cm-1 , the intensity of a line at 220K is underestimated relative to 

tive to its intensity at 300 K by 3%. Such an error has the effect of broad­

ening the weighting functions of channels sounding the tropopause region. 

The total transmittance function Ti(P) is taken as 

Ti(P) = T IL(P) t M(P)T Iw(P) T la(P) (1.4) 

where TNT W and Ta represent continuum absorption due to N2, water vapor, 

and aerosols. Water vapor continuum and Nitrogen continuum absorption are 

treated as in Susskind and Searl (1978). Aerosol absorption and scattering is 

treated according to 

'ra(P) = a 
- ka(P)sece 

(1.5) 

where ka(P) is the sum of the aerosol scattering and aerosol absorption opti­

cal thickness from pressure P to the top of the atmosphere. The aerosol model 

used is based on the tropospheric light haze model and calculations of Wang 

and Domoto (1974). The total optical depth of the tropospheric aerosols is 

taken as .01 for nadir viewing in the 15pm channels. The optical depth falls 

off with a 1.2 km scale height. An additional homogeneous stratospheric aero­

sol layer between 12 and 20 km was added with total optical depth 30% of that 

of the tropospheric layer [Wang, 1975]. Optical depths in the 4.3pm region 

were taken to be a factor of three greater than in the 15m region, giving a 

total nadir optical depth of .039 for the 4.3pm channels.
 

1.3. Need for Rapid Transmittance Algorithms
 

Line-by-line transmittance calculations using equation (1.2) take about 

2 minutes CPU (on a 5 MIPS machine) per channel per sounding for the HIRS2 
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channels and is coputationally impractical for global analysis of satellite 

data (- 12000 soundings per day). It is therefore necessary to have a rapid 

algorithm which can reproduce the transmittances, including their dependence 

on the important variables, the temperature-humidity-ozone profile and zenith 

angle of observation, to a desired accuracy. Given an analytical form of the 

approximate transmittance model, line by line calculations are used both to 

generate empirical coefficients and to verify the model. An examination of 

equation (1.2) for the special case of monochromatic transmittances TV(P,e) 

shows that 

sec 
t(P,B) = R 

I 
tVI(P) (l.6a) 

and Tv(P,e) = tv(P',) rv(P,P',8) (l.6b) 

where 'rvx(P) is the vertical monochromatic transmittance from pressure P to 

the top of the atmosphere due to absorption from molecular species I, P > P', 

and Tv(P', P,)is the monochromatic transmittance from pressure P to P' at 

zenith angle 8. 9hese equations are not applicable for channel averaged trans­

mittances, but they suggest the following form of a rapid algorithm which is 

analogous to equations 6a and 6b: 

£ 
tiL(PZ,B) = 11 T (P3'P3_l'8) (P32 ,P2 _l,) T (P3,P3I,-)

3=1 iF 10 W (1.7) 

where riL(Pz,8), the model discrete line transmittance for channel i through
 

a path from pressure Pz to the top of the atmosphere at zenith angle 8, is 

given as the product of effective channel averaged transmittances through all 

individual layers from the top of the atmosphere to pressure Pg. The effec­

tive layer transmittances, in turn, are modelled as products of three compon­

ents. The first, -F, is the transmittance due to the gases assumed to have 
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faxed concentrations, the second, ' i0, is the effective transmittance due to 

absorption from ozone; and the third, r-iW, is the effective transmittance 

due to absorption from water vapor. The models for T-IF, T1O, and TIW 

will be discussed in chapter 2. In all cases, model coefficients are gener­

ated at a fixed set of angles and the logarithm of the effective layer trans­

mittance is taken as being linear in secant 0. t-L(P) is used in equation (1.4) 

in place of T1L(P). 

1.4. Forward Calculation of Radiances
 

In this section, we assume a given temperature, humidity, and ozone profile 

and compute the transmittance function as described previously. The radiances 

are calculated by numerical integration of equation (1.1) using a 64 level atno­

sphere and a Simpson's quadrature rule. For infra-red channels, the surface 

emissivity el is taken to have the values of .98 over ocean for channels in 

the 12-15m region and .96 over ocean for channels in the 4.3-3.7um region [Wolfe, 

1965]. Over land, the emissivity is taken as .95 and .85 for the long and short 

wave channels respectively. The effective downward flux Rp4 is modeled according 

to Kornfield and Susskind (1977) as 

Ri+ = FiBI(Ts) [l-T1 (Ps)] (1.8)
 

The values of F, found fran this model for the HIRS2 channels are .71, .49, .42, 

and .55 for channels 6, 7, 13, and 14 respectively, and 1.0 for all other channels. 

For the microwave channels, the surface emissivity is calculated from the observa­

tion of MSU channel 1 according to 

e = R1 - fTdT - R+tI(Ps) (1.9) 

[Ts - RI+ ] 1l(Ps)
 

where R1 is the observed brightness temperature for MSU channel 1, RI+ is the
 

10
 



computed downward flux using the temperature-humidity profile, and TI(Ps ) is 

the surface transmittance for microwave channel 1. The downward flux for micro­

wave channels is averaged over all angles using an approximation based on mono­

chromatic transmittances which are linear in the secant of the zenith angle. 

1.5. Accounting for the Effects of Clouds on the Infra-red Observations 

Infra-red radiation is highly attenuated by clouds in the field of view. 

The out-going radiation in cloudy conditions is a complicated function of the 

properties of the clouds as well as the other atmospheric and surface condi­

tions already discussed. In the analysis of sounding data, we do not attempt 

to compute the expected outgoing radiation as a function of cloud properties. 

Instead we use a procedure to estimate or "reconstruct" the radiance which 

would have been observed if no clouds were in the field of view by simultaneous 

analysis of observations in two adjacent fields of view [Smith, W. L., 1968; 

Chahine, M. T., 1974]. One retrieval is performed in a 125 x 125 km area. For
 

each area, we separate the many HIRS2 observations (20 x 20 km resolution at 

nadir) in the area into two groups, one set containing the half with the warmest
 

observations in the llfm window, the other set containing the coldest observa­

tions. Radiances for all spots in each set are averaged together for each chan­

nels to give representative observations in each "field of view". The observa­

tions in the two fields of view are used to provide reconstructed clear column 

radiances. The MSU observations assigned to the 125 x 125 km area are those of 

the closest MSU spot to the center of the 125 x 125 km box. No cloud correc­

tion ismade to the MSU observations. Atmospheric and surface conditions are
 

then found which when substituted into equation (1.1) match the reconstructed 

clear column radiances and microwave radiances for the spot. We will use the 

same set of observations in the comparison of observed and computed brightness 

temperatures using colocated radiosonde information.
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The infra-red clear column brightness temperatures are reconstructed by 

making the assumption that the conditions in both fields of view are otherwise 

identical except for percentage cloud cover, a. The reconstructed clear column 

radiance is then given by 

R, = Ri, 1 + ri (Ri 1 - Ri,2) (1.10) 

where Ri, 3 is the observation for channel i in the field of view 3 and n is a 

parameter given by ai/(a2-al), where ai and a2 are the cloud fractions 

in the two fields of view. In analysis of the sounding data, to be described in 

chapter 3, rj is determined using observations in HIRS2 channel 13 and MSU 

channel 2. The microwave observations are included in the calculation to mini­

mize errors in the determination of rj due to incorrect estimates of the temp­

erature profile. For the purposes of this study, where the temperature profile 

is known, the parameter n, which is independent of channel, is determined 

according to
 

1C3 -1R3,1R c3 -R 

Ti =
 

R13,1 - R13,2 (1.11)
 

where RC 3 is computed clear-column radiance for channel 13, using the radio­

sonde temperature profile. 

According to equation (1.10), a value of n = 0 corresponds to field of view 1 

(always taken as the field of view containing the larger radiance in the ll'm 

window channel) being clear, while a value of n = -. 5 corresponds to both fields 

of view being clear.
 

If the observed channel 13 brightness temperatures in both fields of view 

differ by less than PC and In1<4, riis set equal to -.5. In this case, both
 

fields of view are assumed to be clear and the clear column radiance is given
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by the average of the observations in both fields of view. If a value of n < 0 

is obtained from equation (1.11) but the difference of the channel 13 brightness 

temperatures is greater than 1, n is set equal to zero. 

In the GLAS retrieval procedure for the HIRS2/SU data, atmospheric and 

surface properties are found, which, when substituted into equation (1.1), match 

the reconstructed clear column radiances, obtained from equations (1.10) and 

(1.11). Using the the same procedure, we compare reconstructed clear column 

radiances with those computed from radiosonde conditions colocated with the 

satellite observations. Two sets of statistics will be presented: cases 

determined to be clear from eq. (1.11), and cases determined to be cloudy. In 

cloudy cases, the computed clear column radiance for channel 13 is artificially 

fixed to agree with the reconstructed clear column radiance by use of equations 

(1.10) and (1.11). In clear conditions, most often represented by n = -. 5 as a 

result of homogeneity in both fields of view, a reasonable estimate of the 

accuracy of the calculations for channel 13 is obtained. 

1.6. Comparison of observed and computed brightness temperatures 

In this section, we compare the brightness temperatures calculated for 

the HIRS2 and MSU channels from rawinsonde temperature-humidity profiles with 

observations closely colocated in space and tne. he radiosonde profiles 

used in the comparison are a select set of oceanic radiosondes [Phillips et 

al., 1979] which are also colocated in space by 110 km and in time by 3 hrs to 

the satellite observations. Only those radiosondes reporting temperatures at 

all mandatory levels from 1000 mb - 30 mb and humidities from 1000 - 500 mb 

were used in the comparison. The temperature above the highest radiosonde 

report was fixed at the values of the stratospheric analysis produced by the 

NMC Upper Air Branch. In cases where the analysis did not extend to 1 mb, the 

temperature profile was extrapolated to climatological 1 ib values. Comparisons 
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were limited to oceanic regions to minimize the effects of uncertainties in the 

surface temperature on the computed radiances. 

Given the radiosonde temperature and humidity profile, brightness tempera­

tures for the temperature sounding IR channels on HIRS2 were calculated accord­

ing to equation (1.1). The temperature profile was interpolated to 64 levels assum­

ing temperature to be linear in the logarithm of the pressure between the manda­

tory levels. The surface temperature was taken to be the climatological sea­

surface temperature. The specific humidity was interpolated between mandatory 

levels assuming a pn dependence. A specific humidity corresponding to a clima­

tological water vapor mixing ratio of 3 ppmv was assumed at and above 100 rb. 

Zonally averaged climatological ozone profiles were use to compute the ozone 

component of the transmittance. 

Two sets of statistics were calculated comparing observed and computed 

radiances. The first sample represents comparisons made only in those cases 

where at least one field of view was found to be clear, that is rn < 0. The 

observed radiances in this case correspond to either the average or the warmer 

of the radiances in the two fields of view. The second sample contains only 

partially cloudy cases, T > 0, in which case comparisons were made between 

radiances reconstructed from eqns. (1.10) and (1.11) and computed clear column 

radiances. The first set of statistics, namely clear cases, is a measure 

primarily of the accuracy of the forward problem calculation. The second set, 

cloudy cases, is also a measure of the method's ability to account for cloud 

effects.
 

Clear Case
 

Table 1.2 gives the statistical ccmparisons relating the observed brightness
 

temperatures with those computed using colocated radiosonde information for a set 

of 74 clear profiles from Jan-Feb 1979. The first two columns indicate the chan­
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nel number and characteristic frequency of the channel as shown in Table 1.1. In 

order to minimize the effects of solar radiation, a subset of 21 cases occuring 

at night were used for comparison in channels 18 and 19, the two shortwave window 

channels and 8, the longwave window channel. While channel 8 is not affected by 

solar radiation, the subset of night cases was taken for consistency of the results 

with those in the two shortwave windows. 

The third and fourth columns show the untuned mean and standard deviation of 

the differences between computed and observed brightness temperatures for each of 

the channels. The average absolute value of the mean difference is .680 C and the 

avarage standard deviation is l.110 C. The largest standard deviations in the 

infra-red occur in channels 1-3 and 16, which are most sensitive to the temperature 

profile above 20 mb, not well monitored by radiosondes, and in the window channels, 

8, 18, and 19, which are most sensitive to the sea-surface temperature, fixed at 

climatology. Typical deviations of sea-surface temperatures from their climatologi­

cal values can be up to 2* C. The standard deviations in the remainder of the chan­

nels is less than 10, with the exception of channel 7, which also is affected some­

what by errors in the climatological sea surface temperature. The standard devia­

tions in the microwave channels are slightly larger than in infra-red channels 

sounding comparable portions of the atmosphere. Perfect "agreement" is forced in 

microwave channel 1 by the surface emissivity determined according to equation (1.9). 

At least part of the random component of the differences between observed and
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TABLE 1.2 

COMPARISON OF OBSERVED AND COMPUTED BRIGHTNESS TEMPERATUJRES (0 C) 

CLEAR CASES JAN - FEB 1979 (74 COLOCATIONS) 

UNTUNED TUNED 
MEAN STD DEV I MEAN STD DEV STD DEV STD 

CH v ( c - I ) I(COMP-OBS) (QOMP-OBS) OBS (OMP 

1 668.4 1.55 2.37 0 1.55 2.37 2.82 2.83
 

* 	 2 679.2 -.33 1.19 0 -.33 1.19 3.86 3.81 

3 691.1 1 1.42 1.28 F 0 1.42 1.28 3.60 2.96 

* 	 4 703.6 1.87 .92 .12 .03 .70 2.32 2.54 

5 716.1 .66 .56 .03 .04 .57 4.31 4.17 

6 732.4 .26 .70 .015 -.17 .70 5.19 5.03 

7 748.3 .33 1.05 .04 -.37 1.05 5.07 4.74 

**8 897.7 -.50 1.86 0 -.50 1.86 5.26 4.25
 

*13 2190.4 -.20 .70 0 -.20 .70 6.97 6.83
 

*14 2212.6 .86 .68 .04 .05 .65 7.09 7.19
 

*15 2240.1 .85 .70 .035 .05 .66 6.09 6.28
 

16 2276.3 .39 2.12 0 .39 2.12 2.84 3.38
 

**18 2512.0 .03 1.30 0 .03 1.30 6.74 6.36
 

**19 2671.8 -.09 1.33 
 0 -.09 1.33 6.32 5.85
 

*M(b) 50.30a 0 
 0 1 0 0 0 10.66 10.66
 

*M2 53.74a .66 .89 1 .035 -.07 .84 6.93 6.61
 

*M3 54.96a 1.57 1.20 1 .10 .11 .96 3.87 3.83
 

*M4 57.95a] .03 1.33 0 .03 1.33 7.45 6.93
 

a - values in GHz
 
b - used to determine emissivity

* - used in the GLAS retrieval systems for temperature sounding
 

** - 21 night cases only 
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,computed brightness temperatures is due to sampling differences between radio­

sonde and satellite observations in space and time and errors in the radio­

sondes reports themselves. 

It is apparent from column 3 of Table 1.2 that significant bias errors 

exist in a number of the sounding channels. Biases in channels sensitive to
 

the surface or upper stratospheric temperatures may result in part from incor­

rect specifications of the appropriate conditions. Nevertheless, it is clear
 

that atmospheric attenuation is underestimated in a number of channels, causing 

computed brightness temperatures to be systematically warm. 

As shown in previous studies [Jastrow and Halem, 1973; Welnreb, 1979], 

systematic errors can be removed by empirical tuning of the transmittance func­

tions. We considers the following form 

tI(P) = Ti(P)i+Ei (1.12) 

which is equivalent to multiplying the effective channel optical depths by
 

l+61 .
 

Tuning coefficients were found for channels, 4-7, 13-15, and M2-M4 which 

minimized the bias in the brightness temperatures errors computed in a sample 

of 20 clear cases taken from the first two weeks of January. The tuning coef­

ficients obtained for these channels are shown in column 5 of Table II. The 

mean and standard deviation of the errors of the computed brightness tempera­

tures using the tuned transmittances for the whole period are shown in columns 

6 and 7 of the table. No attempt was made to tune channels sensitive to the 

stratosphere or the surface. The empirical tuning coefficients found in 

Table 1.2 are similar to those found by Weinreb (1979). In all cases, the 

tuning coefficients are positive, indicating the need for additional attenua­

tion to that included in the calculations. 
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The tuning coefficients determined from data of the first two weeks of 

the period leave small biases when used on the whole sample. The standard 

deviation of the errors remain basically unchanged except for channels 4 and M3 

which required large tuning coefficients. In these channels, significant 

improvements in the standard deviation occured as well. The tuning coefficient 

in channel 7 appears to be somewhat too large when judged against the whole 

set. With the exception of the stratospheric sounding channel 2, the standard 

deviation of the tuned 15 im and 4.31m brightness temperatures in channels used 

for retrievals of temperature profiles are of the order of .7O. This variance 

in the agreement of computed and observed brightness temperatures is comparable 

with the criterion used for the convergence of the physically -derived tempera­

ture profiles. Agreement in channel 7, used only for cloud height determina­

tion, is somewhat worse, possibly because of the effects of incorrect surface 

temperature. We believe the agreement in the microwave channels, which is 

poorer than the infra-red channels by about 50%, is the result of poorer colo­

cations with the lower spatial resolution microwave observations. The eighth 

column of Table 1.2 shows the standard deviations of the measurements for each 

channel. The ratio of the standard deviation of the observations to the stan­

dard deviation of the errors, which is significant for all but channel 1, may 

be thought of as a signal to noise ratio for each channel. The last column
 

shows the standard deviations of the computed brightness temperatures using 

the tuned transmittances. The computed brightness temperatures show basically 

the same variances as the observations. 

Cloudy Cases 

Table 1.3 gives similar statistics for cases in the Jan-Feb 1979 period in 

which both fields of view were found to be partially cloud covered, that is, 

n > 0. In this case, brightness temperatures computed from the radiosonde pro­
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file were compared to brightness temperature reconstructed from the satellite 

observations using equations (1.10) and (1.11). To avoid highly overcast situa­

tion, only cases with TI < 2 were included in the statistics. Because TI is 

determined by channel 13, radiances in this channel give "perfect agreement". 

No cloud correction is made to the microwave observations. As in Table 1.2,
 

statistics for the window -channels are given for the night cases only.
 

All computations were done using transmittances tuned with the coeffi­

cients determined from the subset of clear observations occuring in the first
 

two weeks of January. These coefficients are shown in column 2. The next two
 

columns show the man and standard deviation of the difference between com­

puted and reconstructed brightness temperatures. The fifth column gives the
 

root mean square of the difference between the reconstructed brightness tem­

perature and the brightness temperature observed in field of view 1. For the
 

channels sounding beneath the cloud layer, this difference is a measure of the
 

cloud correction applied to the radiances. For channels sounding above the
 

clouds, the difference between the observations in both fields of view is 

assumed to be noise. In these channels, nominally 1-3, the clear column 

radiance is taken as the average of the radiances in both fields of view, 

using an effective n of -.5. The difference between reconstructed and observed 

radiances is then a measure of instrumental noise in these channels. As in 

Table 1 .2,the last two columns show the standard deviation of the reconstructed 

clear column and conputed brightness temperatures. 

The bias errors shown in Table 1.3 are all small and comparable to those
 

found in the clear cases. The tuning coefficients determined from clear cases
 

are therefore applicable to cloudy cases as well. The standard deviation of
 

the errors average .250 C larger than those in clear cases. The increase 

in error is small compared to the cloud corrections made, however, and ndu­
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TABLE 1.3 

COMPARISON OF RECONSTRUCTED AND COMPUTED BRIGHTNESS TEMPERAIURES ( 0C) 

CLOUDY CASES JAN - FEB 1979 (146 CASES) 

MEAN RMS STD DEV STD DEV 

CH (a) (COMP-RECON) STD DEV REON-OBS REOON COMP 

1 0 .87 2.60 1.34 3.99 4.46 

*2 0 -.40 1.31 .38 5.13 5.06 

3 0 .91 1.46 .29 5.02 4.40 

*4 .12 -.02 1.11 1.11 3.21 3.27 

5 .03 .02 1.38 2.55 4.83 4.97 

6 .015 -.23 1.64 3.86 5.89 6.08 

7 .04 -.08 1.85 5.11 5.83 5.78 

**8 0 .42 1.19 5.76 7.01 6.68 

*13(c) 0 0 0 3.90 8.09 8.09 

*14 .04 -.02 .60 3.17 8.19 8.50 

*15 .035 -.04 1.05 2.29 6.83 7.19 

16 0 .14 2.51 .65 3.36 4.03 

**18 0 .22 1.18 3.54 9.44 8.97 

**19 0 .23 1.25 3.33 8.91 8.39 

MI(b) 0 0 0 0 10.75 10.75 

*M2 .035 -.07 .85 0 7.60 7.42 

*M3 .10 -.17 .98 0 4.56 4.30 

*M4 0 -.43 1.43 0 8.50 7.86 

a - e determined from 20 clear Jan cases 
b - used to determine s emissivity 
c - used to determine n 
* - used for temperature sounding 

** - 64 night cases only 
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cate that infra-red observations can be used in partially cloudy areas. The 

degradation in accuracy is somewhat worse in channels 5, 6, and 7 which are 

not used in temperature sounding. The agreement in the window channels, which 

is in part determined by the accuracy of the climatological sea surface temp­

eratures, is not degraded under partially cloudy conditions. 

Tables 1.4 and 1.5 are equivalent to Tables 1.2 and 1.3 for cases taken from 

May 1979. The average absolute value of the bias in the untuned case is .730 C 

and the average of the standard deviation is .960 C. In both sets, the tuning 

coefficients obtained from the clear cases. in the first two weeks of January 

were used in the calculations. The untuned biases shown in Table 1.4 are very 

similar to those in Table 1.2 for those channels not sensitive to the strato­

sphere or surface temperature. Consequently, the transmittances tuned with the 

set of winter tuning coefficients produce only small residual biases in the 

computed brightness temperatures. Tuning of channel 4 and M3 again decreased 

the standard deviation of the errors as well as removing the biases. As in the 

winter case, it appears that the tuning coefficient for channel 7 is somewhat 

too large. The standard deviations of the errors in the spring cases are simi­

lar to those found in the winter. Channels 2, 3, and M4, sounding the mid-lower 

stratosphere, all appear to have a significantly colder bias in the spring 

than in the winter. This may be reflective of errors in the spring climatology 

used in extrapolating the radliosonde profiles above their highest reported 

level. The NMC stratospheric analysis was not available for use with the spring 

cases. The results in Table 1.5, showing statistics for cloudy cases from the 

spring period, are likewise very similar to those of Table 1.3. The average 

standard deviation of the errors is .30 higher in the May cloudy cases than in 

the May clear cases, but as in the winter, the largest increases in error occur 

in channels not used in the GLAS temperature retrievals. As in Table 1.4, the 
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TABLE 1.4 

COMPARISON OF OBSERVED AND COMPUTED BRIGHTNESS TEMPERATURE (0 C) 

CLEAR CASES MAY 5 - MAY 20 1979 (33 CASES) 

UNTUNED TUNED 
CH MEAN STD DEV STD DEV 

COMP-OBS STD DEV s(a) MEAN STD DEV OBS CO'MP 

1 1.55 2.00 0 1.55 2.00 2.57 2.72 

*2 -1.55 1.14 0 -1.55 1.14 2.97 3.10 

3 .64 1.00 0 .64 1.00 2.46 2.36 

*4 1.62 .72 .12 -.27 .67 2.20 2.32 

5 .54 .67 .03 -.10 .67 3.58 3.61 

6 .18 .81 .015 -.25 .81 4.24 4.28 

7 .32 1.02 .04 -. 37 1.02 4.14 3.96 

**8 -.54 1.18 0 -.54 1.18 3.83 3.54 

13 -.14 .92 0 -.14 .92 5.67 5.33 

14 .72 .66 .04 -.09 .67 5.79 5.70 

15 .80 .62 -.035 -.02 .64 4.98 4.95 

16 .87 1.84 0 .87 1.84 1.97 2.67 

**18 -.39 .56 0 -.09 .56 4.87 4.81 

**19 -.38 .61 0 -.02 .61 4.50 4.45 

Ml 0 0 (b) 0 0 0 8.91 8.91 

*M2 .30 .72 .035 -.44 .71 5.89 5.69 

*M3 1.32 .91 .10 -. 22 .79 3.65 3.66 

*M4 -. 61 .97 0 -. 61 .97 4.53 4.39 

a - e determined from 20 clear Jan. cases 
b 
* 

-
-

used to determine emissivity 
used for temperature sounding 

** - 19 night cases only 

22 



TABLE 1.5 

COMPARISON OF RECONSTRUCTED AND COMPUTED BRIGHTNESS TEMPERATUIRES (0C)
 

CLOUDY CASES MAY 5 - MAY 20 1979 (47 CASES) 

CH p_(a) MEAN STD DEV RMS STD DEV STD DEV 
(COMP-OBS) RECON-OBS REON cmP 

1A 0 1.66 2.08 1.42 3.68 3.42 

*2 0 -.84 1.28 .38 4.01 4.16 

3 0 .30 1.38 .30 4.35 3.69 

*4 .12 -.09 1.04 .73 1.96 1.77 

5 .03 .09 1.50 1.67 3.81 3.81 

6 .015 -.31 1.73 2.63 5.31 5.43 

7 .04 -.32 1.84 3.79 5.43 5.63 

**8 0 .31 .83 5.18 6.12 6.24 

"13(c) 0 0 0 2.01 7.60 7.60 

*14 .04 .01 .51 1.37 7.42 7.53 

*15 .035 .34 1.05 .43 5.83 5.76 

16 0 -. 57 1.81 .08 2.22 1.80 

*'18 0 -.35 .72 3.42 7.64 7.57 

**19 0 -.72 1.31 3.29 7.42 7.53 

M1(b) 0 0 0 0 11.53 11.53 

*M2 .035 .06 .70 0 6.10 5.89 

*M3 .10 -.36 .84 0 3.80 3.51 

*M4 0 -.83 1.23 0 6.82 6.39 

a - e determined from 20 clear Jan. cases 
b - used to determine emissivity 
c - used to determine 7 
* - used for temperature sounding 

** - 18 night cases only 
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biases for channels 2, 3, and M4 are again significantly lower than in the 

winter period. 

1.7. 	 Summary 

Tables 1.2-1.5 show that under clear conditions, given the temperature-hum­

dity profile, radiances can be calculated which agree with observations to 

about .77C for the HIRS2 channels not sensitive to the upper stratosphere or 

the surface, and about 10C for the MSU channels. Part of these differences 

are due to noise and sampling differences in space and time between the satel­

lite and radiosonde. The accuracy of this calculation is sufficient to allow 

for determination of atmospheric temperature profiles via an iterative physical 

technique in which temperature profiles are found, which when substituted in 

the radiative transfer, match the observations to a desired accuracy. Under 

partially cloudy conditions, cloud corrections can be made to the infra-red 

observations to still allow for accurate temperature soundings. 

Significant bias errors exist in the calculations for some channels, 

however. These errors can be removed to a large extent by an empirical tuning 

of the transmittance functions with coefficients which appear to be transfer­

able fron one season to another. In all cases, additional atmospheric attenua­

tion appears necessary in the calculated transmittance functions. 

While empirical tuning coefficients are sufficient for practical use, it 

is much more desirable to directly eliminate that portion of the bias that 

results from theoretical uncertainties. Coffee and Goldman (1981) have indi­

cated that atmospheric absorption due to the v2 band of HCN, centered at 

712 cmr, is significant in that spectral region. Absorption by HCN was not 

included in the line by line calculations done in this work. In addition, a 

more accurate value of .31 ppmv for the tropospheric mixing ratio of N20 

[Chedin, 1982], rather than the value of .28 ppmv, reported in McClatchey et 
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al. [1973] should be used in the calculations. We are currently including HCN 

absorption in our calculation as well as modifying the N2 0 mixing ratio to 

see the extent to which these factors may explain the untuned biases in HIRS 

channels 3-5, and 14-15. 

The rapid transmittance algorithm used in the calculations in described in 

the next chapter. It will be shown to contribute only small errors to the radiance 

calculations as compared to calculations based on line-by-line computed trans­

mittance functions. 
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Chapter 2
 

A Rapid Algorithm for Modeling Atmospheric Transmittances 

2.1 	 The physical basis for the form of the rapid algorithm 

The rapid transmittance algorithm is of the form of equation 1.7. The 

averaged discrete line transmittance through the atmosphere from pressure 

Py to the top of the atmosphere, at a zenith 8, as seen by channel i, is 

modelled as 

£ (2.1) 
T iL(Pz,) = ITiF(PjP] ,_l 8 ) io(PjPj-1,i) tiw(Pj P2.lro 

3=1
 

where TiF, TiO, and tiW represent models for effective layer transmittances 

from pressure P] to P3- 1 (PJ>P._l) at zenith angle 8. The term 'iF represents 

absorption by gases assumed to have a fixed mixing ratio, while TiO and 'iW 

represent absorption due to ozone and water vapor respectively. T-IL(Pz ,6) 

from equation (2.1) is used to model TrL(P,e) from equation 1.2. 

Line-by-line calculations done at zenith angles of 0, 50, and 700, for 

eight climatological profiles shown in Table 2.1-2.3 are used to generate the 

coefficients for the effective transmittance models at the appropriate angle. 

Effective layer transmittances at other zenith angles are obtained by linear 

interpolation of the logarithm of the effective layer transmittance in sec 0. 

-Lj(Py,0) computed from equation 2.1 is then multiplied by additional factors 

to account for H20 continuum absorpton, N2 continuum absorption, and scattering 

as discussed in the text.
 

Because channel i is not monochromatic, the effective layer transmit­

tances do not obey the properties of equation 1.4. Instead, given line by 

line transmittance calculations for TIF(P,0), TjFO(P,0), and TIFvW(P,O), 

corresponding respectively to absorption using only gases of fixed distribution, 

using fixed gases and ozone, and using all species, we define effective mean
 

layer transmittances 
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TABLE 2.1
 

CLIMATOLOGICAL TEMPERATURE PROFILES (0C)
 

I I II I i I I I 
P(MB) I JAN 0 N I JAN 200 N I JAN 40 ON JAN 50N IJAN 70 N I JUL 2 0 N I JUL 40 N I JUL 60 ON I STD. PRO.1 

1 270.0 270.0 265.0 250.0 235.0 270.0 285.0 290.0 265.0 

2 263.4 263.7 259.0 245.8 231.2 264.1 277.5 282.4 259.7 

5 241.4 242.7 239.0 231.8 218.2 244.6 252.5 257.3 242.2 

2 10 227.0 229.0 225.9 222.6 210.6 231.9 236.1 240.9 230.8 

20 222.0 222.5 219.7 217.7 206.5 226.5 229.5 232.5 224.5 

30 217.5 219.5 217.5 217.2 206.0 222.5 222.5 229.5 221.0 

co, 50 207.0 211.1 214.9 217.0 206.8 213.7 219.1 226.8 213.5 

70 196.6 201.3 214.1 217.4 208.5 206.6 214.9 226.1 208.1 

100 193.7 198.1 214.0 218.8 211.6 200.3 212.3 225.6 206.1 

150 204.0 208.1 217.5 220.2 213.4 207.1 215.6 226.4 211.0 

200 217.8 218.1 217.9 218.2 214.7 218.9 221.5 224.4 216.9 

250 234.3 227.4 221.7 220.7 215.0 229.7 229.2 227.4 224.6 

300 240.0 236.4 225.8 221.6 215.2 239.9 237.8 230.8 232.1 

400 255.3 251.3 238.1 232.7 225.9 245.9 252.0 244.0 247.3 

500 266.7 262.7 248.1 241.9 235.0 266.2 262.9 254.8 259.0 

700 282.2 279.1 264.6 247.6 249.2 282.9 279.5 270.7 275.9 

850 289.5 285.5 270.8 262.8 255.4 291.6 288.3 279.3 284.2 

1000 295.5 292.5 277.7 270.1 265.8 297.8 292.0 284.5 290.0 



TABLE 2.2 

CLIMATOLOGICAL OZONE PROFILES (PPMV) 

I I i I I I I i
 
P(MB) I JAN 00 N I JAN 200 N I JAN 400 N I JAN 500 N I JAN 70ON I JUL 200 N I JUL 400 N I JUL 600 N
 

I p I p I p Ip Ip Ip Ip I p 
1 3.818 3.812 2.661 2.023 1.342 3.805 2.352 1.547
 

2 3.818 3.812 2.661 2.023 1.342 3.805 2.352 1.547
 

5 4.583 4.558 3.395 2.657 1.744 4.348 3.067 2.020 

10 6.876 6.790 5.599 4.559 2.952 5.978 5.211 3.439 

20 7.808 7.778 6.903 5.517 3.889 6.542 6.180 3.979
 

30 7.119 7.209 6.446 5.496 4.084 5.978 5.322 3.866
 

50 2.989 3.774 4.438 4.711 4.318 3.080 3.291 3.140
 

70 .634 1.449 2.446 3.351 3.623 1.419 2.023 2.597
 

100 .242 .513 1.147 2.144 2.838 .604 1.087 1.932
 

150 .085 .154 .664 1.208 1.902 .205 .483 1.177
 

200 .042 .063 .332 .694 1.178 .094 .272 .694
 

250 .034 .053 .168 .400 .641 .071 .193 .398
 

300 .031 .046 .145 .254 .374 .064 .145 .253
 

400 .030 .038 .101 .145 .189 .057 .104 .151
 

500 .030 .029 .062 .072 .083 .051 .071 .091
 

700 .021 .020 .033 .032 .026 .039 .050 .047
 

850 .018 .018 .025 .025 .024 .031 .048 .037
 

1000 .018 .018 .024 .024 .024 .026 .044 .036
 

Total 03 .244 .282 .355 .430 .480 .263 .307 .362
 
(cm atm) 



TABLE 2.3 

CLIMATOLOGICAL WATER VAPOR PROFILES (gm/cm2 atm) 

III 	 I I I I I I 
P(MB) 	 I JAN 00 N I JAN 20ON I JAN 40°N I JAN 500 N I JAN 70N I JUL 20°N JUL 400 N I JUL 600 N 

I p p p I p I p I p p I p 
1 .002 .002 .002 .002 .002 .002 .002 .002
 

2 .002 .002 .002 .002 .002 .002 .002 .002
 

5 .002 .002 .002 .002 .002 .002 .002 .002
 

10 .002 .002 .002 .002 .002 .002 .002 .002
 

20 .002 .002 .002 .002 .002 .002 .002 .002
 

30 .002 .002 .002 .002 .002 .002 .002 .002
 

50 .002 .002 .002 .002 .003 .002 .002 .002
 

70 .002 .002 .002 .003 .006 .002 .002 .002
 

00 .002 .002 .002 .007 .010 .002 .002 .002 

150 .006 .005 .005 .016 .017 .006 .006 .002
 

200 .027 .018 .013 .032 .029 .028 .023 .002 

250 .2i .06 .05 .07 .04 .12 .09 .01 

300 .21 .11 .06 .09 .06 .23 .16 .03 

400 .59 .25 .13 .15 .08 .65 .43 .18 

500 1.48 .66 .36 .26 .15 1.68 1.12 .71 

700 4.01 2.53 1.28 .84 .43 4.92 3.60 2.55 

850 8.27 5.95 2.63 1.70 .76 9.81 7.09 4.85
 

1000 12.38 9.25 3.95 2.31 .82 14.42 10.72 6.84
 

Total H20 3.64 2.53 1.14 0.73 0.32 4.31 3.14 2.08
 
gm/an2
 



1(P3,P3_lr0) Tt (P3, )/A(P3_I e), (2.2) 

tO(P ,P3_1, ) H T Fo(P],Pj-1,6 ) (2.3) 

T IF(P3,P3_I, ) 

and 

Tiw(P3,PjI,8) T IFq(P,P3_l,o) (2.4) 

T1FO (P ,P3_ 1 , 8 ) 

Equation 2.2 defines an effective mean layer transmittance based on line-by­

line calculations using any combination of constituents [Halem and Susskind, 

1977]. Note that the effective layer transmittances for ozone (equation A3) and 

water vapor (equation 2.4) do not involve in any way calculations based on absorp­

tion of water vapor or ozone alone [Susskind, 1975]. In fact, significant 

differences may exist between effective layer transmittances defined from 

equations 2.3, 2.4 and those defined in equation 2.2 based on the single species 

transmittances. Table A2 of Halem and Susskind [1977] shows that the bright­

ness temperatures computed for VTPR channel 7 using line-by-line transmittances, 

TFO W, differ from those computed using line-by-line TFCW, by .40 C for a 

tropical temperature humidity profile. The spectral response of VTPR channel 

7 is very similar to that of HIRS channel 7. Errors of similar magnitude are 

then expected for HIRS2 channel 7. 

2.2 The model for water vapor and ozone absorption
 

The basic assumption of the models of water vapor and ozone transmittance 

is that the effective mean layer transmittances in eqs. (2.3, 2.4) can be treated 

as having the transmittance properties of a gas in a homogeneous layer having 

the mean temperature T, and pressure P, of the atmospheric layer, and vertical 

column density u of the absorbing gas in the layer. This assumption is reason­
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ably valid because use of equation 2.2 removes most of the dependance of the 

mean layer transmittance on the properties of the atmosphere above the layer, 

and absorption due to water vapor and ozone has a second order effect on the 

radiances in the temperature sounding channels. We then expect the log of the 

mean layer transmittance to be proportional to u for weakly absorbing lines, 

and ul/2 for strong lines. For a composite of lines, an effective exponent
 

of intermediate value is obtained. The absorption coefficient depends on the 

pressure P and the temperature T. 

The following form was therefore used to model the effective water and ozone 

transmittances for all channels and all layers: 

Tic(P,P3_l,) = exp- Ai,j,c(O)[ - Bi,c(Tj- 2 7 3 )] uc(3,3-1)Nic (2.5) 

where c stands for constituent, either ozone or water vapor, uc(J,3-i) is the 

integrated column density of the species in the layer between j and 3-1, Ni,c 

is a channel and species dependent constant between .5 and 1, Ai,,c is an 

effective channel, species, pressure, and angle dependent absorption coeffi­

cient, and Bl, c is a channel and species dependent constant (per-cent change 

per degree). For simplicity, the temperature dependance, B1,c, and exponent, 

Ni,c, are taken to be independent of pressure and angle. The coefficients A, 

B, and N are determined from the effective mean layer transmittances computed 

from the line-by-line calculations from the eight climatological profiles 

shown in Tables 2.1-2.3. Table 2.4 shows select values of the coefficients for 

the water vapor and ozone models. A(P,O) is raised to the power I/N so as to 

.be in units of (mol/cm- 2 )-l The absorption coefficients are shown at 1000 mb 

and 100 ib respectively, where absorption due to water vapor and ozone is most 

significant. Because of the complex nature of the effective transmittance, the 

pressure behavior of A is not simple. The range of coefficients for a parti­

cular channel in the pressure region where significant absorption is present 
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TABLE 2.4
 

SELECT WATER VAPOR AND OZONE TRANSMITANCE COEFFICIENTS 

WATER VAPOR OZONE 

CHANNEL A(1000 0)11N B N A(I00,0)i/N B N 

(MOIrCM2) (MOLICM2 ) 

1 0 0 1.0 0 0 1 

2 0 0 1.0 6.2 E-23 0 1 
3 0 0 1.0 2.6 E-21 0 .9 

4 1.6 E-24 0 .8 3.6 E-22 0 .7 

5 4.2 E-25 0 .85 1.9 E-21 0 .8 

6 8.4 E-24 0 .65 5.1 E-21 0 1 

7 4.4 E-26 .016 .5 3.1 E-21 0 1 

8 4.5 E-25 0 .9 0 0 1 

9 6.9 E-25 0 1. 7.8 E-20 0 .95 

10 1.1 E-24 0 .8 0 0 1 

11 5.1 E-23 0 .7 0 0 1 

12 4.2 E-22 0 .6 0 0 1 

13 1.4 E-24 0 1.0 0 0 1 

14 2.8 E-25 .019 .8 0 0 1 

15 6.8 E-25 .017 .95 0 0 1 

16 1.4 E-24 0 1.0 0 0 1 

18 6.7 E-26 .016 1.0 0 0 1 

19 3.9 E-25 0 .8 0 0 1 

M1 1.1 E-24 0 1.0 0 0 1 

M2 1.2 E-24 0 1.0 0 0 1 

M3 1.3 E-24 0 1.0 0 0 1 

M4 1.4 E-24 0 1.0 0 0 1 
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is generally less than 20%. Ebr most channels, B is found to be nearly zero 

and N is nearly 1. 

McMillin et al., (1979), and Weinreb and Neuendorfer (1973) have given
 

more elaborate models to account for the effects of water vapor on atmospheric 

transmittances. In both cases, the coefficients for the models are based on 

calculations of averaged transmittances due to water vapor alone. These modeled 

transmittances are multiplied by the dry transmittances to give total trans­

mittances as in equation 2.1. The appropriate quantities to use are the effec­

tive mean layer transmittances as defined in equation 2.4, which differs signi­

ficantly from the mean layer transmittances computed from the absorbing gas 

alone, because absorption by a gas such as H20 is not totally uncorrelated 

with absorption by the fixed gases, especially in a relatively narrow channel, 

where only one or two H20 lines may be of significance. 

2.3 The model for absorption due to gases of fixed distribution 

Most of the absorption for the temperature sounding channels is due to the 

gases of fixed distribution, primarily GO2 and N20. The transmittance at a 

given angle depends only on the temperature profile. The effective mean layer 

transmittance for each reference angle is modelled according to 

TEiF (P3,P3-l,) = A13(0) + B13(e)(T] - T O) + C13(O)(T 13(O)-TI3O(O) (2.6) 

where TJ is the mean temperature in the layer j, between Pj to P3-l' for the 

temperature profile under consideration, T30 is the mean temperature in layer 

3 in a standard temperature profile shown in Table Al, and Ti, and T13° are 

effective mean temperatures for the entire profile from P3 to the top of the 

atmosphere for the temperature profile under consideration and the standard 

temperature profile respectively. The effective mean temperature above pres­

sure P for channel i is defined as the average temperature above pressure P 
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weighted by the weighting function for channel i. The effective temperature 

is then channel and angle dependent and is defined asrP 
T13( 8 ) E 1 f T(P) dtP) dP (2.7) 

I-'U(p,) 0 dP 

where T1O (p,e) is the transmittance of channel i for the standard temperature 

profile. 

The coefficients Aij(6), B1 (e), and C1,(6) are determined so as to give 

the best fit in the least squares sense to the values of TiF obtained from 

line-by-line calculations. As expected, the coefficient A13(8) was found to 

be very close to TiF°(PI ,), the effective layer transmittances for 

the standard profile shown in Table 2.1. 

The algorithm is essentially equivalent to that of McMillin and Fleming 

(1978), except that McMillin and Fleming expand the effective layer transmit­

tances in a four term expansion about a standard profile effective layer trans­

mittance. Two of their terms deal with the temperature in the layer and the 

remaining two contain channel independent weighted temperatures above the 

layer. 

2.4 Ability of the model to fit the climatological profiles 

The importance of the transmittance error is the error made in computing 

brightness temperature, or equivalent black body temperature, which arises from 

using incorrect transmittances in equation 1 of the text. Table 2.5 shows the 

ability of the rapid algorithm to reproduce the brightness temperatures for the 

profiles used to generate the coefficients. The second and third columns of 

Table 2.5 summarize the maximum and RMS errors in brightness temperatures for 

the eight profiles computed using the transmittance functions from equation 2.6 and 

the coefficients determined from the fit as compared to those computed using 

TF, the line-by-line transmittance. In computing these brightness tempera­
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TABLE 2.5 

TRANSMITTANCE MODEL BRIGHTNESS TEMPERATURE ERRORS (0C) FOR HIRS CHANNELS AT NADIR VIEWING 

MODEL ERRORS MODEL ERRORS MODEL ERRORS MAXIMUM EFFECT 
CHANNEL FIXED GAS FIXED+OZONE FIXED+OZONE+WATER OZONE WATER OZONE4WATER 

MAX RMS MAX RS MAX H4S +CONTINUUM 
1 .038 .021 .038 .021 .038 .021 0 0 0 

2 .085 .055 .085 .055 .085 .055 0 0 0 

3 .015 .009 .013 .006 .013 .006 .27 0 .27 

4 .071 .041 .079 .048 .077 .050 .81 .47 1.13 

5 .144 .074 .129 .079 .145 .082 2.04 1.08 2.90 

6 .092 .049 .076 .047 .105 .063 1.58 1.92 4.57 

7 .153 .086 .119 .077 .115 .079 1.10 3.33 5.80 

8 .002 .001 .002 .001 .103 .063 0 1.33 4.89 
00 

9 .008 .003 1.535 .922 1.464 .891 26.81 .70 27.48 -

O0 

10 .003 .002 .003 .002 .264 .122 0 6.26 7.71 0 

11 .005 .003 .005 .003 1.108 .605 0 33.23 33.23 c'0*i 

12 .000 .000 .000 .000 1.793 .982 0 57.57 57.57 > 0rm 

13 .014 .007 .014 .007 .073 .038 0 1.14 1.18 

14 .027 .012 .027 .012 .028 .014 0 .57 .58 

15 .033 .014 .033 .014 .033 .013 0 .30 .31 

16 .085 .039 .085 .039 .085 .041 0 .06 .06 

18 .003 .001 .003 .001 .003 .001 0 .08 .10 

19 .001 .000 .001 .000 .050 .039 0 1.71 1.73 



tures, it was assumed that the surface was a black body whose temperature was 

equal to the 1000 mb air temperature. The maximum difference in brightness 

temperature arising fran use of the modelled transmittances rather than the 

exact transmittances is equal to .15*C and is on the order of the instrumental 

noise. The next four columns indicate maximum and RMS errors for the bright­

ness temperatures computed for the eight profiles using TFO compared to 

TF To and TF W compared to TF 
T o TW. The exact temperature-humidity-ozone 

profiles were used in the calculations. 

The last three columns show the extent to which absorption due to 03 and 

water vapor effects the brightness temperatures of each channel. The column 

marked maximum 03 effect gives the maximum difference of brightness temperature, 

computed, on the one hand, using line by line transmittances calculated with 

only the fixed gases, TF, and, on the other hand, using line-by-line trans­

mittances calculated also including 03 absorption, TFO. The column marked 

maximum H20 effect gives the brightness temperature difference computed using 

TFO on the one hand, and TFOW, the transmittances including all species, 

on the other. The maximum total effect, including absorption due to ozone and 

water vapor lines and water continuum, is shown in the last column. 

Except for channels 8-12, which are sensitive primarily to absorption of 

H20 or 03 themselves, the transmittance model fits the eight climatological pro­

files extremely well, the largest source of error caming from the fixed gas mo­

del. In channels, 9, 11, and 12, where the effects of absorption due to 03 and 

H20 are the order of 20-550C, the rapid algorithm errors are larger than 10C and 

a more elaborate algorithm appears to be necessary to reduce the errors. Inclu­

sion of a term representative of the effective species column density above the 

layer, analogous to the third term in equation 2.6, as well as allowing for a 
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pressure dependance of N, should achieve more accurate results. 

2.5 Test of the model on independent profiles 

Line-by-line calculations were run for 2 of the 72 clear profiles from the 

January - February period, to assess the contribution of the rapid transmittance 

algorithm as a source of error in the radiance calculations for real profiles. 

The first was a mid-latitude profile chosen because the temperature profile 

differed significantly from the climatological set used to generate the rapid 

algorithm coefficients. The second profile was a very humid tropical profile 

observed at a large zenith angle. This was chosen to test the water vapor cor­

rection model in an extreme case. The two profiles are shown in Table 2.6. The 

radiosonde temperature profiles were reported to 10 mb and 20 ib respectively. 

The humidity profiles were reported to 400 and 300 ib. Values extrapolated from 

the radiosonde reports are marked by *. Climatological values, marked by **, 

were used for the sea surface temperature, and the 03 profile, the 1 mb tem­

perature temperature, and humidities above 100 b. 

Table 2.7 shows for each profile, TOBS, the observed brightness tempera­

tures for each channel, the difference between TOBS and TM, the brightness 

temperatures computed using equation 1.1 and the untuned rapid algorithm model 

generated transmittance coefficients, and the differences between TM and Th, 

the brightness tegperatures computed using line-by-line generated transmit­

tances. The calculations are all run at the appropriate zenith angles, 22.80 

for the mid-latitude profile and 46.9* for the tropical profile. Thus, all 

aspects of the rapid algorithm, including zenith angle interpolation, are 

tested simultaneously by this comparison. 

The brightness temperature errors introduced by the rapid algorithm, shown 

in the columns TM-TL, are of the order of .10C for all channels but those prima­

rily sensitive to water vapor or ozone themselves. The errors are similar to 
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TABLE 2.6 

ATMOSPHERIC SOUNDINGS USED TO TEST THE RAPID TRANSMITTANCE ALGORITHM 

MID LATITUDE PROFILE TROPICAL PROFILE 
FEB 9 OZ 470N, 170 W JAN 5 OZ 140S, 171W 
ZENITH ANGLE = 22.80 ZENITH ANGLE = 46.90 
SURFACE PRESSURE = 992 MB SURFACE PRESSURE = 1009 MB 
SST = **284.70K PREC. AT. = 1.66 gm/cm2 SST = **302.1OK PREC. WAT. = 6.56 gm/cm
03 PROFILES = **JAN 500 N OZONE PROFILE = **JAN 0ON 

P (MB) T( 0 K) q(gm/cm2atm) T0 (K) q(gm/cn 2 atm) 

1 **259.1 **.002 **274.2 **.002
 
2 *245.6 **.002 *258.2 **.002
5 *227.6 **.002 *240.6 **.002
 

10 208.7 **.002 *232.9 **.002
 
20 206.1 **.002 225.7 **.002
 
30 209.7 **.002 221.7 **.002
 
50 215.1 **.002 205.9 **.002
 
70 218.5 **.002 200.5 **.002
 

100 222.1 **.002 191.7 **.002
 
150 222.3 *.005 207.7 *.02
 
200 224.7 *.02 221.5 *.09
 
250 222.9 *.04 234.3 
 *.28
 
300 218.1 *.08 244.5 .76
 
400 235.5 .24 259.5 
 2.0
 
500 248.1 .85 269.7 3.9
 
700 267.3 2.5 283.2 8.2
 
850 277.0 4.7 291.4 16.3
 
SURFACE 285.4 *6.6 
 300.2 21.0
 

**CLIMATOLOGY 
*EXTRAPOLATED 



CHANNEL TOBS* 

1 225.74 
2 217.48 
3 219.22 
4 226.29 
5 238.63 
6 250.23 
7 262.25 
8 282.75 
9 251.79 

10 278.81 
11 255.86 
12 242.30 
13 268.49 
14 256.56 
15 243.84 
16 225.82 
18 282.93 
19 284.48 
M1 219.98 
M2 245.33 
M3 226.44 
M4 217.08 

*DAYTIME CASE
 
**USED TO COMPUTE EMISSIVITY
 

ASSESSMENT OF 

MID LATITUDE 
PROFILE 

TH - TOBS 

-.16 

.43 

.59 


1.28 

.71 

.13 

.51 


-.66 

2.44 

-.75 

-5.64 


-10.30 

-.30 

1.03 

1.17 

1.25 


-1.21 

-2.25 


0"* 

-.26 

.19 

.24 


TABLE 2.7 

ERRORS CAUSED BY RAPID ALGORITHM (-C) 

TROPICAL PROFILE 

TM - TL TOBS TM - TOBS 

-.03 234.28 2.48 -.10 
.06 218.15 1.21 -.13 
.08 216.69 2.95 .10 

-.04 227.56 3.32 .03 
-.08 243.85 1.25 .02 
-.12 255.02 .90 -.02 
-.02 265.89 1.20 .07 
-.10 289.85 -.56 -.68 
-.85 272.53 -2.96 -1.43 
-.03 284.67 -1.20 -.81 
-.20 253.64 -1.53 -.99 
.02 241.31 -5.96 .50 
.02 278.47 -.11 -.12 
.05 265.67 1.38 .10 
.08 251.82 1.41 .06 
.10 231.44 1.58 .16 
.00 299.79* -1.76 .01 
.03 301.71* -4.96 -.16 
-.02 253.41 0** .04 
.01 252.26 .87 .08 
.01 221.64 1.62 .01 

-.06 205.38 1.95 -.06 



those found in Table 2.5 representing the quality of fit to the eight climato­

logical profiles. 

The large differences in observed and computed brightness tempertures for 

channels 11 and 12 in the mid-latitude profile, and channel 12 in the tropical 

profile, are most likely the result of errors in the extrapolation above the in­

complete water vapor profiles. The climatological 03 profiles did reasonably well 

in accounting for observations in channel 9. The errors introduced in the 

brightness temperature by the rapid algorithm transmittance model are insig­

nificant except for those channels whose absorption is due primarily to 

water vapor and ozone. These channels have not yet been introduced in the 

GLAS processing scheme. When they are introduced in the near future, the 

model for these channels may have to be improved. 
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Chapter 3
 

Theory and Application of the Glas Physical Inversion Method
 

3.1 Overview of the GLAS Physical Inversion Method 

The GEAS physical inversion approach to temperature sounding from satel­

lite observations is fundamentally different from the statistical regression 

method used operationally at NOAA/NESS in that heavy reliance is placed on the 

ability to model accurately the instrumental response to atmospheric and surface 

conditions, while no use is made of statistical relationships between satel­

lite observations and atmospheric temperature profiles. The method involves 

starting with a guess set of atmospheric and surface conditions from which 

expected brightness temperatures for the satellite observations are computed. 

Then, iterative relaxation of atmospheric and surface conditions is performed
 

according to the difference between observed and computed brightness tempera­

tures until sufficient agreement is reached. If sufficient agreement can not 

be obtained, no retrieval is produced for that location. 

The basic advantages of the method arise from the ability to utilize 

first guess and other a-priori information to account directly for all factors 

affecting the observations, and to determine areas where retrievals should be
 

rejected. In addition, GLAS retrievals can be derived in regions of high 

topography, where operational retrievals were not processed during FGGE. Most
 

important of all, a complete set of auxilliary meteorological parameters can 

be simultaneously determined which are allicompatible with each other and the 

observations. 

The GLAS processing scheme is comprised sequentially of the following 

elements:
 

PRECEDING PAGE BLANK NOT FILMED 
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1. 	 Calibration of the data. 

2. 	 Averaging of the data into fields of view. 

3. 	 Attaching initial guess conditions, TO(P), q(P), Ps. 

4. 	 Conputation of clear-column radiances P?, from the initial guess 

conditions. 

5. 	 Determination of the surface emissivity at 50.3 GHz, SN, to 

compute microwave radiances. 

6. 	 Determination of R1, the iterative reconstructed clear-column 

infrared radiances from potentially cloud-contaminated radiance 

observations, Ri . When it is determin d to be too cloudy for 

reconstruction of clear column radiances, no retrieval is performed 

and steps 7-10 are skipped. 

7. 	 Determination of ' the iterative sea/land surface temperature. 

8. 	 Calculation of the clear-column radiances using the iterative 

sea/land surface temperature and temperature profile. 

9. 	 Conparison of j and RNj for the termperature sounding channels. 

ad instep10. 	 If sufficient agreement between and PPN isnotis not foundoun in 9, 

calculation of TNq+I(P), the next (iterative) temperature profile, and 

return to step 5 to ccpute 01+1 and continue the iterative proce­

dure. Otherwise, the iterative procedure is terminated. 

11. 	Set quality flags.
 

12. 	 Calculation of cloud field parameters under all conditions. 

3.2 	 Preparation of the Satellite Data for Analysis 

The HIRS2 and MSU data used by GLAS is the level I-B data obtained from 

NOAA/EDIS. Uncalibrated observations are given for each channel at each spot 

observed by the instrument, which is earth located and flagged. Calibration 

coefficients are provided with the data. The data is calibrated at GLAS using 

the coefficients with the appropriate algorithm described by Lauritson et al. 

[19793. 
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Figure (1)shows the scan patterns of HIRS2 and MSU. In the processing sys­

tem used in analysis of the data, one sounding, representative of an area of 

125 x 125 km, was performed at a spacing of roughly 250 x 250 km. This resolu­

tion and spacing was chosen so as to be coparable to that used for operational 

temperature sounding by NOAA/NESS. observations at the 125 x 125 km resolution 

were generated by averaging of the HIRS2 data as shown in the figure. First 

the HIS spots are blocked into roughly 250 x 250 km areas in groups of 6 x 

10, 6 x 8, 6 x 7, 6 x 5, or 6 x 3 depending on the location in the scan array. 

These blocks are further broken into quadrants, as indicated in the 6 x 10 

array. In each quadrant, the spots are divided into two sets, one being the 

half containing the highest radiances for the in window channel H8 on HIPS2. 

These spots are indicated as white in the figure. Radiances for all spots in 

a given set are averaged together for each channel. Each 125 x 125 1m area is 

now characterized by two sets of HIRS2 radiances for each channel. These two 

sets zLZZ be referred to in the future as "two fields of view." The differences 

in the radiances in these fields of view will be utilized in the cloud correc­

ton algorithm to be described later, which estintes the effective clear column 

radiance which would have been observed in the 125 x 125 km area if it were 

cloud free. For each field of view, an effective satellite zenith angle is
 

defined as the angle whose cosine is given by the average of the cosines of
 

all the spot satellite zenith angles in the field of view. 

The 125 x 125 km quadrant in which the sounding will be performed is 

chosen as the one containing the warmest field of view as measured by the HIRS 

11 ip window channel. The latitude and longitude of the centroid of this quad­

rant is taken to be the location of the sounding which will be performed. The 

HIRS2 observations in this quadrant are also colocated with the MSU observa­

tions whose centroid is closest to that of the quadrant, and with initial esti­
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Fig. 1. Scan pattern for HIRS2 (small spots) and MSU (large spots). One retrieval is performed every 250 x 250 km 
(solid line box) area in one of the 125 x 125 km (dashed line box) quadrants. HIRS spots in each quadrants are averaged
into 2 fields of view according to the warmest and coldest radiances from the lln window channel. The closest MSU 
spot is assigned to the quadrant.
 



mates of teperature profile, humidity profile, and surface pressure obtained 

fron interpolating a 6 hour forecast generated by the GLAS GCM [Kalnay-Rivas et. 

al., 1977; Kalnay-Rivas and Hoitsna, 1979) to the appropriate location and time. 

The preparation of data, which represents steps 1-3 described above, 

associates in every 250 x 250 km area observed by the satellite a time, latitude 

and longitude, 2 sets of HIRS2 radiances and zenith angles, a set of MSU 

radiances and an MSU zenith angle, and model generated estimates of surface 

pressure, humidity profile, and tenperature profile for the selected quadrant. 

This is sufficient information for analysis of the data. In addition, the 

area contains the HIRS2 radiances in the single coldest field of view in the 

250 x 250 ]am area, as seen by the llum window, and the average HIRS2 radiances 

for all spots in the 250 x 250 km area. These will be used in generating an 

effective cloud height and cloud fraction for the entire area. 

3.3 Connputation and Significance of the Surface Emissivity at 50.3 GHz 

Steps 4 in the processing scheme, dealing with the carputation of channel average 

radiances from atmspheric and surface conditions has been treated in detail in 

Chapter 1. The calculation of accurate radiances as a function of surface and 

atnospheric conditions is essential for all subsequent steps in the processing 

system.
 

The eaissivity of the surface in the microwave region is much more variable 

than in the infra-red. At 50 GHz, the emissivity is typically .45 - .65 for 

open ocean, increasing with decreasing temperature and increasing wind speed, 

and .90 - .95 for land. Sea ice has an emissivity of .70 or more, depending on 

its history, and snow has an emissivity of .90 or less depending on the depth 

(Staelin, 1981). 

Given a tarperature-hummdity profile and a surface tanperature and pres­

sure, the microwave brightness tenperature at a given zenith angle is ruch more 
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sensitive to the surface emissivity than an equivalent infra-red channel would 

be [Kornfield and Susskind, 1977). For accurate calculation of brightness tenp­

peratures in microwave channel 2, which has about a 10% contribution from the 

surface, a precise knowledge of the microwave surface emissitivity is needed. 

This parameter in turn also provides inportant information about the surface 

properties. 

The microwave emissivity is calculated from the 50.3 GHz channel, as part 

of the iterative scheme, according to 

8Rj-fTdt-Ri+t 1 (Pg) 

ETs - Ri+]ti(Ps) (3.1) 

where Ri is the 50.3 GHz observed brightness temperature, T. is the iterative 

surface temperature, and T(P) is the iterative atmosperic temperature profile 

used in the calculation of the upward and danward microwave fluxes emitted by 

the atmosphere. The transmittance functions are corrected for temperature, wa­

ter vapor, and zenith angle as described in Chapter 2, but possible effects 

of liquid water attenuation on the 50.3 GHz channel are not accounted for. 

It is assumed that in areas containing significant atmospheric liquid water, 

the retrieval would be rejected either on the basis of too much cloudiness or 

for non-convergence of the solution as explained later. The emissivity determined 

from the 50.3 GHz channel observation is used, together with the iterative 

temperature profile, and surface tenperature, to calculate brightness temperatures 

for the other MSU channels. 

3.4 Accounting for Effects of Clouds on the Infrared Observations 

The radiance observed in an otherwise homogeneous field of view, containing 

partial homogeneous cloud cover a, is given, within a reasonable approximation 

by 

Ri = Ri,CI-D + (1 - a)R1 ,ci R (3.2) 
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where Ri,CM and Ri,CLR are the radiances which would have been observed if the 

field of view were ccopletely cloudy or clear, respectively. Computation of 

clear-column radiances Ri,CLR can be done routinely as in equation 1.1, but 

coputation of RI, CLD requires accurate knowledge of the optical as well as the 

meteorological properties of the cloud. It is more advantageous to be able to 

account for the effects of clouds indirectly than to have to model their 

radiative transfer properties. As shown by Smith (1968) and Chahine (1974), 

an estimate of the clear-column radiance, R1 , can be reconstructed from the 

observations in the two fields of view according to 

Ri = Ril + n[Ri, 1 - Ri2) (3.3) 

where R13 is the observation for channel i in the field of view j and n is 

given by ql/(c2-al). The fields of view are numbered in the sense that 

R8,1 > R8 , 2 . Once n is determined, clear-colunn radiances can be reconstructed 

from the observations by using equation 3.3. An estimate of n is obtained with 

each iteration. 

It is seen from equation 3.3 that large values of iiwill tend to amplify 

noise in the observations and are, therefore, undesirable. In the other extreme, 

= 0 implies field of view 1 is clear and n = -0.5 is taken when it appears 

both fields of view are clear. As shown by Chahine [1974] and Halem et al., 

[19783, n can be determined from the infra-red abservation as part of an 

iterative scheme according to 

TIN R - R7, 1 (3.4) 

R7, 1 - R7, 2 

where R7 is the ccnputed clear-column radiance for the 151im surface channel, 

using the Nth iterative temperature profile. In this case, the scheme will con­

verge provided only 4.3pm infrared channels are used for temperature sounding 

in the lower troposphere. The rate of convergence increases with the difference 
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between the surface temperature and the clod-tcp temperature. Under some 

high noise, 1ow contrast conditions, divergent solutions can occur in the 

sense that an overestimate of nP will cause an overestinate of the reconstruc­

ted 4.3mn. Clear-colunn radiances which, in turn, will yield an increased 

laer tropospheric temperature, produce an increased value of R7 N+l, and 

lead to an increased r+i, etc. 

When a lower trcpospheric-sounding microwave channel is available, such as 

channel M2, a superior method for determing Ti can be used, making the estimate 

of n less sensitive to guess errors and alleviating the need for use of 

15m channels, which are significantly affected by H20 and 03 absorption, in 

cloud filtering. n is determined as in equation 3.4 but with the 4.34m surface 

channel, 13, used instead of channel 7. The microwave channel is used to cor­

rect errors in R1 3N due to errors in the iterative temperature profile. The 

error in rP determined from equation 3.4 is a result of either use of an incor­

rect temperature profile to estimate the clear column radiance, computational 

uncertainties such as the effect of water vapor on the transmittance functions 

of channel 13, observational errors in R1 3 ,i ' or errors in the assuaption of 

only one degree of non-homogenelty in the combined fields of view. The error 

in R1 3N due to a wrong teiperature profile can be well accounted for by ad3ust­

ing the coputed brightness teperature (equivalent black body temperature) for 

channel M2 according to 

T 13 -T, 3 N = (3.5)-i 

where TM2 and TM2N are the observed and calculated microwave brightness temp­

eratures, T1 3N is the calculated clear-column brightness temperature for chan­

nel 13, and T "13 is the corrected clear-column brightness temperature for chan­
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nel 13. This correction is based on the approximation that a bias in the itera­

tive tenperature profile in the mid to lower troposphere will produce approxi­

mately the same error in caputed brightness teperature in infra-red and micro­

wave channels sounding that portion of the atmosphere. The corrected clear­

column radiance for dannel 13 is then given by 

= B1 3ET13N + T - T~p] (3.6) 

and n is now computed according to 

4 = (R' 1 3N-R 1 3 ,1)/(RI 3,1 -R1 31 2 ) (3.7) 

If the observations in the two fields of view are sufficiently close, most 

likely both fields of view are either clear or overcast. We discriminate these 

two cases by conparing T 13, the corrected clear colunn brightness temperature 

for channel 13, to T1 3 , 1 , the observed brightness teaperature for field of view 

1. If T 1 3 - T1 3 , 1 > 8*C and 1F > 4, the fields of view are considered too 

cloudy to do a retrieval. In the other limit, if 4 40 and IT13 , 1 - T13,21 

c 10C, T is taken as -0.5, that is both fields of view are considered clear. 

Utilization of the micrawave observation not only speeds up convergence 

under all conditions, but stabilizes the solution in the sense that a positive 

bias in the iterative tauperature profile in the lwer troposphere will not, to 

a first approxination, cause an increase in n The actual estimate of the 

cloud height and amount is performed after the final solution is obtained and 

will be described later. The microwave correction was not employed in chapter 

1, dealing with ccparison of computed and reconstructed radiances in cloudy 

conditions, because the true temperature profile was known. 

3.5 Determination of Sea-Surface Temperatures and Ground Temperatures 

The min factors influencing the accuracy of retrieved sea-surface 

temperatures fran infra-red window observations are the effects of clouds and 
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humidity on the observations. Cperational surface temperature sounders, such 

as AVHR, utilize very fine spatial resolution observations, of the order of 

1 km x 1 km, in an attenpt to find ccrpletely clear spots. The current analysis, 

using combined infrared and micraave observations, does not require high 

spatial resolution nor the existence of clear spots for the determination of 

accurate sea or land surface tenperatures, which are determined as an integral 

part of sounder processing system. The effects of clouds on the observations 

are accounted for by use of equations 4, 7 and 8, giving the clear column 

radiances for all infra-red channels. The two 3.7pm window channels on 

HIRS2, whose brightness tenperatures are relatively insensitive to humidity, 

are used for determination of surface temperature rather than the liim 

window, which has been used operationally on AVHRR. 

Given TN , the clear radiances, RN, for the two 3.7-pm window channels, 

18 and 19, are reconstructed according to equation 4. At night, the reflected 

solar radiation term can be neglected from equation 1 and surface temperatures 

are easily obtained fram each channel as 

Ts, = B-l N - (1 -
T-(Ps) 

0__ _ (9) 

The dcnward flux, R.N+, is approximated as 

N Ti (PSl 
= 2 coee fB.(V)dT- (3.9) 

0 

This approximation is based on the assunption of an optically thin atmosphere 

and a Lanbertian surface. In general, Ts, 1 8 and Ts,19 are found to agree 
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with each other to 1 oC, even under partially cloudy conditions. The surface 

temperature, TsN , is taken as l/2[T s18 N + TsN19N]. 

During the day, the effects of solar radiation on the 3.7Wm channels 

must be accounted for in obtaining accurate surface temperature retrievals 

fran these channels. The solar radiation reflected off clouds in the field 

of view has already been accounted for by the clear column radiance algorithm. 

If additional clouds are in the path of incident solar radiance with cloud 

fraction c, the solar radiation striking the ground will be attenuated by (l-c). 

The solar radiation reflected off the clouds will not be seen by the instrument 

because of its narrow field of view. The net effect is to reduce the solar
 

radiation by a factor of (l-c). 

One can attempt to account for reflected solar radiation directly by sub­

tracting p IH.Ti (Ps)fram R1(N) and substituting the result into equa­

tion 3.8. In the case of c=O, Hi t (Ps), the mean solar radiation across the 

channel traversing the path from the sun to the earth and back to the satellite, 

10- 5 can be well estimated as 2.16 x Bi[5600 K] cosOti(P s , OEFF ) where 

OH is the solar zenith angle and the transmittance is computed at an effective 

zenith angle, OEFF, %hosesecant is given by the sum of the secants of the 

solar and the satellite zenith angles. The case of c74 is equivalent to an 

effective reflectivity p = p (l-c). 

This procedure is impractical because of the uncertainty in p 1 , even if 

c=O. If the surface is Lambertian and the emissivity is known, p', the 

directional reflectance, is equal to (I - ei)/ . Significant errors of up 

to a factor of 2 can be made in these estimations of p'i, which may produce 

errors of up to 100C in retrieved surface temperature. These errors arise 

fran uncertainties in e, and the non-Lambertian character of the surface. 

The same uncertainties in ei, however, do not appreciably affect the 
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calculated thermal radiation. Estimated values of 0.85 over land and 0.95 

over ocean are used in the analysis. Rather than assume a value for p, Ts 

and p are solved for in an iterative manner, assuming only that p is the 

same for both 3.71n channels. 

For 3.711m sounding channel 1, we can write 

.N _-AM IN
 

RA i Bi(Ts) + dHjl" = AiN (3.10) 

Ci5 N(ps) 

where RATM,1 is the atmospheric contribution to the calculated clear-column 

radiance, di = ;/el, and Hi - is given by Hi " = HjiN(Ps)/Ti(Ps). The 

left-hand side of equation 11, and consequently Ai , is knoan in a given 

iteration. Assuming p, and si are the same for both 3.7 1n channels, 

one obtains the equation 

Bi(Ts)-aB(Ts) = Ai - aAj = A (3.11) 

where a=Hi '/Hj'. This non-linear equation in one unknown, T., is solved 

iteratively according to 

-h-v/T M+l A 

• vT 5 _(TsM) - aB3(TsM) (3.12) 
e 

where v= (vi + v)/2. This procedure converges rapidly. Once Ts is de­

termined, d is calculated from equation (3.10). This provides a value of pwhich 

is used in equation 1 to correct the 4.3-Im channels for reflected solar 

radiation effects. 

The iterative ground temperature is used to ccnrpute the estimated clear 

colunn radiances, Ri N , for each channel. Temperature profiling utilizes a 

conparison of these radiances computed for the temperature sounding channels 
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from Ts and TN(p) to the Nth reconstructed clear column radiances, PN e 

differences are used to update the tenperature profile. Over ocean, clima­

tological sea-surface temperatures have accuracies of better than 20 C and can 

serve reasonably well for the corputation of clear column radiances. Under 

conditions when it is felt that it is too cloudy to retrieve sea-surface tempera­

tures of greater accuracy than climatology, the sea-surface teiperature is fixed 

at its climatological value for the purpose of radiative transfer calculations. 

This decision is made only in the first iteration. Climatology is used if either 

T18 -TI8,1 > 20°C, or IT, - TCLIMI > 50 C, or both T1 8 - T 18 , 1 > 100C and ITS -

TCLIMI >30C, that is, either the reconstructed brightness temperature is very 

far from the observed brightness temperature, indicating a large cloud correction 

is necessary, or the retrieved sea-surface tenperature differs significantly 

from climatology, indicating a potential problem. If both indicators of a 

problem exist, the tolerance conditions made are more stringent. During the 

day, the same criteria are used with the llm window channel 8. The sea­

surface tenperature is fixed to climatology about 3% of the time. 

The accurate a-priori knowleged of the sea-surface tenperature is also 

used to indicate lcw level overcast which may have been missed by the cloud 

algorithm test for overcast described previously. If Ts - TCLIM < -3CC and 

IT1 8 - T18,11 < 2 I Ts - TCLIMI, that is the retrieved sea-surface temperature 

is more than 30 colder than clinatology and the difference is greater than half 

the difference in reconstructed and observed brightness temperatures, the fields 

of view are considered to be full overcast with low level clouds. No retrieval 

is performed under these conditions. The retrieval is also rejected if the 

final retrieved sea-surface terperature differs frcn climatology by more than 

50. 
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3.6 The Atmospheric Texrperature Relaxation Equation " The Inverse Problem" 

Forms of the relaxation method of finding a solution to a set of radiative 

transfer equations was developed by Chahine (1968, 1970) and Smith (1970). It 

differs from other methods in that it does not attenpt, in any iteration, to 

find a best solution to the set of equations (observations) but only to provide 

a set of parameters giving better agreement of observed and calculated radiances 

than obtained in the previous iteration. The iterative method is corputationally 

fast and stable. Moreover, to solve the inverse radiative transfer equation 

it is necessary first to put the equation in approximate linear form with 

coefficients which are profile-dependent. Therefore, an "exact" solution must­

be iterative in any event. 

In the iterative relaxation scheme, modifications to the teniperature pro­

file are made according to the differences of observed and coniuted radiances 

in temperature sounding channels weighted by the sensitivity of observations in 

these channels to changes in tenperature in different parts of the atmosphere. 

Given RiN and R1N, it is most convenient to carpare the reconstructed and can­

puted brightness temperatures, T1 N and TIN, because of an essentially linear 

relationship between changes in brightness temperature with changes in tempera­

ture profile. 

The differences between TiN and TIN are used both to compute the next
 

iterative temperature profile and to decide when to terminate the iterations. 

The iterative procedure is terminated if the root mean square differences of 

IN and T1 for the tenperature sounding channels is not at least 5% lower than 

in the previous iteration. Also, a maximum of 10 iterations is performed. 

When the iterative procedure is ccnpleted, the retrieval is rejected as non­

convergent if this RMS difference is not less than 10C. In addition, the
 

56
 



retrieval is re3ected as non-convergent if the computed brightness temperature 

for microwave channel 2, which gives a measure of the mean tropospheric tempera­

ture, differs from the observation by more than 10C. This channel, which is 

not used directly in the solution of the relaxation equations, gives a good 

check on the consistency of the solution with an additional observation. 

Microwave channel 2 is used indirectly through the cloud filtering algorithm as 

shown in equation (3.6). The frequency of occurence of non-convergence is roughly 

independent of cloud cover, but a tendency occurs for re3ection when the microwave 

observations with the largest zenith angle are used. 

In order to use the difference of reconstructed and computed brightness 

temperatures in the temperature sounding channels to estimate the error in the 

Nth iterative temperature profile, it is useful to look at the response of the 

brightness temperature of a channel to changes in atmospheric temperature pro­

file. 

From equation (1.1), we see that to a good approximation, brightness tempera­

tures for two closely related temperature profiles, T(P) and T(P)+ 6 (P), will
 

differ by
 

TI[T(P) + 6(P)] - TI[T(P)] = fW1 (P) 6(P) dln(P) (3.13)
 

where 
 Wi(P) = (T
 
RI T(P)
 

(3.14)
 

( d) dlnpd(P\


I T(P) P
 

assuming all else remains constant. Figure (2) shows the weighting functions 

which, as defined in equation 3.14, relate the change in brightness temperature 

to the change in atmospheric temperature profile, for the seven channels used 
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in determining the atmospheric temperature profile. 

It can be shown that 

fW1 (P)dln(P) -1 - T1 (Ps) 	 (3.15) 

Therefore, to a good approximation, for two profiles differing by a constant,
 

6, 

TI[T(P) + 6] z Ti[T(P)] + 6 (1- 'I(PS)), (3.16) 

that is,a constant shift of temperature profile throughout the atmosphere 

produces approximately the same change in brightness temperature, reduced by a 

small amount if the channel sees the surface. Moreover, if we look, for example, 

at channel M4 in Figure (2), we see the brightness temperature in that channel is 

virtually independent of temperatures above 10 mrb and below 300 mb and is mostly 

dependent on temperature between 40 irb and 130 rob. Therefore, we can attribute 

a difference, 6 between observed clear-column brightness temperature, TM4, and 

computed brightness temperature, TNM4, to a comparable difference in the true 

layer mean temperature 130 mrb and 40 mb, Ti = IT(P) dlnP, and that of the Nth 

guess. 

In order to reduce the effects of noise and stablizes the solution, it is 

desirable to average the estimates of mean layer temperature
 

T1N+1= T-N + j N _ T / 13i J 	 (3.17) 

where W13 is the mean value of Wi(P) in layer i. There is no need for a one to 

one relationship between the number of channels and number of layers. 

In the analysis, mean layer temperatures for the ten layers shown in Figure 

(2)are used to determine the total temperature profile TN+l(P). To insure 

uniqueness, 	 a constraint is put on the system that 

L 
YNl=T 	 (3.18)
kNlF 


k=l
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where TG(P) is a global mean temperature profile, Fk(P) are empirical orthogo­

nal functions at 52 pressure levels extending from 1000 mrb to 30 mb, given by 

the elgenvectors, with largest eignenvalues, of the covariance matrix of a set 

of global radiosonde profiles, and AJ 1 are iterative coefficients. The co­

efficients AK uniquely define the solution. 

The L coefficients, AN+l can be determined for each iteration from the N+I 
k 

estimate of Mmean layer temperatures, TN+l, and any other information we may 

have. If for example, we want to find the L coefficients that compute mean 

layer temperatures that agree to the M specified values best in a least square 

sense, then 

AN+I = (FY)-IF,AN+l (3.19) 

where A is the vector of L coefficients, I is an Mby L matrix with elements 

Fik given by the mean value of Fk(P) in layer 1, and Ai1N+I is the difference 

between TiN+l and TG the mean layer temperature of the global mean. 

A + = T N+l - TG (3.20) 

Because of uncertainties in the mean layer temperatures, increased stability is 

obtained by finding the coefficients which minimize a combination of the diffe­

rence between estimated and computed mean layer temperatures, on the one hand, 

and maximizes the likelihood of the solution on the other. The appropriate 

equation is given by 

AN+ I = [F'F + CH]-IF'AN+l (3.21) 

where H is a diagonal M x M matrix with Hii being the inverse of the fraction 

of total variance arising from eigenvector i, and C is a constant. In practice, 

equation 22 is used with six EOFs and a = 5 x 10- 4 . 

It is seen from Figure (2) that while very little detailed information is 
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contained about temperatures above 50 rob, the observations in channels 2 and 

M4 are still quite sensitive to temperature changes above this level. It was 

found that when the difference in the observed brightness for channel 2 and 

that computed from the first guess was more than 50C, the retrieval was usually 

of poor quality at pressures less than 200 mb but satisfactory above 200 rib. 

These retrievals were flagged as good only in the troposphere. Occurrence 

is almost exclusive y over land at the high latitudes.
 

3.7 Comparison of the Relaxation Method with Regression
 

The net result of equations, 3.17, 3.18, 3.20, and 3.21 is the iterative
 

equation
 

TN4-1= T + [B-I] [9Li1G1 + BV (3.22) 

where TG is the 52 level global mean temperature profile, TN is the Nth guess 

temperature profile, (TB-TNB) is the difference between the reconstructed 

clear column brightness temperatures and those computed in the Nth iteration, 

WN is the matrix of weighting functions, defined by equation 15 in the Nth 

iteration but normalized so that the sum of Wover all channels equals 1 for 

any layer, and B is given by 

-B = F(F'F + H) l F'L (3.23) 

where L is the matirx which produces layer average values from point values 

(e.g. T = LT, F = LF, W = LW), and 1 is identity matrix. The matrix BW is the 

fundamental interpolation matrix which produces a change in temperature profile 

given a difference between observed and computed brightness temperatures. It 

is composed of two elements, the profile dependant weighting functions which 

contain the atmospheric\physics, and the statistical B matrix which results 

from the constraints on the solution. The term [B-I] [TN-T G] arises, from the 
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expansion of the solution about the global mean and tends to further stablize 

the solution under high noise conditions. This term would drop out of equation 

TG(3.22) if in equation (3.18) were replaced by TX, i.e., if the iterative tenpera­

ture profiles were constrained as an expansion about the Nth guess rather than 

about the global mean. 

While the fonm of equation (3.22) is similar to that used in regression analy­

sis, there are a number of significant differences. Foremost amoung these is 

that equation (3.22) contains the full physics of the problem, allows for the 

incorporation of initial guess information into the solution, for the iterative 

treatment of the effects of clouds on the radiances, and for the ability to 

determine whether a solution can be found with satisfactory agreement of 

observed and ccnouted radiances. 

3.8 Determination of Cloud Height and Amunt 

Given a temperature profile, an effective cloud height and percent cloud 

cover which match the outgoing long wave radiation can be determined by use of 

equations (1.1) and (3.2). The cloud height is effective because of the possi­

bility of the presence of multiple cloud layers in the field of view. The cloud 

fraction is effective both for the above reason, and because it is the product of 

the true cloud fraction and the cloud emissivity. It represents the cloud 

opacity in the field of view. If we assume a single cloud layer, whose emissivity 

is Sic and whose top is at P. with temperature T(Pc), where T(P) is the retrieved 

temperature profile, then equation (1) can be evaluated at any assumed cloud top 

pressure to give 
1 

R cd(P)
I c 

= Sc [Bi[T(P )]Ti(Pc)
ic i 

+ f B (t)dT]
ti(tc) (3.24) 

Using equation (3.2), an effective cloud fraction consistent with the assumed 

cloud pressure, 0(P.), can be determined for channel i according to 
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a, (Pc) Ricir - (3.25) 

Ri,clr- Rl,cld(Pc) 

where R1 is the observation for channel i and Ri,clr is the calculated clear 

column radiance using the retrieved temperature profile. For any set of chan­

nels, Pc and a can be determined which minimizes the difference between the 

observed and computed radiances for the channels. In the current analysis, two 

channels were used and a and Pc were found such that aj(Pc) = C1j(Pc) = a. 

In the global retrieval program, one temperature retrieval is performed 

every 250 x 250 km, and is localized in the 125 x 125 km quadrant having the 

field of view containing the warmest observed brightness temperature. This 

quadrant is chosen because it is assumed to be the single least cloud contami­

nated field of view. If cloud parameters are retrieved from the same quadrant 

that the temperature field is retrieved from, the general cloudiness would be 

systematically underestimated. To provide an estimate of cloudiness over the 

entire 250 x 250 km area, radiances from all four quadrants are averaged to be 

used in equation (3.25) for determination of cloud fraction, given a cloud height. 

The retrieved temperature profile from the clearest quadrant is assumed valid 

for the entire 250 x 250 km area and is used in equation (3.24) to estimate the 

cloud radiance as a function of cloud top pressure. 

To maximize stability and minimize the effects of errors and uncertainties, 

the nuerator and demoninator of equation (3.25) should be maximized. Therefore, 

both the full overcast and the observed radiances should be as different as 

possible from the clear column radiance. For this reason, channels 6 and 7, 

the two 15m channels sounding closest to the surface, are utilized for cloud 

height determination, and the observations used to determine cloud height are 

taken from the single coldest of the eight fields of view in the 250 x 250 km 

area. The cloud height is allowed to be between 850 mb and the tropopause. 
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Using this cloud height, the effective cloud fraction for the entire area is 

determined from the radiances of channels 6 and 7 averaged over the entire 

field of view. 

The cloud parameters obtained are effective in the sense that they repro­

duce the outgoing longwave radiation but not necessarily the detailed cloudiness. 

Under multiple cloud layers, for example, a single intenrediate cloud height 

would be found and the total cloud fraction would be underestimated. 

If the retrieval performed in the quadrant with the warmest observation 

has been rejected, cloud parameters can still be determined in an identical 

fashion, but the initial guess is used in equation (3.25) to ccarute clear and 

cloudy radiances rather than the solution. In the special case when-overcast­

low level cloudiness has been found, 100% cloud cover is set at the pressure at 

which the guess temperature is equal to the retrieved surface temperature. If 

this pressure is greater than 600 ib, a second layer of clouds is locked for if 

the brightness temperatures in the coldest field of view are significantly 

lower than in the warmest field of view. The procedure is identical to that 

described previously, but it is assumed that there is complete overcast of the 

lower cloud deck throughout the entire 250 x 250 km field of view and the sur­

face contribution to equation (1.1) is taken to come frcn the lower cloud level 

rather than the earth. 

This procedure can provide cloud parameters under almost all conditions. 

However, approximately 20% of the tme, it is apparent from the observations 

that partial cloudiness exists, and no consistent cloud height and cloud frac­

tion can be determined fran using channels 6 and 7 and equations (3.24) and 

(3.25). In such situations, a cloud field is not returned. We are currently 

investigating a procedure to determine the amount and height of clouds by 

minimizing the residual of carputed radiances for more than two tropospheric 
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sounding channels [Chahne, 1982] to produce inproved cloud parameters under 

all ccnditions. 
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Chapter 4 

Results for January 1979 

4.1 Yield of Successful Retrievals vs. Cloudiness 

440,000 retrievals were run for the period Jan 5 - Feb 2, 1971, with one 

retrieval in every grid area as shown in Figure (1). of these, 60% were acceptable 

retrievals and 40% were rejected. The retrievals are broken down into quality 

flag vs. retrieved per-cent cloudiness in Table 4.1. The column marked % indicates 

the fraction of all retrievals having the appropriate quality flag. Retrievals 

of each quality flag are further broken down into the precentage of tin they 

occur with a given cloud fraction. The colunn nnrked * represents retrievals 

if which no cloud height and cloud fraction could be retrieved. This occured 

about 20.6% of the tame, most likely in areas containing more than one degree 

of homogeneity, either in the sense of nltiple cloud formations or varying 

scenes in the clear part of the field of view. Retrievals of the first three 

types are all considered acceptable retrievals and statistics are also given 

for the total class of acceptable retrievals. Retrievals of the next four 

types were all rejected for the indicated reasons. Cmulative statistics are 

also given for all rejected retrievals as well as for all retrievals. The 

last row of the table, unlike the other rows, does not give the percentage of 

a given class of retrievals containing a given cloud amount, but indicates the 

percentage of all retrievals with a given cloud amount which were considered 

good retrievals. 

A total of 60% of all retrievals were acceptable, 45% without qualification, 

3% with no sea surface tenperature retrieved, and 12% with no stratospheric retrie­

val. For the class of acceptable retrievals, 36.7%were found to be in clear 

cases, 21.7% were in cases where no cloud field could be produced, 25.6%were 

in cases with cloud fractions greater than zero but less than or equal to 40%, 

15% were in cases of cloud fraction greater than 40% but less than or equal to 
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Table 4.1 

Per-Cent Retrieval Type vs. Per-Cent Cloudiness 

FRACTIONAL CLOUD COVER 
Il 1 1 I I I I T I i I 

Quality Flag 1% I I * ICLR I .01-.1 I .11-.2 I .21-.3 I .31-.4 I .41-.5 I .51-.6 I .61-.7 I .71-.8 I .81-.9 1.91-1.01 
1 1 1 1 I I I I 1 I I I I


**good retrieval 145I Il119.7140.81I I _ _ _ t_ _ _ I
_ 2.8 I 6.9 I 8.3 I 7.7 I 6.3 I 4.4 1 2.4 1 .7 1 .1 I 0_ I__ I _ _ _ _ I _ _ I _ _ I I_ I _ _ I_ _I _ _ _ _
 

**good retrie- IF I I F I I I 
 I I I I
val, no SST 1 3 1 123.0118.81 2.0 I 4.9 I 6.3' I 8.6 I 10.9 I 12.1 I 9.6 I 3.4 1 .3 I 0
retrieved III I I I I I I I I I I I

*good trcpo- II I I I I I I T II I 
spheric 112 1 129.3125.61 1.1 I 5.3 I 9.3 I 10.6 I 9.2 I 5.9 I 2.8 I .8 I .1 I 0 
retrieval III I I I I I I I I I_fIII- I 1 1 I 1 I I I 
 I I
 

***too cloudy to 1 4 11 2.61 .1! 0 I 0 I .1 I .7 I 2.3 I 6.7 I 15.1 I 29.7 1 34.7 I 8.0 1
do a retrieval II I I I I I I I II I II-ri-I---IIII I I I I I 

***non-convergent 128 I 123.6140.11 2.0 I 5.0 I 6.5 I 6.5 I 5.7 I 4.6 I 3.7 I 2.0 I .3 I 0 1
retrieval Ill I I I I I I I I I I II II II fI I IIIIII
 

***low level 151101 01 0 1 0 1 0 1 of 01 0 1 01 01 0 1 O0f 
overcast III I I I I I I I I I I I***reject retrie- I I 1I I I 1 1 I I I I 
val because of I3 I 126.2116.01 1.4 1 6.3 1 10.9 1 12.6 1 12.4 1 9.4 1 4.0 1 .7 1 .1 I 0 1
bad SST I II I I I I I I I I I I III I 1 I [ 1 I 1 1 II
 
all acceptable 160 I 121.7136.71 2.4 1 6.5 I 8.4 I 8.3 1 7.1 I 5.1 I 2.8 I .9 I .1 
 I 0 
retrievals I II I I I I I I I I I I I 

_ _ __I I I I _ _I _ _ I _ _ _I _ _ I _ _ _I _ _ _I _ _ I _ _ _I _ _ I _ _ _I _ _ 

I 1 I I I I I I I I I I I
 
all rejected 140 1 118.7129.71 1.5 I 4.0 I 5.4 I 5.6 I 5.2 I 4.6 I 4.4 I 4.4 I 3.6 1 12.9 1
retrievals III I I I I I I I I I I
 _ _ __I I I I _I I _ _ _ _I _ _ _ I _ I _ _I _ _ 

I 
_ _ 
_ _I _ _ _I _ _ _I _ 

I I I II [ f 1 1 I I I 1I 
all retrievals 11001 120.6133.91 2.1 I 5.5 I 7.2 7.31 6.31 491 34 2.3 1.5 5.1 

per cent good 11111 I f I I f I 1 I I 
for given I I 163.6165.21 71.1 I 71.0 I 70.1 I 69.2 I 67.5 I 62.5 I 49.4 I 23.0 I .03 I 0 
cloud fraction II I I I I I I I I I I I 

_ I__ I I I I I ~ _ J I _ I I II I _ 

*no cloud field retrieved
 
**acceptable retrieval
 

***re3ected retrieval
 

http:163.6165.21
http:120.6133.91
http:118.7129.71
http:121.7136.71
http:126.2116.01
http:123.6140.11
http:129.3125.61
http:123.0118.81
http:119.7140.81
http:1.91-1.01


70%, and only 1% were in cases of cloud fraction greater than 70%. For the 

class of rejected retrievals, 29.7%were clear, 18.7% had no cloud field returned, 

16.5%were in cases of less than 46% cloudiness, 14.2%were in cases between 

40% and 70% cloudiness, and 20.9%were in case of cloudiness more than 70%. 

Successful retrievals outnumber rejected retrievals for all cloud fractions up 

to 60%, and are of comparable amount in the 60-70% range. It is interesting 

to note also that for up to 70% cloud cover, the majority of rejected retrievals 

occur because of non-convergence, and that the distribution of retrieved 

cloud amounts in non-convergent retrievals is similar to that in accepted 

retrievals. This indicates that successful HIRS2 retrievals can be performed 

in areas with cloud fraction of up to 70%. Retrievals indicating cloud fraction 

of over 70% in the 250 x 250 km area represent only 9% of the total cases. 

Figure (3) indicates the distrbution of successful retrievals in terms of 

coverage per-day on the 40 lat. x 50 l on. grid used in the GLAS general circu­

lation model [Kalnay-Rivas et al., 1977]. Each grid point is counted 1 or 0 

depending on whether a successful retrieval is found in a given 6 hour period. 

The maximum possible yield is, in general, 2 retrievals per day because most grid 

points (except for high latitude points) are covered only twice daily. As shown 

in Fig. 3, retrieval coverage of at least 1 time per day is almost global with 

the exception of a few areas where persistant cloudiness occured for moderate 

periods of time. Conspicuous by their absence are features due to the ITCZ or 

mountain areas, indicating that these factors do not significantly decrease the 

retrieval yield. 

4.2 Temperature Retrieval Accuracy 

Accuracies of the retrieved temperature profiles for Jan 5 - Feb 2, 1979 

are shown in Figure (4), comparing mean layer temperatures of GLAS retrievals, 

in the 9 pressure intervals shown, with mean layer temperatures reported by 
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RMS LAYER MEAN TEMPERATURE ERRORS COMPARED
 
TO RADIOSONDES ±3 HR ±110 KM
 

JANUARY 5 - FEBRUARY 2, 1979
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Fig. 4. Errors of retrieved mean layer temperatures compared to colocated radiosonde for 

January 5-February 2, 1979. 
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radiosondes colocated in space to 110 km and in time to 3 hr. Retrievals flag­

ged bad are not included in the statisitics. In addition, retrievals flagged 

bad in the stratosphere are not included at 200 mb and above. Also shown are 

retrieval accuraacies of the operational NESS retrievals fdor the same period 

of time (subsequent to this period of time, NESS introduced changes to their 

operational clear colmn radiance algorithm [Mc4illin and Dean, 1982), but 

this new processing system has not been applied to the Jan. 1979 data). In 

the case of NESS retrievals, reported mean layer virtual temperatures are 

compared to virtual tarperatures derived from the radiosonde temperature­

humidity profiles. The GIAS retrievals are seen to be significantly more 

accurate in the troposphere, though slightly less accurate in the stratosphere. 

The total RMS error of the 8150 colocated GLAS retrievals is 2.20, .210 lower 

than that of the 5486 colocated NESS retrievals. Also shown in Figure (4) are 

the bias errors of the retrievals. The GLAS retrievals tend to have a .4'cold 

bias in the troposphere and a .40 warm bias in the stratosphere. The causes of 

these biases are being investigated. A tendency has been found for the bias to 

disappear in clear areas and be largest in tropical cloudy areas. 

Figure (5) shows a breakdown of the error statistics into categories of 

varying cloud cover for the period Jan 5 - 15, 1979. The NESS retrievals were 

stratified according to the reported retrieval type. In the retrievals marked 

clear NESS treated the HIRS2 observations as not cloud contaminated and they 

applied no cloud correction to the HIRS2 radiances. In the retrievals marked 

N*, NESS performed a correction to account for cloud effects on the HIRS2 obser­

vations before the retrieval was performed. In the retrievals marked cloudy, 

the effects of clouds on the HIRS2 observations were considered by NESS to be 

too large to be accurately accounted for and only HIRS2 channels 1-3, sounding 

the stratosphere, were used in the retrieval together with the MSU and SSU 
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observations. The GLAS retrievals were partitioned according to almotst clear 

a < .1), partially cloudy (.1 < a < .4), and highly cloudy (a > .4) conditions. 

The latter cutoff appears to be about the region where NESS began to apply 

their cloudy algorithm. NESS has a considerably higher percentage of "clear" 

retrievals than GIAS has. The main reason for this difference is that the 

GLAS cloud fraction refers to the entire 250 x 250 km area while NESS clear 

refers to the existence of clear 30 km spots. 

The accuracy of the aLAS retrievals is seen to degrade much less with 

increasing cloudiness than that of the NESS retrievals. GLAS retrievals with 

cloud fractions between .1 and .4 are in fact quite coparable in accuracy to 

those obtained under clearer conditions. The NESS N* retrievals shows a large 

degradation over the clear retrievals in the upper troposphere, possible due to 

the effects of multiple cloud layers on the radiances. Such cases would hope­

fully be identified and flagged in the GLAS retrieval system. The NESS clear 

retrievals appear to degrade somvewhat in the 400-500 mb layer, possibly also 

due to a residual cloud effect. The NESS cloudy retrievals, using only 2 micro­

wave channels to sound the troposphere, are of significantly lower quality, pri­

marily due to lack of data. The GIAS retrieval system shows that reasonably 

accurate retrievals, using both the HIRS and MSU channels, can be performed 

under almst all cloud conditions. 

Figure (6) shows the RMS errors in the thickness between the mandatory 

levels and 1000 ib obtained by comparing thicknesses conputed from the retrievals 

and those reported by the colocated radiosondes fqr-the same period as in 

Figure (5). The ratio of a thickness error to the thickness is roughly propor­

tional to the error in the average retrieved temperature in the layer to the 

average tenperature in the layer. If the average retrieved tenperature error 
S 

were constant, we would expect the thickness errors to grow linearly with the 

log of the pressure. 
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The thickness errors in the GIAS retrievals appear to grow less than 

linearly in the log of the pressure. This implies the error in the average 

temperature between the surface and height z is decreasing with height, which 

is reasonable because of possible cancellation of errors in the detailed tempera­

ture profile. The RMS errors do not degrade appreciably with increasing cloud 

fraction, ranging fra 33-43 meters at 500 mb, 51-59 meters at 300 mb and 

65-84 meters at 100 ib. In terms of average thickness temperature errors, 

these values correspond to 1.6-2.1*C at 500 rb, 1.3-1.60 C at 300 mb and 1.0-1.20C 

at 100 ib. The average errors- decrease with height and-are all considerably 

less than the mean layer errors shown in Figure (5). 

4.3 Sea Surface Temperature Field for January 1979 

The sea/land surface temperatures produced by the GIAS retrievals can be 

used to produce global monthly mean fields of terperatures and their diurnal 

variations. In particular, monthly mean sea-surface temperature fields are very 

significant for climatological studies. Conventional in-situ sea-surface tea­

perature measurements from ships and buoys are numerous in the northern hemi­

sphere but coverage is sparce in space and time in the tropics and southern 

hemisphere. Sea or land surface temperatures, averaged over the 125 x 125 km 

area, are retrieved fran each successful HIRS2/MSU retrieval except those in 

which the sea surface temperature was held fixed at climatology. At night, 

equation 3.8 is used to obtain the surface temperature while equations 10-12 

are used during the day. Figure (7) shows the mean sea-surface temperature 

field derived for the period January 5 - February 3, 1979, obtained by avera­

ging all sea-surface temperature retrievals in 40 by 50 latitude-longtude 

bins. No smoothing, rejection criteria other than those described in the 

text, or adjustments for bias removal, were applied to the data. Differences 

between SST analyses using only night (3AM local time) retrievals and using 
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only day (3PM local tine) retrievals were very small and never nore than 20 in 

the cpen ocean. This indicates that the procedures used to account for the 

effects of solar radiation on the 3.7 im and 4.0 In channel observations can 

produce accurate daytime sea-surface temperatures using these short wave 

window channels. Both day and night retrievals are included in Figure (7). 

The major climatological sea-surface temperature features, such as the Gulf 

Stream, the Kuroshio, Humboldt, and Benguela currents, and the sea surface 

temperature minimum at the equator in the eastern Pacific are readily observable. 

Of particular interest is the sea-surface temperature anamaly field for 

January 1979 showm in Figure (8a) obtained by subtracting the NCAR climatology, 

based on an average of data from 20 Januaries, fran the GIAS January 1979 sea­

surface temperature field. The deviations from climatology are small, being 

less than 20 in all cases with the exception of the centers of the warm anomaly 

west of South America, and the cold anomaly midway between South America and 

'Australia. 

Figure (8b) shows the anmoly field for January 1979 conputed by subtracting 

an analysis based on ship and buoy measurements, compiled by Fleet Numerical 

Weather Center, from the same NCAR January climatology. The Fleet Numerical Anal­

ysis can be taken as a measure of ground truth in the areas of dense coverage. 

Agreement of the ma3or ancnaly features in the Northern Hemisphere, such as 

the cold Pacific areas, north of 400, off the west coast of North Aerica, and 

centered at 180W, 100 N, as well as the warm Atlantic off the west coast of 

Africa, is excellent. In looking at this map, it should be remembered that no 

bias errors were removed fram the retrieved sea-surface temperatures. Even 

small biases of a few tenths of a degree would have a significant effect on 

the location of the contour lines, especially the 0' bias line, which also 

matches extremely well. We can conclude that the absolute accuracy of the 
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clinatolgical sea-surface temperature data is quite high. Detailed comparison 

of the analyses gave FMS differences of .4C in the North Atlantic Ocean and 

.60 in the North Pacific. 

No significant difference is found in the two fields in the tropics. 

This contrasts to the findings of Barnett et al., [1979], with regard to opera­

tional sea-surface temperatures in the central tropical Pacific Ocean, whid 

are shown to have very large biases (10-4) coaipared to XBT measurements, with 

errors that are highly correlated with cloudiness and humidity. They concluded 

that the spatial structure of the error field, and the large magnitude of the 

errors, preclude the use of operational sea-surface temperature for climato­

logical studies of the area. McClain (1981) has shown that improved sea-surface 

temperatures can be retrieved from the more recent 5 channel version of the 

AVHRR flying on NOAA 7 and the operational procedures have now been modified. 

Agreement in the Southern Hemisphere is also extremely good. Note for 

example the excellent agreement of the oscillating warm, cold, warm anomaly 

pattern in the latitude band from 100S to 30-S. The largest difference in the 

fields occurs south of 400S, where the conventional data field is noisy as a 

result of sparce data. The apparent large difference in the fields between 

60 0 E-1200 E and 40OS-50°S is in fact only a 10 difference in temperatures in 

this area. In general the Southern Hemisphere anomaly field retreived from 

the satellite data is less noisy and better defined than that from conventional 

data. 

The eastern tropical Pacific, between 10ON and 100S, has basically no 

anomaly in either field. An extended warm anomaly in this area is indicative of 

the "El Nino" phenomenon, which has been associated with major effects on the 

Climate of the Northern Hemisphere [Rasmasson and Carpenter, 1982; Horel and 

Wallace, 1981].
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Detailed analysis of specific sea and land surface teperiture fields and 

coparisons with colocated surface measurements will be treated in a separate 

publication.
 

4.4 	 Effective Cloud Cover and Cloud Height for January 1979 

Effective cloud heights and cloud fractions, consistent with upwelling 

longwave radiation, are derived for each 250 x 250 km area through use of equa­

tions (3.24) and (3.25). In the special case of low level overcast, 100% cloudi­

ness is assigned to the level whose texperature equals the retrieved surface 

temperature. The cloud top pressure and cloud fraction are effective for two 

reasons. First, possible multiple level cloud formations are assigned a single 

effective cloud top pressure, which should lie scnewhere in the range of the 

cloud top pressures in the field of view, generally close to that of the highest 

(coldest) clouds. Second, the effective cloud fraction is a function of the
 

computed effective cloud top pressure for a given situation, with decreasing 

cloud top pressure (increasing cloud top height) corresponding to descreasing
 

cloud fraction. Consequently, cloud cover fran low level clouds may be signi­

ficantly underestimated. Moreover, even for single layer clouds, the effective
 

cloud fraction corresponds to the cloud emissivity times the actual cloud 

fraction. This means that cirrus clouds will be underestimated by up to a 

factor of 7 and mid level clouds by up to 30% [Paltridge and Platt, 1976;
 

Chahine, 1982J. 

Monthly mean fields of cloud fractions, cloud top pressures, and cloud
 

top temperatures were produced by averaging the retrieved cloud parameters
 

in the 4 x 5* grid for the period of Janaury 5-February 2, 1979. The 20% of
 

the cases where no cloud field was retrieved was not included in the averages. 

The 	average cloud top pressures and temperatures were taken as the average of
 

appropriate quantities wei hted by the corresponding cloud fractions. Cases 
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in which no cloud field can be retrieved tend to have lo-intermediate total 

cloud cover and their omission most likely doe not significantly effect the 

average cloud statistics. 

Figures (9a-c) show contours of average cloud top fractions, cloud 

top pressure, and cloud top tenperature for the period. The ma3or features 

such as the Intertropical Convergence Zone, the storm tracks over the Atlantic 

and Pacific Oceans, the oceanic deserts, and the region of the Siberian high, 

are clearly visible in the cloud fraction map. In the cloud top pressure map, 

in which only areas of high (<300 mb) and low (>600 mb) clouds have been indi­

cated, the Intertropical Convergence Zone is again clearly visible as well as 

the extensive areas of predominantly stratus cloud cover below 500S and off 

the west coast of. the southern hemisphere continents south of 200S. The global 

average effective cloud cover obtained for January 1979, sampled at 3 A.M. and 3 

P.M. local tine, is 25%, a value considerably lower than the accepted value of 

50% global cloud cover based on ground observations [Paltridge and Platt, 1976]. 

The cloud top temperature field appears similar to the cloud pressure map 

in the tropics but very cold mid-level clouds are found in the northern hemi­

sphere over land. It is interesting to note that the -40C contours, corre­

sponding to the formation of ice clouds, closely follows the continental con­

tours in the northern hemisphere. 

Verification of retrieved cloud parameters is difficult. Another repre­

sentation of cloudiness for the sane period is shown in Figure (10), [Gruber 

and Varnadore, 1981], containing the averaged outgoing longwave radiation, as 

determined from the llm channel on AVHRR on TIROS-N, for the period January 7 -

January 31, 1979. In the tropics, outgoing longwave radiation is a direct quali­

tative measure of cloudiness because, as shown in Figure (9), areas of extensive 

cloudiness contain cold clouds, while clearer areas contain warm clouds or allow 
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radiation fran the warm surface. The najor patterns of cloud cover inferred 

from AVHRR, and determined from the HIRS/MSU system, agree almost perfectly in 

the tropics. In the extra-tropics, especially in the northern hanisphere winter 

over land where cold land tenperatures exist, and, as shown in Figure (9), 

cold, though not necessarily extensive, clouds exist, outgoing longwave radia­

tlon is not necessarily a measure of cloudiness. Note for example, from 

Figure (9) that the North Atlantic Ocean is considerably more cloudy than either 

North America or Eurasia. The outgoing longwave radiation in this area, is 

higher than that over the continents, however, as shown in Figure (10). 

4.5 Microwave Surface Emssivity - Ice and Snow Cover for January 1979 

The emissivity of the surface in the nmcrowave region is a strong function 

of surface conditions. At 50 GHz, open ocean has emssivity values ranging from 

.45-.65. The emissivity increases with decreasing tanperature and also increases 

with increasing foam cover which is a measure of wind speed [Wmlheit, 1979]. 

Land has aissivities typically greater than .9. Ice over ocean would have an 

emissivity of the order of .7 for old ice, .9 for new ice, and .7 or more for 

mixture of new ice and open ocean. Snow over land would have an emissivity of 

the order of .90 or less [Staelin, 1981]. Thus, the surface emissivity can 

give a measure of snow cover land, ice cover over ocean, and possibly also 

boundary layer windspeed over open ocean. 

Passive microwave sounders designed to measure surface properties, such as 

ESMR and SNZM, have used frequencies less than 40 GHz so as to avoid attenuation
 

by atmospheric oxygen, which mixes atmospheric effects into the signal. Use of 

equation (3.1) accounts for atmospheric effects, and also allows for the incor­

poration of surface tenperatures, obtained from the infra-red 3.7 pn channels, 

into the determination of surface emissivity fran the HIRS2/MSU system. The 

spatial resolution of MSU is considerably lower than that of ESMR or SMMR 
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however, and this will degrade high resolution features which could be signifi­

cant for sane applications. 

Figure (11) shows the surface emissivity, averaged over the 40 x 50 grid 

for January 1979. As expected, the most obvious features are the continents, 

showing rapid gradients from .9 - .6. The intermediate emssivity values are 

partially due to contouring, and partially due to soundings with mixed fields 

of view at the coastlines. The emissivity/in South America, Africa, and Australia 

is uniformly greater than .9. North America, Eurasia, and Antarctica show 

complicated patterns containing lower emissivities, indicative of snow cover. 

The oceans show the generally expected features of emissivity between .45 

and .65, with emissivity increasing with decreasing sea surface temperature. A 

distinct .7 contour, indicated by the solid line in the Figure (11), is observed 

in the Antarctic Ocean and in the Bering, Labrador, Greenland, and Barents 

Seas. We interpret this contour to be a measure of the sea ice extent in 

these areas. We have no verification of sea ice in the Antarctic but do have 

a sea ice field produced from SMIMR in the northern hemisphere [Cavalieri, 

1981]. Figure (12a) shows the sea ice line as deduced from H1RS2/MSU by the 

.7 emissivity contour over water. Figure (12b) shows the sea ice line determined 

fran SMMR, with a 25 km resolution. The ice margin from the S1MR data was 

taken as the contour of sea ice coverage greater than 40%. The agreement is 

quite good, considering the difference in resolution of the instruments. 

The details of the emissivity over land may be indicative of snow cover. 

Figure (13a) shows the averaged surface emissivity over North America. The .7 

emissivity contours, indicative of the onset of significant amounts of sea ice, 

and the .9 contour, indicative of typical snow free land, are marked. Most of 

North America has land emissivities less than .9. Figure (13b) shows a Nap of 

mnthly mean ice and snow cover derived by averaging the weekly observations 

88
 



SURFACE EMISSIVITY JANUARY 1979 
i
II 


-~N~r~­70N 
"--- , ,,i& ZZ , C ttU ftQ 

450N 

SON C, :r < { 

lO 7I I '*. ! .4:> 
, O0
 

-0, 30S ,I -i , ,I: ., , '__ _. . 

50S -- _ ",,t , , 

I. M O , i ,i, 

180 140W 1OOW 60W 20W 20E 60E 1OOE 140E 180 
Fig. 11. The average global surface emissivity at 50.3 GHz derived by GLAS for January 1979. Resolution is at the 
40 x 50 grid. Emssivitaes for all the zenith angles of MSU have been averaged together without correction for angle. 

The .7 enssivity contour over ocean is indicated by the dark line. This contour is taken to be indicative of sea-ice 
extent. 



HIRS2/MSU ICE EXTENT JAN 1979(125 KM) SMMR ICE EXTENT JAN 1979 (25 KM)
 

0 

00 

Fig. 12a. North Polar projection showing average sea-ice Fig. 12b. Sea ice extent for January 197 inferred byextent for January inrferred from the .7 ennssxvity contour Cavelieri (1981) fran analysis of SM data, with ashown in Fig. 11. Sea ice is indicated by the dots; open 25 km resolution. The ice/ocean 
25 x 

Ocean by the waves. The MS spot size is 125 x 125 km line was taken as theline wich represented 40% ice cover for the period
at nadir. 



SURFACE EMISSIVITY JANUARY 1979 

T I IT 

80N ­

60N 80 N 

40N 120 

1c)f 

. . . ... C .,, 

20N---K . 

180 160W 140W 120W 100W 8OW 60W 40W 20W 
Fig. 13a. Blowup of the northwest quadrant of Fig. 11. The .7 emssavity contour over ocean, indicative of sea ice 
extent, is shown as the solid line, as in Fig. ii. The .9 contour, indicative of land is shown as the dashed line. 
Near ocean, it represents the land boundary. Inland, as in North America, it is indicative of the onset of snow­
covered land. Further north, it is indicative of solid newly frozen sea ice. 

00 

0 



PERCENT SNOW COVER JANUARY 1979
 
I II 

SfjO 

40N. 

I' ,x 

20N----­

180 160W 140W 120W 100W 80W 60W 40W 20W 0 
Fig. 13b. Percent snow cover for January 1979 obtained fran the NOAA data of Dewey and He:m (1981). The contours indicate 
the areas of 30%, 60%and 90% snow cover for January 1979. 

10 



produced operationally by NOAA/NESS [Dewey and Heim, 1981] into the 40 x 50 

grid boxes for the nonth of January. The .9 emissivity contour lies completely 

in the snow free area while the .85 contour closely approximates the 60% snow 

cover contour, indicated in Figure (13b). Detailed studies will be conducted 

to quantify the relationship between snow dover and ice cover and surface 

emissivity at 50.3 GHz, including the ability to distinguish between old and 

new ice and to estimate snow depth. The ability to get qualitative snow and 

ice snow maps from the operational TIROS-N sounding system is well demonstrated 

by the current results. 

4.6 Summary 

The GLAS processing system for analysis of HIRS2/MSU data by finding 

atmospheric and surface conditions which are solutions to the multispectral 

radiative transfer equations has been shnm to produce not only atmospheric 

temperature profiles of higher accuracy than those produced operationally during 

the same period, but also to produce monthly mean fields of surface teperature, 

cloud properties, and ice and snow cover which show reasonable agreement with 

ground truth. Simultaneous analysis of infra-red and nmcrcwave observations 

enhances the strength of observations in each spectral region. Infra-red 

soundings have higher sensitivity to lower tropospheric temperatures and ground 

teaperatures. Microwave observations are better for sounding the stratosphere, 

are sensitive to snow and ice cover, and greatly aid In correcting the infra-red 

observations for cloud effects. 

The retrieval system has the potential of iproving the impact of HIRS2/MSU 

data on mid-range forecasting (Halem et al., 1982) both because of improved 

accuracy of the retrievals and also because the retrieval process can be coupled 

directly into the forecast/assimilation cycle, using the current forecast as a 

first guess. This provides an analyzed field which is consistent not only 
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with conventional observations but also with satellite radiance observations 

as well. The monthly nmean fields can form the basis for a long term climatology 

data base, derived from similar instrumentation, starting from 1979 and continuing 

through the 80's. Modifications to the processing system are currently being 

made, based on subsequent research and experience gained from analysis of the 

products of the current system. The improved system, as well as new results, 

will be described in a future publication. 
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