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INTRODUCTION

There are many different scales of motion in meteorology. They range from the trade winds that exist over the equatorial oceans between about 30° N and 30° S and extend all around the Earth, to the annually varying monsoon winds over Asia and the sub-continent of India, on through the semi-permanent subtropical high pressure cells and synoptic scale tropical and extratropical cyclones, to diurnal sea breeze circulations and mountain valley winds, on to tornadoes, dust devils and water spouts to cloud motions and the air motions therein and finally to various scales of turbulent motions ending with the Reynolds flux motions, the Kolmogorov inertial range and molecular viscosity. Fujita (1981) has cited fourteen different ways to categorize these various scales and proposed a fifteenth.

One commonly accepted scale is the mesoscale, but the mesoscale covers a wide range of frequencies and wavenumbers as illustrated by the recent special issue on mesoscale meteorology of the Journal of Atmospheric Sciences (August, Vol. 38 No, 8) and by many other papers such as the work of Clancy et al. (1979).

The horizontal and vertical scales of motion and the periods (or frequencies) involved that various authors ascribe to the mesoscale cover a wide range and are related to some clearly definable atmospheric event. There are many different kinds of mesoscale motions of great interest in themselves that are studied so that they can be better understood and even, perhaps, forecast in a general, or statistical, sense. Examples would be forecasts of tornadoes or severe thunderstorms for a particular area within a particular time interval.

Especially over the oceans, there is a scale of motion on the low frequency end of the microscale that extends to the synoptic scale and that cannot be resolved either by the conventional data buoy and ship of opportunity network or by potential remote sensing systems such as improved versions of the SEASAT scatterometer. The periods involved are wind speed dependent but range from more than one hour to several minutes. For want of a better term, this scale will be referred to as the mesoscale. It separates the conventionally defined synoptic scale from the microscale. There are no clearly definable atmospheric events of interest to meteorologists associated with these particular random fluctuations.

The mesoscale motions to be emphasized here are dominantly a nuisance factor and a bothersome aspect for both the correct analysis of the synoptic scale (because they disguise it) and for the interpretation of microscale measurements of the fluxes of momentum, heat and water vapor needed to close the equations of motion for the synoptic scale by means of the bulk aerodynamic equations. They are a poorly understood area of study because they are inadequately treated at both the synoptic scale and at the microscale. They introduce a source of variability, essentially errors in a statistical sense, in synoptic scale analyses. This error source can be removed by improved wind measurement methods that filter them out of the synoptic scale so that synoptic scale motions can be specified correctly for numerical weather prediction purposes.
The SEASAT scatterometer (SASS) measured winds by a remote sensing method. Some day a similar instrument may be used to measure the winds over the ocean globally on an operational basis. The comparison of the winds determined from the SASS with conventionally measured winds is made more difficult because of the presence of mesoscale eddies in both space and time that makes area averages of the winds from the SASS differ from time averages of anemometer winds for reasons other than instrumental measurement errors in either system.

Typically, present procedures average out (or filter out) all of the microscale and a small part of the mesoscale, but leave an additional part of the mesoscale in the resulting vector wind as a perturbation of a more representative synoptic scale value. The mesoscale and the microscale can be modeled as a function of the synoptic scale winds so as to determine the effect of different time and space averages on the determination of the vector wind. From this, some conclusions can be obtained concerning possible averaging times for anemometers and possible area averages for spacecraft systems.

The purposes of this paper are (1) to study the effects of mesoscale and microscale fluctuations of the winds on the determination of the synoptic scale wind, (2) to show the effects of mesoscale variability on the verification of wind forecasts and on the comparison of remotely sensed and anemometer averaged winds, and (3) to show how to measure the synoptic scale wind more accurately. Major conclusions are (1) that conventionally measured winds ought to be averaged for considerably longer times than at present, (2) that this averaging time is a function of synoptic scale conditions, (3) that spaceborne remote sensing devices can best be used to measure the synoptic scale, (4) that measurements of the wind made at nearly the same location and at nearly the same time can both be nearly correct and yet differ substantially because of unresolved mesoscale effects and (5) that attempts to get too high a spatial resolution by remote sensing may prove to be counter productive.
THE SYNOPTIC SCALE OVER THE OCEAN

A major objective of the science of meteorology is to forecast synoptic scale conditions over the Earth for as far as possible into the future and in particular for the 24, 48, 72 and 96 hour time frame. The equations that define the synoptic scale motions use time, and space, averaged values of the winds, or their equivalent, and of the other physical quantities in the equations. The effects of smaller scales of motion, often referred to as sub grid scales, are parameterized by various ingenious schemes. Much of the data that go into the initial value specifications are not the properly averaged value for the synoptic scale model being used. Models of the planetary boundary layer based on the Monin Obukov theory can be used to define the fluxes of momentum, heat and water vapor near the surface so that the synoptic scale equations of motion are completely defined in terms of the time and space averaged quantities.

The philosophy behind synoptic scale forecasts by numerical methods has been questioned by Robinson (1978a) and discussed by Laurmann (1978) with a reply by Robinson (1978b). The procedures in use do however actually give greatly improved forecasts compared to those of twenty or thirty years ago under some conditions. One of many examples is the report by Brown and Olson (1978). There are also examples of failures of the present methods as for example in the reports by Gyakum (1980) and Cane and Cardone (1981). Future improvements in synoptic scale forecasts will depend on higher speed computers, on improved physical models and on the more accurate specification of the initial value conditions for a forecast.

Procedures for the synoptic scale analysis of the field of mass and the field of motion over the oceans use both the sea surface pressure and the wind speed and direction reported by ships and buoys. These reports are few and far between and do not produce very accurate analyses for gradients, central pressures and the location of low centers. The reported winds are traditionally, and justifiably, treated as having large errors as described for the analysis procedures used by the National Meteorological Service in papers by McPherson, et al. (1979) and Bergman (1979). Analysis errors are believed to be a part of the reason for poor forecasts after about two days. If the winds could be measured for the synoptic scale more accurately, the analysis techniques could be extended to more realistic planetary boundary layer models and the winds could be assigned narrower error bounds so that the analysis could be improved.

A computer based numerical weather prediction requires an initial value specification of the field of mass and the field of motion of the atmosphere. This initial value specification is obtained by correcting a "first guess" field, based on a recent forecast computation, by means of the current "synoptic" observations. Almost by definition, and with perhaps a somewhat circular argument, the wind that ought to be measured by a ship, or a data buoy, or a spacecraft over the ocean ought to be that wind that will best...
define the synoptic scale being forecasted by the model. This wind will be a function of the wavelengths and periods resolved by the model. These wavelengths are several hundreds of kilometers and the periods are greater than several hours.

Thompson (1973) demonstrated that there were two integral constraints on the essentially two dimensional synoptic scale for the atmosphere and obtained the result that the wave number spectrum varied as \( k^3 \) above some critical wave number, \( k_0 \), where the wavenumbers involved correspond to value like \( 2\pi/1000 \) to \( 2\pi/200 \) (rad/km). It is difficult, and unnecessary, to relate these wavenumbers, which begin to require global or hemispheric analysis in terms of, perhaps, some equivalent to spherical harmonics, to any corresponding frequencies.

Traditionally, however, the synoptic scale has been determined by making more or less simultaneous meteorological measurements every six hours over the Earth. There has been some effort by some meteorological centers to go to three hourly synoptic fields, especially near the surface. For some areas of the Earth, synoptic fields can be analysed on an hourly basis.
Since the original work of Reynolds (1894), the study of turbulence has been carried out in a fairly standardized way. As applied to atmospheric turbulence, records of the three components of the wind are obtained of the form \( u(t) \), \( v(t) \) and \( w(t) \) as well as \( T_A(t) \) (temperature) and \( q(t) \) (water vapor in the air). These records vary in duration from ten minutes, or so, to sixty minutes, depending on the available recording equipment. With \( T \) as the record duration, the quantities,

\[
\bar{u} = \frac{1}{T} \int_{-T/2}^{T/2} u(t) \, dt = \langle u \rangle \tag{1}
\]

\[
\bar{v} = \frac{1}{T} \int_{-T/2}^{T/2} v(t) \, dt = \langle v \rangle \tag{2}
\]

and so on, for the other variables are defined. These, in turn, are used to calculate

\[
\begin{align*}
\hat{u}'(t) &= u(t) - \bar{u} \\
\hat{v}'(t) &= v(t) - \bar{v}
\end{align*}
\]

and so on. Quantities such as

\[
\tau = -\rho \frac{1}{T} \int_{-T/2}^{T/2} u'(t) w'(t) \, dt = -\rho \langle u' w' \rangle \tag{5}
\]

are then calculated to find the eddy fluxes of momentum, heat and water vapor. An attempt is then made to parameterize these eddy fluxes in terms of \( \bar{u} \), \( \bar{T_A} \) and \( \bar{q} \) and their variation with elevation above a lower boundary such as the land or the ocean.

Also spectra and cross spectra are computed. A recent most important advance has been the measurement of the high frequency part of the \( u' \) spectrum and relating the spectral form in the Kolmogorov range to the flux of momentum and the calculation of \( \tau/\rho \) as in the work of Large and Pond (1981).

For these microscale analyses the value of \( \bar{u} \) is treated as a constant. The lowest frequency resolvable in the spectra is \( n = T^{-1} \) (the averaging time). Those who make such measurements try to obtain data for conditions where \( \bar{u} \) (measured in the mean wind direction) is constant for a long, long time. Rapidly varying synoptic scale conditions are frequently avoided. The notable success of these methods over the past few years more than justifies them. Nevertheless, questions on the relationships between the synoptic scale, the mesoscale, and the microscale remain unanswered.
In (1) and (2), \( \bar{u} \) and \( \bar{v} \) (and other quantities) are treated as a constant. Even the use of a running mean as in

\[
\tilde{u}(t) = \frac{1}{T} \int_{-T/2 + t}^{T/2 + t} u(\tau) \, d\tau
\]

and in

\[
\dot{u}(t) = u(t) - \bar{u}(t)
\]

meets with conceptual difficulties because, in a sense, the closure problem has been solved only for large scale conditions that cannot change with time and that are consequently inappropriate for meteorological forecasting (see Robinson (1978a). The two time series that result have had their frequency content strangely altered for example, and they represent evolutive random processes instead of stationary random processes (in the probabilistic and statistical sense). Not too much is known about the analysis of evolutive random processes.

A subtle change of definition of Eqs. (6) and (7) so as to obtain (8) and (9) has some interesting effects on the spectra. Each value of \( t \) produces a time series sample \( T \) minutes long for the fluctuating part referred to a single mean value instead of a continuously varying mean value.

\[
\tilde{u}(t_o) = \frac{1}{T} \int_{-T/2 + t_o}^{T/2 + t_o} u(\tau) \, d\tau
\]

\[
\ddot{u}(t) = u(t) - \bar{u}(t_o)
\]

for \(-T/2 + t_o < t < T/2 + t_o\)

= 0 otherwise

\[
\text{for } -T/2 + t_o < t < T/2 + t_o
\]

\[
\text{for otherwise}
\]
SPECTRA

Given a series of numbers, \( x(m\Delta T) \) obtained every \( \Delta T \) unit of time for a total time of \( N\Delta T \), over the time interval \( \Delta T < t < N\Delta T \), it is always possible to assume that \( x(m\Delta T) \) is periodic, i.e. \( x((m+pN)\Delta T) = x(m\Delta T) \) for any integer, \( p \). This periodic function can then be represented by a Fourier series that will pass exactly through every value of \( x(m\Delta T) \). This Fourier series will have \( N \) Fourier coefficients for the frequencies, \( n = q/T \), as \( q \) varies from zero to \( n/2 \). The frequency, \( n = N/2T \), is called the Nyquist frequency, or the folding frequency. Squared and averaged (or smoothed) values of the Fourier coefficients can then be interpreted as a spectrum that resolves the total variance of \( x(t) \) into frequency bands.

The frequencies involved in meteorology range over many decades on the frequency axis, corresponding to periods of millenia, centuries, decades, a year, a month, a day, hours, minutes, seconds and hundredths of a second. Examples can be found that represent many different values of both \( T \) and \( \Delta T \) as defined above.

Spectra that cover three or four decades of frequency of the form, \( S(n) \) versus \( n \), where \( S(n) \) is very large for low frequencies, are difficult to plot on linear scales. The convention, as in Van Der Hoven (1957), has been to multiply \( S(n) \) by \( n \) and graph the result on a linear vertical axis versus the logarithm of \( n \). The resulting plot is a variance preserving plot since equation (10) holds. The spectrum has the dimensions of \( x(m\Delta T) \), squared, times time.

\[
\text{VAR} (n_2, n_1) = \int_{n_1}^{n_2} S(n) \, dn \\
= \left[ \frac{n_2}{n} S(n) \right]_{n_1}^{n_2}
\]

\( (10) \)
Mori (1980) has made a study of the wind data at Marcus Island at the synoptic scale. He also republished five other such spectra, including the original of its kind from Van Der Hoven (1957), all graphed as $n S(n)$ versus $\log n$ so as to be area, and hence variance, preserving.

Mori (1980) analysed the wind spectra from 10 minute averages obtained every three hours and thus introduced a substantial aliasing problem. Aliasing occurs when there are oscillations in the time history that are not reproduced when a curve is drawn through the values of, say, $x(m \Delta T)$ as plotted $\Delta T$ units of time apart. Aliasing is described in Blackman and Tukey (1958) and in Neumann and Pierson (1966). Frequencies corresponding to periods from about 20 minutes to six hours are aliased into frequencies corresponding to periods longer than six hours. The spectral graph stops abruptly at a frequency corresponding to six hours, and the value is high because of aliasing. A continuous sequence of 10 minute averages would be needed to determine the spectral content of the winds for frequencies corresponding to periods longer than 20 minutes.

Those three spectra that cover the mesoscale and microscale in the collection of Mori (1980) are suspicious in that the mesoscale and microscale parts of the spectra are impossible to interpret. Actually, the mesoscale and microscale spectra ought to be functions of the synoptic scale wind speed and of other properties of the synoptic scale that are yet to be determined.

Year long time histories sampled 100 times a second would be difficult to analyse, and the resulting spectra would be virtually useless. Smaller, properly processed, samples that still contain some information about the synoptic scale can however provide useful information about the variability of the spectra in the mesoscale range of frequencies under study.

Some spectra computed and graphed by Donelan* for various record lengths are shown in Figures 1, 2 and 3. They are all graphs of $n S(n)$ versus $\log n$ with $n$ in cycles per hour throughout.

*Personal communication
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FIGURE 1  Spectrum of the wind for an average of 6.6 m/s for a 5 day, 16 hour, 32 minute sample of one minute averages combined with an estimate of the high frequency part based on measured values of $u'$ at 5 hertz. Data from the C.C.I.W. platform with an anemometer at about 11.5 meters at Lake Ontario. (Courtesy Dr. Mark Donelan).

Figure 1 is for a 5 day, 16 hour, 32 minute (8192 minutes = $2^{13}$) sample of wind speeds as one minute averages. Averaging filters out the higher frequencies, and eliminates aliasing, usually. The wind was relatively light, averaging 6.6 m/s for the 5 (plus) days. The Nyquist frequency is 30 hr$^{-1}$ (1/120 hertz). The points represent the averages of various frequency bands, and the vertical bars represents the standard deviations of the bands that were averaged. The wind speed must have oscillated above and below the 6.6 m/s average to have produced the values in the spectrum near one half day and one day.

The smooth curve at the high frequency end is based on the analysis of a 5 sample per second subset of the data. The full spectrum shows a mesoscale valley, or flat part, that extends from a frequency corresponding to periods longer than one hour to a frequency corresponding to a period of 2 minutes.
For these three different wind speeds, there are indications that the spectral values in the mesoscale valley increase with wind speed. Also for two out of three of the spectra the values of $nS(n)$ remain nearly constant over more than a decade of frequency range. In Figure 1, the values are more or less constant between $\log_{10} n = -0.5$ and $\log_{10} n = +1.3$, where $n$ is in cycles per hour. These frequencies correspond to 3.16 hours (or 190 minutes) and 0.05 hours (or three minutes). In Figure 3, the values between $\log_{10} n = -0.1$ and $\log_{10} n = 1$, show some sampling variability.
Data from the North Sea provided by Dr. Klaus Hasselmann in the form of one minute averages were analysed in a different way. A time history about one month long was searched to find 256 minute (4hr 16 min) segments for which the wind speed was fairly constant. Spectra computed by the fast Fourier transform method were obtained. The component of the wind in the mean wind direction for the total sample duration was spectrally analysed. The small sample size yielded spectra that were very erratic. The spectral estimates were combined by summing over various frequency bands and by averaging over spectra with nearly the same wind speed. The circled points in the next two figures are the final results. The scales represent the relative variability of the spectral variance for the five different bands that were combined.
Figure 4 shows results for 7 different average wind speeds. The mesoscale valley exists for all of the seven spectra. It varies in relative amplitude as both a function of frequency and wind speed. The figure has been graphed as a series of rectangular boxes to emphasize the coarseness of the frequency resolution. In all seven examples, the spectrum is fairly low to frequencies as low as those corresponding to a period of 55 minutes. For five of the seven they became even lower for still lower frequencies. The mesoscale valley may extend to low frequencies corresponding to several hours before more variable effects from the synoptic scale produce an increase in the spectrum.
When some spectra for nearly equal wind speeds are combined near 10 m/s (to stabilize the one plot for this wind speed) and the results plotted on relative scales, Figure 5 is obtained. The contribution to the variability of the wind relative to a four hour, 16 min. average in the frequency range corresponding to periods from 55 minutes to 2 minutes increases markedly with increasing wind speed. The points corresponding to the mid-points of the boxes in Figure 4 have been connected by straight lines, but the figure should still be interpreted in the same way as Figure 4.

The mesoscale range from frequencies less than those corresponding to one hour to frequencies corresponding to two minutes may actually be flat and essentially constant. The spectral estimates do not have very many degrees of freedom. Sampling variability effects are very large.

![Graph](image)

**FIGURE 5** Variation of the mesoscale valley as a function of the mean wind component in the average wind direction for a 4 hour, 16 minute sample from the North Sea. The vertical scale is uncalibrated but the relative changes are correct. (Data Courtesy Dr. K. Hasselmann.)
MICROSCALE SPECTRA

Following Kaimal, et al. (1972), if equation (3) holds and if $u'$ is spectrally analyzed in wave number space,

$$
\frac{\langle u' \rangle^2}{(u')^2} = \int \frac{k_B}{k_A} F_u (k_1) \, dk_1
$$

(11)

where $k_1$ is a wavenumber in the $u$ direction. From Taylor's hypothesis, if

$$
k_1 = \frac{2\pi n}{\bar{u}}
$$

(12)

then

$$
n_A = \frac{k_A \bar{u}}{2\pi}, \quad n_B = \frac{k_B \bar{u}}{2\pi}
$$

(13)

and

$$
\frac{\langle \bar{u} \rangle^2}{u^2} = \int \frac{n_B}{n_A} S_u (n) \, dn
$$

(14)

where

$$
\frac{2\pi}{\bar{u}} F_u \left( -\frac{2\pi n}{\bar{u}} \right) = S_u (n)
$$

(15)

and

$$
k_1 F_u (k_1) = n S_u (n)
$$

(16)

In wavenumber space there ought to be some range of wave numbers that follow Kolmogorov's law given by

$$
F_u (k_1) = \alpha_1 \varepsilon^{2/3} k_1^{-5/3}
$$

(17)

where $\alpha_1$ is a constant (actually found from time histories) given by $0.50 \pm 0.05$. The quantity $\varepsilon$ is the dissipation rate.

The basic equation for the analysis of microscale spectra in the Kolmogorov range is equation (18),

$$
\frac{n S_u (n)}{u_{*}^2} = \frac{\alpha_1}{(2\pi \kappa)} \left( \frac{z \varepsilon}{u_{*}^3} \right)^{2/3} \left( \frac{n z}{\bar{u}} \right)^{-2/3}
$$

(18)
where
\[ \phi_{\varepsilon}^{2/3} = \left( \kappa z \varepsilon / u_*^3 \right)^{2/3} \] (19)

and where \( f = nz/\bar{u} \) (20)

The quantity in (19) can be determined by making all of the spectra go through the same point at a particular value of \( f \). For unstable air over land (the Great Plains Experiment),

\[ \phi_{\varepsilon}^{2/3} = 1 + 0.5 \left| z/L \right|^{2/3} \quad \text{for} \quad -2 \leq z/L \leq 0 \] (21a)

and for stable air

\[ \phi_{\varepsilon}^{2/3} = 1 + 2.5 \left| z/L \right|^{3/5} \quad \text{for} \quad 0 \leq z/L \leq 2 \] (21b)

Equation (18) can then finally be written as (22).

\[ \frac{n S_{u(n)}}{u_*^2 \phi_{\varepsilon}^{2/3}} = \frac{\alpha_1}{(2\pi\kappa)^{2/3}} f^{-2/3} \] (22)

All possible turbulence spectra for the Kolmogorov inertial range ought to fall on exactly the same line when the left hand side of (22) is evaluated and plotted against \( f \). Conversely if the spectrum is plotted as a function of \( f \) and the denominator of the right hand side is not known, the value of \( u_*^2 \phi_{\varepsilon}^{2/3} \) can be computed.

Spectra of \( u', v', w', T' \) and \( q' \) have been computed for the microscale range of frequencies and plotted versus \( f = n z/\bar{u} \) for data obtained over both the land and the ocean. The Kolmogorov range shows up in all of the spectra, but some results show differences in the low frequency form of the spectra when those obtained over land are compared to those obtained over water. McBean (1971) found spectra over land similar to the over water spectra shown below.

Figures 6 and 7 are composite plots of the spectra obtained from winds measured over land by Kaimal, et al. (1972) and over the ocean by Pond, et al. (1971), Miyake, et al. (1970) and Leavitt (1975). The continuous curves are for Kaimal, et al. (1972), who detected slightly different limit forms for neutral stability depending on whether \( z/L \) approached zero from positive or negative values in the \( u' \) and \( v' \) spectra but not for either the \( w' \) spectrum or the \( u' w' \) co-spectrum.
FIGURE 6 Microscale spectra for the $u'$ and $v'$ components of turbulence over land and the oceans.
FIGURE 7 Microscale spectra for $w'$ and co-spectra for $u' w'$ over land and over the ocean. (Coded points are the same as in Figure 6).
The coded curves show the scatter of the other three investigations for nearly neutral stability. The curves have been shifted vertically arbitrarily to match the $f^{-2/3}$ region because some of them were scaled by means of the variance of $w'$. The continuous curves above and below the $f^{-2/3}$ line show that the over-ocean spectra follow the minus two thirds law just as well as the one over land for $u'$, $v'$ and $w'$. At least one decade of $f$ is spanned by the $-2/3$ law.

Interesting features of the $u'$ and $v'$ over-water spectra shown in Figure 6 are that many of the spectral estimates do not decrease toward low values of $f$ as do the over land spectra. The over land $0^+$ spectra decrease by at least an order of magnitude and the $0^-$ spectra decrease by factor of six, or so, as $f$ decreases from 0.03 to 0.001. At low frequencies, the over-water spectra are ten to thirty times higher than the over land spectra. The spectra from Pond et al. (1971) suggest a peak somewhere near $f = 0.2$ to 0.3. This may be due to the motion of the platform.

In contrast, both the over land and over-water spectra for $w'$ and the cospectra for $u' w'$ decrease with decreasing frequency. The $u' w'$ cospectra vary as $f^{-4/3}$ for high frequencies. The $u' w'$ cospectra obtained by Large and Pond (1981), not shown, which are plotted on a linear vertical scale, show only a minute amount of covariance below $f = 0.001$. The values of $u^2*$ estimated from the $u' w'$ cospectra agreed well with the bulk aerodynamic equations given by Large and Pond (1981) for 60 minute records after pooling a very large number of runs to obtain stable averages.

In terms of the mesoscale valley where $n S_u(n)$ (or $n S_{uu}(n)$) is roughly constant for frequencies corresponding to perhaps more than one hour to frequencies corresponding to several minutes, the study of microscale spectra has not covered a large enough frequency range.
THE SPECTRAL ANALYSIS OF MESOSCALE WIND FLUCTUATIONS

The preceding analysis has identified a frequency range in the spectra of the wind over the ocean where dominantly two dimensional turbulence-like fluctuations span about two decades of frequency for the $u'$ and $v'$ spectra. Just how this mesoscale range couples the synoptic scale to the microscale remains to be determined.

The dominant feature of this frequency range for the spectra is that, when the spectra are graphed in the form $n S(n)$ versus $\log n$, this range appears to be both flat and a minimum relative to much larger fluctuations at the synoptic scale and somewhat larger fluctuations at the microscale. The mesoscale region of the spectrum of the winds has a great deal to do with the problem of measuring the wind correctly because the frequencies involved correspond to the averaging times of 2 minutes for transient ships and 8 minutes 32 seconds for NOAA Data Buoys.

The convenience in spectral interpretation represented by a particular technique for plotting data should not be allowed to disguise the fact that the spectrum is really varying like $n^{-1}$. A spectral analysis of a time history with a true spectrum like $n^{-1}$ leads to some interesting results especially at the lowest frequencies.

Consider a model of the time history of $u(t)$ as it might be obtained for many hours as given by equation (23). The value of $V$ can be chosen to give reasonable values for $u(t)$.

$$u(t) = \bar{u} + \sum_{i} V \left( \frac{dn}{n_{i}} \right)^{1/2} (a_{i} \cos 2\pi n_{i} t + \beta_{i} \sin 2\pi n_{i} t)$$

(23)

for $n_{1} < n_{i} < n_{2}$

(24)

where $n_{1}$ and $n_{2}$ are arbitrary.

Suppose that $n$ varies from $10^{-6}$ to 10 and that over each decade there are, say, 10,000 terms in the sum. Also suppose that $a_{i}$ and $\beta_{i}$ are picked, for convenience, at random from a normal probability density function with zero mean and a unit variance and that they are all independent. For a long enough realization of this function, the distribution of values of $u(t)$ picked at random (or at equally spaced time intervals) would be gaussian. The average as a true constant is $\bar{u}$. As defined, the function $u(t)$ lasts forever.

Let a sample be drawn of duration $T$ from (14), i.e. let

$$U(t) = u(t) \quad \text{for } -T/2 + t_{o} < t < T/2 + t_{o}$$

(25)
This sample can be assumed to be periodic, and it can be represented by a Fourier series as in

\[ U(t) = \sum_{m=0}^{\infty} a_m \cos \frac{2\pi mt}{T} + b_m \sin \frac{2\pi mt}{T} \]  \hspace{1cm} (26)

The Fourier coefficients \( a_m \) are given by (27),

\[
\begin{align*}
    a_m &= \sum_{i} V \left( \frac{dn_i}{ni} \right)^{1/2} \left\{ a_i \left( \frac{\sin (\pi n_i T + \varpi m)}{\pi i T + \varpi m} \right) \cos ((2\pi n_i + \frac{2\pi m}{T}) t_o) 
    \right. \\
    &\left. + \frac{\sin (\pi n_i T - \varpi m)}{\pi n_i T - \varpi m} \cos ((2\pi n_i - \frac{2\pi m}{T}) t_o) \right\} \\
    &+ \beta_i \left\{ \left( \frac{\sin (\pi n_i T + \varpi m)}{\pi n_i T + \varpi m} \right) \sin ((2\pi n_i + \frac{2\pi m}{T}) t_o) 
    \right. \\
    &\left. + \frac{\sin (\pi n_i T - \varpi m)}{\pi n_i T - \varpi m} \sin (2\pi n_i - \frac{2\pi m}{T}) t_o) \right\} 
\end{align*}
\]  \hspace{1cm} (27)

except for \( a_0 \) which needs to be halved and has \( \bar{u} \) added to it.

The Fourier coefficients \( b_m \) are given by a similar equation and can be obtained by interchanging sines and cosines for the terms involving \( t_o \) and by changing the three plus signs to minus signs in (27).

Usually only one sample of duration \( T \) exists to yield only one set of Fourier coefficients. The values of the Fourier coefficients are nevertheless a function of the time the sample was taken and can clearly be quite variable.

A constant term is obtained for \( m = 0 \). It is given by (28).

\[
\bar{u}(t_o) = \bar{u} + \sum_i V \left( \frac{dn_i}{ni} \right)^{1/2} \frac{\sin (\pi n_i T)}{\pi n_i T} (a_i \cos 2\pi n_i t_o + \beta_i \sin 2\pi n_i t_o) \]  \hspace{1cm} (28)

The average value of the wind thus has a spectrum. It is given by

\[
\bar{S}(n) = \frac{V^2}{n} \left( \frac{\sin \pi n T}{\pi n T} \right)^2 \]  \hspace{1cm} (29)

For a band limited \( n^{-1} \) spectrum, the values of \( \bar{u}(t_o) \) will be randomly distributed with a mean of \( \bar{u} \) and a variance given by the integral from \( n_1 \) to \( n_2 \) of (29).
The first harmonics, $a_1$ and $b_1$, are given by (30) and (31) at $t_0 = 0$ (which is just as good a time as any other). The terms involving $\pi n_1 T + \pi$ are small. $E$, the expected value of the variance associated with the first harmonic, is given approximately by (32). The cross product terms add to zero in (32) and the square of the $\pi n_1 T + \pi$ term is small. The symbol $E$ represents the expectation operator.

\[ a_1 = \sum \mathbb{E} V \left( \frac{dn}{n_i} \right) \frac{1}{n_i} \left[ \frac{\sin (\pi n_1 T - \pi)}{\pi n_1 T - \pi} + \frac{\sin (\pi n_1 T + \pi)}{\pi n_1 T + \pi} \right] \quad (30) \]

\[ b_1 = \sum \mathbb{E} V \left( \frac{dn}{n_i} \right) \frac{1}{n_i} \left[ \frac{\sin (\pi n_1 T - \pi)}{\pi n_1 T - \pi} - \frac{\sin (\pi n_1 T + \pi)}{\pi n_1 T + \pi} \right] \quad (31) \]

\[ E (a_1^2 + b_1^2) = \int_{n_1}^{n_2} v^2 \left( \frac{\sin (\pi nT - \pi)}{\pi nT - \pi} \right)^2 \frac{1}{n} dn \quad (32) \]

**Figure 8.** Spectra and spectral filters associated with 2500 second and 833.3 second samples and an $n^{-1}$ spectrum.

Figure 8 is a numerical example of the equations just given. There are five curves on it. Curve 1 is the graph of $V^2 n^{-1}$ as $n$ varies from $10^{-3}$ to $12 \times 10^{-4}$. Curve 2 will be discussed below.
Curve 3 is the graph of equation (29) for \( T = 2500 \) seconds which corresponds to 41 minutes and 40 seconds. Curve 4 is the graph of equation (32) for the first harmonic. Curve 5 is for the second harmonic as defined on the figure. Four of the terms are of the form, \( ((\sin \psi)/\psi)^2 \), where \( \psi \) for curve 5 (for example) is \( \pi n T - 2\pi \). Beyond \( \psi = \pm \pi \), the values for the function are small and the contribution outside this range can be neglected.

The first Fourier coefficient of a spectral estimate from a 2500 second sample is influenced by considerably longer periods than 2500 seconds. At least 57% of the area under the curve lies to the left of \((2500)^{-1}\) hertz.

For this model, and perhaps even for actual data, the estimate of \( a_1^2 + b_1^2 \) would be almost Chi Square distributed with two degrees of freedom. Even if averaged with the next two or three harmonics, this term would be so much larger than the others that its sampling variability would still dominate the average.

A paragraph from Pond, et al. (1971) is quoted below.

"In the spectra and cospectra the lower frequency points have a narrower bandwidth and hence are subject to more statistical variation. The concept of degrees of freedom which is based on Gaussian statistics in nearly useless for atmospheric turbulence data. The observed variability from block to block within a run is larger for spectra and very much larger for cospectra than the degrees of freedom concept would predict. The actual scatter in the figures is probably as good a measure as any of the statistical variability".

These spectral estimates ought to be highly variable. It is incorrect to interpret spectral estimates in terms of Gaussian statistics. Spectral estimates are Chi-Square variables. The 90% confidence interval on an approximate Chi Square with two degrees of freedom are about a factor of 60 apart.

Curve 2 in Figure 8 is the curve for the average wind except that the value of \( T \) is one third of 2500 seconds, or 13 minutes, 53 1/3 seconds. The area under curve 2 and above curve 3 represents an additional contribution to the variability of the average value of the wind that results from the briefer average.

Figure 9 shows the same five curves numbered as before and graphed with \( V^2 n (n^{-1}) \) as the vertical scale and \( \log_{10} n \) (it should really be \( \& n n \) ) as the horizontal scale. The graph rather easily covers almost two decades. The large contribution from the first harmonic is re-emphasized. The area above curve 3 and below curve 2 is clearly shown. Subsequent results are plotted in this form, but the alternate use of a plot such as Figure 8 (which is usually not feasible) must always be kept in mind as a more realistic representation of the difficulties inherent in the low frequencies.

This simple example represents an idealized mean synoptic scale wind, \( \bar{u} \), perturbed by a simple mesoscale spectrum. It shows that the longer the averaging time the closer one can get to \( \bar{u} \). It also shows how to compute the effect of different averaging times on the variability of the average with reference to the true average.
An advantage of this kind of plot is that the points on, say, curve 3 for the average can simply be shifted either left or right to determine the effects of any other averaging time on the value of the mean. For example, doubling the averaging time would shift the whole curve 0.3 units to the left as shown by the bottom scale.

For a spectrum given by $n^{-1}$ there is also an equivalent square cut off frequency. If the frequency given by the averaging time is multiplied by 0.3631, a square cut off filter at this frequency will have the same area to the left (as bounded by some still lower frequency) as the $((\sin \psi)/\psi)^2$ filter. A 40 minute average is the equivalent of a 110 minute cut-off period for an $n^{-1}$ spectrum.
MESOSCALE PLUS MICROSCALE SPECTRA

The variability of mesoscale spectra as a function of the synoptic scale mean wind can be determined from the work of Kaimal et al. (1972), Smith (1980) and Large and Pond (1981) for neutral stability. This will be done first for \( u' \) and then for \( v' \). Then an attempt to extend the results to non-zero values of \( z/l \) will be made.

For Smith (1980) and Large and Pond (1981) respectively, the typical samples were 40 and 60 minutes long. The average wind speed was calculated and various quantities were computed. Smith (1980) gives

\[
\text{VAR}(u') = (0.061 + 0.0027 \bar{u}_{10})^2 \bar{u}_{10}^2 = \sigma_u^2
\]

and

\[
\text{VAR}(v') = (0.057 + 0.0017 \bar{u}_{10})^2 \bar{u}_{10}^2 = \sigma_v^2
\]

and Large and Pond (1981) give

\[
\text{VAR}(u') = (0.070 + 0.0023 \bar{u}_{10})^2 \bar{u}_{10}^2
\]

and

\[
\text{VAR}(v') = (0.043 + 0.0033 \bar{u}_{10})^2 \bar{u}_{10}^2
\]

The right hand side of (22) has been expressed as a function of \( f \) even outside the range determined by the \( f^{-2/3} \) law by Kaimal et al. (1972). For neutral stability since (21a) or (21b) is one, equation (22) becomes (37).

\[
\frac{n \Delta S_u(n)}{u_*^2} = 105 f/(1 + 33f)^{5/3}
\]  

(37)

The corresponding spectrum for \( v' \) is

\[
\frac{n \Delta S_v(n)}{u_*^2} = 17f/(1 + 9.5f)^{5/3}
\]

(38)

Since

\[
\int_0^\infty \frac{n \Delta S_u(n)}{u_*^2} \frac{dn}{n} = \int_0^\infty \frac{105 f}{(1 + 33f)^{5/3}} \frac{df}{f} = 4.77
\]

(39)
it follows that \( \text{VAR} u' \) for this spectrum is given by

\[
\text{VAR} (u') = 4.77 u_*^2
\]  
(40)

Similarly \( \text{VAR} (v') = 2.68 u_*^2 \)

(41)

Smith (1980) gives an expression for \( C_{10} \) that allows \( u_* \) to be computed from the average wind at 10 meters. The value of \( u_*^2 \) is given by

\[
u_*^2 = 10^{-3} (0.61 + 0.063 \bar{u}_{10}) \bar{u}_{10}^2
\]

(42)

Large and Pond (1981) give

\[
u_*^2 = 10^{-3} \cdot 1.2 \bar{u}_{10}^2, \quad \text{for } 4 \leq \bar{u}_{10} \leq 11 \text{ m/s}
\]

(43)

\[
u_*^2 = 10^{-3} (0.49 + 0.065 \bar{u}_{10}) \bar{u}_{10}^2 \quad \text{for } 11 \leq \bar{u}_{10} \leq 25 \text{ m/s}
\]

(44)

Figure 10 shows graphs of equations (37) and (38) in two different forms. The upper curves are for both scales logarithmic for comparison with Figure 6. The lower curves are for a linear vertical scale so that the areas under the curves can be identified as the constants 4.77 and 2.68. Over land, according to Kaimal, et al., there is very little contribution to the \( u' \) and \( v' \) fluctuations for \( f \) less than \( 10^{-3} \).

There are two other ways to plot the integrand of equation (37). They result from cancelling out the \( f \) in the numerator with the \( f \) in the denominator of \( d f/f \). The function, \( 105 (1+33f)^{-5/3} \), can be plotted either or linear scales for both axes or on log scales for both axes. No matter which method of plotting the spectra is used, the basic problem of what is happening at low frequencies is obscured. For what follows linear vertical scales and logarithmic horizontal scales will be used to preserve variance and to emphasise the fact that zero frequency is an unobtainable goal in meteorology.

Tables 1 and 2 give selected values of equations (33), (34), (35) (36), (37) and (38). Also shown are the differences between the variances given by (33) to (36) and (37) and (38). Over the oceans, the total variances of \( u' \) and \( v' \) are not explained by the Kaimal, et al. spectra. The unaccounted for variance at 25 m/s, for example, for \( u' \) is nearly 40% of the total variance for \( u' \) found by both Large and Pond and Smith. The corresponding standard deviations are over 1 m/s for winds over 15 m/s and over 0.5 m/s for winds over 10 m/s. There is very little difference
FIGURE 10  A comparison of the log versus log and log versus linear plots of the Kaimal et al. (1972) spectral forms.

between the \( u' \) and \( v' \) Kaimal et al. spectra whether computed for either Smith or Large and Pond. The VAR \( u' \) values are also essentially equal. Actually, since the Large and Pond values are for a longer averaging time, the variances ought to be larger by from 5 to 10 percent. The only major difference is that VAR \( v' \) for Smith is only about 60% of VAR \( v' \) for Large and Pond.
### Table 1
Variances of $u'$ as a function of $\tilde{u}_{10}$ from 40 and 60 Minute Samples, compared to the Variances Predicted by the Kaimal, et al. (1972) Spectra. (Units are m/s and (m/s)$^2$)

| $\tilde{u}_{10}$ | VARIANCE | KAIMAL, ET AL. | DIFFERENCE | CORRESPONDING
| | | $u'_w$ from | | STD. DEV. |
| | L & P Smith | L & P Smith | L & P Smith | L & P Smith |
| 5 | 0.17 0.14 | 0.14 0.11 | 0.02 0.03 | 0.15 0.17 |
| 7.5 | 0.43 0.37 | 0.32 0.29 | 0.11 0.08 | 0.33 0.28 |
| 10 | 0.86 0.77 | 0.57 0.59 | 0.27 0.18 | 0.54 0.43 |
| 12.5 | 1.52 1.40 | 0.70 1.04 | 0.55 0.36 | 0.74 0.60 |
| 15 | 2.46 2.32 | 1.57 1.67 | 0.89 0.65 | 0.94 0.81 |
| 17.5 | 3.72 3.55 | 2.38 2.50 | 1.35 1.06 | 1.16 1.01 |
| 20 | 5.38 5.29 | 3.42 3.57 | 1.96 1.72 | 1.40 1.31 |
| 22.5 | 7.51 7.51 | 4.71 4.88 | 2.79 2.62 | 1.67 1.62 |
| 25 | 10.16 10.30 | 6.30 6.50 | 3.84 3.80 | 1.96 1.95 |

### Table 2
Variances of $v'$ as a function of $\tilde{u}_{10}$ from 40 and 60 Minute Samples, compared to the Variances Predicted by the Kaimal, et al. (1972) Spectra. (Units are m/s and (m/s)$^2$)

| $\tilde{u}_{10}$ | VARIANCE | KAIMAL, ET AL. | DIFFERENCE | CORRESPONDING |
| | | $u'_w$ from | | STD. DEV. |
| | L & P Smith | L & P Smith | L & P Smith | L & P Smith |
| 5 | 0.09 0.11 | 0.08 0.06 | 0.008 0.05 | 0.09 0.21 |
| 7.5 | 0.26 0.27 | 0.18 0.16 | 0.077 0.12 | 0.28 0.33 |
| 10 | 0.58 0.55 | 0.32 0.33 | 0.25 0.21 | 0.51 0.46 |
| 12.5 | 1.11 0.96 | 0.55 0.59 | 0.56 0.37 | 0.75 0.61 |
| 15 | 1.93 1.53 | 0.89 0.94 | 1.04 0.59 | 1.02 0.77 |
| 17.5 | 3.11 2.30 | 1.34 1.41 | 1.77 0.90 | 1.33 0.95 |
| 20 | 4.75 3.31 | 1.92 2.01 | 2.83 1.30 | 1.68 1.14 |
| 22.5 | 6.96 4.58 | 2.65 2.75 | 4.31 1.87 | 2.08 1.35 |
| 25 | 9.85 6.19 | 3.55 3.61 | 5.92 2.52 | 2.43 1.59 |
FIGURE 11 Graphs of VAR $u'$ and VAR $v'$ showing the amount unexplained by the microscale spectra.

Figure 11 shows graphs of the corresponding tables. For $u'$, the total variances given by both Large and Pond and by Smith are negligibly different. The areas under the Kaimal, et al. spectra predicted from two different $u'^2$ equations are also negligibly different for the purposes of this investigation. For $v'$, the difference between Large and Pond and Smith for the total variance is fairly large.
If the mesoscale spectra are like $n^{-1}$, they should appear as a horizontal line on the bottom part of Figure 10. Suppose that the mesoscale spectrum is of the form $A n^{-1}$ where the unknown constant $A$, with the dimensions of velocity squared, is to be determined. If the right hand side of (37) is written in terms of $n = f z/\bar{u}$, the total variance found by, say, Smith for $u'$ can be written as equation (45).

$$\int_{n_I}^{\infty} A \frac{dn}{n} + \int_{n_I}^{\infty} (105z u_*^2/\bar{u} \left(1 + 33 n z/\bar{u}\right)^{5/3}) dn = \text{VAR} (u') \quad (45)$$

This horizontal line will intersect the Kaimal, et al. spectrum at the value of $n_I$ given by (46).

$$A = n_I 105z u_*^2/\bar{u} \left(1 + 33 n_I z/\bar{u}\right)^{5/3} \quad (46)$$

There are two unknowns and two equations. When $n_I$ is transformed to $f_I$ throughout in (45) and (46), there is one term involving $\bar{u}_{10}$ that does not go away.

The evaluation of the integrals and appropriate transformations yield two equations for $A$ as a function of $f_I$ for a fixed value of $\bar{u}_{10}$ since both $u_*^2$ and $\text{VAR} u'$ are known functions of $\bar{u}_{10}$. These are equations (47) and (48).

$$A = \frac{\text{VAR} u' - 4.77 u_*^2 (1 + 33 f_I)^{-2/3}}{\ln f_I + \ln \bar{u} + \ln (2400/z (.3631))} \quad (47)$$

where $z = 10$ meters.

$$A = 105 f_I u_*^2/(1 + 33 f_I)^{5/3} \quad (48)$$

For particular values of $\bar{u}_{10}$, (47) and (48) can be put into the form

$$A = \frac{C_1 - C_2 (1 + 33 f_I)^{-2/3}}{\ln f_I + C_3} \quad (49)$$

$$A = C_4 f_I/(1 + 33 f_I)^{5/3} \quad (50)$$
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The values of $C_1$ through $C_4$, from the values of $\text{VAR} u'$ and $u_*^2$ given by Large and Pond for a 60 minute average are shown in Table 3. Smith (1980) obtained 40 minute averages so that $C_3$ must be reduced by $\ln 1.5$ as shown by $C_*$. Since the values for $u'$ in Table I are virtually identical, the actual values from Smith's equations were not used.

Equation (49) is very large for $f_1$ slightly larger than $\exp(-C_3)$, and the value of $A$ decreases with increasing $f_1$. In equation (50), $A$ increases with increasing $f_1$ to a maximum at $f_1 = 1/22$. The two curves may therefore cross at some value of $f_1$ between $\exp(-C_3)$ and $1/22$. The values of $f_1$ were found for $C_3$ and $C_*$ and are tabulated in the last two columns of Table 3.

For $\bar{u}_{10}$ values from 10 to 25 m/s, the variation of $f_1$ is small and so average values of 0.0114 and 0.0133 may be used. Between zero and 10 m/s, the process just used could be used to find the details of the variation of $f_1$ (and $A$) with $\bar{u}_{10}$. The value of $A$ is known directly from (50) once $f_1$ is known. It is

$$A = 0.437 \, u_*^2 \quad \text{if} \quad \bar{u}_{10} = 5 \, \text{m/s} \quad \text{(51a)}$$

$$A = 0.382 \, u_*^2 \quad \text{if} \quad \bar{u}_{10} = 5 \, \text{m/s} \quad \text{(51b)}$$

$$A = 0.761 \, u_*^2 \quad \text{if} \quad 10 \leq \bar{u}_{10} \leq 25 \quad \text{(Smith)} \quad \text{(51c)}$$

$$A = 0.703 \, u_*^2 \quad \text{if} \quad 10 \leq \bar{u}_{10} \leq 25 \quad \text{(Large and Pond)} \quad \text{(51d)}$$

It follows that the combined mesoscale-microscale spectrum of $u'$ is given by equations (52) if equations (51a) and (51c) are used.

$$n \frac{S_u(n)}{u_*^2} = 0.437, \quad f \leq 0.0055, \quad \bar{u}_{10} = 5 \quad \text{(52a)}$$
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and \[ \frac{n S_u(n)}{u_*^2} = 105 \frac{f}{(1 + 33 f)^{5/3}} \quad f \geq 0.0055, \tilde{u}_{10} = 5 \] (52a)

\[ \frac{n S_u(n)}{u_*^2} = 0.7614 \quad f \leq 0.0133, 10 \leq \tilde{u}_{10} \leq 25 \] (52b)

and \[ \frac{n S_u(n)}{u_*^2} = 105 \frac{f}{(1 + 33 f)^{5/3}} \quad f \geq 0.0133, 10 \geq \tilde{u}_{10} \geq 25 \] (52b)

These functions are graphed in Figure 12 along with some extraneous curves to help in the interpretation. The curve with triangles is the continuation of the Kaimal, et al. spectrum toward low frequencies. It is no longer needed. The dashed curve applies for 5 m/s but it not needed above 10 m/s. The dash dot curves show the effect of a 40 minute average on the full spectrum. Those for 5, 10 and 25 m/s are shown. The 10 m/s curve can be shifted to the left to the dots marked 12, 15 and 20 to find the effect of the wind speed. Just how far to the left the mesoscale spectrum extends before the sharp rise of the synoptic scale spectrum occurs cannot be determined by this particular analysis. The mesoscale, \( n (n^{-1}) \), spectrum must cover more than a decade of frequency range for \( \tilde{u}_{10} \) greater than 10 m/s and nearly a decade for 5 m/s.

FIGURE 12 Combined mesoscale-microscale spectra for neutral stability and winds of 5 m/s and between 10 and 25 m/s.
Also shown with a different coding are the curves associated with equation (51d). The decrease in the level of the mesoscale spectrum from 0.761 to 0.703 is compensated by a shift of the spectral filter to the left to account for the longer averaging time. To obtain results based on (51b) and (51d), the standard deviations in the following tables for wind speed need only be multiplied by \((0.703/0.761)^{1/2} = 0.961\).

The spectra shown in Figure 12 cover seven decades of the normalized frequency \((f)\) axis. Somewhere along the continuation of the \(f^{-1}\) part of the spectrum, an actual spectrum will rise suddenly so that synoptic scale variations can be described. The frequencies where this may happen are left undefined, and the mesoscale part of the spectrum is continued toward low frequencies by a line consisting of dashes and open circles.

A non-dimensional frequency, \(f\), is useful in fitting the \(f^{-2/3}\) region of the spectrum. For winds measured at 10 m as the mean wind speed varies from 5 to 25 m/s, the natural frequencies, \(n\), for the full range of \(f\) in Figure 12 vary over an extensive range. The corresponding periods for these natural frequencies are shown for five different wind speeds across the top of the figure. The mesoscale periods range from about 5.5 hours to 40 seconds over about two decades on the frequency axis. At the center of the two decade range, the periods vary from 33 minutes to seven minutes. Fluctuations in the wind corresponding to these periods are essentially unpredictable at the synoptic scale. Only their statistical variability can be described as the synoptic scale evolves with time.

It is noteworthy to refer to page 721 of Smith (1980) in which the stronger increase of \(\text{VAR} u'\) than required to support the calculated drag coefficients is explained by the statement that the "same (40 min) averaging time (includes) longer turbulence length scales at higher wind speeds". The term, \(\bar{z}n \bar{u}\), in (47) accounts for this increase in the present model.

The crosswind component of the turbulent fluctuations can be analysed in terms of equations (34) and (36) and Figures 6 and 11. There are rather large differences between \(\text{VAR} v'\) as given by Large and Pond (1981) and as given by Smith (1980). There is no mesoscale spectrum that can intersect a Kaimal, et al. spectral form in a way similar to Figure 12 and give the variances of Large and Pond for high winds.

The mesoscale, \(v'\), spectrum was set equal to the maximum of equation (38), namely \(0.5829 \bar{u}^2\), up to the non dimensional frequency of the spectral maximum, namely

\[
f_{\text{max}} = \frac{3}{19}
\]

(53)

The result is given by (54a) and (54b).

\[
\frac{n S_v(n)}{\bar{u}^2} = 0.5829 \quad \text{for } f \leq \frac{3}{19}
\]

(54a)
FIGURE 13 Combined mesoscale-microscale spectra for $v'$ for neutral stability and winds from 5 to 25 m/s.

Figure 13 shows a graph of the resulting $v'$ spectrum. Only the part past the maximum is left for the Kaimal et al. spectral form. The areas to the right of the filters labeled 25, (and as interpolated 20 and 15), 10 and 5 m/s yield predictions of the variance of $v'$ relative to a 40 minute average to determine $u^*$. With the constants for the mesoscale $u'$ and $v'$ spectra determined, equations similar to equation (45) can be evaluated for VAR $u'$ and VAR $v'$. For example, with Large and Pond's representation for $u_z^2$ for $u > 11$ m/s, equations (55) and (56a) can be obtained for a 40 minute average. Equation (56b) applies to the Large and Pond 60 minute average.

\[
\text{VAR } u' = 10^{-3} \left( 5.395 + 0.7614 \ln \bar{u} \right) \left( 0.49 + 0.065 \bar{u} \right) \bar{u}^2
\]  

\[
\text{VAR } v' = 10^{-3} \left( 4.19 + 0.5829 \ln \bar{u} \right) \left( 0.49 + 0.065 \bar{u} \right) \bar{u}^2
\]

\[
\text{VAR } v' = 10^{-3} \left( 4.60 + 0.5829 \ln \bar{u} \right) \left( 0.49 + 0.065 \bar{u} \right) \bar{u}^2
\]

Similar equations for the other ranges of wind speed and for the values of $u_z^2$ predicted by Smith can also be obtained. Values from these equations for 2.5 m/s increments in wind speed are given in Tables 4 and 5. The different models are all quite close together for the $u'$ variability except that the spectral model yields standard deviations about 20 cm/sec too high for high winds as would be expected from Table 3.
TABLE 4: Variances and Standard Deviations of $u'$ Relative to a 40 Minute Average Wind Computed for Various Models

<table>
<thead>
<tr>
<th>$\tilde{u}_{10}$</th>
<th>VARIANCE</th>
<th>STANDARD DEVIATION</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L &amp; P Smith</td>
<td>This Model $u_4(L &amp; P)$</td>
</tr>
<tr>
<td>5</td>
<td>0.17 0.14 0.17</td>
<td>0.41 0.37 0.41</td>
</tr>
<tr>
<td>7.5</td>
<td>0.43 0.37 0.86</td>
<td>1.23 1.18 1.22</td>
</tr>
<tr>
<td>10</td>
<td>0.86 0.77 0.86</td>
<td>1.57 1.52 1.57</td>
</tr>
<tr>
<td>12.5</td>
<td>1.52 1.40 1.49</td>
<td>1.93 1.88 1.94</td>
</tr>
<tr>
<td>15</td>
<td>2.46 2.32 2.46</td>
<td>2.74 2.74 2.90</td>
</tr>
<tr>
<td>20</td>
<td>5.38 5.29 6.01</td>
<td>5.56 5.56 6.01</td>
</tr>
<tr>
<td>22.5</td>
<td>7.51 7.51 8.41</td>
<td>7.93 7.93 8.41</td>
</tr>
</tbody>
</table>

TABLE 5: Variances and Standard Deviations of $v'$ Relative to 40 and 60 Minute Average Winds Computed for Various Models.

<table>
<thead>
<tr>
<th>$\tilde{u}_{10}$</th>
<th>VARIANCE</th>
<th>STANDARD DEVIATION</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L &amp; P Smith (60)</td>
<td>L &amp; P Smith (40)</td>
</tr>
<tr>
<td>5</td>
<td>0.09 0.11 0.15</td>
<td>0.30 0.33 0.40</td>
</tr>
<tr>
<td>7.5</td>
<td>0.26 0.27 0.39</td>
<td>0.51 0.52 0.62</td>
</tr>
<tr>
<td>10</td>
<td>0.58 0.55 0.71</td>
<td>0.76 0.74 0.84</td>
</tr>
<tr>
<td>12.5</td>
<td>1.11 1.23 1.24</td>
<td>1.05 1.06 1.11</td>
</tr>
<tr>
<td>15</td>
<td>1.93 2.05 2.02</td>
<td>1.39 1.43 1.43</td>
</tr>
<tr>
<td>17.5</td>
<td>3.11 3.12 3.07</td>
<td>1.76 1.77 1.77</td>
</tr>
<tr>
<td>20</td>
<td>4.75 4.56 4.40</td>
<td>2.18 1.82 2.14</td>
</tr>
<tr>
<td>22.5</td>
<td>6.96 6.35 6.16</td>
<td>2.64 2.14 2.52</td>
</tr>
</tbody>
</table>
The two different representations for VAR v cannot both be fitted by one model. The model used is closer to the results of Large and Pond. The standard deviations are somewhat high for light winds, and the combined mesoscale microscale spectrum may have a slight peak.

The effect of atmospheric stability on the mesoscale-microscale spectrum for winds over the ocean is difficult to determine because most of the studies have concentrated on near neutral conditions. Kaimal et al. (1972) show spectra for u' and v' as z/L, where L is the Monin-Obukov stability length and z is 10 meters, varies from -2.00 to + 2.00 for data obtained over land. There do not appear to be corresponding spectra for over water conditions.

Leavitt (1975) has reported some data for a z/L value over the tropical ocean of -1.26. Large (1979) has tabulated much of the data used in Large and Pond (1981). The highest z/L value in the tabulation is +0.3 for an air-sea temperature difference of +5.6° C. The lowest value is -0.45 for an air-sea temperature difference of -17.3° C. These extremes are typical of ship reports in mid-latitudes. Values of z/L between -1.00 and +0.50 are probably representative of most over ocean conditions.

In order to obtain some idea of the effects of stability on the variability of mesoscale wind fluctuations, the mesoscale portion has been scaled according to \( u' \phi^{2/3} \) (see, equations 21a and 21b), and an empirical fit has been made to the microscale spectra graphed in Figure 5 (not shown) of Kaimal, et al. (1972). Equation (57) is for z/L < 0, and equation (58) is for z/L > 0. To simplify matters only winds greater than 10 m/s will be considered.

\[
\frac{n S_u(n)}{u^* \phi^{2/3}} = 0.7614 \quad \text{for } f < f_I \quad (57a)
\]

\[
\frac{n S_u(n)}{u^* \phi^{2/3}} = \frac{0.0303}{(1 + 33) (1 + 1.77 |z/L|) 4^{5/3} f}
\frac{(1 + 33) (1 + 1.77 |z/L|) f^{5/3}}{f_{\text{I}} = f} \quad (57b)
\]

For -2 ≤ z/L ≤ 0, 10 ≤ \( \tilde{u}_{10} \) ≤ 25

For 0 ≤ z/L ≤ 0.8, 10 ≤ \( \tilde{u}_{10} \) ≤ 25

\[
\frac{n S_u(n)}{u^* \phi^{2/3}} = 0.7614 \quad \text{for } f < f_I \quad (58a)
\]
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\[
\frac{n \, S_u (n)}{u_x^2 \, \phi_e^{2/3}} = 0.0303 \quad \frac{(1 + 33 \, (1 - 0.443 \, |z/L|)4}^{5/3} \frac{f}{u_x^2 \, \phi_e^{2/3}} (1 + 33 \, (1 - 0.443 \, |z/L|) f)^{5/3} 
\]

Both (57b) and (58b) reduce to (52) at z/L equal to zero. Figure 14a shows (57b) and (58b) graphed for different z/L values on logarithmic scales for both axes for comparison to the original figure. Fig. (14b) shows the same functions graphed for a linear vertical scale and a logarithmic horizontal scale. An interesting feature of the empirical fit is the rapid change as z/L varies from zero to -0.5 which may be related to the excluded region of Kaimal, et al.

Equations (57b) and (58b) can easily be integrated to find the area under the spectrum. These values are tabulated on the figure as a function of z/L. The area increases by a factor of 10. As z/L decreases toward -2.00, the denominator of the left hand side of (57b) increases more strongly than \( u_x^2 \) so that the combined effect of the increasing area under the normalized spectrum and the increasing normalizing term will result in high values of VAR \( u' \). As z/L increases toward +2.00, the denominator of the left hand side of (58b) increases more strongly than \( u_x^2 \) which compensates in part for the decreasing area under the normalized spectrum.

The mesoscale part of the spectrum is shown on Figure 14b as a dashed horizontal line at the value 0.7614. The non-dimensional frequency, \( f_I \), at which the mesoscale spectrum intersects the Kaimal-type spectrum can be read from the figure for various z/L values. These are tabulated below. For z/L greater than about +0.8, there is no intersection. Perhaps the combined spectra resemble Figure 13 as has been assumed for Table 6. From Figure 12, to locate the lower limit of integration, a 40 minute average and VAR \( u' \) relative to a 40 minute average would involve very little of the mesoscale part of the spectrum for highly unstable air.

TABLE 6; Values of \( f_I \) and the "Mesoscale Constant" as a Function of z/L from Figure 14b.

<table>
<thead>
<tr>
<th>z/L</th>
<th>Log ( f_I )</th>
<th>( f_I )</th>
<th>Mesoscale Constant</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2.0</td>
<td>-3.13</td>
<td>0.00074</td>
<td>0.7614</td>
</tr>
<tr>
<td>-1.5</td>
<td>-2.98</td>
<td>0.00105</td>
<td>0.7614</td>
</tr>
<tr>
<td>-1.0</td>
<td>-2.77</td>
<td>0.00170</td>
<td>0.7614</td>
</tr>
<tr>
<td>-0.5</td>
<td>-2.44</td>
<td>0.00363</td>
<td>0.7614</td>
</tr>
<tr>
<td>-0.0</td>
<td>-1.88</td>
<td>0.0133</td>
<td>0.7614</td>
</tr>
<tr>
<td>+0.5</td>
<td>-1.62</td>
<td>0.0240</td>
<td>0.7614</td>
</tr>
<tr>
<td>+1.0</td>
<td>-1.1</td>
<td>0.0794</td>
<td>0.72</td>
</tr>
<tr>
<td>+1.5</td>
<td>-0.85</td>
<td>0.141</td>
<td>0.52</td>
</tr>
<tr>
<td>+2.0</td>
<td>-0.45</td>
<td>0.355</td>
<td>0.26</td>
</tr>
</tbody>
</table>
Empirical fit to the Kaimal, et al. (1972) spectra as a function of $z/L$ plus the mesoscale spectrum for $z/L$ less then 0.8 (log versus log). Each scale is labelled in two ways: log and dimensional.

Empirical fit to Kaimal, et al. (1972) spectra as in Fig. 14a (log versus linear).
The above assumed scaling for the mesoscale part of the spectrum requires verification. Figure 14b suggests that VAR $u'$ can be two or three times greater for an unstably stratified atmosphere for the same wind stress than it is for a neutral atmosphere.

A corresponding highly speculative spectrum for $v'$ for the combined mesoscale-microscale range is given by equations (59) and (60).

For $-2 \leq z/L \leq 0$, $10 \leq \bar{u}_{10} \leq 25$

$$\frac{n S_v(n)}{u_*^2 \phi_{2/3}^2} = 0.5829 \quad \text{for } f \leq f_I$$  \hspace{1cm} \text{(59a)}$$

$$= \frac{(1 + 9.5 (1 + 1.77 | z/L |) 4)^{5/3} f}{(1 + 9.5 (1 + 1.77 | z/L |) f)^{5/3}}$$  \hspace{1cm} \text{for } f_I \leq f$$

$$= G(f)$$

For $0 \leq z/L \leq 2$, $10 \leq \bar{u}_{10} \leq 25$

$$\frac{n S_v(n)}{u_*^2 \phi_{2/3}^2} = G^*(f_{\text{max}}) \quad \text{for } f \leq f_{\text{max}}$$  \hspace{1cm} \text{(60a)}$$

$$= G(f) \quad \text{for } f_{\text{max}} < f$$  \hspace{1cm} \text{(60b)}$$

where $G^*(f)$ is defined from (59b) by substituting $-0.443$ for $+1.77$.

For unstable stratification, the spectra resemble Figures 12 and 14. For stable stratification, they resemble the spectra assumed for $z/L$ greater than 0.8. These forms also require further verification.

There are other ways that the spectra could depend on atmospheric stability. As one example, the ratio of the spectral peak for $z/L$ equal to zero to the value, 0.7614 is some constant. As $z/L$ varies, this constant ratio could be maintained, and the mesoscale spectrum would then increase and decrease even more strongly as a function of $z/L$. The quantities VAR $u'$ and VAR $v'$ would then be very strongly dependent on $z/L$ as well as on $u_*^2$.

All of these model spectra are asymptotic to $f^{-2/3}$ at high non-dimensional frequencies.
They all fit equation (22) for the same $a_1$ for $u_1$. At still higher non-dimensional frequencies they must decrease even more strongly so as to describe properly the true molecular dissipation range as in Gibson (1963).

The spectra that have been derived depend on $\tilde{u}$, via $f = n z/\tilde{u}$ where $z$ is 10 meters, on $u_*$ and on $z/L$ evaluated at 10 meters. The roughness length $z_0$ is a function of $u_*$ and not of $L$, which, is the Monin-Obukov length.

As given, for example, in Large and Pond (1981),

$$U(z) = \frac{(u_*/\kappa)}{\int \eta(z/z_o) - \psi(z/L)} \tag{61}$$

If $\psi(z/L)$ is zero and if $u_*^2 = q_{10} \frac{U^2}{10}$ is known, then $z$ is uniquely determined. For $z/L$ non-zero, and a given $u_*$, equation (61) can be written as equation (62).

$$U(z) = U_{\text{neutral}} (z, u_*) - \frac{u_*}{\kappa} \psi(z/L) \tag{62}$$

The wind at 10 meters will therefore be either stronger or weaker in a stratified atmosphere for a fixed $u_*$ as a function of $z/L$. In principle this wind, at least according to equation (15), should be used to recover the natural frequencies in the spectrum.

The wind speeds at ten meters for given values of $u_*$ and $z/L$ are given in Table 7. The form for $\psi(z/L)$ given by Large and Pond has been used. Under unstable conditions, a much lighter wind is required to produce the same stress at the sea surface than for neutral conditions, and conversely for stable conditions. By interpolation in Table 7, the values of $u_*$ for wind speeds measured at 10 meters as $z/L$ is varied are given in Table 8. As an example, a wind of 25 m/s at 10 meters for $z/L = -1$, can exert a stress that is 3.5 times greater than a 20 m/s wind for $z/L = +0.5$. The tables indicate that a variation of $z/L$ from -1.00 to +0.5 is sufficient to represent most over ocean conditions. Values of $z/L$ of +0.5 associated with winds at 10 meters of 20 m/s or higher would be found only in the warm sectors of intense extratropical non-occluded cyclones.

The spectra in Figure 12, 13, and 14 and the $v$ spectra defined by (61) and (62) can be thought of in an interesting way. The synoptic scale spectrum is generated over days, weeks and months. In terms of the synoptic wind field it must at a minimum be represented by two wavenumbers (combined as the magnitude of the vector wavenumber) in the horizontal direction and a frequency. At a given point near the ocean surface, for times of the order of several hours, there will exist, because of the synoptic patterns, a nearly constant wind speed and direction at 10 m above the sea surface. These mesoscale-microscale spectra can then be found for that wind speed.
They represent the eddy fluctuations about the mean wind in the direction of the mean wind speed and the eddy fluctuations transverse to the mean wind. As the synoptic scale wind speed and the value of z/L change "slowly" the mesoscale-microscale spectra will change as a function of the mean wind and the stability.

TABLE 7; $\bar{U}_{10}$ (m/s) As a Function of $u_*(m/s)$ and z/L at 10 Meters.

<table>
<thead>
<tr>
<th>z/L</th>
<th>-1</th>
<th>-0.5</th>
<th>0</th>
<th>+0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\psi(z/L)$</td>
<td>1.248</td>
<td>0.789</td>
<td>0</td>
<td>-2.5</td>
</tr>
<tr>
<td>$u_*$ (m/s)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.173</td>
<td>4.47</td>
<td>4.67</td>
<td>5</td>
<td>6.05</td>
</tr>
<tr>
<td>0.346</td>
<td>8.95</td>
<td>9.33</td>
<td>10</td>
<td>12.11</td>
</tr>
<tr>
<td>0.451</td>
<td>11.13</td>
<td>11.63</td>
<td>12.5</td>
<td>15.25</td>
</tr>
<tr>
<td>0.571</td>
<td>13.26</td>
<td>13.90</td>
<td>15</td>
<td>20.98</td>
</tr>
<tr>
<td>0.706</td>
<td>15.35</td>
<td>16.14</td>
<td>17.5</td>
<td>24.30</td>
</tr>
<tr>
<td>0.846</td>
<td>17.42</td>
<td>18.37</td>
<td>20</td>
<td>25.16</td>
</tr>
<tr>
<td>0.994</td>
<td>19.47</td>
<td>20.59</td>
<td>22.5</td>
<td>28.56</td>
</tr>
<tr>
<td>1.149</td>
<td>21.50</td>
<td>22.79</td>
<td>25</td>
<td>32.01</td>
</tr>
<tr>
<td>1.312</td>
<td>23.50</td>
<td>24.97</td>
<td>27.5</td>
<td>35.50</td>
</tr>
<tr>
<td>1.482</td>
<td>25.48</td>
<td>27.15</td>
<td>30</td>
<td>39.03</td>
</tr>
</tbody>
</table>

TABLE 8: $u_*(m/s)$ As a Function of $\bar{U}_{10}$ and z/L at 10 Meters.

<table>
<thead>
<tr>
<th>$\bar{U}_{10}$ (m/s)</th>
<th>z/L</th>
<th>-1</th>
<th>-0.5</th>
<th>0</th>
<th>+0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.192</td>
<td>0.185</td>
<td>0.173</td>
<td>0.143</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.397</td>
<td>0.377</td>
<td>0.346</td>
<td>0.285</td>
<td></td>
</tr>
<tr>
<td>12.5</td>
<td>0.528</td>
<td>0.497</td>
<td>0.451</td>
<td>0.359</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.692</td>
<td>0.637</td>
<td>0.571</td>
<td>0.443</td>
<td></td>
</tr>
<tr>
<td>17.5</td>
<td>0.852</td>
<td>0.791</td>
<td>0.706</td>
<td>0.498</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1.034</td>
<td>0.955</td>
<td>0.846</td>
<td>0.550</td>
<td></td>
</tr>
<tr>
<td>22.5</td>
<td>1.231</td>
<td>1.129</td>
<td>0.994</td>
<td>0.633</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>1.441</td>
<td>1.314</td>
<td>1.149</td>
<td>0.820</td>
<td></td>
</tr>
</tbody>
</table>
The winds near the surface of the ocean are presently measured by anemometers on anchored data buoys and by transient ships of opportunity. Other ships still report Beaufort estimates of the winds, which are better than nothing at all, but not much. These winds combined with the other data that are reported are the basis for the analysis of the synoptic fields for the lower layers of the atmosphere required for a computer based numerical weather prediction. There are many uses for these wind measurements, but the most important use is for the initial value specification of a synoptic scale forecast. If the winds are measured correctly for this particular use, all other uses will be equally well satisfied (and even better satisfied).

In addition to the problem of determining the proper averaging times for synoptic scale winds, there is the equally difficult problem of the calibration and exposure of anemometers on ships and data buoys because of their different locations and designs. The analysis in this paper avoids the very complex question of anemometer exposure from one ship to another and the problem of properly calibrating the anemometer because of its particular location on a particular ship.

Examples of this kind of problem are illustrated by the papers by Augstein, et al. (1974) and Kidwell and Seguin (1978). Augstein, et al. (1974) compared winds measured by the anemometer on the "Meteor" with winds measured by the meteorological buoy of Hamburg University. From the data, one suspects that the air flow over the bridge created a volume of quasi-stagnation behind and over it such that for high winds the "Meteor" winds dropped by 3 or 4 m/s compared to those measured by the buoy.

Similarly Kidwell and Seguin (1978) compared mast and boom anemometer measurements for four different ships in the same "synoptic" wind field equipped with identical instrumentation during GATE. The lack of agreement was substantial and beyond the scope of this particular paper.

These two reports are mentioned solely to point out the difficulties associated with ship reports. These problems need solutions as well as the problem of properly measuring the synoptic scale wind given "errorless" measurement systems.

The great success of the Seasat-JASIN program (Jones et al. (1982), Brown et al. (1982) and Schroeder et al. (1982)) is due to the careful cross calibration of all of the anemometers that were used, as described in Businger et al. (1980).

The weather ships of the past four decades or so are being withdrawn from service. Data from these ships have been invaluable in many scientific programs, and I wish to acknowledge the contributions of the officers and men who provided data from India, Juliet, Kilo and Papa during Skylab and from Papa during Seasat.
Their place is being taken by data buoys, which have been placed in operation by many different nations. In this section, ways to improve the measurement of the wind with these data buoys will be described first. This will be followed by the treatment of ways to improve measurements by ships.

When the United States NOAA Data Buoy System was in the planning and design stage, studies were made of optimum design and measurement procedures. Spectra for a limited number of oceanic sites similar to some of those of Mori (1980) were presented. These all showed a meso-scale valley, and there was no aliasing. Different methods for averaging the winds were considered.

A report by Adamo, et al. (1971) recommended averaging times longer than one hour and demonstrated a minimum environmental error for this averaging time. Much longer averaging times very rapidly involved the synoptic scale and the environmental error rapidly increased. Too long an averaging time will begin to remove some of the synoptic scale information from the winds.

The final report for the program was by Baer, et al. (1972). In a summary by R. W. Severance and L. Baer, a sequence of three 20 minute samples is recommended, that could in turn have been averaged to obtain a one hour average wind.

One could consider a much wider range of possible averaging times for anemometer records starting with, say 12 hours and ending with one second, for example. Each would yield a vector wind. This vector wind could be compared to that vector wind that ought to have been obtained for use in a synoptic scale model either for verification or initialization purposes. For most parts of the world a 12 hour wind average would be quite different from the desired value and produce a large error. A one second average would be equally poor for a different reason. For minimum "error", or for a minimum value of the standard deviation of the average value relative to the synoptic value at some fixed location, there must be some averaging time that would be optimum. The graph of standard deviation versus averaging time would be shaped like the letter "U" or perhaps like a longitudinal section through the center line of a bathtub. Thus, when this problem was first brought up in connection with measuring winds with the scatterometer on Seasat, it was promptly identified by the scientists at NASA Langley as the "bathtub" problem.

In concept, at least, the bottom of the bathtub for error free instrumentation might correspond to a point with zero standard deviation. However, one might suspect that different synoptic scale patterns and different locations in such a pattern would require different averaging times. A one hour average during a frontal passage might not be the appropriate thing to do.

Two NOAA Data Buoys recently anchored off California have been modified to provide wind data that is different from that previously obtained. These buoys report 58 minute wind averages each hour as well as 8.5 minute averages.
The highest 8 second gusts during both the 8.5 and the 58 minute averages are also given. Two minutes are lost each hour so that the data can be transmitted.

Figures 15 and 16 are the most detailed. The bottom part shows wind speed, and the top part shows direction. The continuous jagged line connects the points each hour for the 58 minute averages. The X's are 8.5 minute averages obtained once during each of the 58 minute averages. The black dots are the 8 second gusts for the 8.5 minute average, and the open circles are the 8 second gusts for the 58 minute average. Individual gusts exceed the 58 minute average winds by 6.5 to 7 m/s. The line for the 58 minute averages is usually, but not always, smoother than a line connecting the 8.5 minute averages would be. A synoptic scale, hour by hour, prediction of the wind at these two locations would probably produce even smoother curves than the ones for the 58 minute averages. The 8.5 minute mesoscale variability is particularly noticeable for Figure 15 on Dec. 3 from 1200 to 1800.

After 0100 Dec. 4 in Figure 15, the wind speed decreases from 15 m/s to 7.2 m/s in 3 hours. Both the 58 minute and 8.5 minute averages track the decrease equally well. The same decrease occurs a few hours later in Figure 16 for the buoy farther to the south.

For wind direction, the values for the 58 minute averages are connected by lines. The X's represent the 8.5 minute averages. The two are not very far apart. The shift in direction is tracked equally well by both the 8.5 and the 58 minute averages.

For these two sets of curves, one is tempted to do a three point running average of the 58 minute averages for speed and direction (or perhaps the vector components) and call the result the synoptic scale wind.

Figure 17 and 18 show only the 58 minute and 8.5 minute speeds and directions and not the gusts. For Figure 17, the 58 minute averages are smoother than the 8.5 minute averages for speed. The direction scale has been enlarged and the 58 minute averages are more smoothly varying than the 8.5 minute averages and are probably more representative of the synoptic scale. Again, a three point running average of the 58 minute averages might be a better representation of the synoptic scale. For Figure 17, the winds vary from 6.5 to 10.5 m/s.

For lighter winds as in Figure 18 the 8.5 minute speeds and directions both fluctuate about the 58 minute averages by large amounts for winds near 5 m/s.

Even the hourly averages are erratic. The air was 2 to 3 degrees Celsius colder than the water during this period, which could have resulted in very unstable conditions for such light winds. For these light winds, a one hour average samples only 18 km of moving air. Perhaps for these light winds, a running 5 hour average might better represent the synoptic scale.
FIGURE 15  Wind speed (m s\(^{-1}\)) and direction (degrees) for Station 46012, Dec. 2-4, 1980. (Line, 58 min average; x, 8.5 min average; dot, 8 sec gust during 8.5 min observation; circle, 8 sec gust during 58 min observation).
FIGURE 16  Wind speed (m s\(^{-1}\)) and direction (degrees) for Station 46011, Dec. 3-4, 1980. (See Fig. 15.)
The mesoscale-microscale spectra that have been obtained and the graphs of the 58 and 8.5 minute averages from the data buoys show that longer time averages of about one hour might be more smoothly varying with time (and hence with distance) and more representative of the synoptic scale wind. It is now possible on the basis of the spectra that have been obtained to determine quantitatively in a statistical sense how much 8.5, or 10 or 2, minute averages will differ from longer averages of 40 minutes, or an hour, or perhaps even longer.
FIGURE 18  Wind speed (m/s) and direction (degrees) for Station 46011, Oct. 21-23, 1980. Jagged line, 58 minute averages. X's 8.5 minute averages.

Consider two time averaged winds, one averaged over $T_2$ seconds and the other averaged over $T_1$ seconds, where

$$ T_2 > T_1 $$  \tag{63} 

Then

$$ \bar{u} (T_2) = \frac{1}{T_2} \int_{-T_2/2}^{T_2/2} u(t) \, dt \tag{64} $$
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The fluctuations of \( u(t) \) about this average are given by (65).

\[
\dot{u}(t) = u(t) - \bar{u}(T_2) \tag{65}
\]

If these fluctuations are averaged over \( T_1 \) seconds, the result is (66).

\[
\bar{u}'(T_1) = \frac{1}{T_1} \int_{-T_1/2}^{T_1/2} u(t) dt - \bar{u}(T_2) = \bar{u}(T_1) - \bar{u}(T_2) \tag{66}
\]

For many such operations with similar synoptic conditions, it would be anticipated that

\[
\text{AVE} \left( \bar{u}'(T_1) - \bar{u}'(T_2) \right) = \text{AVE} \bar{u}'(T_1) = 0 \tag{67}
\]

The average value of the square of the difference would not be zero and can be computed as follows, where \( \mathbb{E} \) is the expectation operator.

\[
\text{VAR} \left( \bar{u}'(T_1) - \bar{u}'(T_2) \right) = \text{VAR} \bar{u}'(T_1)
\]

\[
= \mathbb{E} \left( \frac{1}{T_1} \int_{-T_1/2}^{T_1/2} u(t) dt - \bar{u}(T_2) \right)^2
\]

\[
= \mathbb{E} \left( \left( \bar{u}(T_1) \right)^2 - 2 \bar{u}(T_1) \bar{u}(T_2) + \left( \bar{u}(T_2) \right)^2 \right)
\]

\[
= \mathbb{E} \left[ \left( \bar{u}(T_1) \right)^2 - \left( \bar{u}(T_2) \right)^2 \right]
\]

\[
= \int S(n) \left( \frac{\sin \pi n T_1}{\pi n T_1} \right)^2 dn - \int S(n) \left( \frac{\sin \pi n T_2}{\pi n T_2} \right)^2 dn \tag{68}
\]

Consequently

\[
\bar{u}(T_1) = \bar{u}(T_2) + \zeta \text{ SD}(u') \tag{69}
\]

where

\[
(\text{SD}(u'))^2 = \int S(n) \left( \frac{\sin \pi n T_1}{\pi n T_1} \right)^2 - \int S(n) \left( \frac{\sin \pi n T_2}{\pi n T_2} \right)^2 \tag{70}
\]
and where $\xi$ is random variable drawn from some probability density function with a zero mean and a unit variance. For many applications, it is more or less satisfactory to assume a unit normal distribution, but the assumption is not really necessary.

Given an analytical form for $S(n)$ the evaluation of the integral in equation (70) can be complicated. If the effect of the filter extends into the microscale portion of either Figure 12 or Figure 14b, the integral could be evaluated by a summation over logarithmically spaced frequency intervals.

However for many possible values of $T_1$ and $T_2$, both filters affect only the mesoscale portion of the spectrum as illustrated by Figure 9. For this situation, only the area under curve 2 and above curve 3 needs to be found. The equivalent square cut-off frequencies are $n_2 = 0.3631(T_2^{-1})$ and $n_1 = 0.3631(T_1^{-1})$. The rectangular area between these two frequencies is then the desired quantity.

For neutral stability, averaging times of two minutes are sufficient to filter out the microscale. For $z/L$ less than -0.5, it is probably necessary to evaluate the integral by a summation. The variability would then be larger than the values tabulated below.

To evaluate equation (70), if only the mesoscale spectrum is involved, note that

$$\frac{df}{f} = \frac{dn}{n}$$  \hspace{1cm} (71)

so that

$$\text{SD}(u')^2 = 0.7614 \begin{bmatrix} n_1 u^2 \phi^{2/3} \frac{dn}{n} \\ n_2 u^* \phi^{2/3} \log \frac{n_1}{n_2} \end{bmatrix}$$

$$= 0.7614 u^* \phi^{2/3} \log \frac{T_2}{T_1} (n_1/n_2)$$

$$= 0.7614 u^* \phi^{2/3} \log \frac{T_2}{T_1}$$  \hspace{1cm} (72)

for wind speeds greater than 10 m/s. Similar equations apply for a wind of 5 m/s.

Suppose that the mesoscale spectrum extends to frequencies corresponding to periods of 2 hours 45 minutes. Then $T_2$ equal to 60 minutes could give an average wind representative of the synoptic scale so that $u(T_2)$ can be renamed $\overline{u}$. From (72), it is then possible to compute the variability of a 30 minute average, or of an 8.5 minute data buoy average, or of a 2 minute ship of opportunity average, relative to a 60 minute average.

From Figure 12, a sixty minute average requires shifting the inverse of the dash dot curves $\log_{10} 1.5$ to the left.
The standard deviation of the fluctuations about the synoptic scale average for $u_s$ greater than or equal to 10 m/s can be written as equation (73).

$$SD(u') = 0.873 u_s (\phi_e^{2/3} \ln \left( T_2/T_1 \right))^{1/2}$$

Also $(\ln(60/2))^{1/2} = 1.844$, $(\ln(60/8.5))^{1/2} = 1.358$, and $(\phi_e^{2/3})^{1/2}$

at $z/L = -1$ is 1.224, at $z/L = -0.5$, it is 1.146 and at $z/L = 0.5$, it is 1.628.

These values plus the entries in Table 8 make it possible to prepare Table 9 with a correction for $u = 5$ m/s. For unstable conditions, especially for 2 minute averages, the values in Table 9 may be an underestimate. From Table 9, the variability of the winds measured either by a ship with an anemometer or a data buoy is very large especially for high winds. A synoptic scale analysis based on wind measurements that differ from the synoptic scale wind by the amounts shown would produce errors in the isobaric gradients of 5 to 10% (and sometimes greater). With some averages too high and others too low, the entire isobaric pattern would be distorted. Even if the wind direction were error free, a pressure gradient of 3 mb (0.3 pascals) per 100 km. that was in error by 10% would produce an error in the central pressure for a low of 1.5 mb over 500 km. The standard deviations for 30 minute averages relative to a 60 minute average are also shown. The standard deviations compared to 2 minute average winds from ships are reduced to 45% of their previous values since $(\ln 2)^{1/2}/(\ln 30)^{1/2} = 0.451$.

| TABLE 9 | Standard Deviations (m/s) of the Fluctuations of 30, 8.5 and 2 Minute Averages Relative to a 60 Minute Synoptic Scale Average As a Function of Stability and Wind Speed at 10 Meters |
|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|
| $z/L$ | -1.0 | -0.5 | 0 | +0.5 | -1.0 | -0.5 | 0 | +0.5 |
| AVERAGING TIME (MIN) | 30 | 8.5 | 2 | 30 | 8.5 | 2 | 30 | 8.5 | 2 |
| $\bar{u}_3$ (m/s) | | | | | | | | | |
| 5 | 0.35 | 0.59 | 0.78 | 0.31 | 0.52 | 0.69 | 0.25 | 0.42 | 0.56 |
| 10 | 0.47 | 0.79 | 1.04 | 0.41 | 0.70 | 0.92 | 0.33 | 0.55 | 0.73 |
| 12.5 | 0.62 | 1.03 | 1.36 | 0.53 | 0.89 | 1.18 | 0.42 | 0.70 | 0.92 |
| 15 | 0.76 | 1.27 | 1.68 | 0.66 | 1.11 | 1.46 | 0.51 | 0.86 | 1.14 |
| 17.5 | 0.92 | 1.54 | 2.04 | 0.80 | 1.34 | 1.76 | 0.61 | 1.03 | 1.36 |
| 20 | 1.09 | 1.84 | 2.43 | 0.94 | 1.58 | 2.08 | 0.72 | 1.21 | 1.60 |
| 22.5 | 1.28 | 2.15 | 2.84 | 1.09 | 1.84 | 2.42 | 0.84 | 1.40 | 1.85 |
| 25 | 1.53 | 2.45 | 3.18 | 1.09 | 1.84 | 2.42 | 0.84 | 1.40 | 1.85 |
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By a similar analysis, the standard deviation of $v'$ for $\bar{u}_{10} \geq 10$ m/s is given by equation (74).

$$SD(v') = 0.763 \, u_s (e^{2/3} \eta(T_2/T_1))^{1/2}$$

(74)

Except for a wind speed of 5 m/s, the entries in Table 9 need only be multiplied by $0.763/0.873 = 0.874$ to obtain the tables for $SD(v')$. For 5 m/s, the factor is 1.155.

The variability in wind direction for 2 and 8.5 minute averages relative to the synoptic scale average can be found by computing (75).

$$\chi' = \tan^{-1} \left( \frac{SD(v')}{\bar{u}_{10'}} \right)$$

(75)

These values are given in Table 10. The values for a 30 minute average would be roughly half of the values for the 2 minute averages.

| TABLE 10 Variability of the Wind Direction (Degrees) for the Fluctuations of 8.5 and 2 Minute Averages Relative to a Synoptic Scale Average of 60 Minutes As a Function of Stability and Wind Speed at 10 Meters. |
|---|---|---|---|---|
| $z/L$ | -1 | -0.5 | 0 | +0.5 |
| AVERAGING TIME (MIN) | 8.5 | 2 | 8.5 | 2 | 8.5 | 2 | 8.5 | 2 |
| $\bar{u}_s$ (m/s) | | | | | | | | |
| 5 | - | - | - | - | 2.1 | 2.8 | - | - |
| 10 | 3.0 | 3.9 | 2.6 | 3.5 | 2.1 | 2.8 | 2.9 | 3.8 |
| 12.5 | 3.2 | 4.2 | 2.8 | 3.7 | 2.2 | 2.9 | 2.8 | 3.8 |
| 15 | 3.4 | 4.5 | 3.0 | 3.9 | 2.3 | 3.1 | 2.9 | 3.9 |
| 17.5 | 3.6 | 4.8 | 3.2 | 4.2 | 2.5 | 3.2 | 2.8 | 3.7 |
| 20 | 3.9 | 5.1 | 3.4 | 4.4 | 2.6 | 3.4 | 2.7 | 3.6 |
| 22.5 | 4.1 | 5.4 | 3.5 | 4.6 | 2.7 | 3.6 | 2.8 | 3.7 |
| 25 | 4.3 | 5.8 | 3.7 | 4.8 | 2.8 | 3.7 | 3.3 | 4.3 |
Ship reports and data buoys are used to compute the initial value specification over the ocean by means of some boundary layer model and to verify synoptic scale forecasts for various time ranges. For neutral and unstable atmospheric conditions winds near 15 m/s as reported by these ship and buoys can differ from the correct synoptic scale wind by anywhere from ± 0.70 to ± 1.4 m/s as rounded standard deviations. Since these speeds are randomly varying, two standard deviations would not be unusual. Similarly, the wind direction at two standard deviations could differ from the synoptic scale value by 10° at times.

The present data density over the ocean rapidly compounds these random mesoscale perturbations of the measurements into distorted isobaric fields and constant pressure surfaces and incorrect initial value specifications. With only one report in a five degree square, not much can be done except to use the wind as reported. Clusters of reports in the same general area can be weighted and averaged, but areas of such high data density are few and far between.

It also follows that even a perfect 48 hour synoptic scale wind forecast of 22.5 m/s when verified against a transient ship report could differ from what the ship reported by ± 2.40 to ± 4.80 m/s. The transient ship was simply not measuring the quantity forecasted by the synoptic scale model.

Most synoptic scale forecasts have wind errors larger than those indicated by Tables 9 and 10 when verified against ship reports and data buoys so that there is room for improvement, but part of the forecast error was caused initially by an incorrect initial value specification. This remaining part is both unavoidable and unpredictable given the present system for measuring and reporting the winds. The details of the mesoscale, such as the exact value of a two minute average of the wind speed and direction, cannot be predicted with a synoptic scale model; only the statistics can be predicted and understood.

If the averaging time to remove the mesoscale variability really should be longer, say, two hours instead of one hour, the values of \( (\bar{\eta} (T_2/T_1))^{1/2} \) in the preceding equations would not increase by very much. The values in Table 9 and 10 would increase by small amounts.

The best averaging time to obtain a synoptic scale wind may depend on the location of the ship, or buoy, the time of year, and the current synoptic situation. A data buoy in The Bay of Bengal during the summer monsoon season might require six hourly averages for best results.

When the United States NOAA Data Buoy Program was in its design stages, there were numerous constraints on the amount of data that could be recorded and transmitted. These constraints were imposed by battery drain due to both transmission at HF and available circuitry. The 8.5 minute averages of the wind speed once per hour were dictated by these constraints. More modern electronics and UHF transmissions to and from the geostationary spacecraft have removed these constraints.
It has been recommended (Pierson (1981)) that the NOAA Data Buoys record 5, 10 or 12 minute averages continuously, except for 2 minutes each hour for data transmission. These averages can then be averaged for as long a combined time as desired so as to obtain stable values for the synoptic scale wind. Frontal passages and other sudden changes could then be located in time.

For transient ships, one important step would be to increase the averaging time. A 10 minute averaging time as recommended to the World Meteorological Organization by Dobson (1981) would be a step in the right direction, but an even longer averaging time would be still better. It is also important to refer all measurements to the same elevation above the sea surface by means of Monin Obukov theory because of the large variation of anemometer heights on ships.

It is presently feasible (Grey and Krop (1979) Pg. 72) to double the number of transient ships that make reports and double again the number of reports that these ships make. The total result would be 16,000 to 20,000 reports per day as opposed to the present 4,000 to 5,000. The reports from many close-by ships, say 50 to 100 km apart, now take on a new meaning. Their reports of wind speed and direction should not be expected to agree. The ships are sampling different parts of the mesoscale turbulence field. The vector average of the reports located at their center of gravity should be a better estimate of the synoptic scale wind. If \( p \) ship reports, each obtaining 10 minute averages of the wind, were clustered around a grid point for a synoptic scale analysis, the standard deviations of the scatter in the measurements would be about \( p^{-1/2} \) times the values for an 8.5 minute average given in Tables 9 and 10. The greater the density of ship reports, the better the synoptic scale analysis will be. A factor of four in report density, even if concentrated on the shipping lanes, is well worth the effort. Six ships near a grid point each obtaining a 10 minute average are not the equivalent of one ship obtaining a 60 minute average. The lower mesoscale frequencies are still present in each 10 minute average. Perhaps selected ships could be equipped to obtain longer averages.

Ways to improve conventional ship reports of weather data were described in Grey and Krop (1979). Automated weather stations on transient ships hold promise and may become inexpensive enough for practical use. The question of a much longer more representative averaging time could then be addressed.
Even if all of the recommendations of the preceding section were implemented, the data base would still be insufficient to define accurately the synoptic scale meteorological conditions over the oceans. For large oceanic areas in the Northern Hemisphere, which is 60% ocean, and for nearly all of the Southern Hemisphere, which is 80% ocean, there are not enough reports to define the synoptic scale accurately. Inexpensive drifting buoys in the Southern Hemisphere that are located by a spacecraft and that report sea level atmospheric pressure and water temperature can provide part of the needed data.

A single instrument on Seasat called the SASS (Seasat A-Scatterometer) measured the winds at about 173,000 points per day during the time it operated for about 92 days. The accuracy of the measurements of speed and direction and the algorithms used to produce the winds are described by Jones et al. (1982) and Schroeder et al. (1982). Improved versions of this instrument are possible and several design configurations are under investigation.

The scatterometer on Seasat (SASS) measured the winds over the ocean by first measuring the normalized radar backscattering cross section at two different aspect angles (about 90° apart) for nearly the same incidence angle. The backscatter was then related to the wind speed and direction at the location of the areas illuminated by the radar by means of a function that was determined by comparing the backscatter measurements and the winds as measured by ships and data buoys.

These backscatter measurements trade area for time. There are spatial fluctuations in the wind over the ocean that are the equivalent of the temporal fluctuations of the wind in an anemometer record. For the purposes of this paper, the spatial fluctuations will be treated as one dimensional, which is an over simplification that can someday be removed. It is also necessary to advect these rather long eddies without change in form with the mean synoptic scale wind in order to make any progress at all.

Finally, it must be assumed that the gusts and lulls in the wind for the mesoscale affect the sea surface and cause the backscatter to increase and decrease (with perhaps a small time lag) as the wind speed and direction varies at anemometer height. Evidence that this last assumption is at least partially correct has been given by Jones et al. (1981) in a study of the backscatter from the Synthetic Aperture Radar on Seasat. Other evidence is found from the "cats paws" that form, move and disappear as spotty roughened areas on an otherwise calm sea surface during light winds.

For Seasat, a typical cell (or footprint) was about 15 kilometer by 70 kilometer. For a scatterometer in the design stage, cells 10 km on a side to be pooled to form larger cells 50 km on a side are being considered. A value of 30 km will be used as a compromise distance for Seasat since \((15 \times 70)^{1/2} \approx 32\).
The equivalent time it takes an eddy to be advected by the mean wind over a distance, \( D \), is given by

\[
T_e = \frac{D}{\bar{u}}
\]  
(76)

and the equivalent frequency is

\[
n_e = \frac{\bar{u}}{D}
\]  
(77)

The appropriate non-dimensional frequency is consequently.

\[
f = \frac{n_e z}{\bar{u}} = \frac{z}{D}
\]  
(78)

The variance of a radar determined wind, \( \bar{u}_R \), (with no measurement error sources) relative to a "synoptic" scale average of 60 minutes is thus given by equation (79) as long as only the mesoscale is involved. Note that the factor, 0.3631, is missing because the space averaging filter produces a curve similar to the time average filters illustrated in Figure 9 and the constant cancels out. The equation is for \( \bar{u}_s \geq 10 \text{ m/s} \).

\[
\text{VAR} (\bar{u}_R - \bar{u}_s) = \left\{ \begin{array}{ll}
\frac{z}{D} & 0.7614 \ u_* \phi \frac{2/3}{\bar{u}} \ln \frac{3.6 \ \bar{u}_S}{D} \\
\frac{z}{3600 \bar{u}} & \\
\end{array} \right. 
\]  
(79)

The integration yields (80) with \( D \) in kilometers

\[
\text{SD}(\bar{u}_R) = 0.873 \ u_* (\phi \frac{2/3}{\bar{u}} \ln \frac{3.6 \ \bar{u}_S}{D})^{1/2}
\]  
(80)

and

\[
\bar{u} = \bar{u}_s + \xi \ \text{SD} (\bar{u}_R)
\]  
(81)

Similarly the variability of the transverse component, \( \bar{v}_R \), is given by

\[
\text{SD}(\bar{v}_R) = 0.763 \ u_* (\phi \frac{2/3}{\bar{u}} \ln \frac{3.6 \ \bar{u}_S}{D})
\]  
(82)

The variability in wind direction is given by (83).

\[
x_R = \tan^{-1} \left( \frac{\text{SD}(\bar{v}_R)}{\bar{u}_S} \right)
\]  
(83)

For a fixed cell size, the stronger the synoptic scale wind, the larger the variability of the radar measurement.
In order to show the effect of cell size and wind speed, the equivalent averaging time and 0.873 times the logarithmic factor in (79) have been evaluated separately. The values are shown in Table 11. For 30 and 50 km cell sizes the equivalent averaging times exceed one hour for some light winds. For high winds and a 10 km cell size, the equivalent averaging times are less than those for a data buoy. Most standard deviations are reduced by more than a factor of two for a 50 km cell size compared to a 10 km cell size. Variances are reduced consequently by a factor of four.

**TABLE 11: Equivalent Averaging Time ($T_e$) and Values of $0.873(t_\text{avg}(3.6 \bar{u}_s/D))^{1/2}$ for Various Synoptic Scale Wind Speeds and Cell Sizes. For Missing Values the Averaging Time is Longer than 60 Minutes.**

<table>
<thead>
<tr>
<th>Cell Size</th>
<th>10 KM</th>
<th>30 KM</th>
<th>50 KM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{u}_s$ (m/s)</td>
<td>$T_e$, min</td>
<td>Eqn</td>
<td>$T_e$, min</td>
</tr>
<tr>
<td>5</td>
<td>33.33</td>
<td>0.507 *</td>
<td>-</td>
</tr>
<tr>
<td>10</td>
<td>16.67</td>
<td>0.988</td>
<td>50</td>
</tr>
<tr>
<td>12.5</td>
<td>13.33</td>
<td>1.071</td>
<td>40</td>
</tr>
<tr>
<td>15</td>
<td>11.11</td>
<td>1.134</td>
<td>33.33</td>
</tr>
<tr>
<td>17.5</td>
<td>9.52</td>
<td>1.184</td>
<td>28.57</td>
</tr>
<tr>
<td>20</td>
<td>8.33</td>
<td>1.226</td>
<td>25</td>
</tr>
<tr>
<td>22.5</td>
<td>7.41</td>
<td>1.262</td>
<td>22.22</td>
</tr>
<tr>
<td>25</td>
<td>6.67</td>
<td>1.294</td>
<td>20</td>
</tr>
</tbody>
</table>

* computed from correct equation.

The standard deviations relative to a 60 minute synoptic scale average for various wind speeds, cell sizes and atmospheric stabilities are shown in Table 12. Except for the last two values for a 10 km cell for each stability, all of these standard deviations are lower than those given in Table 9 for data buoys. All values are below those of a 2 minute transient ship average.
The variability of the wind direction need not be tabulated. Simple proportions formed from the values in Table 9, 12 and 10 yield the corresponding angles for different cell sizes, stabilities and wind speeds.

In addition to the mesoscale variability of the wind, a scatterometer makes an error in measuring the radar backscattering cross section of a given area of the ocean surface. The backscattered power is embedded in communication noise with the net result that the measured value of \( \sigma^0 \) varies randomly about its true value. This source of sampling variability eventually ends up as an error in the wind speed and direction that was recovered from the backscatter measurements. The error is a function of wind speed, wind direction relative to the pointing direction of a reference beam of the radar, incidence angle and the size of the cell being scanned by the radar. Averaged over about 90° of direction, so as to provide some sample numbers for a radar design called the SCATT, and for an incidence angle near 47°, these speed errors can be compared to those determined for the SASS in Monte Carlo experiments in which mesoscale variability was not considered as described by Pierson and Salfi (1982) and as summarized in Table 13. Actually, the full details are more complicated because the speed errors are larger for some wind directions and smaller for others. Moreover, the communication noise error is also a function of the incidence angle and is larger for larger incidence angle. The 50 km SCATT cell can be composited from twenty five 10 km SCATT cells. The corresponding errors in direction due to the scatterometer are also given.
The situation of comparing a radar measurement of the wind made with either a SASS or a SCATT and a meteorological measurement of the wind with an anemometer on a data buoy can now be investigated. During COASEX, the National Data Buoy made observations every hour on the hour. Suppose that the synoptic scale wind near a data buoy was 15.1 m/s for the hourly observation preceding a SEASAT pass and that the observation one hour later had a synoptic scale wind of 15.2 m/s. The speeds reported by the buoy would be, from Table 9, for neutral stability,

\[ U_{M1} = 15.1 + (0.70) \xi_1 \]  

(84)

for the first observation and

\[ U_{M2} = 15.2 + (0.70) \xi_2 \]  

(85)

for the second where \( \xi_1 \) and \( \xi_2 \) would be (zero mean, unit variance, normally distributed, randomly selected) variables to account for mesoscale variability. Suppose that SEASAT passed 20 minutes after the first observation and that \( U_{M1} \) and \( U_{M2} \) were linearly interpolated to the time of the pass. The meteorologically observed wind speed would then be given by

\[ U_M = 15.133 + \frac{2}{3} (0.70) \xi_1 + \frac{1}{3} (0.70) \xi_2 \]  

(86)

The SASS would scan two 15 by 70 km cells (which will be assumed coincident for this example). By the time it went by, the mesoscale details of the winds over the "cells" which might be as much as 25 to 50 km...
away from the data buoy could be completely different and uncorrelated with what was measured by the data buoy. The wind speed present in the area where the SASS made its measurement could be described by

\[ U_c = 15.113 + (0.38) \xi_3 \]  

as given in Table 12 as the effect of mesoscale variability. But the SASS had an actual error of measurement that ought to be computed on the basis of the actual (but unknown) mesoscale wind speed and direction present over the pair of cells where the measurement was made. This error can be based approximately on a 15 m/s wind so that the SASS measurement could be represented by

\[ U_R = 15.133 + (0.38) \xi_3 + (0.60) \xi_4 \]  

where 0.60 is the effect of communication noise for SEASAT from Table 13, and \( U_R \) is the magnitude of the wind from the SASS on SEASAT.

The radar wind speed was then compared to the data buoy wind speed by subtracting one from the other which yielded (89). All sources of real errors such as an incorrect model function and errors in buoy calibration have been neglected except the communication noise error of the SASS measurement.

\[ U_R - U_M = (0.38) \xi_3 + (0.60) \xi_4 - (0.70) \left( \frac{2 \xi_1}{3} + \frac{\xi_2}{3} \right) \]  

For repeated measurements near 15 m/s, such calculations can be made and then the average value of \( U_R - U_M \) determines the bias and the mean square value determines the mean square and root mean square "errors". For this example, the bias is zero since the average values of \( \xi_1, \xi_2, \xi_3 \) and \( \xi_4 \) are zero. The \( \xi \)'s are independent.

The worst case variance is given by equation (90) since

\[ (1/3)^2 + (2/3)^2 = 5/9. \]

\[ E(U_R - U_M)^2 = (0.38)^2 + (0.60)^2 + (0.70)^2 \left( \frac{5}{9} \right) \]  

The variances equals 0.774 \( m^2/s^2 \) so that the RMS error is 0.88 m/s. In terms of variance, nearly half of the variance is accounted for by the effects of mesoscale variability on the measurements (0.42/0.774 = 0.54). With no radar error at all, the root mean square difference would still be 0.64 m/s. It would be solely the result of mesoscale variability.

According to the way that the Goasex data were processed, if SEASAT had passed a data buoy exactly on the hour, the 5/9 in (90) would change to a one. The RMS error would then have been 1.0 m/s since the spacecraft measurements would not have been exactly at the location of the data buoy. SEASAT passage at 30 minutes after the hour would have yielded 1/2 instead of 5/9 and produced the lowest RMS error. (A strange result, but correct if the model is realistic).
Mesoscale variability in this example has dominated the synoptic scale trends. Averaging two wind measurements an hour apart produces a better estimate of the wind to be compared to the SASS than using a value closest to the time of the pass or interpolating to the time of the pass.

Similar calculations based on the values given in the various tables can be made for a radar design with 10 and 50 km cell sizes for comparison with the SASS for a 30 km cell size. The details are different, however. The 10 km cell is effectively an 11 minute average for a 15 m/s wind. If the measurement were at the same time as either buoy report, the radar would, to this level of analysis, measure the wind measured by the buoy including mesoscale variability plus the radar communication noise error. If it was 20 minutes later, much of the mesoscale contribution would be independent. For a 50 km cell, the radar would almost measure the synoptic scale wind (± 0.14 m/s) plus the radar error. The cells for the new radar design would always be centered near the buoy. Averaging the two buoy winds an hour apart always helps for the assumed conditions. The results are given in Table 14.

\[
\begin{array}{cccc}
\text{Radar Cell} & 10 \text{ km} & 30 \text{ km} & 50 \text{ km} \\
\text{BLST} & 0.76^{*} (0 \text{ min}) & 0.86 (30 \text{ min}) & 0.68 (30 \text{ min}) \\
\text{Other} & 1.12 (30 \text{ min}) & 0.88 (20 \text{ min}) & 0.70 (20 \text{ min}) \\
\text{Worst} & 1.13 (20 \text{ min}) & 1.00 (0 \text{ min}) & 0.84 (0 \text{ min}) \\
\end{array}
\]

\text{*}Compared to buoy at same time, the speed could still differ from the synoptic scale wind by ± 1.00 m/s.

For wind direction, the corresponding equations would be

\[
\begin{align*}
\chi_M &= \bar{\chi}_s + \frac{2}{3} (2.3) \xi_5 + \frac{1}{3} (2.3) \xi_6 \\
\chi_R &= \bar{\chi}_s + 1.2 \xi_7 + 6 \xi_8
\end{align*}
\]

as found in part from Table 10 and Table 13. Consequently

\[
E \left( \chi_R - \chi_M \right)^2 = 6.4^\circ
\]
and the radar error in measuring the wind duration, in theory, dominates. Since most data buoy reports are to the nearest $10^3$, the example is academic. Winds from data buoys should probably be reported routinely to the nearest degree in direction.

These tables illustrate how difficult it is to isolate the actual errors in radar scatterometer measurements of the wind. The mesoscale variability of the anemometer measurement depends on averaging time. The mesoscale variability of the radar measurement depends on cell size. The communication noise error also depends on cell size because the smaller the cell size the briefer the signal integration time and the larger the variability of the integrated signal plus noise.

Two situations are illustrated by Table 15. The first shows an attempt to compare conventional ship reports with nearby and non-simultaneous radar 10 km cell measurements. The second shows a comparison of 30 minute data buoy measurements with nearby, but not quite simultaneous, radar 50 km cell measurements. In each example, the actual radar error is shown in parentheses. Mesoscale variability, if not taken into consideration, would give the impression that the errors were very large for the 10 km cells.

<table>
<thead>
<tr>
<th>TABLE 15</th>
<th>Total RMS Variability (m/s) for Two Conditions The Comparison of (I) Two Minute Ship Reports with 10 km Radar Cells and Corresponding Communication Noise and (II) Thirty Minute Data Buoy Reports with 50 km Radar Cells and Corresponding Communication Noise As a Function of the Synoptic Scale Wind Speed (m/s) and z/L. Numbers in Parentheses are the Communication Noise Standard Deviations.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z/L$</td>
<td>-1.0</td>
</tr>
<tr>
<td>$\tilde{u}_w$(m/s)</td>
<td>I</td>
</tr>
<tr>
<td>10</td>
<td>(0.47, 0.22)</td>
</tr>
<tr>
<td>15</td>
<td>(0.76, 0.45)</td>
</tr>
<tr>
<td>20</td>
<td>(1.13, 0.75)</td>
</tr>
<tr>
<td>25</td>
<td>(1.54, 1.07)</td>
</tr>
</tbody>
</table>

Suppose now that the data buoy measurements are averaged over about one hour as running centered time averages so that the wind that is reported is the one for the time of the spacecraft passage. The data buoy measurements would then be, by definition (or by assumption), the synoptic scale wind. The cells scanned by SEASAT would still be far enough from the data buoy so that mesoscale effects over the cells would be decorrelated from the anemometer averages. A radar with a 10 km cell size would still obtain the equivalent of an 11 minute anemometer average
for a 15 m/s wind. The 50 km cell would be nearly the equivalent of a one hour anemometer average. The time and space averages could be made essentially coincident for the new radar design and consecutive 10 minute average for the data buoy. The only remaining sources for differences between the buoy measurements and the radar measurements for 50 km resolution except for high winds would then be the communication noise and attitude errors in Table 13 plus true calibration errors for the anemometer on the data buoy.

There is a tendency to oversimplify the interpretation of data. For remote sensing, in general, the comparison data, such as the meteorologically determined winds, have often been treated as if they were correct. Any difference between the remotely sensed quantity and the comparison data is treated as an error made by the remote sensing system. What actually happens is really very different from this oversimplified interpretation. Most of the variability is the result of the fact that the wind speeds at the places and times that the measurements were made were actually different. These differences when compounded in the calculation of statistical quantities such as RMS values account for a large part of the observed variability. They are not actually errors. They are simply differences.
SEASAT produced a tremendous volume of data on the winds over the ocean. Those who are using these data to obtain wind fields for synoptic analyses are finding that the winds in an area around a grid point of the synoptic scale meteorological model that they are using need to be averaged to produce a "super-observation" for the model. An analysis can be made to determine the accuracy of the SASS winds for the grid points of a synoptic scale model under the assumption that the mesoscale effects are dominantly uncorrelated and without the use of any of the preceding theory, except as a check. The communication noise effects surely are uncorrelated, and the combined effect would be very weakly correlated, at most, due to the longer wavelength-longer period mesoscale eddies.

Although a more detailed analysis of the effects of communication noise on the wind speed and direction measurements of the SASS on SEASAT suggests that there may be some departure from normality of the probability distribution of speed and direction errors, these departures are dominantly for light winds. Also, the full details of the space-time structure of mesoscale turbulence need a more adequate description.

It is nevertheless worthwhile to see how well the results of the previous section compare to results obtained by SEASAT during the GOASEX experiment. For a wind near 15 m/s, for cells scanned by SEASAT, equations (88) and (92) can be reduced to equations (94) and (95) because mesoscale and communication noise effects cannot be separated in the SASS data.

\[ u_R = u_s + 0.71 \zeta_9 \]
\[ \chi_R = \chi_s + 6.12 \zeta_{10} \]

Figure 19 shows one of the earlier results of the GOASEX program as described in Barrick, et al. (1980) and by Pierson (1981b). The algorithms have been improved since this study, but the model function in use at that time did fairly well for wind speeds from 10 to 15 m/s. There are 16 SASS winds clustered around the oceanographic ship, the "Oceanographer" as extracted as a small sample from an orbit segment obtained over the North Pacific. The SASS winds extend from about 47.6° N to 49.6° N and from 221° E to 223° E. Typically, an area this size has to be represented by a single wind speed and direction for a computer model of the atmosphere at the synoptic scale.

The area involved in Fig. 19 is about 32,600 square kilometers so that each measurement represents about 2000 square kilometers, or a square about 45 km on a side. On the average the radar measurement points are consequently also about 45 km apart, which corresponds to a 50 minute travel time for the movement of eddies from one point to the next for a 15 m/s wind.
FIGURE 19 - SASS high-resolution wind field in the vicinity of the Oceanographer in the North Pacific for orbit 1140. (From Pierson (1981b), for both Figs. 19 and 20, the winds have been referred to 19.5 meters, and the variability about a given winds speed and direction has been assumed the same at this height).

The average value of the wind speed for p SASS cells is given by (96)

\[ \bar{u}_R = \frac{1}{p} \sum_i (u_s + 0.71 \zeta_{91}) \]

\[ = u_s + \left( \frac{1}{p} \sum_i \zeta_{91} \right) (0.71) \]

\[ = u_s + \zeta_{11} (0.71/p^{1/2}) \quad (96) \]

and the average value of the direction is given by (97)

\[ \chi_R = \chi_s + \zeta_{12} (6.12/p^{1/2}) \quad (97) \]
(where $\zeta_1$ and $\zeta_2$ are zero mean unit variance normally distributed random variables) by the same analysis. These equations follow because the average value of $p$ independent samples from a normal distribution has a normal distribution with the same mean and a standard deviation reduced by $p^{-1/2}$. The theory developed so far is thus capable of predicting the reduction in the variability of the wind when scatterometer cells are combined for a larger scale synoptic analysis.

The actual data in Figure 19 can be used to calculate the corresponding values directly without recourse to the turbulence theory. Then the two different results can be compared. The 16 wind speeds in this example range from 14.1 m/s to 16.4 m/s. The average value is 15.23 m/s. The unbiased estimate of the variance is 0.4092 (m/s)$^2$, and the standard deviation is 0.64 m/s.

A sample of size 16 is a rather small sample. Also the mean, that is the synoptic scale wind, is not actually known. The quantity,

$$\frac{(\bar{u}_R - \bar{u}_S)}{(0.4092)/16}^{1/2}$$

has a student $t$ distribution. The 90% confidence interval on the estimate of the synoptic scale wind speed is given by (98).

$$\bar{u}_S = \bar{u}_R \pm 0.28 = 15.23 \pm 0.28$$

The 90% range for a normal distribution with a standard deviation given by $0.71/\sqrt{4}$ is $\pm 1.64(0.21)$, or 0.35, which would be predicted by the model.

The variance ($\sigma_u^2$) of a normally distributed random variable is not well estimated by a sample of 16 value. The quantity,

$$15(0.4092)/\sigma_u^2,$$

has a Chi Square distribution with 15 degrees of freedom. The 90% confidence interval on the variance is given by (99),

$$P(0.246 < \sigma_u^2 < 0.845) = 0.90$$

and the confidence interval of the standard deviation is thus (100).

$$P(0.495 < \sigma_u < 0.919) = 0.90$$

The standard deviation of 0.64 m/s estimated from the 16 SASS winds compares favorably to the value of 0.71 m/s from the mesoscale-microscale turbulence theory, given the considerable range of the confidence interval.
Also, 69% of the wind speeds in the sample are within plus or minus one standard deviation of the estimate of the mean. The sample is not atypical of a small sample from a normal distribution.

For the wind directions, the 16 SASS values range from 254° to 272°. The average value is 262.69° and the unbiased estimate of the variance is 24.63 (degrees)². The 90% confidence interval on the synoptic scale wind direction is given by

\[ \bar{\chi}_S = 262.69° \pm 2.17° \]  \hspace{1cm} (101)

and the standard deviation has a 90% confidence interval given by

\[ P(3.84^° < \sigma \chi < 7.13^°) = 90^° \]  \hspace{1cm} (102)

The data from this sample of 16 SASS winds again supports the direction variability of 6.12° predicted by the model.

The "Oceanographer" obtained a 30 minute average of the wind. The model predicts standard deviations of 0.42 m/s and 2.42° for an anemometer averaged wind of 30 minutes. There is a 90% chance that the synoptic scale wind speed is within 14.7 ± 1.65 (0.42) and that the direction is 268° ± 1.65 (2.42)°. The 90% region for the 16 SASS values is from 14.95 to 15.51 m/s; for the "Oceanographer" it is 14.01 to 15.39. The two intervals overlap from 14.95 m/s to 15.39 m/s and include the average of the SASS wind speeds of 15.23 m/s. For direction, the 90% range for the SASS is 260.8° to 265.2°, and for Oceanographer it is 264° to 272°. The common interval is 264° to 265.2°, within one degree of the SASS average direction.

It is difficult to claim that either the SASS average or the "Oceanographer" is the correct value and that there are errors in speed of 0.53 m/s and in direction of 5°. The only real known errors were the backscatter measurement errors (communication noise) of the SASS and they were reduced by a factor of four when the sixteen winds were averaged. The "Oceanographer" may well have obtained a very accurate 30 minute average. The SASS 16 cell average is probably extremely close to the synoptic scale wind. The two values are different, but neither is necessarily incorrect.

Figure 20 shows a second example in which a data buoy 8.5 minute average is compared to 12 SASS measurements clustered around it. The analysis of the data in this figure is summarized in Table 16. The range of wind speeds for the data buoy compares favorably to the range of speeds for the super observation, and the super observation point estimate for the speed of 9.43 m/s is within the range of speeds for the data buoy. The wind directions do not quite agree. The actual direction variability for the SASS observations may be greater than given in Table 13 for this actual wind direction. The upper limit on the confidence interval for wind direction variability as estimated from the 12 SASS values would provide a wide enough interval to explain the data buoy wind direction.
FIGURE 20-SASS high-resolution wind field in the vicinity of data buoy 46005 in the North Pacific for orbit 1140 (From Pierson (1981b)).

<table>
<thead>
<tr>
<th>TABLE 16 Summary of Analysis for Figure 20</th>
</tr>
</thead>
<tbody>
<tr>
<td>DATA BUOY, ( \bar{u} = 10 ) m/s, ( \sigma_{u} = 0.42 ) m/s</td>
</tr>
<tr>
<td>( \bar{v} = 23.0^\circ ), ( \sigma_{v} = 2.1^\circ )</td>
</tr>
<tr>
<td>90% probability range, 9.31 to 10.69 m/s, ( 250^\circ ) to ( 237^\circ )</td>
</tr>
<tr>
<td>12 SASS (N/11) ( \bar{u} = 9.43 ) m/s, ( \sigma_{u} = 0.50 ) m/s</td>
</tr>
<tr>
<td>( \bar{v} = 252 ) m/s, ( \sigma_{v} = 13.4^\circ )</td>
</tr>
<tr>
<td>Neutral theory (10 m/s) ( \bar{u} = 0.42 ) m/s, ( \sigma_{u} = 7.03^\circ )</td>
</tr>
<tr>
<td>90% probability range, 8.61 to 10.26 m/s, ( 230^\circ ) to ( 278^\circ )</td>
</tr>
</tbody>
</table>

Super observation (student t 12 degrees of freedom and Chi square 11 degrees of freedom)

\( \bar{u} = 9.43 \pm 0.26 \) m/s, 90% range, 9.17 to 9.69 m/s

\( \sigma_{v} = 252.0 \pm 6.0^\circ \), 90% range, 245.0 to 259.0^\circ

\( P (0.37 \text{ m/s} \ \sigma_{u} < 0.78 \text{ m/s}) = 0.99 \)

\( P (10.1^\circ < \theta < 20.8^\circ) = 0.99 \)
Another important feature of the individual SASS winds in Figures 19 and 20 is that any apparent pattern is a fiction of random effects of the communication noise. The winds do not represent any real mesoscale features. The communication noise plus mesoscale variability errors, although random and dominantly uncorrelated, have the unfortunate propensity to form quasi-organized patterns over the field under analysis.

It may be advisable to smooth vector component fields that result from the gridded super-obs before forming a vector wind stress field and any derivative fields. Since the values of SD(u) and SD(\( \chi \)) are derivable theoretically, the difference between any smoothed field and a super ob field should illustrate certain statistical properties associated with randomness and the theory of runs.

The inherent scatter of present ship reports and data buoy reports as shown in Tables 9 and 10 plus their sparse distribution over the oceans must introduce errors in present synoptic scale analyses even if the most modern concepts are used as described by McPherson, et al. (1979), Bergman (1979) and Gill, et al. (1979). The error fields for conventional data are one of the major reasons for poor numerical weather predictions in the three to four day time frame because their effects dominate the forecast. The errors of a super ob wind field will be much much smaller than the errors of the wind fields obtained by the analysis of conventional ship of opportunity winds. The 173,000 winds per day such as those in Figures 19 and 20, when pooled in groups of 16, provide 10,800 uniformly spaced observations for vastly improved synoptic scale analyses with errors (in the sense of departures from the synoptic scale) comparable to those just calculated.
SOME SCATTEROMETER DESIGN CONSIDERATIONS

The SASS on SEASAT achieved the level of accuracy documented in the papers cited previously and in the analyses given in this paper. Improved scatterometer designs based on recent technological advances and on the study of the data from SASS are already under consideration. One of these possible designs is the SCATT as studied for example, by Pierson and Salfi (1982) for which various features have been described above.

A summary for neutral stability of the contributions from mesoscale variability and communication noise for three cell sizes and four wind speeds is given in Table 17. For some wind directions, the communications noise effect on wind direction is much greater than tabulated.

Any mesoscale information at a 10 km resolution of the kind analysed in this model is completely masked by the added communication noise variability. By means of equations (88) and (92), Monte Carlo simulations of typical wind fields could be generated, first by generating a mesoscale field and then by adding the effects of communication noise. By inspection of Table 17, the mesoscale features described by this model would be difficult, if not impossible, to recover once the communication noise effects are added for all scales of resolution and especially for a 10 km resolution.

<table>
<thead>
<tr>
<th>Wind speed, m/s</th>
<th>CELL SIZE 10 KM (SCATT)</th>
<th>30 KM (SASS)</th>
<th>50 KM (SCATT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 SPEED DIRECTION</td>
<td>0.34 0.47 0.58</td>
<td>0.13 0.40 0.22</td>
<td>0.22 0.22</td>
</tr>
<tr>
<td>15 SPEED DIRECTION</td>
<td>0.65 0.76 1.50</td>
<td>0.38 0.70 0.71</td>
<td>1.10 0.45 0.47</td>
</tr>
<tr>
<td>20 SPEED DIRECTION</td>
<td>1.03 1.13 1.53</td>
<td>0.69 1.00 1.15</td>
<td>0.45 0.73 0.86</td>
</tr>
<tr>
<td>25 SPEED DIRECTION</td>
<td>1.49 1.54 2.14</td>
<td>1.05 1.31 1.32</td>
<td>0.77 1.07 1.84</td>
</tr>
</tbody>
</table>

Much the same thing also happens for the SASS at its coarser resolution. The SASS direction errors from communication noise mask the mesoscale contribution. The super-observation overcomes even this effect for realistic synoptic scales.

Strangely enough, the 50 km resolution still has communication noise and mesoscale effects that are not too different for high winds. They are not quite what would be expected by dividing the 10 km values by five since twenty-five ten by ten kilometer cells are the equivalent of one fifty by fifty kilometer cell.
A factor of three in linear cell size with the design improvement of the SCATT still gives standard deviations almost as small as those of the SASS. Moreover, the ten kilometer cells more uniformly cover the area to be sampled. The higher resolution was gained by compromising the integration time for each measurement and decreasing the area sampled. The new design improved the signal to noise ratio so that not too much was lost.

The effects of mesoscale turbulence permeate the problem as a nuisance factor in efforts to obtain a synoptic scale wind. Averaging anemometer winds for much longer times than those presently used, or planned, will aid in synoptic analyses. Averaging scatterometer winds will provide more representative synoptic scale winds for the grid points of a model.

The resolution to be used for a new scatterometer system is a part of its design problem. The penalty for high resolution is threefold. Firstly, it decreases the signal to noise ratio of the measured backscatter signals with a resulting increase in the errors of the wind speeds and directions calculated from the measurements. Secondly, the smaller cell size has an average wind over it that differs because of these mesoscale effects from the synoptic scale wind. Table 17 shows that of these two effects the increased communication noise error dominates the effects of mesoscale variability. Thirdly, the data rates and data processing requirements vary inversely as the square of the desired resolution.

The ten kilometer resolution would be of value for wind fields over the ocean such as those in hurricanes and tropical storms when strong gradients over short distances are found. Other types of mesoscale features can, of course, have gradients in speed and variations in direction that would stand out above the communication noise effects present for a high resolution. However, most of the time, over most of the ocean, the effects described in this paper will dominate.

A ten kilometer resolution is a bit much, even for coastal studies. For relatively small sample sizes, increasing the sample size by a factor of two reduces the sampling variability effect by dramatic amounts. A 15 or 20 km resolution with either the 15 by 15 km cells pooled in groups of 16 to provide 60 km by 60 km resolution most of the time or the 20 by 20 km cells pooled in groups of 9 to provide 60 by 60 km resolution most of the time might recover enough signal to noise to reduce the communication noise by enough to reveal mesoscale features with these scales. For scatterometers on spacecraft of the future, which will surely be built, further design studies before a final decision is made are definitely needed.
It is important to understand more about the particular kind of mesoscale activity studied in this paper. Eddies with one horizontal space dimension tied to time by Taylor's hypothesis may be realistic enough as a start in attempting to understand the mesoscale. The actual turbulence structure is more complicated requiring the definition of $u = \bar{u}(z) + u'(x, y, z, t)$, $v = \bar{v}(z) + v'(x, y, z, t)$ and $u_*(x, y, t)$ as a minimum in the planetary boundary layer. The wave number-frequency relationship is undoubtedly not that of Taylor's hypothesis. Most studies in the microscale do not cover a sufficient range of frequencies and heights above the sea surface to provide the kind of data needed.

There may be long cylindrical roll vortices oriented roughly parallel to the wind under some circumstances as described in detail in a review by Brown (1980). The presence, or absence, of any quasi-organized motions within an area scanned by the radar cells is difficult to demonstrate. If present, they are not so dominant a feature as to be readily obvious in anemometer data as illustrated in Pierson, et al. (1980). Most theories of turbulence are adequate for the microscale, but better theories are needed for the mesoscale range of periods. They should be related to the thickness of the Ekman boundary layer and to Monin-Obukov scaling. The scaling used in this study (equation 11) has not always been associated with the longer period gusts in the planetary boundary layer. Davenport (1961) used a much longer length scale instead of the height of the anemometer in a similar scaling.

It is necessary to understand the scatter in data such as the data in the work of Smith (1980) and many other investigators. As another example, Large and Pond (1981) write that "The dependence of the neutral drag coefficient at 10 meters on wind speed was approximated by equation (10). Using the formulation, the bulk aerodynamic method gave good measures of the momentum flux averaged over a day or two and good hourly averages when the wind was steady. Over periods nearing a day, the bulk and dissipation estimates could consistently differ by as much as 30%. Discrepancies were associated with varying winds, with the dissipation estimates being smaller on the rising wind, and larger on the falling wind, of after a change in wind direction. The surface roughness, and hence drag coefficient, may depend on sea surface parameters that are a product of both past and present winds". The suspicion exists that the stress of the wind on the sea surface is not simply a function of the average wind.

The work of Soulsby and Dyer (1981), although applied to the behavior of time varying ocean tidal currents above the bottom, can equally well be applied to the wind profile. The profile is no longer characterized as solely a function of the friction velocity for neutral stability. It is also a function of the time rate of change of the friction velocity.
CONCLUSIONS

There is a misfit between both the conventional ways that winds are measured at sea and the remote sensing methods that have recently been proven and the major use for the wind data, which is to obtain synoptic scale analyses of the field of motion and the field of mass over the ocean for numerical weather predictions. Wind measurements by transient ships and data buoys are not averaged for a long enough time to filter out the high frequencies relative to the synoptic scale in the wind fluctuations that belong to the mesoscale. The use of a high resolution scatterometer introduces two sources of variability in the wind measurements; one is the mesoscale variability of the cells being sampled and the other is the error introduced by increased communication noise as a result of decreased sampling time.

The statements are based on data from meteorological towers located in the North Atlantic, Lake Ontario and the North Sea and from the SASS on SEASAT. The data show that there is a portion of the spectrum of the u and v components of the wind that extends from frequencies corresponding to an hour, or so, to frequencies corresponding to several minutes and over a corresponding range of wave numbers and wave lengths. Frequencies lower than these correspond to the synoptic scale and frequencies higher than these to the microscale. The spectrum of the wind (as $n S(n)$ versus $\log_{10} n$) is often higher on both sides of this frequency band. This band of frequencies is called the mesoscale valley in the spectrum. The spectrum of the mesoscale valley and of the microscale is shown to depend on the speed of the synoptic scale wind and on atmospheric stability.

The results presented in this paper have immediate applications toward improving the observations of winds at sea. Stated simply, even the crude model that has been used shows that the mesoscale variability of the winds ought to be filtered out of transient ship, weather ship and data buoy reports by means of longer averaging times. Usually, the measurements of the wind by a scatterometer ought to be averaged to form super observations before being used in a synoptic scale analysis.

The kind of mesoscale variability studied in this paper is ubiquitous and irrelevant for the synoptic scale. Even if the full details of this scale of motion could be observed instantaneously over the entire ocean, these details would undoubtedly change completely in a short time. They are unpredictable at the present state of the art and will remain unpredictable. They are a part of the turbulence problem and not a part of the synoptic problem. Only their statistical properties need to be predicted and used in the interpretation of wind reports at sea.

The optimum averaging time for the winds is certainly not the present value of two minutes. It is probably closer to one hour than to ten minutes, and it is also dependent on the synoptic scale conditions at the time and place of the measurement. An averaging time of ten minutes would be an improvement, but times of twenty and thirty minutes, or longer, would be even better. Quadrupling the actual number of ship reports could provide an improvement in meteorological forecasts. The average of the winds reported by a cluster of close-by ships provides a more accurate synoptic scale value.
For data buoys, the decision as to the best averaging time can be made after the fact by having them report, say, ten minute averages obtained continuously. The present design and communication system for these buoys makes it possible for them to report, say, 12 numbers each hour for such measurements plus other data on gusts and turbulence values.

For scatterometers on spacecraft of the future, high resolution will be of value for areas of high wind speeds and large wind gradients. Most of the time, the scatterometer measurements should be pooled to produce 50 or 60 km cells, and even these winds need to be further averaged to produce very accurate synoptic scale winds for the grid points of a numerical model. Further design studies for future scatterometers are needed because the cost of too high a resolution is increased communication noise effects which often obscure the mesoscale information being sought.
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Topical Report

Mesoscale and microscale features of the turbulent winds over the ocean are related to the synoptic scale winds in terms of published spectral forms for the microscale, a mesoscale valley and published values of $U_*$, $V$, $V'$ and $z/L$, as defined in the text and as obtained for moderate to gale force winds. The frequencies involved correspond to periods longer than 1 hour and extend to the microscale, which starts at a period near 2 minutes, or so, and continues to the Kolmogorov inertial range. Non dimensional spectra that span both the mesoscale and the microscale are derived as a function of $U_*$, $f = n z/\bar{u}$ and $z/L$, where $z$ is 10 meters, $L$ is the Monin Obukov stability length and $\bar{u}$ is evaluated at 10 meters. For the same $\bar{u}$, different values of $z/L$ produce a range of values of $U_*$ which in turn result in variations of the eddy structure of the mesoscale and microscale spectra.

Both conventional anemometer averages and remotely sensed winds contain a random component of the mesoscale wind in their values. These components are differences and not "errors" when winds are compared, and quantitative values for these differences are given. Ways to improve the measurement of the synoptic scale wind by transient ships, data buoys and scatterometers on future spacecraft are described. These ways are longer averaging times for ships and data buoys, depending on the synoptic conditions, and pooling spacecraft data to form super observations. Design considerations for future remote sensing systems are given.
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