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SECTION 1
INTRODUCTION: PHILOSOPHY, ORGANIZATION, AND RATIONALE

For simple operating cystems, reliability analysis can be performed
without resorting to simulation or computer programs. Even Qith a large
number of components, if each component has a specific probability of failing
during a given mission time, and if all are operating in parallel, the
product of individual failure probabilities is the probability of failure of
the system (provided that the components are independent). However, for many
systems there are computational complicating factors.

failed units may be repaired and returned to service. Units may be held
in reserve and placed into 5érvigg only when néeded; ‘Further, the automatic
or manual switching mechanisms which accomplish this may themselves be subject
to failure. Systems may fail, be repaired, and fail again according to dif-
ferent failure!and repair distributions that are determined by the configura-
tion and by the failure repair characteristics of the component units.

In addition to conventional factors, systems characterized by costs
associated with operating and repairing component units may make the
definition of system reliability a matter of choice. Reliability may be
 related to the probability of completing a given mission time, the'eépected
- number of failures, expected total down time, expected operating or répair
cost, expected down time, cost for a single failure, or the pkobabi]ity of
exceeding a threshold level of accumulated costs due to down time. These
alternate definitions of system failure create complex analysis for which
analytic solutions are available only for simple, special cases. the GRASP
methodology is a computer simulation approach for solving all classes of
problems in which both failure and repair events'aré mbde]ed according to the

probability laws of the individual components of the system.
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The simulation program can handle all of the common probability distributions,

and also accommodate a limited number of user specified distributions. The

importance of this capability appears inrthe decomposition of very large

systems.

Distributions of separate portions of the system are first obtained

in a histogram form, and then combined to represent the performance of the

entire system. Data input is also minimized by utilizing schemes for

replicating identical portions of the system.

The data input consists essentially of the following:

»
-

life time distribution for each of the components

repair time distribution for repairable components

switching or delay time distributions, and switch reliability,
for standby redundant components when applicable

cost of affecting repair if cost analysis is desired.

The results of a simulation upon which the comparison of alternative

designs may be based, include:

the usual descriptive statistics of the time to failure and the
time to repair for the entire system or any portion of it

a count of where failures occur. This provides a measure of the
relative importance of thé components and indicates where
redundancy is or is not needed.

system downtime accumulation and its variability on repeated runs
accumulated or "one time" repair costs when applicable

histograms of the values of random Variabies that were generated.
These may be used as an input for a userspecified distribution in

fuﬁthcr analysis.

From the above information, systém re]iability and availability can

readi]y be calculated.
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GRASP is an extension of the GERTS-III Z simulation program developed
by A.A.B. Pritsker [12]. GERTS-III Z is a generalized simulator for
processes of the semi-Markov type. GRASP incorporates all of the features
of GERTS-III Z; indeed with only minor changes any GERTS-II1 Z data deck
can be correctly processed by the GRASP program. In addition, GRASP contains
many features which mz%e it particularly suitable for simulating reliability
systems. The modifications of GERTS-III Z were programmed by Josaph Polito
and Edward R. Shulaker [22] under the sponsorship of National Science
Foundation Grant ATA 73-07822 AO1, directed by Professor Don T. Phillips
of Texas A&M University. Significant extensions that increase the modeling
capability of GRASP were added at Texas AZM University without affecting
the previous characteristics of the program, under NASA Grant NSG-2226.

The modeling philosophy of GRASP is that reliability configurations
can be represented as network diagrams through which the parameters and
logical relationships are specified. This network is then easily converted
into a set of data cards to be processed by the GRASP program. No programming
is required of the user.

GRASP notation will be presented which is an extension of the block
diagrams that are so familiar in reliability work. These diagrams are very
useful for‘representing a complex reliability system, and the preparation
of equivalent GRASP networks from them is relatively straightforward. The
state transition diagrams that are often used in Markov models are high1y'
recommended in addition to the block diagram representations for the purpose
of inspiring the construction of the equivalent GRASP network. These concepts

will be discussed in subsequent sections.
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GRASP is a collection of ANST FORTRAN subprograms. Hence, the system
is easily portable between computer installations. The user is required only
to have a FORTRAN compiler, a line firinter, and (for some options) disk
storage.

In summary, GRASP is a network based, FORTRAN simulation language with
special features for analyzing the reliability of complex systems. It 1s
highly portable, requires no programming by the user, and permits a wide

variety of complex configurations to be analyzed.




SECTION 2
GRASP MODELING

GRASP 1is a digital simu]atibn program based upon the methodologies
and structure network modeling techniques. GRASP generalizes fundamental
network concepts and its basic intent is to provide a framework through which
complex operational systems exhibiting reliability, availability and maintain-
ability (RAM) characteristics can be analyzed. GRASP modeling characteristics
also make it particularly suitable as a risk analysis and dectision analysis tool.
However, throughout this manual emphasis is placed on the modeling philosophy
as 1t‘re1aﬁes to RAM systems. Basically, the GRASP approach consists of four
steps: |

- decompose the system into its principal elements

- gdescribe and analyze the characteristics of the elements and huild

an ope(ationa1 reliability block diagram of the system

- build a GRASP network model from the block diagram

- validate and verify the GRASP model.

This séction describes the basic modeling toncepts and shows how

system performance can be accessed through statistical collection procedures.

2.1 Reljability Block Diagram Analysis

In order to facilitate the construction of GRASP Networks and to aid
in communication, it is helpful to include this information on a GRASP

Reliability Block Diagram as a preliminaryvstep to constructing the GRASP

network.
The basic component in a GRASP Reliability Block Diagram is a box

(Figure 2.1.1). Two pieces of information are contained in each box. The
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first is the identity number of the component. For instance, if there are
ten components in the system, they might be numbered 1,2,3,...,10. The
second piece of information is the failure characteristic (denoted by x in
Figure 2.1.1). In simple reliability analysis, the component may be
considered as having a probability of failure. For this case, the failure
characteristic is the failure probability.

In more complex analysis, the component is‘assumed to have a
distribution for time between failures (TBF). If this is the case, denote
this characteristic by inserting an F in the lower quadrant. If, in
addition, the component may also be repaired; use FR for the failure char-
acteristic. (The identification of the distributions for TBF and TTR, re-

quired time to repair, will be discussed in section 4.3 of this report.)

12ty

# - component number
0<X<1.0 - probability of failure of component

If: {X = F or blank - component has a TBF distribution (no repair)
X =FRor R - component has TBF and repair distributions

Figure 2.1.1 Basic Reliability Block

It is necessary to distinguish between a schematic physical diagram and the

reliability block diagram. For example, Figure 2.1.2 shows reliability block

diagrams that are also schematic physical diagrams. /

(a)—E o (b)

Series

(08
Parallel

Figure 2.1.2 Arrangement of Switches to Establish Flow of Current

Aiaprear o n

acaig?




Rt St ) SV S S T e o AR SR Pl B i 7 e Bl R i -

Figure 2,1,2 represents a series (a) and a parallel (b) configuration of two
parts with known failure probabilities (.1 and .08 respectively). Assuming that
the failures are independent and using the well known probability relations:
Pr(ANB) = Pr(A) x Pr(B) and Pr(A U B) = Pr(A) + Pr(B) - Pr(ANB) , thur the
probability of system failure is .1 + .08 - (.1)x(.08) = .172 in a) , and
(+1)x(.08) = .008 in b).

It is important to identify the cases where the reliability biock diagram
is not the same as the physical block diagram. This distinction can be made
by considering that the schematic physical diagram corresponds to the physical
configuration of the system, while the reliability block diagram shows the
functional relationships among system elements. For example, a pipeline with
two valves can be physically represented as in Figure 2.1.3 . Its proper

X X
Figure 2.1.3 Schematic Physical Diagram of
a pipeline with two valves

reliability block diagram depends upon the definition of system performance.

If the tﬁo valves are normally open, but are expectéd to shut un command to
stop flow, it is functionally a parallel system because the performance is
adequate (i.e. the flow is stopped) if at least one valve works. If they are
normally shut but are expected to open on command to provide flow, it is
essentially a series system. The reliability block diagram may depend also

on the nature of the failure. For instance the cylinders of a helicopter engine
can be considered to be either in parallel or in series. If a plug fails, the

engine will continue functioning with the remaining cylinders, and this actien

is similar'to parallel operation. However if one of the cylinder connecting rods

fails or a piston sticks, all cylinders stop functioning, which corresponds to

a series operation.
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Figure 2.1.4 shows other simple reliability block diagrams i1lustrating this

notation. Figure 2.1.4 (a) depicts two units in series without repair. ]
(b) (c)
| \
a) 1. ,
( /FR]

09t /L
A

=
A
"I ZFR J"

Figure 2.1.4 Other Simple Reliability Block Diagrams

[ER——

In Figure 2.1.4 (b) each of the components in parallel has a failure
distribution as in 2.1.4 (a). Further, these units can also be repaired.
Hence, the system fails only when an online unit fails while the other is being
repaired. Figure 2.1.4 (c) shows a repairable unit in parallel with two
non-repairable units which are themselves in parallel.

In some systems, components are held in standby and are brought on line

only if the primary unit fails. Figure 2.1.5 displays the notation for these

situations. The block diagram in Figure 2.1.5 indicates that unit 5 is a
standby for unit 1.

! ’ Additional Features
g;mgl? t:~;t‘,5¢'sn1ds Pl | Switch (changeover to standby
| |

in standby unit is subject to failure)
!
|
U
Vi

for unit 1. # = switch number
Figure 2.1,5 Notation for Standby Components

Delay (changeover does not occur
in zero time)

# = numben of assigned to delay .
distribution , .

_.e.,
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Note that Figure 2,1.5 does not imply that unit 1 is a standby for unit 5.
The physical interpretation is as follows. Unit one will be used until it
fails. When it does fafl, Unit 5 will replace it (in zero time) and will
remain in the system until it also fails. The system will fail when Unit 5
fails.

More complex situations can be modeled using the additional notation
also found in Figure 2.1.5. If the switching function which causes the
replacement of the units is subject to failure or there is a probability
that the standby part is defective, this can be shown by a circle containing
the letter "S" followed by the number of the switch. Also, if there is a
delay associated with making the change, a circle with the letter "D"
followed by the number of the delay is used. Examples are shown in Figure
2.1.6.

Unit 2 in Figure 2.1.6 (a) has an interchangeable unit in standby.

If Unit 2 fails, it is replaced immediately by Unit 1. If Unit 1 fails
before Unit 2 is repaired, the system fails. Otherwige, unit 2 is repaired,
but it remains in standby until Unit 1 fails and the &yc]e is repeated. A
similar situation is shown in 2.1.6 (b),but in this case the switching
mechanism: (perhaps ah automatic operation) denoted by S1 has a designated
probability of failure when Unit 7 replaces Unit 6. In the reverse operation,
a delay D1 is incurred (pefhaps by a manual operation).

Figure 2.1.6 (c) adds an additional complication. Both switching
failure and delays are shown. The order in which they are presented
represents the logical relation between them. When Unit 8 replaces Unit
10, the switching function occurs after which a delay (perhaps a warm-up)
takes place. In the reverseYOperation the delay occurs first (opefatorfu'

reaction time), then the switching failure may occur. Figure 2.1.6 (d)
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(a)

|
b :
V! !
' | :
=
FR| /FR
(e) ()

P | FR
FR

&2
|
T

s

Figure 2.1.6 Examples of standby components
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represents a case where a standby unit exists for one of the branches of a
parallel system. Units 4 and 5 replace one another when fai]ures occur. A
time delay of D1 is 1ncurred each time a replacement occurs.

A Specification Table is included with the GRASP Block Diagram to list

.time to failure, repair time, delay time, and switch repair distributions.

An example of a Specification Table is shown in Figure 2.1.7. This
Specification Table would accompany the block diagram in Figure 2.1.6 (c).
Each unit with a time to failure distribution (i.e., a failure characteristic
that is either an "F" or an "FR") is listed in the first part of the table.
The type of time to failure distribution is given in the second column.
Subsequent columns contain the mean, standard deviation, and user se1ected‘
minimum and maximum failure times. The last column is used to\inc]hde
additional information. For example, the time to failure for unit 10 is
given by a Weibull distribution. The Weibull distribution is described by
parameters A and B which must be input to the program, so they should be
included in the Specification Table.

The second section describes the repair time distributions. Time
delays are next input in a similar manner. A unique feature of GRASP is the
ability to analyze system costs aloﬁg with system time characteristics. If
there are costs associated with repairs or delays, these can be indicated
in the last column. The analysis of system costs will be described in a later
section. The switches are Jisted after the delays. The distribution informa-
tion pertains to the time that it takes to repair the switch. The probab%lity
of faifure of the switch is given in the "Other Information" column. :

. The GRASP Block Diagram and Specification Table are useful in that they
can be prepared by SOmeohe who is ndt familiar with the GRASP program or

modeling philosophy. Also, the mechanics of pbeparation are simple and easy
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ORIGINAL PAGE I8
OF POOR QUALITY
SPECIFICATION TABLE
uni¢ | TBF f Mean | Min Other
Distribution| St.Dev.| Max Information
8 Normal 100 4, 0
20 200 *
.01 0

10 Weibull , ;
0.4 10

A=0.73 B=2.64

Unit Repair F_Mman Min Other
Distribution ;. St.Dev.) Max Information
B 5 0
8 Exp BG 50
0.05 0
10 Eriang-2 ~ 20

Mean Min

' 1

s et by b ik Other
Delay|Distribution St.Dev] Max Information
' 0.01 0
bz . Exp ~0.01] 10
D4 | Gamma : 0.01 : °g
0.02 10
oremem—— v
4F

~ Figure 2.1.7 Sample Specification Table for

Figure 2.1.6(c)
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to learn. Thu;, the GRASP Block Diagram provides a tool to bridge the com-
munication gap between the GRASP modeler and the user/operator of the system.
Once the user has learned the concepts of the Block Diagram notation, one

can, with the help of the modeler, arrive at a final Block Diagram that suit-
ably describes the system. The Specification Table indicates what information
is needed by the program and will direct the modeler in data specification.

The modeler can prepare the GRASP Network from the Block Diagram.

2.2 GRASP Methodology

As a graphical technique, GRASP employs an activity on arc philosophy
and it has two basic elements:
- nodes represent events in the system such as' a failure of a
component, an end of repair, or a completion of any other type

of activity

- arcs or branches represent time consuming activities (such as time
to fuilure, time to repair), or any event precedance relationship
in the system. In this case, the arc has no duration (it is a
'dumﬁy activity).
Each element carries information which is used to indicate the col-
lection of statistical data in the simulation procedure. This information
is normally recorded directly on network symbolism using symbolism concepts

that will now be described.

2.2.1 Arc Symbolism

Each arc is associated with a particular activity. Parameters can be
| written on the arc to uniquely specify operational characteristics of an

activity. A general description is shown in Figure 2.2.1.

o) e e ot e N

i .
e et b ake L s

.

.,

AR




e o

IS

6} _P(P.D)SV]
A I ©®

o
1]

that the node 6 is released

probability of the activity being performed, given

D - distribution type - specifies probability distribution

for time of the activity

P - parameter set number for use with a particular failure

or time density function

S =~ setup cost of activity - this is a fixed cost (optional)

V - variable cost of activity - this is a time dependent

cost (optional)

C - activity count type - this is used to record event

usage rates

A - activity type - this is for identification purposts

(optional)

CN - accumulator node associated with this arc - this is used

in accumulating activity costs (optional)
Figure 2.2.1 Arc Symbolism

2.2.1.1 Description of the Arc Symbolism

The probability, p, associated with each arc is used by the output side

of the originating ncde. For deterministic nodes, p = 1.0. For probabilistic

The distribution type, D, is a number which specifies the probability

distribution which is to be sampled to determine the duration of the activity.

The available distribution types and their numbers are:

nodes, p <1.0. If p is not shown, it is assumed equal to one.
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1. Constant Gamma
2. Normal 9. Beta fitted to three parameters
as in PERT
3. Uniform :
10. Constant (scaled)
4. Erlang
11. Triangular
5. Lognormal
12. Weibull <
6. Poisson v
13. Empirical (user specified)
7. Beta S

The parameter set number, P, identifies a set of up to four numbers that
is specified by the user to uniquely establish the distribution. For example,
if D = 2 (Normal distribution), the paraméter set will specify the mean,
standard deviation, minimum and maximum values for the normal distribution
desired. Parameter sets are defined in Table 4.3.2.

Distribution types 10 and 13 are a slight exception to this rule. A

network scale factor is defined on initial input‘and whenever D = 10, the
value used for the activity duration is P divided by the scale factor. In
other words, if the scale factor is 10 and a constant time of 0.4 is desired
on an arc, fhen‘P should be set to 4. GRASP will use 4/10 as the cbn§taht
time. This effectively converts integer constants to real numbers when
using D = 10. | |

Empirical distributions that are determined from the histbgrams may be
inputted and are numbered by the user. If D = 13 is specified, P is equal
to the number of the desired empirical distribution. For eiampie, ff two
empirical distributions are provided by the user and (1,13) appears onian arc,
GRASP will sample from the First of the distributions. B

Each activity may be assigned a linear cost function consisting of a

fixed and variable cost. Cost information then will be maintained on the

N
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operation of the network. The fixed cost is incurred each time that the

ki

activity is initiated. The variable cost is accumulated at the time the
activity is ended or terminated and is equal to V times the duration of the
activity. The total cost of the activity is S + VT where T is. the accumulated
activity duration. T is an accumulation of sampled values from distribu-

tion type D with parameter set P.

Three other parameters can be associated with each arc. The first of
these is the count type, C. Any arc may be assigned a count type. Thévcount
type maintains a count of the number of times the actiVity is completed.
Hence, each time the activity terminates normally (not forced to ha]t)lthe
count'type for the arc is incremented by one. The reason that it is called

a count type is that more than one arc in the network may have the same

count type. Therefore, the count type represents the number of times that

all arcs with that type have been completed. There may be more than one

Y
I T T N SR T TR W Sy 1

count type in the network. The count types are indicated by putting the
number of the count type in a triangle below the arc} The small line con-
necting the triangle to the arc may be omitted if desired.
In addition to the count type, each arc may be assigned an activity
type A. Usually it is convenient to use an activity type that is nonnegative
for failure activities and negative for repaik activities. When it is not ﬂ,
specified, it is assumed to be equal to 1, éhd more than one arc may have
the same activity type. Activity types play an important role in the

release mechanism of a node and in network modification. These concepts will

be discussed in a later sectipn.
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2.2.2 Node Symbolism

A distinction has been made between failure activities (nonnegative <" 5

activity types) and repair activities (negative activity types). We can

PR IR

[ PSR v

et R

o e e



ot

N . e thrse
© imgibiom—— P R

the sign of their release counter.
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similarly define two general classes of nodes:
- failure nodes: corresponding usually to failure events in the system,

and |

repair nodes: corresponding usually to end of repair events.

Each node type has the same fundamental characteristics and differ only in

type of activity conipletions (failures or repairs) that are needed in order

to release the node. It is positive for failure nodes and negative for

repair nodes. The use of failure and repair nodes will be illustrated in

later sections.

L
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Nodes are characterized by an input side and an output side. ‘The input
side establishes the conditions which must be satisfied by activities or
arcs which terminate at the node before any activities will be scheduled
from the output side. Once these input requirements have been satisfied,
the output side determines how the activities leaving the node wiil be

routed through the network.

N,

Ne!

Figure 2.2.2 Generai Input Side of a Node

l Figure 2.2.2 shows a general input side with three pieces of information:

initial release counter. The absolute value of N1 indicates the
number of incoming activity completions of type 'sign (N1)' for
first release of the node. If N1 is negative, then [N1| repair
activities are needed for the release of the node. If N1 is
positive, then nonnegative type activities only will contribute
to the release of the node

release counter for subsequent releases of the node. It has
the same working mechanism as N1.

Such a counter indicates the number and
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X = Response descriptor.

A - the N1 or N2 condition must be satisfied by distinct
incoming arcs

H - Halt capability, when the N1 or N2 condition is satisfied
stop all activities which are scheduled to end at the node

U-A and H are combined

(a) 5|

(c)

Figure 2.2.3 Example of Input Sides

Figure 2.2.3 shows some examples of input sides of nodes with positive
release counter and nonnegative type of incoming activities.
negative release counters and negatiVe activities will be discussed in the
release mechanisin section. |

In Figure 2.2.3 (a) N1 = 1, and N2 = 2 (the response descriptor is
omitted when it is blank).
When ﬁhe simulation is begun,'either.of the activities on these arcs can
cause the node to be "released".

(Ni or N2) is satisfied. A release node initiates the activities that

ORIGINAL PAGE iS
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It can be one of the following:

(b)*

(d)

Examples with

18

There are two arcs which terminate at this node.

A node is released when the input condition

emanate from it, and jmmediately resets itself to be released when the input

condition is again satisfied.
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For example, suppose that when the simulation is begun the activities

on the arcs are szheduled to end at times of 10 and 20. At time 10, one
of the activities will end. Since N1 = 1, the input condition is satisfied
at time 10 and the node is released. Once released; all activities which
begin at that node can be scheduled to start. It is immediately reset, but
now the required condition (Nz) is 2 . The terminology is that the "release
count" is 2. 1In other words, two activities must complete at this node before
it will be released again. At time 20 when the second activity ends, one more
activity is required to release the node a second time.

The current value of the release count is a current indicator of how
many more activities need to be completed in order to release the node. When
the release count is zero, the node is released. So, at time zero the release
count is equal to N1 = 1. After the first release, the release count is set
to N2 = 2. After time 20, the release count will be one until a third
activity is completed, at which time the node will be released and the release
count reset to N2 = 2.

Figure'2.2.3 (b) is similar to (a), but now N1 = N2 = 4. Note that
there is only one arc into the node. This means that the same activity must
be completed four times in order to release the node once. This example
demonstrates that one activity may be performed many times during a simula-
tion and that the input condition may not be directly related to the number
of arcs incident to the node.

'Figure 2.2.3 (c) has a node with N1 = 3, N2 = 1, and release descriptor =
H. Note that there are four incoming arcs. Any three activity comp]etions

will release the node (e.g., one from each of three separate arcs; one from

one arc and two from another; or 3 from a single arc). When the node is

released, the release count is reset (to one) and any incoming activities which
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have not yet completed are halted (due to the H descriptor). For example,
if the node is released at time TNOW, and there are two activities scheduled
to end at the node at times greater than TNOW, they will be cancelled {in
other words, never a11ow to complete). Another way to view this option is
that after a node is released, only activities which are initiated after the
release time can count toward the next release. This is the function of the
H descriptor.

Figure 2.2.3 (d) has response descriptor A. This implies that the
activities which will decrement the release count must come from distinct
arcs. The node will use only the first completion of each arc in decrement-
ing the release count. Multiple activity completions can occur on any arc,

but only the first one will decrement the release count. Hence, the number

. of incoming arcs must equal or exceed N1 (N2).

No example of a node with response descriptor U is shown. A U

indicates both the A and H capabilities are in effect. A further generaliza-

tion of the release count mechanism will be discussed in the section on node
release mechanism. o
The output side of a node determines how activities are scheduled when
the node is released, and in addition, contains the node number. There
are two types of output sides: deterministic and probabilistic. Y
When a deterministic node is released, activities are scheduled on all
arcs .Jeaving the node. For probabilistic nodes, only one activity is
sche&u]ed. Each arc leaving the probabilistic node has a probability
assigned to it. When a probabilistic node is released, one of the arcs is
selected according to the relative probabilities of the arcs. |
Examples of output sides are shown in Figure 2.2.4. Graphically,

deterministic nodes are rounded on the output side, and probubilistic nodes

]
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are pointed. Figure 2,2.4 (a) shows Node 2 (a detarministic node) with ?
three activities leaving it. Each time Node 2 is relesased, an activity f i
|
will be scheduled for each of these arcs., Node 62 in Figure 2.2.4 {b) 3
is a probabilistic node with three leaving arcs. The arc¢s are assigned
probabilities 0.1, 0.6, and 0.3. Whenever Node 62 is released, the node : ;
will select only one of the arcs according to the given probability distribu- | )
tion and schedule an activity on it. ' g i
:
deterministic node ;
:
i
probabilistic node (It is required , Ai
thatP1+P2+P3=1.)
N - node number
NOTE: all node numbers must be
greater than or equal
to 2
LA ( Ngticeéthatj | -
oy Y e A+ 6+ .3=1,
(2) (b) @ .3 as required ) oo
Figure 2.2.4 Output Sides of Nodes ,'if : ? Vi?
o
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Figure 2.2.5 has several examples of GRASP nodes. Note that the input

and output sides may be specified in any combination.

(a) ]
999

Figure 2.2.5 Examples of Nodes

Further, note that the node in Figure 2.2.5 (¢) has no arcs leaving.
This is permisgible. Also, in Figure 2.2.5 (a), N2 = 999. GRASP approximates
infinity with 999. The meaning here is that the node should be released only
once. Note, however, if 999 activities complete at Node 9, it will be
released again. If a better approximation to infinity is needed, we can put
two such nodes in series or increase this nuaber.

Two special types of nodes are called source and sink nodes and are used

to initiate and terminate the flow of transactions, respectively. Figure 2.2.6

‘has examples of source and sink nodes. Graphica]1y, source nodes are usually

preceded by a single "wavy" line and sink nodes succeeded by a single "wavy"

line.
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b Source Nodes g
|
. » ' |
(b) ><-—-—+ ‘
:
‘ |
|
. . -3
é (¢) .
% i
u —_— :
| ) - N5 1 D¢ Sink Nodes
@ @
| ( __,_,___,_,_‘ 20
é‘ Figure 2.2.6 Source and Sink Nodes
]
5 y
% Rafarring to Figure 2.2.G, nodes 2 and § are source nodes. At time zero,
E all source nodes (there may be mere than one) are veleased by GRASP. This
|
: causes activities to be scheduled according to the output sides of the source
& nodas. Hence, the value of N1 is not relevant for source nodes, N2 can be ]
i relavant, however, as is indicated in Node 5. Node 5§ has ares incident to it, o]
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and it is possible that it could be again released later in the simulation
if the N2 criterion is satisfied. The rule is that source nodes behave
exactly like other nodes, except that they are automatically released at
time zero. (For future reference, please note that source nodes may not be
Mark nodes or Statistics nodes.)
Nodes 10, 15 and 20 are sink nodes and they are used to terminate the
simulation run. As with source nodes, there may be more than one sink node
in the network. (See variable NSNK in data card NEW-1 p. 150 ). Several
simulation runs may be needed to end the simulation run; this is specified in
the variable NRNS in data card NEW-1. For example, if segments c),‘ﬁ) and
e) are part of the same network, then there are three end of run possibilities.
The space between the input and output sides of nodes 103 1§/énd 20 is
for specification of the type of Statistics to be collected aﬁ tﬁese nodes.
This will be explained in the section on Statistics Collection pp. 63-67.
For sink nodes, First (F) Statistics will be automatically maintained if nothing

is specified.
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2.2.3 Node Re]éase Mechanism

Recall that for each node two release counters have been defined : a counter

for the first release of the node with initial value N1 and a counter for its
subsequent releases with initial value N2. N1 and N2 may be positive or negative
integers between -99 and 999 specified in the input card NEW-2 ( see p. 117 ).
Since their working mechanism is the same, the initial value of a release counter,
N1 or N2, will be referred to as N, and its current value will be referred to

as M,

Refering to Figure 2.2.1 p. 14, an arc can have a number associated with it,
denoted A and called its Activity type or Arc type. A can be any integer number
between -99 and 999. Whenever an incoming nonnegative type arc ( that is an arc
with.A greater than zero or with A unspecified) is completed, GRASP subtracts
one from the current value M of the release counter. But if the release counter
is negative and equal to its initial value ( M=N<O0), it cannot be decremented
below that value and remains unchanged. When an incoming arc with type A less
than zero is éomp]eted, GRASP subtracts A from the current value of the refease
counter. In this case M is replaced by M-A which means that the release counter
is incremented by the absolute value of A. If the release counter is positive
it cannot be incremented beyond its initial value N.

As incoming arcs of different types are completed, the release counter is
decremented or incremented depending upon its sign and magnitude. If N is greater
than zero then the node is released when M becomes less than or equal to zero.

If N is negative then the node is released when M becomes greater than or equal
to zero. In most cases this means that a node is released when the current value .
of its release counter M becomes zero. After a node is released , its release
counter is automatically reset to its initial value N2. Figure 2.2.7 summarizes

the release mechanism of a node.
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Activity type M=N 0<M<N
A>0 M-1 M-
A<O no change M-AifM-A<N
N ifM-A>N

(a) Failure Node (N > 0)

Activity type M=N N<M<0
- A>0 no change - M-1
A<0 M-A M-A

(b) Repair Node {i < 0)

Figure 2.2.7 Node Release Mechanism

This node release mechanism, while it may seem obscure at this point,
will prove to be a powerful tool in modeling repairable systems. If we
think of the system as being characterized by total failures and/or répairs,
then-the release of a node indicates when system equilibrium is disrupted.
At a failure node, the initial value N of the release counter indicates how
manyfgombonents must be simultaneously down in order for the system to go

dowﬁ; As 1ong as repairs counterbalance the number of failures, the system
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would remain in equilibrium and the node will not be released. Similarly,

when the system is down the release counter at a repair node indicates how

many components need to be repaired in order for the system to operate, and
an equilibrium between failures and repairs in this case indicates that the
system is still down. Positive and negative incoming activity numbers can

be used to monitor system behavior.

Another intuitive approach in interpreting the node release mechanism
is to consider the two types of activities (positive and negative) as two
different types of flows through the network. This flow interpretation may
help understand how this mechanism works. |

A non-negative type arc carries one unit of positive flow (or one positive pulse)
everytime it is scheduled. On the other hand, anarc with a negative type
equal to A (A < 0) carries (-A) units of negative flow (or negative pulses).
These flows have a triavel time from the start to the end of the arc which
is the sampled Fime of the arc. If an arc has no duration (such an arc
represents a dummy activity), then it is assumed that the flow traverses the
arc instantaneously. A node can be pictured as a bucket with a holding
capacity eqda1 to the initial value N of the release counter. (N can be
either N1 or N2). A failure node is a node whose release indicates a system
failure. It is such that the initial value of its release counter (N1 or N2)
is positive, and it holds only positive flow. A repair node or a node whose
release indicates an end of.repair is such that the initial value of N1 or N2
is negative and it holds only negative flow. Whenever quantities of positive
and negative flows are put together at a node, the resulting flow is given by
the arithmetic operation between these quantities. Figure 2.2.8 shows a

simplistic picture of this flow interpretation.
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holds positive flow only.

(~1) f
.
capacity= N g
]
(+)
(a) Tailure node. (b) Repair node.
holds negative flow only.
Figure 2.2.8 Network Flow Interpretation of
the Node Release Mechanism
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Figure 2.2.8 (a) shows’a failure node, or a node monitoring component

%ai1ures. We can imagine a seléctive hole at the bottom of the bucket that

Tets only négative flow units through if they ever reach the bottom. A
negative unit and a positive unit cancel each other. The repair node in

Figure 2.2,8 (b) works the same way and lets only positive f1ow out. In either
case, the bucket is initially empty and when it gets full (noda1 release) we
empty it and start over again.

Let us now Took at the examples in Figure 2.2.9.

(a) ' (b) (e)

‘Figure 2.2.9 Examples of input side of nodes

Figure 2.2.9 (a) shows a failure node with two types of incoming arcs.
Assume that activity type 1 is completed at times 1, 3, 5, and 6 and acti-
vity type -1 is completed at times 2, 4, 7, and 8. Let us observe how

the current value of the release counter, M, changes over time.

O
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consideration since the simulation run stops when the sink node is released.
Node release counters are initialized to their correspohding N1 values at the
beginning of each run. The examples in Figure 2.2.10 illustrate further the
node release mechanism. Computer results for two simulation runs are given

in Figures 2.2.11-15. They show that for a source node, N1 is irrelevant a&q

for a sink node, N2 is irrelevant. Notice that for the example #5, the simu- .

lation is abnormally terminated; can you see why?

t ~ u(0, 10)
t=0 1 t=0 2’
L#1 4
2 1
t=0 1 t=0 2 o
>4 A\

#2
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The node is released ai time 6 and its release counter is immediately

the release counter. In
Line (a). Note that the ncde is released for the first time at 1 and at time

8 a second time.

At time 7, completion of activity type (-1) does not decrement

line (b) activity completions are the same as in

Time 0o 1 2 3 4 5 6 7 8

H ' 1 H H [ . :

T
Completion of X : % i x x : .
activity type (1) ; : g ; § 5 ?
Completion of 3 < ! i 3 E Lo
Activity type (-1) ; : ! 5 | ; ; \

b 5 P P f
Current value : ; : ' i = . X
of release counter|2—>l—s2—pl—2——p1-—n0:2-92—p?

(a) E ! § 3 E o $

Current value of 5 § § ! § ; o
re\ea(\sc)a counter |l 0:-2 =l =2y =l =2 22 =1y, 0:-2
for (b

Any release descrip

tors can be combined with negative type activities

and negative node release counters. The response descriptor applies to both

types of activities. The node shown in Figure 2.2,9 (c) will be released for

the first time when both negative type activities are completed, and these

arcs are not counterbalanced by the cohp1etion of other activities. For

subsequent releases nonnegative type activity comp]etions are required. Source;

sink and statistics nodes may have N1 and/or N2 negative. However, for a

source node the value of N1 does not play any role and it is usually taken

to be zero. Similarly, for a sink node, the value of N2 is not taken into
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A run corresponds to one complete independent simulation of a network model.

Two simulation runs are independent in the sense that they use two independent
sequences of random numbers. The user specifies the starting seed for random
number generation for the first run and the program uses the random number that
was sampled last at the completion of the first run, as a starting seed for the
next run. The final results (see computer output) summarize the statistics
accumulated over all the runs. A simulation run can normally be terminated in
two ways:

» & sink node has been released (that is the case in examples 1 through 4)

or,

the T2 or C2 criterion of a C-node has been satisfied (this is explained

in the next section).

It can also be abnormally terminated in two ways:
- an error has been detected in the model or in the program, inwhich case

an appropriate message is given (that is the case in example 5), or
- the limits on the execution time or the output space specified in the

job control language cards (specific to the computer installation) has

been violated. An appropriate message is also printed.
Various options for defining a run are used in examples 1 through,s; and the
reader should compare them. For each example, the computer output includes an
event trace for run 1, an event trace for run 2, and the final results for both
runs. The tracing option is included in the GRASP program to facilitate the
user in validating his model. Basically, it consists of pr?nting the nodes and
arcs affected at each event during certain intervals of the simulation. There

are 3 ways the user can request such a tracing:

Sk oA S Wi
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a) Specify the run number to start tracing, NSTR, and the run number to
end tracing, NETR. The program will print node and arc characteristics
at each event during the specified simulation runs.

b) Specify the time to begin tracing, TSTR, and the time to end tracing,
TETR. The program will print the same information as in case a) at each
event between TSTR and TETR, during all the simulation runs.

¢) Specify NSTR, NETR, TSTR and TETR. The program will trace whatever
happens between TSTR and TETR for the specified runs.

The program expects en input that NETR > WNSTR and TETR > TSTR. An error

message is printed otherwise. The tracing option can be summarized as follows:

TSTR NSTR Type of Tracing
0. 0 ne tracing
0 >0 a)
*» 0. | 0 b)
> 0. >0 | c)
. BT s o\
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2.2.4 Special Features

The concepts previously introduced are enough to model most repairable
: systems. Two more features greatly increase the capability of GRASP, These

; concepts are the ability to cause network modifications dynamically during : |

. e

the simulation and the addition of special nodes called C-nodes which can be

e ey

used to monitor accumulated system costs. C-podes characteristics will be

described in the section on statistical collection.’

T T T TR T TR T T T T T e
P v

Network modifications are triggered by the completion of a certain
activity type. Recall that different arcs in the network can have the same . ;
number so that network modification can be triggered by the first completion )
of one of several possible arcs. Symbolism for this mechanism is shown in ; 5
} Figure 2.2.16. ‘ j

(b) (c)

S T R NPt TORR T

= N\ e e e ]

[:] }

Figure 2.2.16 Node Replacement




i
L

In Figure 2.2.16 (a) if any arc with activity number type 3 is
completed, then the output side of node 8 will be replaced by the output side
of node 16. In other words, when node 8 is released the activities from
node 16 will be scheduled instead of those from node 8. The input sides of

node 8 and 16 are not affected. It is customary to omit the input side, as i

in node 16, if it has no input of its own. This is not a requirement, however,
as Figure 2.2.16 (b) illustrates. In this case node 21 has an input of its

own and operates independently of node 9. However, when node 9 is released
after an activity of type 4 has completed, the arcs from node 21 will be o
scheduled. When this happens, it should be noted that it is node 9 that is R
- released, not node 21. In other words, the conditions which determine node |
- release are associated with the input sides, and node replacement affects

- only the output side of nodes.

In both Figures 2.2.16 (a) and (b) the network is permanently modified. |
o Activities from the output side of node 8 will never be scheduled again once
the network is modified. If we want to go back to the original network, we L ;

need to trigger another modification of the network, which will re-insert

nodes 8 and 9, respectively. -  ;

~ Figure 2.2.16 (c) illustrates the procedure. The desired outcome is e i
that when node 2 is released by activity 7, no action be taken. (Trans-
actions are terminated at node 4), If activity 6 releases node 2, then
activities from node 2 are scheduled. This is accomplished by a double R
replacement of nodes 4 and 2. Examining the other examples of Figure - f:fﬁﬂj
2.2.16, it is seen that the replacement arrow always points to the node which | l::
is.inserted by the associated activity type. GRASP processes network :

modifications before it examines the end node of the arc to see if it is i;

released. Thus, when release of node 2 occurs, the output side of node 4




is already in the network instead of the output side of node 2. No
activities are scheduled. This condition will continue until type 6
activity is completed (i.e., the node replacement will remain in effect
until the end of the simulation or until a type 6 activity is completed).
Then, as is indicated by the arrow, the output side of node 2 will be
returned to the network and the activities leaving it scheduled.

One last point, it is possible in 2.2.16 (c) that activity 6 is

4 Activitie; will be scheduled from node 2 as expected.

NOTE: Non-positive activity numbers cannot be

used to facilitate network modifications.

Hence, 6iily positive activity types can be

used to cause network modifications.

: ' 2.2.5 Examples of Network Modifications:

The ability to cause network modifications during a simulation run
is an important feature that deserves more attention. Its misuse can
cause errors in the model that may be hard for a beginner to detect. The
examples below illustrate different cases of node replacements. They are
artificial and do not correspond to any reliability system. Their purpose

is just to show how the node replacement really works.

41

completed and node 2 is already in the network. This causes no difficulty.
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Example TIED 1: With Simultaneous Arc Completions: "
This model 1llustrates the effect of two simultaneous arc completions ﬂ*

on a node replacement. In the GRASP diagram represented below, all the
arcs have a duration equal to zero except arc (3, 5). Arcs (5, 3) and
(5, 2) which are identified with numbers 1 and 2 respectively, terminate

at the same time. Because of this, the replacement of node 3 by node 4

cannot occur,
1\ 1

4 V
1_4/ 1

.
0| |m

S T

(5, 3) and (5, 2) terminate at the same time and they both release nodes 3 ; j

| | P
; - 1“ £=0 %(.;6 f . {

t
t=0 m

IO Mt v Rt e

2]

Figure 2.2.17

t=0

St i, achet it

The results are shown in Figure 2.2.18. Notice that no shatistics

were recorded at node 7. The event trace for this run shows some interest- ﬁ. | i

i

ing points. Node 3 is released at time 0. Since arc number 1 is not come
pleted yet, arc (3, 5) is scheduled. At time t = 1, node 5 is released.

Avc (5, 6) decreases the release counter of node 6 from 5 to 4. Arcs

[~

and 2 respectively. They are ranked in the event file as (5, 3) first and

e
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and (5, 2) second. This is'keflected in the event trace by a duration
equal to .953674 E - 5 for arc (5, 2). At time 1 node 3 is released
twice, the first time by arc (5, 3) and the second time by arc (2, 3).
At time 2, two arcs hit node 5, that is why its release counter drops to

-1. It is released just once and the same cycle starts again.

Example TIED 2: Misuse of the Node Replacement Option

)

4
IM|
. Y

El{ l@

|

|

2\ t=1 \/l/j«wo ANE
/ N\

Figure 2.2.19

- A node N with no arc going out of it, does not have a file of its ocwn
in the array NSET/QSET, and therefore MFE(N), which indicates the starting
focation of its file, is zero. This does not cause a problem when N is a

sink node or there is no attempt to release the node. Otherwise, the

~ program prints an error message and if the event file is empty, terminates

' abnormally. The computer results are shown in Figure 2.2.20. Only file 2

status is shown. The point of this example is to illustrate a kind of
modeling error that should be avoided.
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The arc durations in this example are chosen in such a way that.ties
occur in all combinations of completions of arcs numbered 1 through 4.

The GRASP diagram is shown in Figure 2.2.21.

In the actual replacements of node 3 by node 5, arcs identified with
numbers 1 and 2 are assumed to be equivalent, So are the arcs numbered 3
and 4. In Figure 2.2.21, arcs numbered 1 are: (7, 8) and (11, 12). Only
one arc is identified with number 2, that is (8, 7}, and only one arc is
identified with number 3; that is (9, 10). Two arcs are identified with
number 4: (10, 9) and (13, 14). The computer results are shown in Figure
2,2.22. A summary of the node releases is shown in Figure 2.2.23.

If arcs (7, €) and (9, 10) represent for instance failures of different
items, and the repair cf one cannot be substituted for the repair of the
other one, then the model above is no longer valid. The next example

shows how this can be accomplished.
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Figure 2.2.22
Computer Results for the Example in Figure 2.2.21
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ENL OF *AXC END  PARAN. DISTR. COOUNT ELEASE aRc

TIRR §ODT TYPE TYPEZ IYPE s ( ) COUNT PERATION
0.8069008400 1 ) 2 1 ° 0 0 0.0 0.600000E+00
08000008400 3 0 3 1 0 0 0 0.0 0. 2000002+00
0.100000240 1 0 3 1 1 0 0 9 0.0 ¢. 200000E+00
9. 1000002401 0 6 0 10 0 0 0 0.0 0.0
0. 1000008401 0 2 0 10 0 0 0 0.0 0.0
0.1200002¢0 1 2 7 2 1 0 0 0 0.0 0.200000E+00
0. 1600002401 u 9 3 1 0 0 0 0.0 0.400000E400
0.1000002+0 1 1 s 2 1 0 0 0 0.n Ge 2000002400
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0.2000008+0 1 0 2 0 10 0 0 0 0.0 0.0 4
0.200000240 1 3 10 3 1 [ 0 0 0.0 0. 3999992400
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0.300000E+01 0 2 1 1 0 0 0 0.0 0.5999922400 g
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0.3000012401 0 2 0 10 0 0 0 0.0 0.0
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0. 4000002401 1 12 [ 1 0 0 0 0.0 0.39999 32400 , o
0. 8000012401 3 10 3 1 9 0 0 0.0 0.6678722=0% ; :
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0.600001240 1 2 7 2 1 0 0 0 0.0 0.5722052~05 {
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8.6000022+0 1 3 3 ] 1 0 0 0 0.0 0 114G TE=CH ] E E
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Example NDR2: Multiple Node Replacements Z
The model is basicaliy the same as NDR1 except for the first sub- | |
network which is modified as shown in Figure 2.2.24. v
t=0 |
;
1
TRE , N
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1 |
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Figure 2.2.24 AU
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The results from this example are shown in Figures2.2.25-26. The
tracing option allows to make comparisons with the previous example. For

instance, at time 11 the transaction goes thorugh node 6 and not through node 4.
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Computer Results for
the Example in Figure 2.2.24
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ﬁ Example NDR3: Multiple Node Replacements
Y
This example illustrates another case of complex node replacements.
It differs from the previous two examples in the first subnetwork only,
which is represented in Figure 2.2.27.- o
ﬁ X 1
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Figure 2.2.27

The computer results are given in Figure 2.2.28, and a summary of all the
releases of the nodes is provided in Figure 2.2.29. It shows how one node can
be replaced by two other nodes at the same time. That is what happened at times
1, 3, 4 and 9. In these cases, two arcs, namely (6, 2) and (18, 2) terminate
at node 2 at the same time, but node 2 is released just once. Other combinations

of arc completions occur also. Node 3 is replaced by node 5 only at times2, 7

" and 8. It is replaced by node 17 only at time 11 and it is not replaced at all

at times 5, 6 and 10. The reader can verify, using Figure 2.2.29, that the

statistics given in the computer results are correct. -
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Figure 2.2.28
Computer Results for the

Example in Figure 2.2.27
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Example NDR4: Another Misuse of Node Replacements
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Figure 2.2.30

This example illustrates another problem that can occur with the use
of node replacements. It is easy to tell\from the network diagram in Figure
2.2.30 that a completion of arcs numbered 3 and 2 will cause the output of
3 node 17 to be replaced by the output of node 3. Since arc (3, 17) has a
duration equal to zero, this replacement will occur over and over again at
the same time, causing the number of simultaneous arc completions to exceed
 § the maximum allowed. The program detects and prints an error message as
8 shown in Figure 2.2.31. If the time an arc (3, 17) were greater than zero,

then such an error would not have been detected by the program.
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0.6000027+01 0 [ 0 10 0 0 0 0.0 0.0 1
0. 6000022401 o 2 o 10 0 0 0 0.0 0.0 :
, 0.6400012¢01 & ] 3 1 0 0 o 0.0 0. 399988%+00 }
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0.7000022+0 % 0 3 1 0 0 0 0.0 0.40C012840C
0.7000022401 0 4 0 0 0 0 0.0 0.0
. 0.7000022+01 0 2 0 10 ] 0 0 0.0 0.0
: ! 0.720000%+0 1 k] 10 3 1 0 9 0 0.0 0. 199989E+CC g
§ i 047200012401 2 7 2 1 0 9 0 0.0 0.953674E=05 :
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? 0. 8000042401 ° 3 0 10 0 0 0 0.0 0.9536742<-05
; 0.8000082+01 ()} 2 ¢ 10 0 0 0 0.0 0.0
[ 0.8800017¢01 2 7 2 1 0 0 0 0.0 0.3999772+00
0.8800032+01 3 10 3 1 0 0 0 0.0 0. 4000732+0C
0.9000012+0 1 1 8 2 0 0 0 0.0 0. 1999862400 .
0.9000082+01 [ 3 1 0 0 0 0.0 0.2384198-04
0.9000042+01 0 € 0 0 0 0 0.0 0.0
0.9000042¢01 0 2 0 0 0 0 0.0 0.0
0.9600017+01 2 7 2 0 (] 0 0.0 0.5999762+00
09600032401 4 9 3 0 0 0 0.0 0. 1225142-04
0. 1000002 +02 0 3 1 0 0 0 0.0 0. 400011400
0. 1000002+02 0 17 0 0 0 0 0.0 0.0
0. 1000002402 0 8 0 0 0 0 0.0 0.0
0. 1000002 ¢02 0 2 0 0 0 ° 0.0 0.0
0. 1020002+ 02 1 8 2 0 0 0 0.0 0.19997SE+00
0.1080002+02 3 0 3 0 0 0 0.0 0.2000132+00
0. 108000%+02 2 7 2 0 0 0 0.0 0..3999862+00
0.110000%+02 0 3 1 1 0 0 0 0.0 0.2000262+00
0. 1100002402 0 17 0 10 0 0 ] 0.0 0.0 B
0. 110000202 o 17 0 10 0 0 0 0.0 0.0
0.110000E+02 0 1" 0 10 0 0 0 6.0 0.0
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0. 1100002402 (1 17 0. 10 0 0 -0 0.0 .0
0.1100002+02 0 1" 0 10 0 0 0 0.0 0.0
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Other examples of complex node modifications are presented in Figure

E 2.2.32. It is left to the reader to study them and find out in which way i

g they are different.
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2.2,5 Statistics Collection

In develwping a GRASP network, the modeler includes, directly on the

network, nodes for collecting data. Such nodes are referred to as statistics

nodes. Any sink node is automatically a statistics node and any node, except
a source node, may be designated as a statistics node. They behave exactly
as other nodes and the information they collect refers to a time that a
specified node is released. Several types of variables can be defined using
thé release times of a node. Figure 2.2.33 shows a general statistics node,

and T denotes the type of statistics to be collected.

LN

Figure 2.2.33
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T can be one of the following:

F - First statistics: record statistics on time and cost
at first release of node only

A - All statistics: record statistics on time and cost
at all releases of node

B - Between statistics: record statistics on time interval
and cost between releases of the node. The time of
first release is used only as a reference point for the
first value of the time between releases

D - Delay statistics: this statistics relates to the nodes
at which activity completions are accumulated, that is,
nodes for which the number of incoming activity completions
(N], Nz) is greater than one. The dejay time is the time

interval from the first completion of an incoming arc until
the node is released. A delay time is computed each time
a node is released.

C - Accumulator statistics: 1ike "D" statistics, except time
and cost intervals are accumulated in master time and
cost accumulators (for "C" nodes, it is required that N1 =
N2 = 2). Arcs into C-nodes may not have count types, and
C-nodes may not be sink nodes.

M - Mark node: no statistics are collected; every activity
wh;ch Teaves the node is "marked" with the current time
and cost

I - Interval statistics: record statistics on the interval
between the current time and cost and the "marked" by
mark nodes on the incoming activities

Figure 2.2.34 Examples of Statistics Nodes
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As an example of how statistics are maintained by GRASP, consider
Figure 2.2.34 (a). Node 6 collects FIRST or "F" statistics. The first time
node 6 is released in a simulation, the time and the cost at the time of
release are recorded. After the first release, no further data is recorded,
but the node continues to function normally. So, one simulation run causes
one pair of data points to be recorded. Hence, by repeating the simulation,
say for 1000 runs, 1000 pairs of data points are recorded. The program will
automatically compute the mean, standard deviation, minimum and maximum for
the observed data. In addition, histograms of time and cost to first release

of node 6 will be prepared.

Figure 2.2.34 (b) is an example of a node which collects DELAY statistics.

In this case, the statistic recorded is the time (and cost) interval between
the time of the first activity completion at node 7 and the time (cost) when

the node is released. Since node 7 might be released many times in a simula-

~tion run, it is possible that many data points may be recorded during each

run. If the simulation is repeated a number of times, all observations from
all runs are utilized to compute the mean, etc., and to form the histogram.
A restriction on Delay (and Accumulator) nodes is that arcs into these nodes
may not have count types.

Accumulator or "C" nodes are a special kind of Delay node. For Time
statistics, C-nodes ¢ollect the same statistics as Delay nodes. An additional
restrﬁction for C-nodes is that N1 = N2 = 2, The first input will always
activate time (cost) accumulation and the second will terminate collection |
for that collection period. In addition, however, GRASP will maintain a
master C-node accumulator to which all Time intervals collected by all C-nodé;

will be added. ‘Thus, each simulation run will result in one datum being
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recorded in the master Time accumulator. By performing repeated runs,
a mean, standard deviation, and histogram of these acccﬁﬁlated Times will

be produced. Thus, C-nodes permit "adding up" all of the individual data

S e

points recorded by a Delay node. This corresponds to accumulated costs.

The Time statistics recorded and reported at a C-node are identical to those

S R R R

,v that would be produced by a Delay node.

C-nodes also permit accumulation of costs but in a somewhat different

gmeel e o

manner. In this case, the CN parameter on the arcs is used. If a C-node

is associiited with an arc by the CN parameter, then that C-node will collect

T A L

the cost (if that activity each time it completes. A C-node can be assocjated

¥
with more than one activity in the network. Note that the cost feature of Foir g
r the C-node is not keyed by the arcs that are incident to the C-node. The § |
cost feature is related only to the CN parameters. The statistics produced |

by an individual C-node will be the mean, standard deviation, and histogram @

B

of the costs of all arcs that 1ist that C-node in their CN parameter.
Also, a master C-node accumulator for cost is maintained. The master
cost assumulator will msintain a total of all costs recorded by all C-nodes : B ré
in the network. Hence, each simulation run records one datum in the master f,i J:?
cost accumulator, and multipie runs will yield a mean, standard deviation and o
~ histogram of accumulated costs.
It is possible to specify two target values called, T2 and C2, which
are upper limits for the master time and cost accumulators, respectively. {»‘iﬁh
GRASP will Compare the values of the master accumulators with the T2 and C2 i  _ | ]
values. At the end of the simulation, a message will be printed indicating ~,,“”L§
the number of times these values were exceedéd. An option permits the

exceeding of the T2 and/or C2 values to be considered a system failure. f}%;,i
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Hence, excessive accumulated down time or cost can be defined as a system
failure.

ALL and BETWEEN statistics are similar to FIRST and DELAY statistics.
MARK nodes and INTERVAL statistics require some additional comments, however.
If anode is a mark node, then when the node is released, each activity
which leaves the node is "marked" with the release time (and cost). These
activities carry this mark with them throughout the network. For example,
if a marked activity ends at a node and releases it, all activities scheduled
from the end of node carry the same mark. If a marked activity passes through
another mark node, the old mark is destroyed and a new one implanted.

When a marked activity arrives at a node that collects INTERVAL
statistics, the time (and cost) interval from the mark to the I-node is
computed and recorded. The mark is not destroyed by this process. In this
way, it is possib]é to measure the time (and cost) for an activity to traverse

a given portion of a network.

2.3 State Transition Diagram Analysis

State transition diagram analysis goes far beyond an interpretation of
simple block diagram representation. It provides a complete interpreta-
tion of the entire system, and can be used to represent most probabilistic
models. It also provides a systematic way for describing the behavior of a
probabilistic system, under various constraints and assumptians, and also for
checking the validity of any model. This section will explain some of the
basic logic behind GRASP and illustrate how a GRASP network can be described
by a state transition diagram. This section may be skipped without a loss
of “continuity in understandiny the remaining sections. However, it sho&s an

interesting facet of the subject matter which might otherwise be overlooked,
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The following description of a system in terms of its states and
transitions may exhibit technical abstraction in the beginning, but it
also possessesa strong intuitive appeal. A state transition diagram is a
directed network where a node represents a state and an arc represents a
transition from the state at its origin node to the state at its end node,
We first need to look at the states and transitions of a single component.
Assume that whatever the conditions in the system might represent,
a component can be in one of the following states:

Sy = the component is operating

S, = the component is under repair
53 = the component is idle waiting for operation
54 = the component is idle waiting for repair.

S] or S2 are active states and 33 or 54 are inactive (idle states). These
states are sufficient for most modeling purposes and even somg of these may

be inadmissible in particular cases. For instance, if we assuipe that a
component goes into repair as soon as it fails and is put back into operation
as soon as it is repaired, then the idle states S3 and 54 are not needed.

The time during which a component remains in one state, whether it is operat-
ing (S]), under repair (32), waiting for operation (S3) or waiting for repair
(54), can be a fixed constant or a random variable specified by a particular
probability law. When a component exhibits states S.l and 52 only, the state

transition diagram is a very simple network (Figure 2.3.1): -

Figure 2.3.1 State Transition Diagram of a Component
, with States S1 and S2 Only
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The GRASP network corresponding to Figure 2.3.7 is also trivial.
Figure 2.3.2 gives four possible ways to draw a GRASP network equivalent to
tha state transition diagram in Figure 2.3.71, depending upon how we want to

stop the simulation run. In Figure 2.3.1 (a) the simuiation run ends when

(5) ' (02\ TTF ;_m) db 0
/ NIB% \7]

CW

(e) TTR

O’\N\M_> time to
/ stop the
s1mu1at1on

the s1mu1at1on

Figure 2.3.2 GRASP Networks Correspond1ng to the
State Transition Diagram in Figure 2.3.1
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the component gets repaired. If we want to collect meaningful statistics
about failure times and repair times we need to make several runs by specify-
ing multiple runs in the input data.

In Figure 2.3.1 (b) we can make only one run and still achieve the
same results as in Figure 2.3.1 (a) by specifying the number of times we have
a failure by the release counter at node 4.

In Figure 2.3.1 (c) we stop the simulation at a specified time T, by
defin{ng another source (4) and a sink node (5); the arc (4,5) has a length
T. ‘

Figure 2.3.1 (d) is basically the same as Figure 2.3.1 (c). Other
termination criteria can similarly be modeled.

To provide an example of a situation in which a component can be in states
S3 or S4, let us look at the case when a repairman, spare parts, or any other
resource needed for repair may not be available, or sometimes the component
needs to be shipped to a distant repair facility. Similarly, when the component
is repaired, putting it back into operation may involve many activities, and
in these cases time (and cost) consuming arcs need to be added to the network
and considered in collecting the statistics of interest.

Consider another example involving only one component. Assume that when
the component fails it goes immediately into repair if the repairman is not
busy at that time. If the repairman is busy with another task, then we must
wait until he finishes. Assume that we know the probability that the
repairman will be busy at any given time. The state transition diagram is

shown in Figure 2.3.3,
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Figure 2.3.3 State Transition Diagram for One Component
With Repair and Possibly a Waiting Time
Before Going into Repair
The transition from S] to S, means that the component goes into repair as
soon as it fails because the repairman is available at that time. Transition
from S] to S, means that the component has to wait for repair, the repairman
being busy. Transition from 54 to 52 means that the component goes directly

to repair and this occurs only when the repairman becomes available,

" Transition from S2 to S] means that the component is repaired and starts

operating. No;ice that transitions from 84 to S] and from 52 to 84 are not
admissible, and they represent the trivial assumptions that a component does
not stop operating unless it fails and that the repairman does not stop work-
ing until the component is repaired. Although these assumptions are not
explicitly stated at the beginning, they appear clearly in the state transition
diagram. Now let us look at the corresponding GRASP representation. If p,

the probability of thé repairman being busy is known, and the distribution

of the waiting time is also knowh, then we can obtain the equivalent network

in Figure 2.3.4. Sink nodes are not represented because of the various termi-
natibn criteria one can use. They are similar to the ones already considered

in the previous case.
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Figure 2,3.4 Equwalent GRASP Diagrams for a Component with
, Repair and Possibly a Waiting Time before Going

into Repair
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In Figure 2.3.4 (a) node 2 is a source node and arc (2,3) represents the
time until failure. Node 3 has a probabilistic output: arc (3,4) occurs
with probability p (i.e., probability that the repairman is busy) and its
duration is the waiting time. Arc (3,5) occurs with probability (1-p) and
has no duration. Arc (4,5) occurs when the repairman becomes available and
also has no duration. Node 5 is released when at Teast one of the arcs
(3,5) or (4,5) occurs, and in this case only one of them can occur because
of the nature of node 3. Arc (5,2) represents the time to repair the
component.

Figure 2.3.4 (b) differs from Figure 2.3.4 (a) in the duration of the
arcs (3,5), (4,5) and (5,2) as shown in the network.

Figure 2.3.4 (c¢) and Figure 2.3.4 (d) are simplifications of Figures

2.3.4 (a) and (b), respectively, and they are easy to follow. Since the size

of the network depends upon the number of nodes, it is better to select the
equivalent models with a minimum pumber of nodes.

If the probability that the repairman is busy and the waiting time
distributions are not explicitly known, then by including in the model all
the activities in which the repairman is involved we obtain the model in
Figure 2.3.5. However, this network might be only a single part of a
larger network representing all the activities that may keep the repairman
busy when he is needed.

TTR

Time for repéirman to
finish his other tasks

Figure 2.3.5 One Component with Repair, and Possibly Waiting
for Repair if the Repairman is not Available
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When a system has more than cne component, its states are a function of
the states of its individual comporents and the transitions between the
states depend on the structural configuration of the components. For a
system with two components A and B, a state of the system is characterized
by the couple state (SA,SB), where SA is the state of component A and SB is
the state of component B. Without ary confusion we can obtain the state of
the system as merely the couple (SA’SB)‘ One need not distinguish between
(SA.SB) and (SB, SA). If A can be in 2 states A1 (operating) or A, (under
repair), and B can similarly be in 3 (operating) and B, (under repair), then

the system can have the following states:

(A], B1) = both A and B are operating
(A1,_Bz) = A is operating and B is under repair
(AZ’ B1) = A is under repair and B is operating

(AZ’ Bz) = Both A and B are under repair.

The actual meaning or interpretation of these states depends on the
logical configuration of the system (parallel, series, standby). The
transitions between these states occur whenever the state of at least one
component changes. However, in practically all real life situations, the
probability that two or more changes in the states of the components occur
at the same point in time is negligible. For instance, in a system involving
two components, it is assumed that the components cannot fail simultaneously
or ge% repaired simultaneously; all these events must be different. This is
particularly true when life time and repair time distributions are

continuous. For this reason, it is one of the major assumptions in the

design of the GRASP program that events do not occur exactly simultaneously.
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Some of the GRASP models in the next section may not be valid if the assump- 1

tion above does not hold. If we are dealing with discrete probability 5

distribut.ons, or if for any reason it is suspected that the probability that f

two or more components change their states at the same time, then these A ;

f combination events would need to be explicitly considered. However, with a é

E Tittle more effort it is not difficult to extend these models to handle 5

L'g such situations. ' 1

i

- i

: L

| ;

R

i 3
8
'; !

- g

1 Y

g ' £
0 o i Q & NG ki it af




5 S

SN

Py " T e g oY

76

SECTION 3
GRASP MODELS OF COMMON RELIABILITY SYSTEMS

Several network examples which illustrate the capabilities of GRASP
will now be presented and explained. Further documentation related to data
input and output from the GRASP simulations will be presented in Section 4.
Commonly encountered configurations are first presented. Depending upon the
underiying assumptions and the type of statistics that need to be collected,
several different GRASP models can be built from the same reliability block
diagram. For some exampiz% there may be several equivalent GRASP networks,
in which case the model with the least number of nodes will be selected.
The staie transition approach will be used to describe some of the models.
Once the networks shown in this section are understood, they can be considered
as standard GRASP networks that can be utilized directly in modeiing more
complex systems. Models for simple examples with no repair and replacement
are first presented. These simple models are then progressively extended
to other familiar reliability configurations and the state transition diagram
analysis will prove to be very helpful in describing and validating the GRASP

models.

3.1 Simple Systems with No Repair or Replacement

Case 1: n Units in Series with Known Failure Probabilities

No fzilure distributions are needed because during the given mission
time: the failure probabilities are known. Figure 3.1.1 (a) shows the
reliability block diagram and is self-explanatory. Part (b) shows the

corresponding GRASP network.
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‘ Figure 3.1.1 n Simple Units in Series

Each of the Nodes 2, 3, ..., nt]l corresponds to a compenent; Node 2
is also a source node. Notice the probabilistic output corresponding to
5 whether a unit fails or not. There are two sink nodes. A simulation run
i that ends at néde (n+2) indicates that the system did not fail. If termination

is at node (n+3), it indicates that the system failed because at least one

B & \
PRI SN W T T I T S T

unit failed.
The duration of every arc is taken to be zero and the model is independent g

of what types of statistics are to be collected at the sink nodes. First

statistics are shown in the figure for completeness only. By specifying a : g

large number of runs, we can determine the reliability of the system as being

A

the ratio of the number of times node (n+2) was released to the number of : E

runs. Figure 3.1.2 shows another equivalent GRASP network with n source

D

nodes and 2 sink nodes.
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n+: syst.
‘ failure
n+2
/ 1
Figure 3.1.2 Another GRASP Network for
n Simple Units in Series
It is obvious that a better way to determine reliability, R, of such a
n n
eystem is to analytically compute it directly as R = 1 -;Er (1-Ri) = ] -;EE Pis

R; being the reliability of unit i. The purpose of this example is to

illustrate the .GRASP modeling concepts.

Case 2: M Units in Series with Random Failure Times
A11 units start operating at the same time and the system fails if any

one unit fails., The time between failures for each unit is represented by an

“arc from node 2 to node 3 in Figure 3.1.3. The duration of the arcs are

generated from the failure time distributions of the units.
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n+2

n+3

n+2

n+2

Figure 3.1.5 Another Network férn Simple
Units in Parallel
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Case 3: n Units in Parallel with Known Failure Probabilities

The system fails if all units fail. This case is similar to case 1.
The only difference between the GRASP networks in Figures 3.1.1 (b) and 3.1.4 (b)
is in the way the probabilities are assigned to the output sides of nodes 2, 3,
...y Nt1, and in the meaning of nodes (n+2) and (n+3). Apart from the
probabilities assigned to the arcs, the network looks exactly the same as in
Figure 3.1.1 (b) for the first case. When node (n+3) is released, this
means that the system did not fail. Node (n+2) is released only if all units
fail and this indicates a system failure. Figure 3.1.4 (c) shows another
GRASP network that is also very similar to Figure 3.1.1 (b) and Figure 3.1.4 (b).
NOdes, (n+2) and (n+3) play the same role as in Figure 3.1.1 (b) (i.e., reliability
estimation is based on fhe number of releases of node (n+2)). The probabilities
on the output sides of nodes 2, 3, ..., n*l remain the same as in Figure
3.1.1 (b). The release counter of node (n+3).is modified such that the node
is released only if we have n incoming arc completions, which correspond to
a system failure.

Another equivalent network can also be cbtained by interchanging nodes
(n+2) and (n+3) in the network shown in Figure 3.1.2. The resulting network
is shown in Figure 3.1.5. Notice that the only difference compared to
Figure 3.1.2 is in the meaning of the releases of nodes (n+2) and (n+3).
Other equivélent networks corresponding to cases 1 and 2 can easily be

found.
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Case 4: n Units in Parallel with Random Failure Times

$ This case is very similar to case 2. The release counter of node 3
' is n, meaning that the system fails only if all units fail. This case is \
represented in Figure 3.1.6.
)
E
;‘ -l (.
= (a) | 211 !
@ 5 ] | i
o ' N ‘
yVay |
:
E =
| =
|
‘ (b)
]
£
Figure 3.1.6 n Units in Parallel with
Sampled Failure Times
! 1
Case 5: Example of a k-out-of:r system : 4
A k-out-of-n system is a system that fails only if k units fail. As ;
in the previous examples, we can identify two inodels depending on whether
the probabilities of failure of the components are explicitly known or only R

the life time distributions are known. The first model is shown in Figure
3.1.7, and the second in Figure 3.1.8. Note that a block diagram for such

a systemkWOuld be very cumbersome, while the GRASP network uses the same

number of nodes as in the previous models.
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. failure
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!

: Figure 3.1.7 A k-out-of-n system, Known Probabilities
i » of Failure
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;' Figure 3.1.8 A k-out-of-n System with Sampled |
Failure Times
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3.2 Simple Systems with Replacement, No Repair ; f
In each of the following examples we assume that one has access to a ? j
finite pool of spare units, and that failed units are replaced through a ; ;
switching mechanism with a probability of failure and/or a delay in its \ %
functioning. Failures are also assumed to be independent. i
]
Case 1: One Unit, n Identical Spares and Perfect Switching %
If the probability of failure of each unit is known, we obtain the model %
shown in Figure 3.2.1. ;

(a)

vl N D> ose~-—
o = Ll

{\ | %
OAAM—» 2 (1-p) . db | i
b f ‘ ” O
(b) \\\\\\\\\\‘& ! ‘lﬂ -
@0 |

L N ~ e |,

Figure 3.2.1 One Unit With n Spares, Perfect Switching
~ and Known Probabilities of Failure
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Let p be the probability of failure of a unit. In the GRASP network, node
5 is released if at least one unit did not fail. We can analytically compute
the probability that this will occur; that is (1 - p"+1). By performing
multiple simulation runs, this result is estimated by the ratio of the number
of times node 5 is released to the total number of runs. This result should
be close to the theoretical value. Each time a failure occurs, the release
counter of node 4 is decremented by one, and this node is released when all
units fail (release counter equal to zero).

If we are required to use the failure rate density function of each unit
we obtain the equivalent network shown in Figure 3.2.2. The release counter
of node 4 in Figure 3.2.2 (a) is initially set ton+l because we havela total

of n+1 units, and the release counter is decremented each time a unit fails.

Time delay of the switch =0

lifetine (|, ) ool
of a unit ~\ 1 ‘%;“iil O

(

(a)

TTF

(b)O~wn—F1—12 ’ ;r:IZ 3 V—O

Figure 3.2.2 One Unit with n Spares, Perfect
Switching and Known Lifetime Distribution
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The duration of arc (2,3) is the lifetime -of the unit which is sampled from

a known assumed distribution. Arc (3,2) corresponds to the rep1acemént
activity and has a zero duration. Arc (3,4) has also a zero duration. We

can reduce the number of nodes from 3 to 2 for this model as shown in Figure
3.2.2 (b). Ndde 3 is now a sink node and its release counter is initially

n+2 . The life cycle of a component is represented by the self loop (2,2).
Since arc (2,3) has no duration, the released couriter at node 3 is decremented
to n+l at time zero. Subsequent decreases of the release counter occur each

time a unit fails.

Case 2: One Unit, Identical Spares and Imperfect Switching

The difference in this example and case 1 is that when a unit fails,
an automatic switch that executes the replacement can fail. We assume that
when a switch fails, another switch corresponding to another unit is
triggered; if the new switch fails again, the replacement process is again
repeated until'the last spare unit is reached (parallel redundancy). Ancther

arbitrary assumption is that all switches are equivalent and that when a switch

T

\_ (1-q)

Figure 3.2.3 One Unit, n Spares, Switching Subject to
Failure and Snut-off Capability '
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fails, the corresponding unit cannot be used although it is good. For this
case we can identify several models. Figure 3.2.3 shows a network where
probabilities of failure are known. p is the probability that a unit fails,
and q is the probability that a switch fails. The branching from node 2
corresponds to whether the unit fails or not. A1l arcs in the network have
zero duration. If the unit does not fail, (the probability for this is 1-p)

then 'the branch (2,6) is selected and node 6 is released, indicating that the

system performed successfully. If the unit fails, (this occurs with probability
p) then arc (2,3) is selected. Node 3 has a deterministic output and it

i ‘ generates arcs (3,4) and (3,8). HNode 8 is a sink node that indicates a system
faildre due to the failure of all units. Its release counter is decreased

by one every time the system experiences a failure of one unit. The initial
value of its release counter is n+] because there is a total of n+l units in

: the system. Arc (3,4) corresponds to the instantaneous switching mechanism.

The probabilistic output at node 4 corresponds to the possibility of failure

D S

in the switching mechanism. If the switch fails, arc (4,5) is selected; then
node 5 is released and activates arcs (5,3) and (5,7). The purpose of arc
(5,3) is to trigger another switch, and the purpose of arc (3,7) is to

stop the simulation run when the last switch fails. One is subtracted from
the release counter at node 7, which is initially n every time a switch
fails, so that the release of node 7 indicates a system failureudue to the
» failure of the first unit and all the switches.

% ; Tt is easy to see how Figure 3.2.3 can be modified in order to ac-

i ; ‘ commodate other assumptions abqut the system. Let us assume that when a

E switch fails, the corresponding unit can be activated by another switch.

: : Evérything else remains the same. We obtain the network ;hown in Figure
3.2.4, The difference between the two networks is in the way the release

counter at node 8 decreases. In Figure 3.2.3 one is subtracted from the

S SO U T S A R L R s e B MM s bs a0 e oot e o s e sl i e rhn e e mmt s e T e e e e g e T
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release counter every time | unit or a switch fails, while in Figure 3.2.4

this is done only when a unit fails.

Figure 3.2.4 One Unit, n Spares, Switching
Subject to Failure, No Shut Off

Before looking at other examples, let us see how the network would be
formed if instead of having the probabilities of failure of the units
explicitly specified, we only know their lifetime distribution. This is
assumed the same for all units since they are identical. As above, we first
construct the network corresponding to the assumption that a switch failure
shuts the corresponding unit off. Referring to Figure 3.2.5, arc (2,3)
represents the life time of a unit and is the only arc with a non-zero time
duratth. Upon failure of a unit, automatic replacement is triggered by a
switch which has a probability of failure as shown by the probabilistic out-
put of node 3. WNotice that one is subtracted from the release counter of
node 6 whenever a switch fails, and from the release counter of node 7
whénever‘a,switch or a unit fails. If we want to model the situation where

a switch failure does not shut the corresponding unit off, we only need to

remove arc (4,7) from the network in Figure 3.2.5 so that the release counter

e B T T S

87

R TR T O T

s g s

e e v g
I PP N L P . S

T P W




PRTEPURPP R

S CTS U

RSNV S

| GD Lifetine
[ of the unit <q-1

ek o o oaid T veu

| 2
ORIGINAL PAGE IS
} %i OF POOR QUALITY
i
F
i of node 7 is decreased by one only when a unit fails.

3

9/ switch
failure

Figure 3.2.5 One Unit, n Spares, Switching is Subject
to Failure, Life Time Distribution is Known

Case 3: One Unit, n Identical Spares, Switching with Delay

As before, we first look at the situation where the probabilities of
failure are known. The switches are not subject to failure and they are
identical (i.e., the distribution of the time delay is the same for all
switches). Let p be the probability of failure of a unit. It is easy to
see that the GRASP network in Figure 3.2.6 is exactly the same as in the first
case, Figure 3.2.1 (b), with arc (2,3) now having a duration which is the
time delay of the switch. We can collect statistics on system down time by
collecting delay statistics at node 3. The type of statistics to be collected
is not shown in the network. The description of the rest of the network is
the same as in case 1, and does not need to be repeated. If the failure
probabilities are not explicitly given and the 1life time'distribution of the -

units are known, little needs to be changed from the model in case 1 in order

to include the switch delay requirements. The model is shown in Figure 3.2.7
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,l\

and we can notice that it is basically the same as in Figure 3.2.2 (a). =

—p : iE::}-—vvv--4D ; x
?‘—’M . | {

Figure 3.2.6 One Unit,n Spares, Switching o ]

with Delay, Known Failure Probabilities « :

" 4

The only difference is that the duration of arc (3,2) is now the time delay 9
of the switching mechanism. ' s
P s

1

Delay # O ;

1

OM'_’[z Lifetime#g@ A SRR

i : 9

W “\n+

Figure 3.2.7 One Unit,n Spares, Switching with
Delay, Known Lifetime Distribution
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Notice that in the network of Figure 3.2.7 we can collect statistics on
failure times of the units at node 3, but we cannot directly collect
statistics on delays at node 2 because this node is already a source node.

It is easy to modify the network by adding one node to collect this data if

such statistics are needed.

Case 4: One Unit, n Spares, Switching with Delay and Possibly Failure

This case combines the previous two cases. Depending upon the assumptions
made, we can identify different models.

If we assume that the failure probabilities are known and that a switch
shuts a unit off upon failure, then we obtain the network in Figure 3.2.8,
which'is the same as that of Figure 3.2.3. The switching delay is specified
as the duration of arc (3,4). There are alternate ways to model the delay.

For instance we can specify it as the duration of arc (2,3) and (5,3).

) (]-P) __,@Mo
o/vvu——7; ] 2

Figure 3.2.8 One Unit, N Spares, Switching Subject to
Delay, Possibly a Failure and With Shut-off
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If we assume that a switch failure does not shut a unit off, and everything
else is as in the previous model, we obtain the network shown in Figure 3.2.11.

Notice that it is an extension of the network given in Figure 3.2.4. Arc (3,4)

and (3,5) have now non-zero durations and they represent the switching delay. ;
There are also other ways to represent this delay. The interpretation of other ;
i

nodes and arcs in this network is the same as in the network in Figure 3.2.4.

Del "‘I

Delay

(1-q)
“

Figure 3.2.11 One Unit, n Spares, Switching Subject
to Delay and Failure, No Shut Off

3 e

e eaibdibh 2 i, -

If we are given the 1ifetime distribution instead of the probabilities
of failure, the GRASP network is exactly the same as in Figure 3.2.5. We

only need to specify delay density functions for arcs (3,4) and (3,5).

Case 5: Non-identical units

To end this section on simple models with‘replacement, we now see how

A_‘.‘_.Mw,v
.
X PR T

to handle the case where the system is composed of non-identical units.
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We first look at the situation where the probabilities of failure are known.
We will only extend the case 1 example for illustrative purposes. Reguire-
ments from cases 2, 3 and 4 can be added to the new model without any probiem.

Let P4 be the probability of failure of unit i, i=1, ..., ntl. Since
the units are assumed non-identical, the pi‘s are not all equal. The
laternatives, failure or non-failure of thé uiiit, were represented previously
by a single node with a probabilistic output. Since the probabilities of

failure now differ, we need one such node for each unit. One way to model

such a system is shown in Figure 3.2.12.

o e wm e e wm e

Figure 3.2.12 One Unit, n Non-identical Spares, Perfect
Switching, Known Probabilities of Failure

Notice that Figure 3.2.12 is exactly the same as Figure 3.2.4 (b), apart
from the fact that we have an extra unit. This is due to the fact that the
assumptions made are such that the system behaves exactly like a system
where‘the units are in baraT]e] and are independent. However, for the. pur-
pcsé}of éventua11y including additional requirements in our model, it should
be kept in mind that the systems are different. However, they behave exactly
in the same manner and that is what the GRASP network shows. The following

situation will show this is not true if instead of the probabilities of failure
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the life time distributions are specified. In a parallel system, all items
might fail at the same time and this cannot occur in this model. The GRASP
network is straightforward and is shown in Figure 3.2.13. The duration of
each arc corresponds to the life time of one unit. If two distributions
happen to be the same, the number of nodes in the network can be reduced by
replacing one arc by a self-loop. This will cause the node with a loop to
be ré]eased several times during the simuition. This does not modify the
modeT‘because the subsequent release of a node will not affect the release
of the sink node. As mentioned earlier, the network in Figure 3.2.13 can be

extended in a variety of ways to include additional assumptions and require-

ments' about the system.

]
W@ ;@--—---————» :@ FQ-'-'H'B

~ Figure 3.2.13 'One Unit, N Non-identical Spares, Perfect
Switching, Different Lifetime Distributions
The analysis of systems with more than one unit with replacement is
very similar to the analysis of repairable systems with 2 or more units. The
GRASP model depends mainly upon the configuration of the system; that is,

whether the units are in series, parallel, or standby. Many different models

- can be constructed because one can make a lot of different assumptions about

the same physical configuration, and this parallels the large variety of systems
one can encounter in real life situations. In the next section, we present a

selection of several such models that are fairly representative.
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3.3 Paralle] Systems with Repair

We need only Jook at models of systems with 2 units, since extensions
to models of systems with more than 2 units can easily be obtained. From
the block diagram shown in Figure 3.3.1, we can construct stveral GRASP net-
works depending on the assumptions made. The state transition diagram
anmalysis presented in the previous chapter will be used to validate the

models.

2

R

Figure 3.3.1 Block Diagram for Any System
With Two Units in Parallel

We assume the following:

- components fail compieta(y independently of each other

- a component goes into repair as soon as it fails, and each

component has its own repair facility

- a component starts operating as soon as it is repaired

- a component does not stop operating until it fails.

Before drawing the GRASP network of such a system, it would be helpful
to draw the state transition diagram which is an accurate picture of all
stated assumptions. Let A and B be the components. Each has only two states;
it is either operating or under repair. Let A1, Bl be the operating states
and A2, B2 be the repair states. The system can ﬁhen-be in one of the

following states:
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(A1,BY1) = both units are operating
(A1,B2) System is up
= one unit 15 operating,
(A2,8B1) the other under repair
(A2,82) = both units are under repair; the system is down.

This procedure of representing the state of a system in terms of the states

of its components is used in many reliability analysis, and the order of the

elements in each couple is irrelevant.
(B2,A1).

two or more simultaneous events is negligible.

For instance, (A1,B2) is the same as
Recall that GRASP assumes that the probability of an occurrence of

Hence, we can reasonably

assume that transitions from (A1,B1) to (A2,B2) or from (A1,B2) to (A2,B1)

are not admissible.

responding to these assumptions.

to (A1,B1), and from ( A2,B1) to (A1,B2), are also inadmissible.

Figure 3.3.2 shows the state transition diagram cov-

Notice, also, that transitions from (A2,B2)

The equivalent

GRASP network is obtained from previous networks corresponding to each unit.

D
DA >

Figure 3.3.2 State Transition Diagram for
Two Units in Parallel with Repair

Assume that both units are operating when we start the simulation. Figure

3,3.3 (a) represents unit A. The arcs (2,3) and (3,2) represent the time

between failures, and the time between repairs, respectively. Figure 3.3.3 (b)
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represents Unit B. Arcs (4,5) and (5,4) correspond to the time between .

failures, and the time between repairs for the second unit. To be consistent

with the symbolism introduced earlier, arcs (2,3) and (4,5) are failure oo \

arcs and (3,2) and (5,4) are repair arcs with negative arc types (number).

(a) (3,4)

2 (1.4)

i W

A is repaired

Afais\gﬂ
| .
. B fa1‘ls b System down I

B is repaired o

Figure 3.3.3 Decomposition of a GRASP Network for
2 Units in Para11e1 with Repair

Nodes 3 and 5 are failure nodes and have a positive release counter; nodes 2 S
. N

Since nodes 2 and 4 are also source nodes,

and 4 are repair nodes with N2 = -1,

the initial value of their release counter is N1 = 0. The specification table

A

4

would include the following information for the time to failure and repair ' ;
3

time distributions. The TBF for unit one is Erlang (distribution type 4) with’ g

parameters in parameter set 1. The TBF for unit 2 is Weibull (type 12) with , o ‘ﬁ
‘ T

parameters in parameter set 2, Both repair distributidns are Erlang with R

We need to put parts (a) and (b) in Figure 3.3.3 together,

parameters in set 3.
This node is shown o

and add one more node to indicate when the system is down.

b or T b aA e Kl e
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in Figure 3.3.3 (c). Its release counter indicates how many components must

fail in order to define a system failure. Putting all the pieces together,

we obtain the complete network of the system as shown in Figure 3.3.4.

(3,4)

A o b AR ol

:
3
;
F;
Figure 3.3.4 Two Units ih Parallel
with Repair
It is not indicated what type of statistics are to'be collected at node 6,
and- how the simu]ation_is to be terminated. If repair statistics are also
needed, we have to add a repair node and extend the network of Figure 3;3.4.5
; The resulting network is shown in Figure 3.3.5. }Six nodes are necessary to
E; model the whole system:
E - two nodes indicating whether unit A is up or down

- two nodes indicating whether unit B is up or down

|- two nodes indicating whether the system is up or down
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It may appear that Figure 3.3.5 has too many arcs. We can usually reduce
the number of arcs by adding more nodes to the network, but we have to keep
in mind that the size of the network is mainly determined by the number of
nodes. To validate this model we have to make sure that nodes 6 and 7 are
released only when necessary. For this goal we need to refer to the state
transition diagram in Figure 3.3.2 and look at the changes in the release
counters for each admissible transition. The starting state is obviously
(A1,B1). By referring to the state transition diagram, we have two possible

transitions from this state; to the state (A1,B2) or the state (A2,B1).

Figure 3.3.5 Two Units in Parallel
with Repair
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Since the release counters at nodes 2, 3, 4 and 5 are initialized to (+1)

or (-1), these nodes are released every time an incoming arc is completed.

Hence, we only need to look at the release of nodes 6 and 7. When the simula-

tion is started, nodes 2 and 4 are released and all arcs emanating from these

nodes are scheduled. Arcs (2,3), (4,5), (3,2) and (5,4) are the only arcs
with a non-zero t{me duration. When node 2 is released, N1 at node 7 changes
from -2 to -1, and at node 6, N1 remains equal to 3. Node 4 is released at
the same time, but the program schedules the arcs out of node 4 after the
arcs out of node 2 if the input data for node 2 is read before node 4 (see
data input section). This, however, does not make any difference when node

4 is released, arc (4,6) has no effect on N1 at node 6, which remains equal
to 3, and arc (4,7) changes N1 from -1 to 0, causing node 7 to be released.
Its release counter is then reset to N2 = -2, and arc (7,6) causes N1 to
decrease from 3 to 2 at node 6. The simulation starius with the system being
in the state (A1,B1) and the release counters at nodes 6 and 7 being equal

to 2 and -2, respectively. N1 is different from N2 at node 6 because we want
to start the simulation by releasing node 7. The release of node 7 at time 0
means that we start the simulation with thevsystem just being repaired. This
does not violate any of the assumptions of the system, and the same network
can be used if the simulation starts with both items down or in any othgr
state. Only N1 needs to be initia]ized differently for nodes 6 and 7. Once
the simulation is started, release counters change only at the disturbing
events of the system (i.e., an item fails or gets repaired). Referring to
each transition in the state transition diagram (Figure 3.3.2),‘we can sum-
marize the changes in the ré1ease counters of nodes 6 and 7. In each of'the

following tables the first column indicates the node numbers, and the second

[
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column the changes in the release counters. Each change is represented by an

arrow corresponding to the arc that caused the change, with the origin of the

are reported on the arrow. A letter R in the arrow indicates a reset of the \
release counter.
{
L
(A1,B1) ——> (A1,B2) (A1,81) ——>(A2,B1)
5 3 , |
6 2—21 6 2—3 51 i
- i
7 2—24 22 7 235 .2 ‘4
I ]
| | ;
(A1,82) ———> (A1,81) (A1,82) ———>(A2,8B2) -]
. |
| 6 11— 6 1—30 Ry -
} 7 2454 7 23y by |
1
(A2,81)———> (A1,B1) (A2,81) ——>(A2,B2) |
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Notice that the states ( A1,B2) and ( A2,B1) are equivalent. This implies

: that the corresponding values of the release counters at nodes 6 and 7 are

the same. However, identica? values of the release counters at two dif-

i
;

ferent states does not imply that these states are equivalent. For instance,
the release counter values are the same for the states (A1,Bl1) and (A2,82),

although these states are obviously different. This is due to the fact that |
the nature of the next disturbing event is different depending upon whether
we are in state (A1,B1) or (A2,B2). The network shown in Figure 3.3.5 is

obviously not unique. It is not difficult to verify that the network given
in Figure 3.3.6 is also valid. It uses the network modification capacility

and it may be easier to follow because it is less dense than the network in

; Figure 3.3.5. We can also find other equivalent verisions of networks for f

the system under the same assumptions. ﬂ @ :
| Syst. -

o repaired
f w__,@ T8F1__ ;G
?
4 ,
2 N\ w2 /7
° é/ N i

B R e A

in Parallel

i S R A kot e

|
|

e ——

Figure 3.3.6 GRASP Network for 2 Units é ‘




g It is also possible to have other models by relaxing model assumptions.

The network in Figure 3,3.5 can easily be modified to include the following

situations:

f - the failure of one item causes the other i%im to stop functioning

L' without being failed. The system starts functioning againéas soon

F as the failed item is repaired.

r - The failure of one item causes the other item to fail with a known
probability. However, only one needs to be repaired in order for
the system to function again.

- only one repair facility is available for both items

= any combination of the assumptions above.

3.4 Series System with Repair

o As in the previous case, depending upon the modeling assumptions, several

equivalent GRASP models can be built from the same block diagram. It is also

E‘ sufficient to study systems with only two components. The block diagram is
‘ shown in Figure 3.4.1 and since we have only two units, it does not convey
a great deal of information about the system operation characteristics. Hence,
we need to state the assumptions under which the GRASP model will be constructed.
These are: | o
- components fail independently of each other
; - two repair facilities are available so that a component goes into
repair as soon as it fails
- a component starts operating as soon as it is repaired even if the
system is still down
- a component does not stop operating until it individually fails.
In other words, a component keeps operating even if the system is
down. This is a common assumption for systems such as aircraft

operational system.
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Figure 3.4.1 Block Djagram for Any System
with 2 Units in Series

Notice that these assumptions are exactly the same as the ones made
for a system with two units in parallel. In the parallel system, both units
must be down in order for the system to be down and once the system has
fajled, only one unit needs to be repaired in order for the system to be
repaired. In a series system, if both components are down, both units need
to be repaired in order for the system to be repaired. Similarly, if the
systeh is operating it goes down if one unit goes down. This dichotomy between
a parallel system with repair and a series system with repair makes them very
similar. This will become apparent in the representation of the transitjon
diagrams and their corresponding GRASP networks. States are defined as Sefore,

but their inteﬁpretation is slightly different.

(A1,B1) = both units are operating; system is up

(A1,B2) _ one unit is operating; the other

(A2,B1) {:- unit is under repair system is down.
(A2,B2) = both units are under repair

The staté transition diagram is exactly the same as for the parallel

system, and does not need to be presented. Hence; we will also refer to

Figure 3.3.2 as the state transition diagram for a series system. Proceeding
as in the parallel system, we obtain the network in Figure 3.4.2. We assume

that the simulation starts with both items operating. We have as before:
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2 nodes representing the states of item A
2 nodes representing the states of item § TR
2 nodes representing the states of the whole system
The network in Figure 3.4.2 differs from the network for a parallel system
(Figure 3.3.5) only in the way the release sounters for first release are
initialized at nodes 6 and 7.
1
?
’ o—rn— {0 System 4
. | -1} : repaired .
E |
@
|
! 4
' 4
| (0 1 y |
P 1 A o
O~ AN—> > 5 : § > System P
W % down P
3 Figure 3.4.2 Two Units in Series with Repair q
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The simulation starts with the release of wodes 2 and 4. At the time, the
release counter of node 7 is -1 and the one fo~ node 6 remains unchanged.!
The starting state is (A1,B1). To validate the model we will proceed as

before; examine the changes in the release counters for each transition.

(A1,B1) —— (A1,B2) (A1B1) ——(A2,81)

6 —5 50 —Ryp | 6 130k
7. 4,5>-2 6,1 “ A R !
(A1,B2) ————> (A1,81) (A1,82)———»(A2,B2)

6 2 —4—yp Ly 6 2 —3

7 450 —5-an 7 2y .2
(A2,B1) ———>(A1,B1) (A2,B1) ~——> (A2,B2)

6 2 —2 57 1 6 25,

7 =20 R 7 =5,
(A2,B2) ——> (A1,82) (A2,82) ——-> (A2,81)

6 1—20 | 6 s 2

7 22y 7 a2 -2y

- e - - g —— ™ i A s s L . L s S e At 2
S S = s i L o s 3 Mk giha<s 7 "
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After the first release of node 7, the state (A1,B1) corresponds to the values

of 1 and -2 in the release counter of nodes 6 and 7. respectively. Starting
& from this state a second time, it is easy to verify that at the next states

i v
,f (A1,82) and (A2,B1) the release counters contain the same values as above. i
Hence, there is no need to go through the remaining transitions. 3

(A1,81)——(A1,82) (A1,81) —>(A2,81)

6 11— 0 Ry 2 6 1—35 0 R0

e e s ek . e Pe

%hrough this analysis we see that there is no way for node 6 tc be
released unless the system goes down; and there is no way for node 7 to be . T
released unless the system gets repaired. As in the parallel case, states
(A1,B2) and (A2,B1) have the same effect on the system. It is possible ;

to have other equivalent networks, Figure 3.4,3 shows one such network that

uses a network modification scheme for the repair node instead of a node with

a negative release count. Each network has its own merits, and it is up to
the user to choose the one that appears more underitandable.
The previous assumptions can be relaxed as in the parallel system's ‘A

case, and there are also different ways to extend the model. 5 :
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System
repaired

System
down

;f Figure 3.4.3 Two Units in Series
| With Repair

? 3.5 Standby Redundancy
| This model is depicted by the block diagram in Figure 3,5.1. The

system operates with only one unit. As soon as this unit fails, the redundant
unit takes over. Hence, the system goes down only if both units are in a_
failed state, -

-
(ayind
-

|
|
)

]

£

Figure 3.5.1 A One Unit Standby
Redundant System

RSt 5

We make the following assumptions:
- a unit cannot fail when it is in a stand-by redundant position, and it

¥

S - remains inactive until the other unit fails

ok W e
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- the switch-over is perfect (no failure, no delay)
- when a unit fails, it goes immediately into repair ;!r@
- when a unit is repaired, it stays in a stand-by position if the

system is operating, and starts operating if the "up" component

fails

- the performance of the system is the same whichever unit is operat-
ing.
Such a system is often called a "cold" stand-by system in contrast
to the system where the redundant unit can fail, which is called a "warm"
or active system.

Given the above assumption, we can identify the following states for

each unit:

A1 (B1) the unit A (B) is operating
A2 (B2) the unit A (B) is under repair
A3 (B3) ' the unit is in a redundant position.

It may help to look at the behavior of an inidivdual component before
examining the combined system. Figure 3.5.2 shows the state transition

diagram for component A and Figure 3.5.3 shows the corresponding GRASP model.

Figure 3.5.2 State Transition Diagram for One
Component in a 2-component Stand-by
System
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It is easy to see in Figure 3.5.2 why the transitions from Al to A3 and

from A3 to A2 are not admissible. The network in Figure 3.5.3 has 3

nodes corresponding to the 3 states of the copmonent, and it will be included
in the network representing the entire system. Taken by itself, we see

that only 3 arcs are needed to represent how long a component stays in one

state.

Time inwstandby

Figure 3.5.3 GRASP Network Corresponding
to Figure 3.5.2

From the states of the individual components, we can identify the following

admissible states for the entire system.

(A1,83) unit A is operating
B is redundant

(A3,B1) A is redundant

‘ B is operating
' y System is up
(A2,8B1) A is under repair

B is operating
(A1,8B2) A is operating
B 95 under repair J
(A2,82) Both A and B are  System is down

under repair

Because of the configuration of the system, it is easy to visualize why

the other states, such as (A1,B1), are not admissible.
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There is no real problem identifying all admissible transitions, and the ;

, 3

state transition diagram of the whole system is given by Figure 3.5.4 Only O

| 8 transitions (excluding transitions for which 2 everts occur at the same time) \ i

? are admissible. i

Al o

] :

' |

|

| |

o

| A2,B1 »A _A3,B1 }
- Figure 3.5.4 State Transition Diagram of a

‘ ; Cold Stand-by 2-unit System

Assume that the simulation starts in state (A1,B3). The GRASP network is )

represented by Figure 3,5.5. It has the following components. B

3 nodes whose releases correspond to the states of component A "

3 nodes whose releases correspond to the states of component B ' T %

2 nodes whose releases correspond to whether the system is down
or repaired.

Only arcs representing the time to fail and the time to repair of compo- j T

nents A and B, that is a total of 4 arcs, have non-zero duration. All the

D .

others are for the control of the node release counters.




P SR e

i R

Sl

ORIGINAL PAGE 18 111 ]
_ OF POOR QUALITY | o

rere—
RIS t

R

Syst. !

repaired 1

"

'ﬂ

, 1
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yst, ‘ 3

down : o
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. Figure 3.5.5 GRASP Network for a One-Unit System 3

with a Cold Stand-by Redundant Unit .i

The validation of this model proceeds as in the previous examples, and 5

is briefly summarized as follows when the simulation begins, node 2 is ’ vj
released. Since arc (2,5) has a nonnegative type, N1 at node 5 remains equal )
to -1. Examining the changes of the release counters for nodes 2, 5, 8 and 9, R !
o

the following tables can be constructed. :
It is evident from these tables that the GRASP network in Figure 3.5.5 Wi%

is an exact model of the system. The symmetry that exists in the system is ;
also shown in these tables. For instance, notice that the behavior of : ﬁ
the system as represented by the release counters of nodes 2, 5, 8 and 9 ;; ?
is the same as that for states (A2,B1) and A1,B2), and for (A1,B3) and N
(A3,B1). | R
o
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3.6 Other Common Configurations

"Another commoﬁ configuration in reliability is the k-out-of-n structure.
As an example, we model a 2-out-of-3 system under the same assumptions as
for a parallel or series system, that is: &

- components fail independently of each other

immediately into repair

a failed component goes

a component starts operating as soon as it is repaired

a component does not stop operating until it fails.

A 2-out-of-3 system can be a system of 3 electric generators where
at least 2 must be working in order for the system to function, or a
three-engine air plane that can survive with only two engines. Let A, B,
and C be the elements in the system. Each component has only two states;
A1, B1, C1 are the operating states and A2, B2, C2 are the down states.

Every combination of the states of A, B, C forms an admissible state of the

A e 7 s ¥ b s s ke

system.
(A1,B1,C1) = system is up
(A1,B1,C2) = system is up
(A1,B2,C1) = system is up
(A1,B2,C2) = system is down
(A2,81,C1) = system is up
(A2,B1,C2) = system is down
(A2,B2,C1) = system is down
(A2,B2,C2) = system is down

B

L L PP P

The state transition diagram in Figure 3.€.1 does not show the transitions

corresponding to the occurrence of two or more simultanecus changes in the P
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individual components, since the probability of such an occurrence is assumed
negligible. The GRASP network is shown in Figure 3.6.2. |
\
%
i
!
, |
i
{
‘_ ]
|
% |
| .
3
{
Figure 3.6.1 State Transition Diagram i
for a 2-out-of-3 System i j
i
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' Figure 3.6.2 GRASP Network for a
2-out-of-3 System
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To validate the mode) we do not need to look at all of the transitions,
because the following classes of equivalent states can be jdentified.
{(A1,B1,C1} = class 1
{(A1,81,C2), (A1,B2,C1), (A2,B1,C1)} = class 2
{(A1,B2,€2), (A2,B2,C1), (A2,B1,C2)} = class 3
{(A2,B2,C2)} = class 4

We need to look at the trznsitions for only one element in each class.

Let us examine 't.he following representative from each class:
(A1,B1,C1), (A1,B1,C2), (A1,B2,C2), (A2,B2,C2)

Note that there is a total of six transitions to examine. When the

simulation starts, N1 becomes equal to -1 at node 8 and remains unchanged at

node 9.
(A1,B1,C1) — (AT,81,C2) (A1,87,62)——s3(A1,B1,C1)
8 =12 8 285 .3
9 2 1 9 1852
(A1,B1,C2) —(A1,B2,C2) (A1,82,62) —>(A1,81,C2)
8 -2 5:-3 -9; =1 8 -1 44.'0 R¢-3
9 1 =250 R 9 24 428
(A1,82,C2) —— (A2,B2,C2) (A2,B2,02) ——s (AT,B2,C2)
3. RN 2
8 R 8 2—25
3 | 2
9 2 =241 9 1 =2 2
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3.7 Example With Cost

The average lifetime of a non-repairable fuel pump is 1700 hours. When
it fails, it takes one to twelve hours to buy a new one at a cost of $500.00,
and one to three hours of labor at $30,00/hour to replace it. Preventive
majntenance could double the lifetime of the pump. It consists of inspecting
every month, the rotation speed, the output and the electric power consumption.
If any of these characteristics falls below an acceptable level of performance,
then this is considered a failure and the pump is replaced. The acceptable
level of performance is defined to be that level below which the pump will
not survive another month, In case a replacement is necessary during mainten-
ance, a new pump is immediately available at a cost of $450.00. In case the
old pump is still good, then it is just cleaned and lubricated and put back
into service. The inspection operation takes a half to one hour, the replace-
ment, if any, one to two hours, and cleaning and lubricating, one to one and
a half hours, The labor cost during maintenance is $20.00/hour. After each
maintenance operation, the pump is assumed to be as good as new, whether it has
been replaced or not. If the pump fails before the scheduled maintenance time,
then it is replaced as in the case without préventive maintenance. It is
assumed that the lifetime of the pump is exponentially distributed, the pro-
curement time is uniformly distributed and the replacement and maintenaiice
times are normally distributed. For the normally distributed times, it can
safely be assumed that the minimum and maximum are three standard deviations
awéy from the mean. We want to estimate the average down time and the total
cost under each of the policies, with or without preventive maintenance, over

a time span of three years.
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The GBRASP network is shown in Figure 3.7.1. Afc (2, 3), represents the
lifetime of the pump. Every time node 2 is released, the duration of arc
(2, 3) is sampled from the exponential distribution with parameter A = 1/1700.
Node 3 represents the event when the pump fails. It is also a mark node so
that the time at which it is released is recorded for later use. Arc (3, 4)
represents the procurement time which is sampled from the uniform distribution
between 1 and 12, and its setup cost is $500.00. Arc (4, 5) represents the
replacement time which is sampled from the normal distribution with a mean u
equal to 2 (middle of the interval [1, 3]) and a standard deviation ¢ such
that 60 = 3 - 1 = 2 (assuming that minimum = u - 30 and maximum = y + 3q).
The variable cost for arc (4, 5) is $30.00. Node 5 collects interval statis-
tics representing how long the pump was down. ‘The purpose of arc (5, 2) is
to start a new cycle; its duration is zero, so that node 2 is released immedia-
tely after the pump has been replaced. Arc (6, 7) represents the time span
of three years or 26,280 hours. MNode 7 is a sink node and represents the

end of the simulation.

0 \tmexp(k=1/1700 5 Jehl1.12] 1 \c»u(z, 1/3) 5
.zj buy 1 y replace

0 szs,gso \ﬁ
1/ N

Figure 3.7.1 GRASP Network of a Fuel Pump
without Preventive Maintenance
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Case wWith Preventive Mainterance:

Before describing the model, it is first needed to estimate a few para-
meters, The average Tifetime is2x1700 = 3400 hours. Let T be the 1ifetime
of the pump. The probability to replace the pump at the end of the month is
estimated below.

p = Pr. [1 month < T < 2 months]
= Pr. [720 hours < T < 1440 hours]
» Pr. [T < 1440 and T > 720]
= Pr. [T < 1440] x Pr. [T > 720]
= Pr. [T < 1440] x (1 - Pr.[T < 720])
= [1 - exp(-1440/3400)] x [1 - (1 - exp(=720/3400))]
= [1 - exp(-1440/3400)] x [exp(-720/3400)]
= 0.2794

The inspection time is normally distributed with minimum = .5, maximum = 1,
wa=.75and o = {1~ .5)/6=.0833. The replacement time is normally dis-
tributed With minimum = 1, maximum = 2, u = 1.5 and o = (2 . 1)/6 = .1667.

The time for cleaning and lubricating is normally distributed with minimum = 1,
maximum = 1,5, u = 1.25 and o = (1.5 - 1)/6 = .0833. Minnimum and maximum
values are not needed in defining a normal distribution, but they are uséd
here to estimate the standard deviation. The GRASP model is represented in
Figure 3.7.2
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_ Figure 3,7.2 GRASP Network of a Fuel Pump
: with Preventive Maintenance

Nodes 2 and 12 are source nodés. ~Node 2 represents the time at which the

pump starts operating and node 10 starts the time span of three years which is

representad by:arc (10, 11). Are (2, 3)1 represents tha 1ifetime of the pump
which is an sxponentially distributed random variable with A = 1/3400. Arc
(2, 3)1 has an idantification number aqual ta 1 which is used to replace the
output of node & by tha output of node 7. Arc (2, 3)2 represents the time.
‘between scheduled maintenances. Its identification number is 2 so that

Node 3 represents aither the failure of the pump or the end of the time period
between maintenancas. [t is a mark node with a halt capability'so that one

g T R e e e e

when node ¢ is releasad, {ts output will be replaced by the output of nade 5.- "

i

i
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and only one ars, (2, 3)1 or (2, 3)2 will be completed. Arc (3, 4) is a
dummy arc. Node 4 represents the same event as node 3 and it has no output
of its own because it will be replaced either by node § or by node 7, depending
on which are, (2, 3), or (2, 3)2. is completed. Arc (5, 6) represents the
| inspection tiem. Arc (6, 9) represents the replacement, if any, during
e maintenance and is scheduled with probability .2794. Arc (6, 9) represents

S T T TR RN R s AR e e e T e S e

the cleaning and lubricating operations and is scheduled with probability
.7206. Arcs (7, 8) and (8, 9) are similar to arcs (3, 4) and (4, 5) respec-
E ‘ tively, of the model for the case without preventive maintenance. 'ode 9
| | collects type I statistics and node 11 represents the end of a s{mulation

run.

r TV e

This is as far as we shall carry the analysis of simplz systems, since
it provides a sample of the kinds of repairable s§stems that can be analyzed
; _ using GRASP. We hope that the purpose of this chapter has been accomplished,
g and that the reader previously unacquainted with GRASP methodology has be-
come sufficiently interested to more closely examine the GRASP methodology.
The next example illustrates approaches that can be followed for modeling

complex systems.
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3.8 A More Complex Example

In this section a complete reliability system is presented and analyzed.

It is more complex than previous examples and a network decomposition
technique is presented that allows the system to be analyzed in parts.

Figure 3.8.1 presents the GRASP Block Diagram for the system. The three
units labeled one through three are control centers that work in concert to

control a process. Each of the control centers is itself a complex, parallel

redundant system. The internal structure of all of the control centers is
the same. The relijability of the components within the centers may vary,
of course, For the purposes of this example, the control cenﬁers will be
assumed identical in structure and content. This is not a stringent assump-
~ tion if the centers perform similar functions and consist of similar types
of equipment. The simulation approach to reliability provides estimates of
; performance. It is not-unreasonable, then, to estimate the reliability of
E | a class of components and assume that each member of the class performs ac-
? cording to that estimate.

Now, it is obvious that the GRASP network of Figure 3.8.1 is very
complex and involves a large number of nodes and arcs. Also, since
reliability is concerned with rare events, an enormous number of évents»may
need to be simulated to obtain a single failure of the oyerall system. To
obtain the repeated failures needed to estimate the failure time distribu-
tion, an excessive amount of computer time may be required.

The solution to this dilemma is to isolate independent subgroups in the
Block Diagram and simulate them separately to obtain TBF and repair distribu-
tions for the subgroups. These subgroups are then substituted into the Block

Diagram as single components and the simplified system simulated. For example,
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in Figure 3.8.1 suppose that TBF and repair distributions are known for the
components labeled 1, 2, and 3. This situation is equivalent to Case 1 of
section 3.1.8 In order to obtain this desirable situation it is necessary
to analyze the controi centers that make up units 1 through 3. Thé
control center itself is somewhat complex, but simulating one of them is
much simpler than simulating 3 of them together.

Further, having decomposed the system once, it is reasonable to de-
compose the control centers into still lower level subgroups. Figure
3.8,2 shows the three level decomposition that will be used to study this
sys tem. Comparing Figure 3.8.2 to Figure 3.8.1 will indicate how levels
3(a) and 3(b) fit into the Level 2 decomposition shown in Figure 3.8.1.

Briefly, the procedure will be as follows. Levels 3(a) and 3(b)
contain the indiyyidual components of the system. Estimates for the
reliability chavacteristics of these components are assumed known. The
GRASP Networks for Level 3(a) and 3(b) are prepared and simulateﬁ. The
GRASP output for 3(a), say, will consist of histograms of time to failuve

and time to repair for the 3(a) system. Using statistical goodness~of-fit
techniques, a probability distrﬁbution can be fit to these histograms

. [20] (alternatively, the histograms produced by GRASP can be used instead

of goodness-of-fit tests). The vesult is that the 3(a) subgroup can be
represented by a sihg1e block in the GRASP Block Diagram. This procedure
is repeated for the 3(b) subgroup. At level 2 the results of levels 3(a)
and 3(b) are used as the failure and fepair characteristics for the blocks
12, 13, and 14, 15 in Level 2, respectively. Units 10 and 11 are single
units and are simulated directly. Then,Level 2 is simulated, and the _
resu]ting‘histograms fit to distributions which are used in the simulation
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of Level 1. The Level 1 simulation gives estimates of the reliability
characteristics of the overall system shown in Figure 3.8,1.

Figure 3.8.3 contains the GRASP Block Diagram and specification table
for Level 3(a). Figure 3.8.4 is the GRASP network for Level 3(a).

Figures 3.8.5 and 3.8.6 are analogous for Level 3(b). The GRASP networks
for Level 2 and Level 1 are shown in Figure 3.8.7 and 3.8.8, respectively.
Detailed information is given in Figure 3.8.3 for Level 3(a). For example,
from the specification table it can be seen that unit 1 has a TBF distribu-
tion that is gamma with a mean of 25 time units and a standavd deviation

of 18, The analyst has determined that 500 is a reasonable maximum to

use. Also, unit 1 has an exponential repair distribution with“mean 0.1 time
units.

Figure 3.8.4 reveals how the standard GRASP Nefworks seen previously
can be used to build up more complex situations. Units 4 and 5 in Level
3(a) form two units in parallel with repair (see3.3.6). Nodes 11 through
19 in Figure 3.8.4 are taken directly from Figure 3.3.6. The time informa-
tion for the arcs is taken from the Specification Table in Figure 3.8.3
and the 1list of distribution numbeks in Section 2. the parameter sets
specified are those that will be used on the data cards describing the
network.

Now, if we consider units 4 and 5 as a single component, Level 3(a) |
is just four units in series with repair as in Section 3.4. Nodes 2
through 10 of Figure 3.8.4 are connected to nodes 20 and 22 and they
represent units 1, 2, and 3. Note that each group of nodes that represent
a unit (say nodes 2, 3, and 4) are connected to nodes 20 and 22 by two

arcs. One arc gives an indication of failure (arc 3-20), and the other
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SPECIFICATION TABLE - LEVEL 3(a) ‘ . } {
TBF Mean Min Other - j
[ ' Unit |pistribution | St.Dev. Max Information ]
fr L = 0 -
| Gamma 18 500 ‘ -
‘ N 0 o , g
i 2 Exp - 500 . . .
: 30 0 ;
] 3 Erlang-2 - 550 4
? : 5 0 -
? Gamma ) 100 Same as 5 !
E 5 0 | ' !*
‘ 5 Gamma % 150 Same as 4 i 1
Unit Repair Mean Min_ Other ; 3 }
Distribution | st.pev. Max Information f |
e 0.1 0o T P , 4
l D'Cp - 1. 10 ‘ ‘-f
| 0.1 0 . 5
: o S M - 10 -
; ' . 0.2 0 §
: 5 Gaptiza 0.4 20 g
E ‘ 0.1 0 _1
4 Normal 0.0% 35 Same as 5 ¥
ff i ' 0.1 0 7 |
i > Normal. 0.0l .33 Same as b o ;
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indicates completion of repair (arc 4-22).
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The arcs leaving nodes 17 (failure) and 19 (repair) provide this informa-

tion for the parallel combination of units 4 and S. Hehce, they may be con-
nected to nodes 20 and 22 exactly as are the fail-repair arcs of the other
units.

A11 that remains is to collect statistics from the arcs leaving nodes
20 and 22. Nodes 23 through 27 do this. Node 26 will collect the histogram
of failure time. Since node 25 is a source node it is released at the start
of the simulation. Arc 25-26 will be the first activity to complete at
node 26 which collects Delay statistics. Recall that D statistics are the
time delay from first activity completion to node release. Since the sys-
tem starts in an operating condition, the next activity completed at node
26 will be from arc 23-26 which indicates a system failure. Node 26 will
be released with the completion of the second activity since N1=2. The
information recorded is the time between first activity completion and node
release. Note that this is the time to system failure. The release count
will then be set to N2=2.

The next activity to node 26 must be arc 23-26 (end of repair) which
will reduce the release count from 2 to 1 at node 26, The node is again
released when the system fails and arc 24-26 is taken. Node 26, then, will
continue to collect statistics on the time during which the system was
operating: in other words, the time between failures.

Node 27 will collect statistics on the repair times. The first

activity to complete at node 27 will be arc 24-27. Hence, the first completion

at node 27 is induced by system failure and the second activity required for

node release is induced by the end of repair. The interval, as desired, cor-

responds to the repair time. Sink node 28 will be released when 999 system
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failures have occurred. Even though statistics at node 28 are not of interest

in this case, first statistics will be collected. This occurs because, even

if we leave the desired statistics type blank, the default type at all
statistics nodes is F,

Figures 3.8.5 and 3.8,6 are the Specification Table and GRASP Network
for Level 3(b). Note that the network in 3.8.6 is identical in structure

to Figure 3.8.4 for Level 3(a). The only major difference is that there are

only two single units in series (units 6 and 7) instead of three. To be

consistent with this, N1 = N2 = 3 for node 46.

The unit and node numbers in Figure 3.8.3 and 3.8.4 are different from

those in Figure 3.8.5 and 3.8.6. This is not necessary, of course, since
they will be simulated separately. However, to promote clarity for this
example, node and unit numbers will not be repeated‘between networks.

Note that in Figure 3.8.6, arcs 35-36 and 38-39 have the same para-
meter set and diﬁap%bution type. Since units 8 and 9 are identical,
they have the same TBF distribution. It is not necessary that the para-
meters of that distribution be stored in different parameter sets. All
arcs with the same distribution can reference the same parameter set.

The Level 2 GRASP network is shown in Figure 3.8.7. Distribution
information for units 12 through 15 is left blank because the distribu-
tions will not be known until Levels 3(a) and 3(b) are simulated. Units
10 and 11 are single components and their specifications are shown in
Table 3.8.1.

Each of the paralleled groups at Level 2 (see Figure 3.8.2) is
represented by nine nodes (nodes 53 through 61 for example) which are

arranged exactly as in Figure 3.3.6. These three parallel groupings are

~ connected in series by nodes 80 through 82 just as nodes 20 through 22
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connect the units in series in Figure 3.8.4. Finally, nodes 83 through 88 i ?

collect statistics in exactly the same manner as nodes 23 through 28. |

\\ 1

Table 3,8.1 Specification Table for Units 10 and 11 N j

SPECIFICATION TABLE - UNITS 10 AND 11 |

1 TBF | Mean | Min Other .j

Unit Distribution | St.Dev. Max Information ;

7 0 |

10 Erlang-2 - 50 Same as 11 1

1 Erlang-2 7 0 |

3 B 50 Same as 10 :

, - , Repair Mean | Max Other |

E Unit Distribution St.Dev. Min Information é |

; 10 Exp 0.1 0 !

g | - 10 Same as 11 | )
| 1 Exp 0.1 0 |

. - 10 Same as 10 | ]

Figure 3.8.8 is the GRASP Network for Level 1, It is a direct application
Statistics are maintained in exactly the same manner as for the other levels. o ﬁ
One difference is included, however. A C-node is added to keep track of the

accumulated down time over the specified mission time of 1000 time units.

B e

C-node 106 is activated and deactivated exactly as in node 107 which ,3i

collects the repair time histogram. The difference is that node 106 main-

tains a running sum of the time that is activated so C-node 106 records one

~ datum each time a run is completed. The run is terminated by the release of

R S

5@51',Q'Q,f

node 110. Multiple runs will yield a histogram of cumulative down time at v Y

node 106.
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SPECIFICATION TABLE - LEVEL 3(b)

Table for Level 3(b)

TBF ~ Mean Min Other
Unit Distribution St.Dev. Max Information
20 0
6 Gamma 15 300
7 Erlang-2 2z 0
- 300
5 0]
8 Exp 166 ~Same as 9
9 Exp 0
. - 100 Same as 8
| e — S—
Reapir Mean Min Other
Unit Distribution St.Dev. Max Information
. 0.2 0
6 . E
a3 Xp > 10
. Exp 0.2 0.
ot - 10
. A!v?}"' 0
8y Triangular
3 5 1 Mode=0.1 (same as 9)
:;.’ . '..’ 0
9 Trianguiar 1 Mode=0.1(same as 8)

Figure 3,8.5 Block Diagram and Specification
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Once again, the parameter sets and distribution type for the units are.
left blank. The failure and repair time distributions will be determined
from the histograms of Level 2. Note that units 16 through 18 are all
identical, so all the failure distributions in Figure 3.8.8 will be the same.
Similarly, the repair distributions will also be the same.
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SECTION 4
PREPARATION OF GRASP INPUT DATA

input data cards for GRASP. In addition, input data decks for the examples
in Section 3 will be presented. Output for these examples will also be
presented.

Input to GRASP is very flexible ahd has a number of options and special
features that make it attractive for reliability analysis. Before the input
card descriptions can be readily understood, however, it is essential that
the user have knowledge of the control language and understand the concept

of a subsystem.

4.1 The GRASP Program Control Language

GRASP input is segmented by the‘control language into independent
functions. The control language consists of words called "Keywords" that
are five letters or less in length (only the first four characters are

significant, however). Keywords are punched on data cards left-justified

in columns one through five and are used to command GRASP to take’a

particular action. Allowable Keywords are given below with a brief
explanation of each.
NEW - read a complete GRASP network

RUN - run the simulation of the network currently
residing in memory and produce all appropraite

output
STOP - terminate program execution
HIST - read an empirical distribution from cards
- punch a histogram from the just ended simulation

PUNCH }
, in a format suitable to be read by the HIST

keyword
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SAVE - save a histogram from the just ended simulation
as an empirical distribution to be used in a
subsequent simulation

EDIT - enter the EDIT mode, where chnages can be made
to the existing network .

The NEW and HiST Keywords direct GRASP to read data cards. These
data cards are placed immediately after the Keyword card and are identified
by the Keyword which causes them to be read. For example, there are six
data card types which are read after a NEW Keyword is encountered. These
card types are identified as NEW-1, NEW-2, and so on to NEW-6. Similarly,
the three HIST type data cards are HIST-1, HIST-2, HIST-3.

When in the EDIT mode, another group of command words called "Type
Words" is available to specify the information to be edited. Type words
are punched exactly like Keywords. The allowable Type words are given
below:

ONE - edit the information on data card NEW-1

NODE - edit nodes in the existing network
(data card type NEW-2)

PARM - edit Parameter Sets (data card type
NEW-3)

ARCS - edit arcs in the existing network
(data card type NEW-4)

edit master C-node parameters
(data card type NEW-6)

CNODE

detailed descriptions of all data card types will be given in Section 4.4.
First, however, a preliminary example of a deck set up will be useful.
Figure 4.1.1 contains two examples of typical data decks. Figure 4.1.1 (a)
is a typical examp1e of a deck set up which will read one network, simulate

it, and stop, The NEW Keyword causes the immediate following NEW data cards
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to be read. These data cards completely describe a GRASP network. The
RUN command causes the previously read network to be simulated and all out-
put to be produced. STOP terminates execution.

Figure 4.1.1 (b) presents a more complex example. As before, the
NEW card causes a complete network to be read. Presumably, the network
requires discrete distributions, because an HIST Keyword immediately follows
the NEW data cards. The HIST Keyword causes discrete distributions to be
read from the HIST data cards. At this point the network is simulated by the
RUN card.

After the simulation is complete, the user wants to modify the netwbrk,
perhaps to test the effect of changing some of the distribution types and
parameter sets. The EDIT Keyword puts GRASP into the Edit mode so it is
ready to accept changes.

The PARM Type word instructs GRASP to read data cards of type NEW-3
which describe parameter sets. In this way, new parameter sets may be
created or old ones changed by storing new information in them. When this
operation is completed, the ARCS card causes type NEW-4 data cards to be
read. These describe arcs in the network. Finally, the RUN card causes
the modified network to be simulated. "PUNCH 6 AS 1" causes the time
histogram at node 6 to be punched as discrete distribution number 1.

The next NEW card causes a completely different network to be read.

RUN and STOP simulate it and terminate.

These simple examb]es serve to illustrate the use and power of the
control language. The language obviously permits multiple simulations
to test the sensitivity of the solution to different parameters in’the sys-

tem. As will be seen in Section‘c,'thé language also permits the analysis
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; ‘ of a decomposgd network (such as that given in Section 3.7)in a single’ |
program execution. ’ ?
i | \ |
(a) (b) |
; NEW NEW , %
B {:NEN-I thru NEW-6 NEW-1 thru NEW-6 o
5 RUN HIST j
STOP {F157-1 thru HIST-3 |
X RUN ”1
2 EDIT |
: PARM . N 3
| {ésw—s 5
| ARCS S » v
E | {%EN-4 - ¥
E | RUN o «;
’ PUNCH 6 AS 1
NEW
{FEN-] thru NEW-6 -
STOP i B
» Figure 4.1.1 Examples of Data Deck Set-ups. . ‘é
E ; Using the GRASP Qo\n‘f;rol ‘Languagg |
i
LE 4.2 Subsystem Duplication | |
| Reliability networks often have groups Q‘ftﬁfﬁPGﬁﬁnts whi éh’ar“*é repeated - , -_::,;
a number of times. For example, in FigureB?? the 'l..«‘e‘vel 3(a) Block Diagram | , K; :i
g is such a grouping. It is repeated Tmﬂe i’s‘h the level 2 diagram as units i
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12 and 13. It is reasonable to consider such groupings as subsystems.
For the purpose of GRASP input, however, the term "subsystem" has a

more specific meaning. A subsystem in GRASP refers to the structure of the

GRASP Network and not to the GRASP Block Diagram. Consider Figure 3.8.7, the

GRASP Network for level 2. Notice the groups of nodes 53-61 and their

associated arcs (not including arcs that leave the group ~- in this case,

D T U R o A

arcs 61-82 and 59-80). The structure of this entire group is repeated twice

more in nodes 62-70 and 71-79. For the purpose of GRASP, these arcs and nodes

are called a "subsystem". By identifying this group as a subsystem, it is

ik ik ia e . s ane o

possible to input only one copy of the group and let GRASP internally generate

all the other copies.
The proper terminology is as follows. A subsystem is a collection of

nodes and arcs in a GRASP Network whose structure is repeated more than

S AT RO ki A P10 e
P R N

once. A subsystem node is a node in a subsystem. A subsystem arc is an arc

which begins and ends in the same subsystem. Other arcs and nodes are

non-subsystem arcs (even though one end of the arc may be in a subsystem)

and non-subsystem nodes. There may be more than one subsystem type in a

network. For example, nodes 53-61, 62-70, and 71-79 all belong to the same

subsystem type. If there were other repeated groupings in the network, they

would be other subsystem types.
Node numbering must be handled in a special way when using subsystems.
Normally there are no restrictions on node numbering (except that each

node number be unique and be greater than one and less than or equal to the

maximum established by array sizes internal to GRASP). However, when generating

subsystems, the nodes within and between copies of the subsystem must be

consecutive. For example, in Figure 3.8.7 the nodes in the subsystem are
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numbered $3 through 61. These nodes and arcs will be input on data cards,
GRASP will generate the other two copies, and it will generate node numbers
consecutively starting with 62.

The implication for the user is that when the GRASP Network is drawn
the subsystems must be identified before the nodes are numbered. Other-
wise there is a possibility of having GRASP generate a node number that is
also used elsewhere.

Finally, note that all copies of a subsystem need not be identical in
their parameters. Only the structure (arc and node configuration) need he
the same. Again looking at Figure 3.8.7, the failure distributions on
arcs 53-54 and 62-63 will be different. Procedurally, GRASP reads the first
copy of the subsystem. Then it generates the required number of copies.
Finally, GRASP will accept changes to individual nodes (N1 and N2 for example)
and arcs in the generated copies.

Complete jnformation on subsystem generation is contained in Section
4.4,

4.3 Parameter Sets, Distribution Types and Random Deviates

The available probability distributions in GRASP were given in Section

2. The samp]iﬁg procedure used by GRASP is a two step process. GRASP first
examines the arc tq;determiné the distribution type. Then it uses the para-
meters stored in the parameter set to generate a random variate from the
specified Distribution‘Type that has those parameters, For convenience, the
Distribution Types énd their associated code numbers are listed again in
Table 4.3.1. The information needed in the parameter sets is given in Table
4.3.2,
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Table 4.3.1

Distribution Type

Distribution Types

Modify Parameter Set

Constant
Normal
Uniform
Erlang-K

Lognormal

Poisson
Beta
Gamma

Beta fitted to three
values as in PERT

Constant equal to parameter
set number divided
by input constant

Triangular

Weibul?

Empirical

YES

YES
YES
YES

YES
YES

499
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;f Distribution Type
o _and Numbzr
{ 1. Constant
l‘ 2. Normal
f : Uniform
f § 4. Erlang-K
f i 5. Lognormal*
6. Poisson
7. Beta* )
E 8. Gamma*
| 9. Beta (PERT)*
10. Constant
% 11. Triangular*
| 12. Weibull*
13. Empirical
% NU - Not Used
't
Ef
-

Constant
mean

NU
mean/K
mean

A
mean
mean

most likely

mode

A

min

min

Table 4.3.2 Parameter Set Specification

max
mix
max
max
max
mi X

max

optimistic ~ pessimistic

Not applicable

min

min

Not applicable

* . indicates parameter set is modified

e e e sl e il g, e o

max

max

st. dev.
NU

st. dev.
st. dev.

NU

NU
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Parameter Set information is specified and used as follows. A
Parameter Set is a vector of at most four numbers that are entered in
fields 2 through 5 on a data card (field 1 is the Parameter Set number),
Table 4.3.2 specifies the contents of the Parameter Set for each Distribu-
tion Type. For example, from Table 4.3.2, it can be seen that the para-
meter set for normal distributions consists of the mean value, user determined
minimum -and maximum values, and the standard deviation of the distribution.
As another example, the parameters for the Erlang-k distribution are the mean
divided by the parameter k, the min and max, and k. Note with k=1, a
negative exponential distribution results.

Most distributions have a minimum and maximum associated with them.
When these distributions are sampled, if the variate obtained is less than
the min, the min is used. If it is greater than the max, the max is used;
and if 1t is between the min and max, then the variate itself {s used.
Hence, the distributions actually sampled have an increased probability mass
at their minimum and maximum values.

A few comments need to be made before leaving this subject. As
explained in Section 2, Distribution Types 10 (constant) and 13 (empirical)
do not use Parameter Sets.

The parameters for the Poisson distribution consist of the parameter, A,
a minimum value, Ny and a maximum value, Ny No values will be sampled
outside the min-max bounds. However, the distribution sampled {s not the
usual Poisson unless n_ = 0, It is a "shifted" Poisson. If n is an

o
integer such that'no,glnig My then the probability of n is given by

o) = Mome) &2 -

- .
{n nOS'
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In other words, the distribution has been shifted Ny units to the
right,

Finally, the parametars for the Weibull distribution are taken from the
equation for the density function.

£(t) = A%5~T exp(-at?)

In both Tables 4.3.,1 and 4,3.2 some distributions are specified as
modifying their parameter sets. This inidicates that GRASP initially
changes the values that are input by tha user to a form that permits faster
generation of variates. The immediate implication is that the same Para-
meter Set cannot be used to generate variates fyom, say, both a Gamma and a
Normal distribution even though both distributions have identical parameters.
This is so because the Gamma will cause the input values to be changed, When
variates are called for from the Normal distribution, incorrect parvameters

will be used. It is necessary to use a different parameter set for each
different distribution, even if the parameters have the sawe values.

It 1s pot necessary, liowever, to use a different Parameter Set for each
arc. If two arcs have the same distpibution, they may use the same parameter
set even if that Distribution Type modifies its parameters.

4.4 Network Data Cards

4.4,1 Main Cards: NEW=1 to NEW-6

The NEW Data Cards are usad to completely describe a GRASF Network.
A NEW Keyword card must immediafaly precede these cards., The NEW data
cards must be presented to the program in the order in which they are
described (Table 4.4,1). It wi)l be noted that type NEW-2 cards have A,-S, ‘
and C subtypes and type NEW-4 cards have A and B subtypes which refer to
subsystems, NEW Data Cards with suffixes A, B, and C are used only during
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subsystem generation, never during EUIT operations.

On first reading of Table 4.4.1, it is recommended that all sections
pertaining to data cards with A, B, or C suffixes be skipped. These cards
are concerned only with subsystems generation, Once the data cards for
inputting a basic netwqu without subsystems is understood, the Table can be
reread to learn subsystem procedures. In this second reading, it will be
helpful to refer to Table 4.4.2. An example data deck with subsystems will
be presented when the Lavel 2 (Figure 3.8.7) data input is described.
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Table 4.4.1 Type NEW Data Cards

The symbol * next to a field number indicates that the corresponding variable
may not be changed during the EDIT mode.

I. Data Cards NEW-1: Network Description

Card 1%

Card 2:

Card 3:

Field Col. Format  Variable Description
1 1-80 20A4 NAME Any comment or information about the
simulation model.
1 1-3 I3 NPRT = 1 for printing the input, 0 otherwise.
2 4-6 I3 NSNK Number of sink nodes.
3 7-9 I3 NSTS Number of statistics nodes (including all
. stat., sink and accum. types).
* 4 10-12 I3 ~ MODI = 1 if modifications exist, 0 otherwise.
5 13-15 I3 IGRF = 1 if histograms are to be plotted,
, 0 otherwise.
* 6 16-18 I3 NCND Number of C-nodes.
* 7 19-21 I3 NCTS Number of count types.
* 8 22-24 I3 NSBS Number of subsystem types.
9  25-27 13 1DMP 0 - no dump
1 - dump files before execution
2 - dump files after execution
3 - dump files before and after execution
1 1-10 [10 ISED Starting seed for random number generation.
2 11-20 110 NRNS Number of simulation runs.
3 21-30 110 NSTR Run number for beginning of tracing.
4 31-40 110 NETR Run number for end of tracing.
§  41-50 F10.0  TSTR Time for beginning of tracing.
6 51-60 F10.0 TETR Time for end of tracing.
7 61-70 F10.0 SCAL Scale factor for distribution type 10,

(default is 1.0)
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Table 4.4.1 (continued)

U S e e . !

II. Data Card NEW-2: Description of Nodes (nonsubsystem nodes)

PRSP S

One card is required for each nonsubsystem node of the network.
Field Column Format Variable Description

T* 1-3 I3 NODE The unique node number of N
this NODE (#1 is not allowed)

2* 4-6 I3 INOUT Special characteristics of }
the node. Codes for these !
special characteristics are:
1 Source node
2 Sink node |
3 Node for which statistics : ;

! , are collected f s
i 4 Mark node activities

; 3 7-9 I3 MREL1

JRRPRA. S

!

]

l

The number of activities to !
release the node for the : 1
first time. Default is ' 3

j 1(one). i

! 4 10-12 I3 MREL2 The number of activities

§ required to release the node
‘ after the first time. |
Default = 1. v |

TR e T ——m" s T

5 13 Al PTOPT Output characteristics of o ;
the nodes. P for proba- _ o
bilistic; D for determin- o j
istic, if left blank, D !
will be assumed o o

6* 14 Al PRMV If the events that have been
scheduled to end on this
node are to be halted (can- .
celled) when this node is
released, an "H" should be
put in this field. If all
different activities are re-
quired to release this node,
an "A" is put in this field.
A "U" indicates that both of .
the above conditions are AR
desired. Otherwise, leave SRR
blank

i e e b T3 e .

e e, T

Field 7-11 are required for statistic or sink nodes only (2 or 3 in Field 2)
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Table 4.4.17 (continued)

Field Column Format Variable

7 15-20 F6.2 XLL
8 21-26 F6.2 WIDH
9* 27 Al MSINK
10 28-37 F10,4 XLC
N 38-47 F10.4 WIDC

o - v+ ]
(]

-

Description

i@ lower 1imit of the

second cel] for the his~
tograms to be obtained for
this node. The first cell
of the histogram will con-
tain the number of times

the activity was completed
in less than the value given
in this field.

The width of each cell of the

histogram. Each histogram
contains 32 cells. If

WIDH = 0, no histogram will
be maintained. If WIDH 1is
negative, GRASP will auto-
matically scale the histogram
{XLL will be ignored),

Statistical quantities to

be collected:
F - Time of first release
of the node

A - Time of all releases
of the node

Time between releases
of the node

Time interval required
between 2 node releases

- Time delay from first
activity completion
until the node is
released -

C-node, like delay, but |
keeps an accumulated .
total of all time
activated.
MRELP and MREL2
(Fields 3 and 4) must
be equal to 2; INOUT
(Field 2) must be 3

(]
L]

Same as Field 7 but for cost o
“histograms bt

Same as Field 8 but for cost

histograms
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Table 4.4.1 (continued)
Field Column  Format  Variable Description
12* 48-50. 13 NUNOD Not used for nonsubsystem

nodes (should be left
blank for Card NEW-2)

The last card of this type should be blank or must have
a zero in Field 1.

Data Card New -2A: Subsystem Type Information

Required only if there are subsystems (Field 17, Data Card NEW-1
number of subsystem types). In order to input the node informa-
tion for a subsystem type, one data card of type NEW-2A is

required. This is followed by a stream of NEW-2B cards, one for
each node in the subsystem. Immediately after the NEW-2B cards is a
stream of NEW-2C cards, one for each node in any copy of the sub-
system type which has characteristics different from the original
copy. If there are more than one subsystem type, the sequence of

NEW-2A, 2B, and 2C cards is repeated for each subsystem type.
See Figure 4.1.1.

Field Column Format Variable : Descriptian

1 1-5 I5 NNSUB Number of nodes in first
subsystem type

2 6-10 IS NSSP Number of times this
particular subsystem
type is to appear in
network (include the
original read-in plus
generated ones)

3 11-15 I5 KACTS Number of arcs in this
particular subsystem
type

No 'blank' cards follow, just NEW - 2B cards.

Data Card NEW-28: Subsystem Node Description

Not required unless preceded by a NEW-2A card. The user reads in
cards describing the nodes of the subsystem type. The program
generates the other copies of the subsystem type. One card is

read in for every node of the subsystem. Format is very similar to
Data Card NEW-2.
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Table 4.4.1 (continued)
Field Column  Format  Variable Description
1-11 1-47 same as for Data Card Type NEW-2
12 48-50 I3 NUNOD Number of the next copy of this

subsystem type for which

this node will have different
characteristics than are
contained on this card.

The last card of this type will have a zero in Field 1 or be a
g}an§ (signifies end of particular subsystem's nodes characteriza-
on).

Data Card NEW-2C: Variant Subsystem Node Characterization
Not required unless some NUNOD (Field 12, NEW-2B) is > 2. This

gqu contains the different node characteristics for a subsystem
node. '

Field Column  Format  Variable Descfiptidn

I,

] 1-3 I3 - Not used
2-12 4-50 same as NEW-28

Note: These give changes in node characteristics of a designated
node in a designated subsystem type. One NEW-2C card must be
present for each hode in any copy of the subsystem which has
different characteristics than those described on the NEW-2B cards.
Care must be taken to place them in the correct order. A1l changes
to a particuiar copy are read before any changes to a subsequent

.copy. The order nf different nodes is the same as the order of

NEW-B cards. No extra cards follow these except for another
of NEW<ZA or NEW-3 (which foliow immediately).

MULTIPLE SUBSYSTEMS

In the case where multiple subsystem types occur, these may be
input by simply repeating a new series of NEW-2A, 2B and 2C cards
for sach desired subsystem type. ,

Data Card HEW-3: Parsmeter Sets

. The paraﬁéter@TaSSQC%ateﬁvwifh the distribution of the time to

~perform each activity,
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Table 4.4.1 (continued)

Field Column  Format  Variable Description

1 1-3 . IPARS Parameter set number
2 4-13 F10.4 PRAM(1)
3 14-23 F10.4 PRAM(2) Parameter values (as

defined by distribution
type) See Table 4.3.2 p, 112

4 24-33 F10.4 PRAM(3)
5 34-43 F10.4 PRAM(4)

;?e];a§t card of this type must be blank or have a zero in
e . Y

IV. Data Card NEW-4: Arc Descriptions (non-subsystem activities)

One card for each non-subsystem arc

™ 1.8 F8.3  ATRIB(1) Probability this arc is
taken. Default is 1.0.
2% 9-11 I3 JQ Start node
3> 12-14 I3 JTRIE(]) End node |
4 15-17 I3 JTRIB(2) Parameter set number
5 18-20 I3 JTRIB(3) Distribution type (default
s 10)
6 21-23 I3 JTRIB(4) Count type
7 24-26 I3 JTRIB(5) Activity number
8 27-35 F9.2 ATRIB(3) Set up cost
9 36-44 F9.2 ATRIB(4) Variable cost
10 45-47 I3 NUACT Not used in non-subsystem
, activities
1* 48-50 13 JTRIB(6) C-node associated with

accumulating this ac-
tivity's cost.

The last card of this type must be a blank or have a zero in

Field 2.

e e

I I T

R Ty ™

hw e

*?
%
,i
|




- S it aturad At

ettt

R -

IVA,

Ivs.

490

Table 4.4.1 (continued) §

Datsz Card NEW-4A: Subsystem Arc Descriptiop‘

Required only if there are subsystems (Field 17, Data Card NEW=1-1),
One NEW-4A card is required for each subsystem actiyity in the
first copy of the subsystem, The start and end node numbers must
correspond to the node numbers on the previous]y read NEW-2B cards,
Activity information for the subsystem types 15 read in the same
order as the node information was, In other words, the first

group of NEW-2A, 2B, and 2C cards must correspond to the first

group of NEW-4A and 4B cards, and so on,

Field Column  Format  Variable Description

1-9 1-44 same as type NEW-4

10 45-47 I3 NUACT Number of the next copy of
' this subsystem type for
' which this arc will have
- different parameters than
are contained on this card.

The last card of this set will have a zero in Field 2 or be a blank.

Data Card NEW-4B: Variant Subsystem Arc Characterization

Reguired only if same NUACT (Field 10, Data Card NEW-4A) is
> 2.

> This card will give the different activity characteristics
of a subsystem arc.

Field Column Format  Variable Description

1 same as 4 and 4A
2-3 not used
4-10 same as 4 and 4A

Note: These give changes in activity characterization between two
subsystem copies. Only the characterization, not the end or start
node can be changed. One NEW-4B card must be presented for each arc
in any copy of the subsystem which has different characteristics
than those described on the NEW-4A cards. Care must be taken to

get them in correct order, A1l changes to a particular subsystem
copy are read before any changes to another copy. The order that
arcs are read is the same as the order of NEW-4A cards (See

Figure 4.4.1). No blank cards are inserted. Additional Data

Card NEW-4A's or NEW-5's follow immediately.
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Table 4.4.1 (continued)

Data Card NEW-5: Node Modification

Required only if modifications exist in the network (i.e., MODI greater
than zero - Field 4, Data Card NEW-1-2). One card for each activity
number that triggers modification(s). If many different modifications
of nodes result from completing a given activity, a continuation card
may be required. Up to 12 replacements can fit in one card.

Field Column Format Variable Description
1" 1-3 13 NACTN An activity number that triggers a

replacement (a negative number
will indicate continuation of
previous cards information).

2 4-6 I3 NABYA(-) The number of a node to be replaced
if the activity number given in
Field 1 is completed.

3* - 7=9 I3 NABYA(-) The number of a node to be jnserted
in the network in place of the
node in Field 2 when the activity
in Field 1 is completed.

4-25 10-75 213 NABYA(-) Fields 2 and 3 are repeated if

the activity in Field 1 af¥fects
multiple replacements.

Fields 2 and 3 represent a replacement, 4 and 5 represent the next re-
placement and so on. The last card of this type must have a zero in
Field 1 or be a blank card.

Data Card NEW-6: Master C-Node Information

Only needed if the number of C-nodes (NCND, Field 6, Data Card NEW-1-2)

is greater than zero. Only one card of this type is included, and must

be present if C-nodes exist in system even if T2 and C2 criteria will

not be active. (A discussion of T2 and C2 criteria is given in SectionIII D).

Field Column Format  Variable Description
1 1-10 F10.4 T2 T2 value for C-node totals. Zero

or blank indicates no T2 values.

-1.0 indicates T2 = 0.0 ;~

2 11-20 F10.4 c2 €™ value for C-node totals.
~Zero or blank indicates no C2
value. =1.0 indicates C2 = 0.0

-
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43-52

53-55

56-57

Format

F6.2

F6.2

F10.4

F10.4

I2

I2

Table 4.4.1 (continued)

Variable

XLTT
WTT1

XLC1

WTC1

ITFLG

ICFLG

Description

Lower limit of second cell of
Master C-node time histogram

Width of cell for Master
C-node time histograms

Lower 1imit of second cell
of Master C-node cost
histograms

Width of cell for Master
C-node cost histograms

0-T2 criterion will not
terminate simulation run

1-T2 criterion will terminate
simulation run

0-C2 criterion will not
terminate simulation run

1=C2 criterion will termminate
simulation run
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Table 4.4.2 Arrangement of Input Data Cards

STOP

///'imn

NEW-6

NEW-5

/

Repeat NEW-4A and 4B for other

NEW-48B

subsystem types. \

r/NEMA
NEW-4

/

used for subsystems
generation

r/New-s T
r/izepeat NEW-2A through NEW-2C

for other subsystem types.

used for sub-
systems generation

] f/lew-zc
NEW-28

] f//h NEW-2A

|
;

e




——

e bt e A5 i IO W

b

T ey

”

B S

*

SELLTE ey

n'z,‘*a i %AQ * iy L 1:

4.4.2 Histogram Data Cards (HIST-1 to HIST-3)

A separata set of data cards is required when reading empirical

distributions. These cards immediately follow the HIST Keyword and are

designated as types HIST-1 to HIST-3. Details are contained in Table 4.4.3.

GRASP uses the input of empirical data, via histograms, in two ways.
The usual application is to define a discrete distribution when the random
variable may have up to 32 discrete values, each having a probability
associated with it such that the sum of the probabilities is one.

The second application is to define a continuous distribution where

the probability density function is described in a stair-step fashion with

up tc 32 steps {or cells) comprising a conventional histooram. In this case,

the area under the density function must equal one.The cells must be of

uniform width, and the variable values read in to define the histogram apply

to the Tower 1imit of each cell. GRASP will sample uniformly within each
step, so the continuous random variable can have any value within the range
of the histogram. The usefulness of this application is that it permits

a continuous random variable that resuits from a lower level simulation to

be approximated with a histogram and then used as input to a succeeding,

higher level simulation. Without this capability it would aiways be necessary

to determine or estimate the analytical expression for the distribution, that

is, identify the distribution,
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Table 4.4.3 HIST Data Cards

I. Data Card HIST-1 Parameters

Field Column  Format  Variable Description
1 1-5 I5 KHIS Number of the empirical
distribution. KHIS < 10.
2 6-10 I5 NCELS Number of cells in the
distributions.
NCELS < 32
3 11-20 F10.0 Width of Cells. O0-one value

per cell. >0-uniform
sampling within cells

II. Data tard HIST 2 Probabilities

Field Column  Format  Variable Description
1 1-5 F5.4 PROB(-,JQ) Probabi]ity'Cnot cumulative)

of first cell. Probabilities
must sum to one.

2-16 6-80 F5.4 Same Repeat of Field 1 for each
cell. There must be NCELS
entries. Use as many data
cards of this Type as

necessary.
IIT. ~Data Card HIST-3 Cell Values
Field Column  Format  Variable Description
1 1-10 E10.4 VAL(-,JQ) Value for Tower limit

of first cell.

2-8 11-80 E10.4 Same Repeat of Field 1 for each
: cell. There must be NCELS
entries. Use as many data
cards of this Type as
necessary.

Repeat HIST-1 through HIST-3 for additional empirical distributions.

The last card in this group must be blank (i.e., have a zero in
Field 2 of HIST-1).
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4.4.3 SAVE and PUNCH Options
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The SAVE and PUNCH keywords provide a method by which the histogram
produced by one GRASP simulation can be converted to an empirical distribu-
tion and used in another network. For example, in Figure 3.8.2, the outputs
for Level 3(a) are the means, variances, and histograms for failure times and
for repair times. The most rigorous procedure is to do'boodness-of-fit tests
on these histograms to identify the distributions before using the results
in Level 2. However, as an alternative, or whenever there is not a good fit
to a recognizable distribution function, the histograms can be used as
approximations to the exact distributions. Examples of this usage will be
shown for the example in Section 3.8,

The PUNCH keyword will punch the specified output histogram in a
format suitable for reading by the HIST Keyword in 5 subsequent simulation.
If it is desired to simulate both networks successively in the same computer

run, the SAVE Keyword may be used. SAVE will cause the specified histogram

to be converted to a GRASP empirical distribution and stored in the appropriate

arrays for later sampling. Neither SAVE nor PUNCH destroy the histogram, 5o
it can be both SAVEed and PUNCHed. However, whenever a RUN card is
encountered all statistical arrays are cleared, so any histograms that have
not been SAVEed or PUNCHed will be destroyed.

When histcirams are collected by GRASP, the first and last cells

| theoretically have infinite width. In other words, the first cell contains

all observations from - « to the upper value of the first cell. Similarly,
the Xast"ce11 contains all values from the Tower limit of the last cell to
+ » . VWhen SAVE or PUNCH is invoked, these cells are truncated to the same
width as all other cells in the histogram. This obviously causes a
limitation on the range of the random variable which can be sampled from

the resulting empirical distribution. Where possible, histograms should be
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scaled (by appropriate selection of cell widths) so all observations fall
within the 30 inside cells. Self scaling of the hiStugwﬁﬂs will insure this
situation.

Finally, note that time histograms may be SAVEed or PUNCHed. No cost
histograms can be processed by these commands.

Table 4.4.4 has the format for SAVE and PUNCH.

Table 4.4.4 Format for SAVE and PUNCH Keywords

Fileld Column  Format  Variable Descrigtion'
‘I 1-4 A4 KWORD SAVE or PUNC
2 5-8 14 NOD Node number for time
histogram to be saved
. or punched
3 9-12 I4 KHIS Number to be assigned to

the empirical distribu-
- tion saved or punched.
JQ <10 (as on HIST-1,
FieTd 1).

4.4.4 EDIT Option

Editing Type words will be discussed briefly. More complete examples
and discussion will be included in the next section. GRASP must be put
in the Edit mode by an EDIT Keyword before any Type words are used. Any
of the fields not marked with an asterisk (*) in Table 4.4.1 may be changed.
A11 fields that are not changed, and in particular those marked with "*"
must have the same information as the most recently read card of that type.

This is true of all of the Type words. Information which is not changed

must nevertheless be punched on the card. Note: Editing of the asterisked
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fields will not generate an immediate error message but will cause erroneous
results,

If the asterisked fields are examined, it will be seen that only
parametric editing is permitted. In other words, the strucutre (i.e., node
and arc configuration) may not be changed.

Also, no data card types with suffixes A, B, or C are applicable during
EDITS. Arcs and nodes in subsystems are referred to by their nodé numbers

just as are non-subsystem arcs and nodes.

ONE- The type word ONE causes GRASP to read a type NEW-1 data card. ~

NODE -~ Causas a stream of Data Card Type NEW-2 to be read. Cards of
this Type will be read until a blank of zero is encountered in Field 1.

PARM - Causes a stream of NEW-3 data cards to be read (parameter sets).
Existing parameter sets can be modified and additional parameter sets can be
created. NEW-3 cards are read until a zero or blank is encountered in
Field 1.

ARCS - Causes reading of Type NEW-4 cards. At this point, recall that
some parameter sets are modified by GRASP. After reading a network, GRASP
"forgets" which parameter sets have been modified. Therefore, reference
must be made to Table 4.3.1 when editing distribution types or parameter
sets.

The following considerations are important:

1. If a PARM card has generated or changed a parameter set that

applies to a distribution of a type that modifies jts parameters,

then an ARCS card MUST appear, and one card with that distribution

type must be read (even though no changes are made on it). This

~will caﬁse the proper modification of that parameter set.

2. If a distribution type'on an edited NEW-4 card is changed to
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one which modifies 1ts parameter set, the parameter set will be
modified when the card is read, If it is not desired that the
parameter set be modified, then the parameter set number must be read
as a negative number. (This would be desired if the parameter set had
been modified in an earlier simulation of the same computer run, by
virtue of the distribution appearing elsewhere in the network).
An additional consideration in modifying ARCS is that the NEW-4 card may
not uniquely describe an arc in the network. See Figures 3.1.3, 3.1.6 and
3.1.8 for example.

The arcs between Nodes 2 and 3 can all be identical, so the NEW-4 Data
Cards for these arcs are also identical. GRASP ranks the parallel arcs
between any two nodes, however. Therefore, it is possible to uniquely
specify which arc is to be changed, ‘ )

Given a start and an end node, the arcs between these nodes are ranked

in decreasing order of their probabilities (Field 1, NEW-4 cards). If there |

are ties, then they are ranked by the order in which they were originally
read. Hence, the arc of highest probability is ranked 1, the next highest
2, etc. If there are ties, the first read is ranked before the second
read, etc., To uniquely specify one of several parallel arcs, an additional
variable must be included on NEW-4 cards when Editing ARCS. ' Table 4.4.5
describes the format.

CNOD - Permits changing of all fields on the NEW-6 data card.

Table 4.4,5 Addition to Data Card Type
NEW-4 for Editing Arcs

Filed Column - Format  Variable Description
-1 1-50 - - Same as NEW-4

2 79-80 I2 IRNK Rank of the arc (Zero
_ ~ will be taken as one)
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4.5 Examples of Data Input

4.5.1 Two Units in Parallel: The Example in Figure‘3:§,5

Figure 4.5.1 shows the input data for a system with two units in parallel,
previously discussed as the network in Figure 3.3.5. The first and the last
1ines are artificial, numbered 0.1 and 36.1. They are added in order to easily
locate the column numbers of the different fields.

Line nuﬁber 1 shows the keyword NEW, starting froﬁ column 1. This work
begins every GRASP network. Several GRASP networks can be simulated in only
one execution of the program. Refer to Figure 4.1.1 for the sequencing of tha
data cards. Lines 2, 3, and 4 contain the NEW-1 cards. Line2 contains CARD-1 of NEW-1
and has the title of the GRASP model. Line 3 contains CARD-2 and has the

following information:

Field 1 Col. 1-3 NPRT =1 print option_

Field 2 Col. 4-6  NSNK = 1 number of sink nodes
F}e1d 3 Col. 7-9 NSTS = 3 nuinber of statistic nodes
Field 4 Col. 10-12 MODI =0 ro modifications

Field 5 Col. 13-15 IGRF =1 plot histograms

Fields 6 - 9 are left blank, so the variables NCND (numberrof C-nodes),
NCTS (number of count types), NSBS (number of subsystem types), and IDME

(dumping of the files option) are equal to zero.-

Line 4 contains card 3 of NEW-1 and has the following information:

Field 1 Col. 1-10  ISED = 1113497 starting seed for random number
generation.
Field 2 Col. 11-20 NRNS =1 number of simulation runs.

Fields 3 - 7 are left blank so the remaining variables NSTR (run number for

beginning of tracing), NETR (run number for end of tracing), TSTR (time for beginning

of trac1ng) TETR (time for end of tracing) and SCAL (scale factor for d1str1but1on igq‘f,~f

ting 10\:wa noua1 to the1r defau]t values

e e i
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Lines numbered 5 to 12 describe the nodes of the network. B indicates
"Between" statistics will be co??eéted at nodes 6 and 7, and the histograms
will be automatically scaled by the program.

Line number 13 indicates the end of the node description cards. Lines
numbered 14 to 17 give the parameters of the distributions. Line number 14
gives parameter set 1 and corresponds to an Erlang distribution with mean/K=5.,

100 and K = 2. Line 15 has the parameters A = .1,

minimum = 0, maximum

minimum = 0, maximum = 0 and B = 1.4, and this corresponds to distribution
number 12 which is thé Weibull distribution (see Table 4.3.2). Line 16 gives
the parameter set for the repair distribution which is Erland-1 (exponential)
with a mean equal to 0.5, a minimum equal to O and a maximum equal to 100.
Line 17 gives the parameter set corresponding to distribution type 1 which
is just a constant. Hence, only field 2 is used and it gives the value of

that constant. This constant is used for stopping the simulation.
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A description of the arcs starts at 1ine 19. Each arc is completely
described by one card. Since there is no probabilistic nodes in the network,
the probability associated with each arc is 1. No cost data was requested.
Line 34 indicates the end of the arc descrition cards. The keywords RUN and
STOP are self-explanatory.

A complgte output of this example is given in Figure 4.5.2. The output
starts ~with -an echs check of the data to help locate any data input
errors. Part (a) of Figure 4.5.2 shows the output corresponding to the basic
run information and the node description cards., Notice that limited informa-
tion diagrams are also given. Figures describing the output are presented
sequentially as they appear in an actual run. Parts (b) and (c) of Figure
4.5.2 describe the parameters of the distributions,'and each activity,
respectively. The column headings are self-explanatory. The node summary in
Figure 4.5.3 reveals that the mean time between repairs is 73.2 and the mean

time between failures is 81.67. These quantities estimate the operating

characteristics pictured below.

Failure End of Failure End of
repair repair

H + H |
ig=+--+--Time betweeén failures---==---.: :
R Time between repairs.:. ....... >

Statistically, they are expected to be equal. Their difference is due to
the fact that we have unequal numbers of observations for nodes 6 and 7, and
the simulation time (500) was not long énough to reach exact solutions. This
is reflected in a large standard deviation for both results. The histograms
in Figures 4.5.4 and 4.5.5 are very similar, but since only a few observations

are generated, they don't give a complete picture of the actual distribution.
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4.5.2 Two Units in Series Example in Figure 3.4.2

o e R e L

Data input for Figure 3.4.2 is shown in Figure 4.5.6. A new feature of .
GRASP is demonstrated in this example; that is, the EDIT key. The example
represents two identical units in series. Their life distribution is a log-
normal with a mean equal to 50, a minimum equal to 0, a maximum equal to 300
and a standard deviation equal to 20. These parameters are specified in para-
meter set number 1. Their repair distribution is exponential with mean equal to

2 as specified in parameter set 2. After the network is simulated, the program

"will read the keyword EDIT and cause the network to be modified. The next line

read is iine number 36. It has the keywork ONE and directs the program to re-
define cards NEW-1. Line numbers 37-39 are the revised cards. They are identi-
cal to lines 2-4 in most &¢f the fields; only the random number seed, the trace
and dump fields have been changed. The event trace is now requested and the

file dump is suppressed. The output for this example includes the usual echo
check of the input data; node summary; the histograms for nodes 6 and 7; and a
file status at the end of the run. The node summary appears in Figure 4.5.7.

The mean time between the releases of node 7 is 22.64, and the mean time between
the releases of node 6 is 23.45. These quantities estimate the same random varia-
ble, which is the sum of the mean 1ife time and the mean repair time. Other parts
of the GRAéP output are not included in this analysis. The RUN command at line
43 causes the revised network to be simuiated. The output from the edited net-
work is not included here. The requested file dump after execution will be pre-
sented later in section 5. A network can be editéd more than once, and GRASP
counts the number of times that a network is edited. The editing operation is

cumulative. In other words, every time a part*of the network is replaced by an

- edit operation, such a replacement is final, and subsequent edits operate on the

revised network.
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4.5.3 Data Input for the Standby System in Figure 3.5.5

The data input for this example is shown in Figure 4.5.8, and is self-
explanatory. Both units have exponential lifetimes. The first unit has its
parameters in parameter set 1 in line 16. It has a mean lifetime equal to 4.
The second unit has its parameters in parameter set 3, for both units are
identically distributed (exponential) and share parameter set 3, with a mean
time to repair equal to 2. Parameter set 4 is used in arc (10,11) for stopping
the simulation. Nodes 8 and 9 collect statistics on the cycle time of the system
(sum of the lifetime and repair time). As expected, these node summaries are
nearly the same, as shown in Figure 4.5.9. The plotted histograms arepractically
identical. These are shown in Figures 4.5.10 and 4.5.11. This output shows that

the distribution of the cycle time has a relatively long tail with perhaps

multiple modes.
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4.5.4 Data Input for the Example with Cost

The data input for the case without maintenance is shown in Figure 4.5,12.
The only thing new in this example is the cost analysis. This is indicated in
lines 18 and 19.
that the average downtime is equal to 8 hours and the corresponding average
cost is $545.34.
puted as 545.34/8 = $68.17.

for three years and is equal to $8,430.89. The histogram for node & (Figure

The computer results are shown in Figure 4.5.13. They show

From this, the average cost per hour of downtime can be com-

The cost indicated for node 7 is the average cost

4.5.14) shows how the downtimes are distributed. What probability distribution

does that suggest?

The data input for the case with preventive maintenance is shown in Figure
4.5.15. Notice that the source seed for random number generation is used. This
means that the pump operates under the same conditions as in the previous case
and this will allow us to make meaningful comparisons. The computer results
are shown in Figure 4.5.16. The mean down time in this case is estimated to
be 3.17 hours - the corresponding average cost if $238.82. The average cost

per hour is then 238.82/3.17 = $75.33.
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higher than in the first case.

the pump under the preventive maintenance policy.

ORIGINAL PAGE IS
OF POOR QUALITY

In other words, it is more expensive to operate

The average cost for three years is equal to $9,531.74.

This figure is

The histogram of the down-

times is shown in Figure 4.5.17. They suggest very much an Erlang or Weibull

distribution while in the previous case, the exponential distribution seems

to be the first choice.

- this.

be the total downtime.

easily be computed.

Another interesting statistic to look at in comparing both models would

For the first case it is equal to :

8.00778 x 1546/100 = 123.80 hours

and for the second case it is equal to:

The results are

3.16798 x 3989/100 = 126.37 hours-

summarized below.

Goodness of fit tests must be performed to confirm

It is not shown in the computer results but it can

' average | average cost average total average average cost |- . downtime
policy downtime | for a downtime | . downtime total costof| per hour of | distribution
period downtime downtime
'without
‘maintenance | 8.01 hrs. $545.34 123.80 hrs. $8430.89 $68.17
with o
"~ maintenance | 3.17 hrs. $238.82 126.37 hrs. $3531.74 $75.33
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4.5.5 Data Input for the Complex Example in 3.8

This section will present the complete exaﬁp1e given in Figure 3.8.2,
The Level 3(a) and 3(b) systems will be simulated separately and their TBF
and repair distributions determined, The PUNCH Keyword will be used in the
Level 3 simulations to punch the TBF and repair distributions. These empirical
distributions will be used 2s input to Level 2 where the HIST Keywork will be
utilized. The Level 1 and 2 simulations will be performed in one computer run
by making use of the SAVE Keyword. Also, the data input for Levels 1 and 2
will provide examples of subsystem generation,

Figure 4.5.18 is the data input for Level 3(a).

Another default value has been used on the NEW-2 cards (lines 5 to 32).
The node type (column 13) specifies probabilistic or deterministic output.

If this field is left blank, (as in Figure 4.5.18), GRASP will assume determin-
istic output.
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Finally, the PUNCH Keywords 1ines 88 and 89 punch the TBF and repair
distributions as empirical distributions 1 and 2, vespectively. Recall from
Figure 3.8.4 that node 26 collects the TBF distribution and node 27 collects
the repair distribution,

Node summaries and histograms for Level 3(a) are shown in Figures 4,5.19,
20, and 21. The node summm&s‘"’;re\’eal that the mean time between failures
for Level 3(a) is 7.9 time units (node 26) and the mean time to repair is
19,57 time units,

The ampirical distributions that are producad from these nodes can be
derived from the histograms as follows. The cell probabilities are given in
the "LOWER BOUND OF CELL" column. The cell width can be found by subtracting
two successive cell lower bounds, and the lower limit of the first cell

the "Relative Frequanay! column,  The lower Timits of the cells are found in

(for empirical distribution purposes) is found by subtracting this cell width
from the lower bound of the second cell,

The data input, node summaries, and node histograms for Level 3(b)
are shown in Figures 4.5.22, 23,24, and 256. The mean time bhetween failures
for Level 3(b) is 8.635 time units, and the mean repaiv time is 0.2365.

An additional default value has been used for input to Lavel 3(b).
The repaiyr distribution for unit 6 is. (negative) exponential (Evlang-1)
with parameters in Parameter Set 2, Normally, we would expect a "1.Q" in

field 5 of line 31, Figure 4.5.22. This would indicate that “1" in "Erlang-1".

Howaver, when this field is blank, as in line 31, GRASP assumes Erlang-1,
Hence, exponantial distributions can be obtained by specifying Distribution
Type 4 and using only the wean, minimum,va1ué, and maximum value in the Para-
meter Set, 4
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The data input for Levels 2 and 1areé shown in Figure 4.5.26. Recall that
both of these networks have been simulated during the same computer run. “The
information in this figure down to the second NEW card (line 111) is for Level 2.
This network has been input using subsystems. Refer to Figure 3.8.7. Non-subsystem
nodes in this network are nodes numbered 80 to 88. The other nodes form three copies
of one subsystem type. Nodes 53 to 61 are the first copy. The others are nodes
62 to 70 and 71 to 79. Notice that the subsystem nodes are numbered consecutively.

Line numbers in the following discussion are those in Figure 4.5.26. Non-

' subsystem nodes are input first on NEW-2 cards (1ines 5 to 14). Line 15 is the

NEW-2A card for the subsystem. The three fields specify that there are nine nodes

in the subsystem, three copies are desired, and there are 12 subsystem arcs in

each copy. Since this is the first NEW-ZA card encountered, the subsystem following
this card will be designated "Subsystem Type 1". Lines 16-25 are NEW-2B cards that

describe the nodes in the first copy of the subsys%em type, i.e., the copy with the
lowest node numbers.

Each copy of the subsystem is identical with respect to its nodes. Hence,
fields 12 (columns 48-50) of the NEW-2B cards are all blank. The result is that
three identical copies of the subsystem nodes will be generated. No NEW-2C cards
will be read. Lines 26-28 are the parameter sets for units 10 and 11. Lines 0.1,
40.1, 75.1, 75.2, 120.1 and 162.1 have been added so that column numbers can |
easily be identified.

Lines 29 to 45 are NEW-4 cards for the non-subsystem arcs. Recall that
these are arcs with at least one end at a non-subsyStem node. Lines 46 to 58 |
are NEW-4A cards for the subsystem arcs in the first copy of Subsystem Type 1.v
Note that the parameter on the arcs vary from copy to copy, however, For

example, arc 53-54 (Figure 3.8.7) in copy 1 has time characteristic "(1, 13)"
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Figure 4.5.25 Repair Histogram for Level 3(b)
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and the corresponding arc in copy 2 (arc 62-63) has "(3, 13)", Arc 53-54
is given on line 46. Note that field 10 (columns 45-47) is "2". This

-

T mranangt T

indicates that copy 2 of this subsystem has different par§m£ters for this
arc, Lines 45, 50, and 51 have similar entries corresponding to arcs 54-55,
56-57, and 57-58.

Line 58 terminates reading of NEW-4A cards. At this point, GRASP has
generated the first copy of the subsystem. It now begins to generate the
second copy, and it generates the arcs in the same order that they were read
for the first copy. Whenever it encounters a non-zerd field 10, it reads a
data card (type NEW-2B) that must contain the new parameters for that arc.
Lines 57-60 correspond to the changed arcs in the second copy. Note that
they appear in the same order as their corresponding arcs in the first copy.
So, each time GRASP encounters a non-zero field 10 while generating copy 2,

it will read a card which has the correct information for the arc currently being

inserted in the network.

Note that field 10 in lines 57 to 60 is "3". After line 60 is read,

GRASP will finish generating copy 2. Then it will hegin copy 3. A similar
procedure will be followed in generating this copy, only now, GRASP will reference

the values for field 10 in lines 59 to 62, Thus, lines 63 to 66 are the arcs

in copy 3 that have different characteristics than those in_copy 1. W - *é

So, Tines 59 to 66 are all NEW-4B cards. Note that GRASP generates the
start and end nodes for those arcs. They have been included in 1ines 59 to RN
66 for clarity only. : K

Line 76 is the HIST Keyword, and it causes the following empirical é}‘” f:
distributions to be read. These are the empirical distributions that were S

punched as output from Levels 3(a) and 3(b) with the PUNCH Keyword, For o %‘ .
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“

example, Tine 78 contains cell probabilities for empirical distribution 1.

This is the TBF distribution from Level 3(a). The first three cell probabilities

are 0.1972, 0.0851, 0.0951, and 0.0841. The histogram for this distribution
was shown in Figure 4.5.20, These probabilities can be confirmed by looking
at the Relative Frequency column of this figure. The lower bounds of the
cells given on lines 80 tn 83 can similarly be checked,

Node summaries and histograms for Level 2 are given in Figures 4.5.27,
28, and 29. From Figure 4.5.27 it can be seen that Level 2 has mean time
between failures of 36.15 and mean repair time of 32.92.

The SAVE Keywords at lines 109 and 110 of Figure 4.5.26 causes the
histograms in Figures 4.5.28 and 29 to be converted to empirical distributions
for use in Level 1. The histograms are also to be punched for later reference
as shown at 1ines 107 and 108. |

The input for level 1 starts at Tine 111 of Figure 4,5.26. Subsystems
are used in this network, too. The first copy of the subsystem consists of
nodes 89, 90, and 91 (see Figure 3.8.8). The non-subsystem nodes are 101 to
110.

In Figure 4.5.26, lines 115 to 124 are the NEW-2 cards for non-subsystem
nodes. The most extensive use of default values is shown in this network.
For example, line 115 is the NEW-2 card for node 101. Note that only field
1 (the node number) is non-blank. The default values for N1 and N2 are both
one. Thus, a deterministic, non-statistics node with N1 = N2 = 1 can be
specified by simply putting the node number in field 1.

The NEW-2A card is shown on line 126, It specifies that there are three
nodes in the subsystem, three copies are desired, and there are three arcs
in the subsystem. Lines 127 to 130 are the NEW-2B cards for the first

copy. No parameter sets are used, so line 131 has a zero in field 1.
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Figure 4.5.29 Repair Histogram for Level 2
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Lines 132 to 149 are NEW-4 cards for non-subsystem arcs. Another
default has been used here. If the Distribution Type is left blank,

GRASP will assume Distribution Type 10. Hence, an arc with parameters
"0.0(0,10)[0,]" and no count type, activity type, or associated cost
C-node, can be specified by indicating only the start and end nodes. As
an example, line 132 specifies such an arc between nodes 90 and 102.

Subsystem arcs for the first copy of the subsystem are shown on lines
151 to 153. Since all of the copies of the subsystem are identical, no
NEW-4B cards are needed. Note that 1ines 151 and 152 reference empirical
distributions 5 and 6 which were SAVEd: in the simulation of level 2.

Once information is stored into the arrays for empirical distributions
(by HIST or SAVE Keywords) it remains there until changed by another HIST'
or SAVE which references the same distribution number. In other words,
these arrays are not cleared by the RUN Keyword as are the statistical
arrays. So, empirical distributions can be stored and will remain available
until used, even if several other simulations are run between the time the
distribution is stored and the time it is referenced.

Node summaries and histograms for Level 1 are shown in Figure 4.5.30 to
4.5.34. Figure 4.5.30 reveals that the mean time between failures is 34.33
(from node 109). Note that the infdrmation for nodes 106 and 107 is
jdentical (repair times). This results from the fact that the time
statistics for C-nodes are identical to-those for Delay nodes. Node 107
was included to graphica]]y depict this characteristic. Obviously, node
107 is not needed in this network. The 1esson’here is that when information
is desired on both accumulated times and the length of the individual

times, a single C-node may suffice. This situation. often arises in

" reliability analysis as it did in this case where mean repair time and

cumulative down time are both of interest.
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Figure 4.5.31 TBF Histogram for Level 1
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Figure 4.5.33 Summary of Master C-node
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Figure 4.5.34 Master Accumulator Histogram -
for Level 1
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The TBF histogram f:om node 106 is shown in Figure 4.5.26. Note that
this histogram reveals that the repair time distribution is strongly

uninodal.
Figure 4.5,27 is the summary for the master C-node accumulators, and it

indicates that the average down time for the system during the mission time

is 599, and the mission time is 1000- {from p. 98). 7he histogram for these

~tines is given in Figure 4.5,28.- Cost analysis was not specified in data input.

Before closing this section, the network decomposition technique
requires a few additional comments. The runs and data input'for this
example were chosen to illustrate a variety of the capabilities of GRASP.
For practical purposes, the entire decompesition example could be simulated
in one computer run, The input for Levels 3(a) and 3(b) can be stacked
(as were Levels 2 and 1) and the SAVE Keyword used to store empirical
distributions 1 throuéh 4. Immediately following this the Level 2 and Level
1 data cards would be inserted. The only difference is that the HIST Keyword
and its associated data cards (lines 74 to 103 of Figure 4.5.20) would be

removed. In this way, the entire system .in be simulated in one computer run.

Self-scaled histograms play an important part in this procedure since they
remove the nicessity of estimating histogram cell widths at the higher

Tevels.
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SECTION §
PROGRAM STRUCTURE AND USER GUIDELINES

This section will present a summary of the structure and program organiza-
tion of GRASP. The mechansim by which GRASP storves information in its filing
arrays s explained and sevaral considerations concerning running. GRASP on
the usar's host computer are discussed, .

5.1 Program Structura and Logic
The GRASP subpragrams and their relationships are shown in Figure 5.1.1.

Table 5.1.1 liats each subprogram with 1ts calling parameters and a brief
description of 1ts funetion. ) o

Program GRASP is the main line program. Its oniy‘funetion 1s to set
cartain program control variables and call GASP, GASP is the executive
routine which processes avents and controls the simulation. GASP calls
DATIN which performs data Snput and decodes the contro) language: Return
from Subroutine DATIN is prompted by the RUN Keyword.

Once control is returned to GASP, the simulation is executed., End
of activjty avents are scheduled by Subroutine SCHAT, SCHAT uses SAMPL
whigh calls the random variate ganarétars‘ RNORM, TRNGL, GAM, BETAXF,
PERTXF, DISCR, and DRAND, These routines sample from the distribution types
to obtain the times for activities. The end of activity events are filed
into the f111ng arrays with FILEM,

éASP vemovas events from the f1les with Subroutine RMOVE and collests
statistics with HISTO, CSTUP, COLCT, and COLCC. When the stmulation is
complete, a call to SUMRY produces the output, Subroutine ADJST scales
hi#tograms and GREAD, GSAVE, and ASSGN are used to read, save and punch

em91b§¢a1 distributions.
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Figure 5.1.1 Subprogram Cross Reference

From the following diagram one may see which subprograms

are used in any GRASP subprogram. For 1nstanceﬂ‘tﬁe subroutine

i
P
7

+ DATIN uses suppart subroutines:

FILEM
/ NFIND
BETAXF
PERTXF
GREAD
GSAVE
ERROR

Subroutine DATIN is called by subroutine GASP. In addition, the
line numbers where each subprogﬁam starts is also given. The
randon number generator used {s thé FUNCTION RANF (ISEED).

This function is system»dependent and is not shown in this

cross reference,
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Table 5.1.1

SUBROUTINE DATIN

SUBROUTINE GASP

SUBROUTINE FILEM (JD)

SUBROUTINE SCHAT (NODE)

SUBROUTINE RMOVE (KCOLL, JD)

FUNCTION NFIND (NVAL, JQ, JATT, IRNK)

SUBROUTINE HISTO (XI, ND)

SUBROUTINE COLCT (XX, N)

SUBROUTINE COLCC

FUNCTION CSTUP (DUM)

SUBROUTINE SUMRY

SUBROUTINE SAMPL (DEV)

FUNCTION RNORM (JD)

FUNCTION TRNGL (JD)
FUNCTION GAM (ALPHA, ISEED)
SUBROUTINE BETAXF
SUBROUTINE PERTXF

4

SUBROUTINE GREAD

“

¥
#a
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GRASP Subprograms

Data Input

Executive routine that controls
execution of the simulation

Inserts and ranks entries in
file JD

Schedules activities leaving a
node

Removes entry KCOLL from file JD

Finds IRNK-th entry in file JQ
whose JATT.-th attribute has
value NVAL

Records observation XI in
histogram ND

Records observation XX of
statistic N

Updates C-node Time and Cost
and Tests T2 and C2 Values

Calculates current accumualted
costs

Produces output at end of
simulation

Calls for samples from distribution
types and returns value as DEV

Produces normal sample from
parameter set JD

Triangular distribution
Gamma variate generatoyr
Beta variate generator

Generator for distribution
Type 9

Reads empiricai distributions
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(continued)

Saves or punches histogram at node

SUBROUTINE GSAVE (NOD, JQ, K, KWORD) -
' ’ NOD as empirical distribution
JQ. K and KWORD are for error
processing
FUNCTICN DISCR (JP) - Samples from empirical distribution
JP
SUBROUTINE ASSGN (JD) - Establishes pointers for efficient
B sampling from empirical distribu-
tion JD
SUBROUTINE ADJST - Scales histograms with negative
' cell widths
SUBROUTINE ERROR (J) - Error processor
FUNCTION RANF (ISEED) - Random number generator (system
, dependent)

+
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5.2 GRASP Filing Structure

. Several references have been made to the filing arrays of GRASP. Al11l
information on arcs and events are maintained in a single array contained
in blank common. This array is QSET. It is EQUIVALENCEed to the array
NSET (in the FORTRAN sense) so both integer and real number representatiqns
may be maintained in the same array.

Information in NSET/QSET is arranged into files, Each node has a file ~
which is numbered the same as the node number.~ In other words, node 5
information is maintained in file 5. The contents of this file are the
attributes 6f all arcs leaving the node. Thus, the information on Data
Card NEW-4 goes into the file of the start node of the arc. Each arc in a
file is an "entry", and‘the entries are ranked in decreasing order of their
probabilities (Field 1, NEW-4) and then by order of inputw(if there are
ties in the probabiTities).

Events in ‘GRASP simulations are the completions of the activities on
the arcs. Those events are all stored in file 1. This explains why no node
can be numbered one. File one is reserved for events.

Two buffer arrays, ATRIB and JTRIB, each of length six, are used to
transfer information into and out of NSET/QSET. Each entry in NSET/QSET

consists of 14 consecutive locations. The first 6 are the JTRIB'S, the

- second six are ATRIB'S, and the last two are a predecessor and successor

pointgr, respectively.

‘The contents of the predecessor location is the number of the location
in NSET/QSET which contains the JTRIB (1) of the immediately preceding
entry in that file (recall that the entries in a file are ranked and, there-

fore, have an order). The successor pointer has the same information for

g
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the immediately following entry. If an entry has no predecessor, the
pointer is 99999. If an entry has no successor the pointer is 77777.
If‘the entry is the Tast one which will fit in NSET/QSET (i.e., the filing
array is full) then the successor pointer is 88888. Table 5.2.1 and 5.2.2
show the contents of the entries for node files and the event file.

As an example, suppose the first type NEW-2 card that is read by
GRASP describes an arc that leaves Node 6. This information will become
an entry in File 6 and will be stored in the first available group of 14
consecutive 1oéations in NSET/QSET. A record is kept of the address where
file 6 starfs. Since we are considering the first NEW-4 card, this will be
the first 14 Jocations of cells in NSET/QSET. Hence, in file 6 NSET(1) will
contain the arc's end node (JTRIB(1) -- see Table 5.2.1) and QSET(12) will
correspond to ATRIB(6) (not used for node files). Since this is the first
entry in File 6, it has no predecessor and NSET(13) will be equal to 99999.
Since no successor exists, NSET(14) = 77777.

Now, if the next arc read also leaves Node 6, its information will
also go ingg file 6, but it will go into NSET/QSET Tocations 15 through 28,
The success;r pointer for the first entry (NSET(14)) will be changed to
point to the address of the first cell in the second entry. In other words,
NSET(14) will equal 15. The predecessor pointer for the second entry
(NSET(27)) will equal one (since the first cell of the first entry is
NSET(}) and the successor pointer will equal 99999. In this way, a chain
of entries in the filing array is built which permits locating any entry
in the file. For simplicity in this example, we have assumed that the two
arcs have the same probability. If the probabilities differed, the first
enéry would be the one with the higher probability.

This elementary description of the filing structure is necessary to

interpret the file dump produced by Subroutine ERROR, A complete
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description and an example of this dump is given in Section 5.3.

223

Also, since the filing array is in blank common, the program can be

lengthened or shortened by changing the dimension of QSET in the main
program (GRASP) only. QSET is dimensioned to length one in all other
subprograms. Hence, if core storage is a prime consideration, and if
the systems to be simulated don't have very many arcs, the program can
be easily shortened by changing the Tength of QSET. Array adjustment

procedures are described in Section 5.4.
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Location
Within
Entries

W 00 N O O W NN e
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Contents

the arc's end node
parameter set
distribution type
count type
activity number
associated C-node
probability of arc
not used

fixed cost
variable cost

not used

not used

predecessor pointer

successor pointer

Table 5.2.1 Contents of Entries in Node Files

Buffer Array
Equivalence /

JTRIB (1)

JTRIB (2)
JTRIB (3)
JTRIB (4)
JTRIB (5)
JTRIB (6)
ATRIB (1)
ATRIB (2)
ATRIB (3)
ATRIB (4)
ATRIB (5)
ATRIB (6)

/o
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Location
Within

Entries

1

O oo ~ O o W N

[T —
-_ O

12

13
14

RS P R SR

Contents

the arc's end node
parameter set
distribution type

count type

activity number
associated C-node
activity completion time
time mark node activated
fixed cost

variable cost

network cost at time
mark node activated

start time of activity
(if JTRIB (6) > 0)

predecessor pointer
successor pointer

%

Table 5.2.2 Coitents of Entries in File 1 (Event File)

Buffer Array
Equivalence

JTRIB (1)
JTRIB (2)
JTRIB (3)
JTRIB (4)
JTRIB (5)
JTRIB (6)
ATRIB (1)
ATRIB (2)
ATRIB (3)
ATRIB (4)
ATRIB (5)

ATRIB (6)
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5.3 File Dumps

GRASP files are dumped whenever a call is made to subroutine ERROR by
another subprogram which has detected an error condition. In addition, a
file dump can be requested as a debugging aid by the user by specifying an
appropriate value for field 19 on date card type NEW-1.

Part of a file dump for the example in Figure 3.4.2 is shown in Figure
5.3.1. This dump was requested on data card type NEW-1. The event file
is empty for all such dumps, so no entries in File 1 will be listed. This
will always be true for user requested dumps because the dump is produced
before or éfter the simulation is performed. If a dump is produced as a
result of an error condition, the event file will, in general, not be empty,
and File 1 entries will be printed.

Now, referring to Figure 5.3.1, we see that this dump was produced
at time 500. In other words, this dump was produced after the network was
simulated. The "P=" and "S=" notation indicates the predecessor and
successor pointers in NSET/QSET.

Files 2 through 8 are shown in Figure 5.3.1. Recall that these are
node files, so the entries in these files will correspond to the arcs
leaving nodes 2,...., 8 in Figure 3.4.2. Of course, there will also be a
file for every other node in Figure 3.4.2 that has a leaving arc.

Each entry in a file is represented by three lines. The fivst Tine
starts with "CELL=". The value to the right of this is the cell number of
NSET}QSET which contains the first value (JTRIB(1)) of this entry. 1In
other words, this entry in File 2 is physically stored in NSET(1) through
NSET(14). This is not the only entry in File 2. It has no predecessor,
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| P = 99999, but it has a successor, S = 15. Since we have 3 arcs Teaving

[}

node 2, we have three entries in File 2. Each entry represents an arc.

The meaning of JTRIB and ATRIB values (refer to Tables 5.2.7 and 5.2.2)

ot

corresponds to the arc (2,6) and it has P = 1 and S = 29, This indicates

-
= T T T T L. T

i

E

i agree with the information supplied in Figure 3.4.2. The second entry -

i?

E that the previous entry starts at NSET(1) and the next entry starts at

E i NSET(29). The last entry in this file corresponds to arc (2,7), S = 77777 v i

2 indicates that this is the last entry. Files 3, 4 and 5 also have 3 ,E
entries each. Files 6, 7, and 8 have only one entry each. P = 99999 and j

S = 77777 for each of them. !

=3 The way in which a chain is built by the predecessor and successor
pointers make the storage allocation very efficient. The program always

keeps track on the first available space in NSET/QSET, the address of the

mechanism is the same as in GASP IV (reference 19).

e

The statistical and histogram storage arrays are also dumped whenever

et i o b et i

3
|
|
first and last entry in ea¢/ “"ile by using some other pointers. This i

the dump is produced from an error condition or the user requests it after
execution,

The array SUMA contains the information from which the node summaries
are produced. If ngepresents tﬁe observations then each row of SUMA will %

contain the following: R

SUMA(-,1) = sum of X's e
SUMA(-,2) = sum of squares of X's ‘Q"{i
SUMA(-,3) = number of observations  }
SUMA(-,4) = minimum of the observations J f‘ii‘lﬁ

o SUMA(-,5) = maximum of the observations o =
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ARRAY SUMA

!
!
i
H
H
i
:

9( 0)

6( 0)
9COST
7COST
6COST

0.5000E+03

0.4527E+03
0.4924E+03

0'0
0.0
0.0

ORIGINAL PAGE 1S .
OF POOR QUALITY

0.2500E+06
0.1233E+05
0.1414E+05

e
.0
.0

oY oN -

0.1000E+01
0.20002+02
0.2100E+02
0.1000E+01
0.2000E+02
0.2100E+02

Figure 5.3.2 Dump of Array SUMA
- for Figure 3.4.2

0.5000E+03
0.6122E+01
0.7072E+01
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Figure 5.3.2 is a dump of SUMA after execution for Figure 3.4.2. The rows
of SUMA are printed in order. Each statistics node requires at least two

rows in SUMA. One collects time statistics and the other collects cost

statistics. In addition, if count types exist, each statistics node will
require a row for each count type, Further, if C-nodes exist in the network,
the last two rows in SUMA will contain the information for the master time
and cost accumulators, in that order. Each row is labeled with the number
of the associated node. Rows for time statistics are listed first. Count

type information immediately follows the time information. The notation

"6(1)" would indicate that that row is for node 6, count type 1. The
cost rows follow these, and finally the time and cost accumulators are
listed.

Included in the dump of statistical arrays is a printing of the
histogram storage array JCELS. The 32 cells of each histogram are printed
and labeled with node numbers. Time histograms are printed first and then
cost histograms. As before, the last two rows in JCELS contain the histograms
for the master time and cost accumulators. See Figure 5.3.3 for the dump

of JCELS for Figure 3.4.2.

o 'w .

5.4 Compatibility and Portability

With current array dimensions, GRASP requires about 3300010 words of
core memory. In addition, if self-sca]ed'histograms are utilized, a disk
storage device is required.

Specific user actions are as follows:

1. The variables in the main program for card reader (NCRDR),

printer (NPRNT), punch (NPNCH) and disk file (NHIS) equipment
numbers must be set properly. Further, if the dimension of

QSET is changed, the variable MAXQS must be set equal to the
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dimension of QSET, IMN = maximum node number allowed,
and MAX = the maximum number of empirical distributions
permitted

2. Function RANF is the function that generates uniform
pseudo-randei numbers on the interval {0,1). Its

argument ISEED is defined by the user and automatically

R T R A Y Y PO P 1.y

changes every time this function is called. It is

PN

recommended that the random number generator contained on the

user's computer system be used.

w g g T

3. GRASP was originally developed on a CDC 6400 system (reference

21), This AMDAHL version includes some new features, such

as the node release mechanism, and does not retain some of
the earlier characteristics. For instance, the initial value
of the seed for the random number generator is no longer
available during the simulation because it is not needed for
most purposes. Other omissions are the use of the random

number generator as a specific subprogram, and the subroutine

previously used for time limit checking. A time limit is

always avai1ab1e.thkough the job card when we run the program. | ?l'»’;

5.5 Adjusting the Array Sizes of GRASP

The maximum size network that GRASP can accommodate is determined ? ~Lj
by the dimensions of certain arrays that are contained in the labeled '_”xﬁ
'COMMON blocks GL throudgh G7. These COMMON statements are shown in Figure

5.4.1. This section will 1ist the present size Timitations for GRASP and.

give instruction on how to alter those dimensions if desired.
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: ORIGINAL PAGE 18
OF POOR QUALITY.
a‘
"COMMON QSET(5600) 00000010

COMMON /GL/ MFA,MXC,IPRT,ICRD,IML,IM2,MAXQS,NT2R,NC2R,NOQ,NSNK, 00000011
1 NRUN,NRNS,ISED,TNOW,ATRIB(6),JTRIB(G) ,NAME(20),JCELS(200,32) 00000012

- COMMON /G2/ MFE(300),MLE(300),NQ(300),PARM(100,4),SUM1(300), 00000013
F | 1 SUM2(300),SUM3(300),SUM4(300),SUM5(300) ,NT2C2,EPS 00000014
} COMMON /G3/ KST1(100),XLOW(200),NREL1(300),NREL2(300),NREL(300), 00000015
b 1 MREL(300),KST4(100),KST3(100),NTYPZ(300),WIDTH(200),NSTS,NCTS 00000016
b COMMON /G4/ XSTUS(100),SUMCT,CSTUS(1.00Q),NCND,NCNL,NCNU,T2,C2, 00000017
P 1 ITFLG,ICFLG,TYYY,TCCC,TIMTD,COSTD 00000018
! COMMON /G5/ MSTN(2000,2),MST(300),KST2({300),IGRF,JGRAF,SCAL 00000019
ﬁ COMMON /G6/ NCEL(10),PROB(32,10),VAL(33,10),ISEC(3,10),MAX,NHIIS, 00000020
b 1 KHIST,NPNCH 00000021
: COMMON /G7/ ID,IMN,IDMP,NDTU,NSKD,NSTR,NETR,TSTR,TETR,NSRC,NDRT, 00000022
1 'NSORC(100),NPO(100),NABA(200) 00000023

Figure 5.4.1 GRASP Common Statements
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Immediately following this text are téq numbered sections. Each
section describes an attribute of a GRASP netwé?k that is limited by array
sizes. There are three parts to each section. The first is a variable
or expression that can be computed from the GRASP network that the user
intends to simulate. When this value is obtained, it must be compared
to the "current maximum" value which is the second part of each section.
If the actual value is not greater than this maximum, then the array
sizes are sufficient to process the network.

If some attribute of the network exceeds one or more fo the current
maximum values, then the "Arrays Affected" must be redimensioned. The
affected arrays are the third part of each numbered section. The minimum
sizes for these arrays are given in terms of the variable or expression
that was computed for the users network. Note, however, that when the
COMMON blocks are changed, numerical values must be inserted in place of
the variables shown in the "Arrays Affected".

For example, consider Section 1: Largest Node Number. The variable
name is IMN. Suppose the largest node number in our network is 115. The
current maximum is 300. Since 115 is less than 300, no arrays need to be
changed. On the other hand, if the largest node number is 3471, the dimensions
of all of the affected arrays must be changed to at least 342.

The variable name or expression given in each section is intended to
help the user in computing the values for his network and in figuring the
minimum dimensions required if some arrays must have their dimensions changed.

With three exceptions, the user is not required to set values for these

‘variab1es in GRASP. The three exceptions are IMN, the variable for the

maximum node number, MAX, the variable for the maximum number of empirical
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1, 9,‘or 10, the FORTRAN statements that set values for IMM, MAX, and MAXQS
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distributions which can be stored by GRASP at one time, and MAXQS, the
variable for the length of QSET. Values for these variables must be
set by the user in the main program whenever the arrays in Sections 1, 9,
or 10 are changed.

In other words, when changing array dimensions for those arrays
mentioned in Sections 2 through 8, the only FORTRAN statements that the user

must change are the COMMON statements. When changing the arrays in Sections

must also be changed.

1. Largest Node Number

Variable: IMN

Current Maximum = 300

We can have at most 299 nodes in the network since we cannot have i
node #1.

Arrays Affected: MFE(IMN), MLE(IMN), NQ(IMN), NRELT{IMN),
NREL(IMN, NTYPE(IMN), NFTBU(IMN), NREL2(IMN),
MFEN(IMN, LSINK(IMN), MREL(IMN)
(The variable TMN must be set in the main
program whenever these arrays are redimensioned).

2. Largest Number of Statistics Nodes

Variable: NSKS

Current Maximum: 100
Arrays Affected:  JCELS(2*NSKS,32), NSINK(NSKS), XLOW(2*NSKS),

WIDTH(2#*NSKS), NSNR(NSKS), JSINK(NSKS), ~§%

XSTUS(NSKS), CSTUS(NSKS)

Note: The first dimension of JCELS must be greater than or equal
to 44, since the array is also used during subsystem input.
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Maximum Numbey of Count Types

Variable: NCTS < [ NXX = NX

NSKS 4 - 2

Current Maximum: 2*NCTS + (NCTS*NSKS) + 2 < 250

S SRS B N L R e

- where NXX is the first dimension of SUMA and
NX = 0 if no C-nodes, NX = 2 if C-nodes in
the network. [ ] menas truncated to the

next lower integer

Arrays Affected:  KOUNT(NCTS)

SUMA(2*NCTS + (NCTS * NSKS) + 2, 5)

Maximum Number of Count Types (NCTS) Plus Statistics Nodes

Expression: 2*NSKS + (NCTS * NSKS) +2

Current Maximum: 123 with C-nodes
' 125 without C-nodes

Arrays Affected: SUMA(2 * NSKS + (NCTS * NSKS) + 2, 5)

Maximum Parameter Set Number

Variable: ANPRMS

Current Maximum: 100
Arrays Affected: PARAM(NPRMS,4)

Maximum Number of Source Nodes

Variable: NCRC

Current Maximum: 100

Arrays Affected: NSORC(NSRC)

Largest Positive Activity Number

Variable: MMACT

Current Maximum: 100

" Arrays Affected: NPO(MMACT)
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8. Maximum Number of Activities Triggering Modifications
TMACTY Plus the Number of Modifications (MODS)

Expression: MACT + 2 * MODS

Current Maximum: 200

Arrays Affected: NABA(MACT + 2 * MODS)

9. Maximum Number of Arcs in a Network that Can Occur
in a Simulation Run

: Variable: ID

Current Maximum: 400

Arrays Affected: NSETN(ID,2), QSET(14 * ID)
(when QSET is redimensioned,
the variable MAXQS msut be
set to the length of QSET
in the main program)

Ty

i
1
b
4

10. Maximum Number of Empirical Distributions

Variable: MAX

Current Maximum: 10

Arrays Affected: PROB(32,MAX), VAL(33,MAX),
ISEC(3,MAX), NCEL(MAX)
(The variable MAX must be set in
the main program whenever these
arrays are redimensioned)
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A GLOSSARY OF IMPORTANT GRASP VARIABLES
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Variable

ATRIB(6), JTRIB(6)
COSRN

COSTD

CSTUS(100)

c2

0D

DUM(1408)
EPS

ICFLG

ICHNG
ICRD

ID

IDMP
IGRF

IMN

IM1, IM2

INOUT

IPARS
IPASS

241

Use

Buffer array for data transfer.

Cost in C-node for this run.

01d cost-to-date in C-nodes.

Storage area used in collecting cost statistics.
Termination criterian in a C-node (NEW - 6 card)

Character variable equal to 'D' characterizing
the output of a node.

Working array equivalent to JCELS{.,.)

Threshold value within which 2 or more events are
considered to have occurred simultaneously

Input variable indicating whether the C2-criterian
will terminate the simulation run or not.

When equal to 1, indicate that the EDITmode is on.
Number of the input file (usually = 5 for card reader)
Maximum number of entries that can fit in NSET/QSET.
Option for dumping the content of the files.

Option for the type of histograms to be printed.
Maximum node number allowed by array sizes (300).
Length of array ATRIB, JTRIB (=6).

Type of node, 1 for source, 2 for sink, 3 for stat.,
4 for a mark node.

Parameter set number

Indicates when equal to 0, that the number of arcs
in a particular subsystem is greater than 99.
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Variable

IPRT
IP1

IP2

IRNK
ISEC(3? 10)
ISED

ISIM

ISIMX
ITFLG

ITED

JCELS(.,32)
JGRAF
J33(50)
KACTS

~ KEYS((7)

KHIS
KHIST

KOUNT(I)
KST1(K) = NODE
KST2(NODE) = K

242

Use

————

Device number for the output (usually = 6 for
Tine printer).

Points to the location of the 1st available group
of 3 cells in the array NRP (.)

Dummy pointer in node replacement section.
Rank of an area being edited,

storage area used in subroutine ASSGN and DISCR.
Seed for random number generation.

Number of simultaneous events at time TNOW.
Maximum value of ISIM at any time (=50),

Input variable inaicating whether the T2 criterian
will terminate the simulation run or not.

Variable set equal to 1 if the number of subsystems
exceeds 10.

Storage array for histograms.

Takes the value 1 if ATRIB(3) or ATRIB(4) > O.
Working array for simultaneous events.

Number of arcs 1in a particular subsystem.

Storage array for the key words NEW, RUN, STOP,
HIST, SAVE, EDIT and PUNC.

Number assigned to an empirical distribution.
Number of histograms to be collected.

Current value of count type I.

Array containing the statistics node numbers.

K is the k-th statistics node. KST1 and KST2 point
to one another.
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Variable Use
4 KST3(K) Statistics code (F,A;B,I,D,C) maintained in
; ' the k-th statistics node.
; A\
KST4(K) 7 Counts the number of times a statistic of type
KST3(K) has been collected in the k-th statistics
nede
f KSSP Copy number of a particular subsystem. b
-
[ KSUBS Subsystem type. }
’ 1
E KTYP(S) Storage for the keywords PARM, ARCS, NODE, CNOD x
| and ONE,useddur{gg the EDIT mode. 1
é MACT Maximum number ofigﬁcs triggering modifications. . T {
MAX Maximum number of empirical  distributions. : ‘
. . . o Lo
| MAXQS Maximum Jength of NSET/QSET. R
f MDATA(6) Storage for the characters F,A,B,S,D and C ‘ ‘
- indicating the type o7 statistics to be collected. j
i MFA Location in NSET/QSET of g% available space for Lo
E : storing an entry in a file ‘ LS
t MFE(1) Location in NSET/QSET of 1st entry of file I. i
- MLE(I) . Location in NSET/QSET of last entry of file L. ;
| MMACT Largest number an arc can have (=100=/dimension
of NPQ) .
| MOD1 Input variable equal to 1 if modifications exist
| in the network.
| MODS ‘Number of modifications in the network. R
,,'3 MREL(I) Current value of the release counter of node I. Afj
f g MREL1 = N1 an input for the node being read in. | ‘ig
E % ' MREL2 : ' = N2 an input for the node being read in. L
% fx , MSINK ~ Type of statistics to be collected: F,A,B,C,D or I. f rf‘Q
; K
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Variable

MST(NODE)
MSTN(I,1)

I

cell in
NSET/QSET

MSTN(I,2) = I2

MXC

NABA (100)
NABYA (24)

NACTN

NACTS
NAME(20)

NCEL(1)
NCELS
NCLT

NCND
NCRC
NCTS
NC2R
NDIN1

NDINZ2

NDOUT

Use

“‘MST starts a chain of arcs that arrive to a

node. MSTN(I,1) js the location in NSET/QSET
of an arc arriving at node NODE. MSTN(I2,1)
is the next such arc, etc.

2nd argument in the size of array

JCELS(.,.) (=32)

Storage array for network modification.

Buffer for storing the content of arc data card
in node replacement section.

An activity number that triggers the replacement

of a node to occur. If negative, it represents

a continuation of previous card information.
Number of activities in a particular subsystem.

Array representing the general informat%bn about
the network

Number of cells in empirical distribution #I.

Number of cells in current empirical distribution.

Number of quantities on which statistics are to
be collected.

Number of C-nodes.

,Maximum number of source nodes allowed.

Number of count types.
Current value of C2.

Indicates the 1st node in, in node replacement
section. -

Indicates the next node in, in node replacement
section,

Indicates the node out in node replacement
section. }
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Variable

NDR(N)
NDT
NEND(50)

NETR
NHIS

NPO(NACTN)

NPOS
NPRMS
NPRT

NQ(s)
NREL(I)

Use

If node N is to be replaced by another node, then
NDR(N) points to the location in NRP(.) where the
1st replacing node is located. =

Number of delay type nodes.

Working array representing end nodes:of arc term-
inating at the same time

Run number for end of tracing.

Number of the output file for storing an em-
pirical distribution in a histogram form.

Number of histograms collected.

Largest node number read in.

Number of the output file for intermediate
results to be used in a later simulation.

For activity type NACTN, it indicates the
starting location in NABA wheremodification
information is stored, such that:

NABA(NPOS) = NABYA(I) = node out

NABA(NPOS+1) = NABYA(I+l) = node in

Entries in NABA are separated by zeros.

Total number of nodes affected by replacement.
It represents the number of items in NABA and
is an even number.

Largest parameter set number.

Output option if equal to 1 then the input data
cards will not be printed out.

Current number of entries in file I.

Initial value of the release counter of node
I. It is either NREL1{I) or NREL2(I),
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Variable

NRNS

NRP(. )

NRUN
NSBS

NSET(I)

NSINK(K)
NSKD
NSKND
NSKS
NSKT

NSNK
NSORC(100)
NSRC

NSSP

NSTC

NSTD
NSTND

NST01(99) - NST08(99)

NSTR
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Use

Input value specifying the total number of runs
for the simulation.

Contains a replacing node in each group of
3 cells.

Number of the current simulation run

Input value specifying the number of subsystems
in the network.

Integer representation of filing array. Used
for integer attribute values and pointers.

Node number of the K-th statistics node.
Total number of sink and delay nodes.
Number of sink and not delay nodes.
Maximum number of statistics nodes allowed.

Total number of gink node releases to end the

simulation run; (the sink nodes must be different).

Total number of sink nodes.

Storage array for source nodes.

Total number of source nodes.

Number of times a particular subsystem occurs,
Total number of accumulator nodes.

Total number of stat. and delay nodes.

Total number of stat. and not either a delay
or accum. nodes.

Temporary arrays for storing node information
needed for subsystem generation.

Run number for beginning of tracing.
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Varijable

NSTS
NSTST

- NSUBI(10,4)
NT = NTYPE(NODE)
NUACT
NUNOD
NT2C2
NT2R
PARM( . ,4)
PP

DR St A A A

PRAM(4)
PRMV

| PROB(32,.)
= PTOPT

QSET(.)
SCAL
; ST01(99) - ST06(99)

SUMA(.,5)
SUMCT
TCCC

Use

Number of statistics nodes.

Number of statistics, sink and accumulated
type nodes.

Storage area for input subsystems.

Used for subsystem arcs in NEW-4A input card.
Used for subsystem nodes in NEW-2B input card.
Number of times system exceeded both T2 and C2.
Current value of T2

Storage area for parameter sets.

Character variable equal to 'P' specifying that
the output of a node is stochastic.

Parameter values as described in Table 4.3.2.
Character variable characterizing the input side
of a node. Can take values equal to HH = 'H',

AA = 'A', or UU = 'U'?

Probability storage for empirical distributions.
Output characteristics of a node equal to PP = 'P'

for stochastic nodes or DD = 'D' or blank for
deterministic nodes.

Real valued representation of file storage areas.

Scale factor for distribution type 10.

Temperary arrays for storing arc information
needed for subsystem generation.

Statistical storage for nqde summaries.
Total cost for an activity.

Cummulative cost of still active C-nodes at end
of runs. :

oo

i
&5
b
B

e i L e e T e

S Cugperr . B S N SRR S

PPN I © S PP UL T AR

S R R

AN T

VORI T

N N 3 »




d e Y g
< i SR A TN, 2

Ok e ani o

LR

e PR 2 8

Variable

TIMTD
TIM1
TIM2
TIMRN
TNOW
TYYY

)

T2

VAL(33, .
WIDC

WIDH
WIDTH(200)

WTC1
WTT1
XCOST
XLC
XLC1
XLL
XLOW(. )

XLT1

SXTUS(100)
XTIME

Us

———

01d time-to-date in c-nodes.

If TIMl = 0, then start tracing when TNOW > TIMIL.
Stop tracing when TNCW > TIM2.

Time in C-node for this run.

Current simulation time.

Cumulative times of still active C-nodes at
end of runs.

Maximum value for C-node time accumulator
statistics.

Cell values for empirical distributions.
Same as WIDH but for cost histograms.
Width of each cell of a histogram.

Storage area for width of cells at nodes where
histograms are to be collected.

Same as WTT1 but for costs.
Width of cell for master C-node time histogram.

Accumulated cost in C-node to date.

- Same as XLL but for cost histograms.

Same as XLT1 but for costs.
Lower 1imit of the second cell of a histogram.

Storage array for the lower limit of the second
cells of the histograms.

Lower 1imit of second cell of master C-node
time histogram.

Work storage area used in collecting time statistics.

Accumulated time in C-node to date.
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Error Number

10

11

13

14

22

23

87

88

89

90

APPENDIX B

GRASP ERROR TYPES

Subroutine

GASP

RMOVE

DATIN

GSAVE

GASP

SCHAT

FILEM

FILEM

NFIND

coLcT

Probable Cziin

The program is very likely going
through an infinite loop. Check
the network model around the
node indicated

Attempt to remove an entry from an
empty event file. Since entries
that are removed from the event
file are scratched, it is likely
that the program stopped because
the flow of transactions ends at
a node that is not a C-node or
a sink node

Attempted to Edit in arc that does
not exist

Attempted to save a histogram with
no observations recorded

Number of statistics nodes torealize
the network is < 0. Probable
cause is incorrect dimension of
QSET

Pointing error in filing array.
Probable incorrect dimension
of QSET of value of MAXQS

Filing array field. Increase
dimension of QSET and check
value of MAXQS

Filing pointer error. Increase
dimension of QSET and check
value of MAXQS

Entry in file o be located; has
negative location. Probable
incorrect dimension of QSET

Probable cause is incorrect data
input of number of statistics
nodes or count types
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Error Number Subroutine Probable Cause

95 DATIN
97 RMOVE

Increase dimension of array NABA

Attempted to remove an entry from
a file that does not exist.
Probable incorrect dimensions
of QSET or attempt to release a
node that has no arc originating
from it.

98 GASP There are too many simultaneous arc
completions. Check the model or
increase the dimension of NEND,
JJJ and change the value of ISMIX
in the subroutine GASP

99 DISCR Requested sample from empirical
distribution number greater than
MAX. Check data input and value
of MAX

Any other error whose number does not appear above is very likely to be
an input error.
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ORIGINAL PAGE 1S
OF POOR QUALITY

BRASR VERSION DATED JULY 1STe 1S81e THE CAPARILITY TO PROCESS
STMULTANEDUS EVENTSe MULTIPLE AND COMPDUND NCODE RERLACEMENTS
WAS ADDED TN THE GRASP VERSION DATED JUNF 1ST,s 1976« THE 1070
VERSION COCNTAINS EXTENSIONS TO THE NUGDE RELEASE MECHAMISM,
AND I3 BASED ON THE MARCH 15y 1976 VERSIUNe THE FIRST VERSIIN
OF GRASP WAS BASED ON SUBSYSTEM AND C-NONDE ADAPTATION OF
GERTS~-II11Zy VERSION DATED JUNE 20y 1973,

e N e NsEs NN NNl ]

COMMON QSET(5602)

COMMON /G1/ MFA+MXCs IPRT s ICRD»IML s IM2yMAXQSyNT2R s NC2R ¢+ NOQ s NENK
1 NRUNsNRNS,»ISED+ TNOWATRIB(6)+»JTRIB(A)+ NAME(20)»JCELS(200,32)
COMMON /G2/ MFE(300)yMLE(300) 4NO(300)+PARM(1004+4)SUMIL1(300),

1 SUM2(300)+SUM3(300) +SUM4E(300)+SUMS(300) +NT2C2+EPS

COMMON /G3/ KST1(100)+XLOW{(200)+NRFL1(300),NREL2(300)+NREL(300).,
1 MREL(300):KSTA(100)KST3(100) ¢NTYPE(300)sWIDTH{200) sNSTSWMNCTS
COMMON 7G4/ XSTUS(100)sSUMCTCSTUS(L100) s NCNDyNCNL 4 NCNUWT2,4+C2

1 ITEFLGsICFLGsTYYYSTCCCHTIMTD,HL,COSTO

COMMON /G577 MSTN(2000+2) s MST{300) +K5T2(300) + IGRF+JGRAF»SCAL
COMMON /G6/ NCEL(10),PROB(32410)«VAL(33+410),ISEC(3410) sMAXWNHIS,
1  KHISTsNPNCH

COMMON /G7/7 ID» IMN2IDMP 4 NDTUS NSKNDyNSTRyMETRsTSTRy TETR I NSRCsNORT,
1 NSORC{100)sNPO(100)NABATZ200)

DOUBLE PRECISION SUML,SUM2

T T TR W TRTYWTO T T Ty wWy vT

; C
Crkik*t ET EQUIPMENT NUMBERS FOR CARD READER(ICRD) »  PRINTER (IPRT)
| Cxkkkk , PUNCH(NPNCH), AND HISTOGRAM STORAGE(NHIS) (OPTIONAL)
; CrrsRESET MAX LENGTH OF QSET(MAXQS)s MAX NGDE MUMBER(IMN), AND MAX
f CrexkxNUMBER OF ZMPIRICAL DISTRIBUTIONS(MAX)
f c
? ICRD=5
? IPRT=6
‘ NPNCH=2
MHIS=1
MAXQZ=5600
IMN=300
MAX=10
IM1=6
iM2=¢
1DMP=0
[O=MAXAS/ ( 1M1 +TM242)
10 CALL GASD
G0 TH 10
END

SUBROUT IME DATIN
o DIAENSICGN NSZT(5¢00)
- DIMENSIOGN NASYA(24)y MDATA(S) s PRAM{4) s KEYS(7)s KTYD(3),
1 DUM(1408)
DIMENSIOUON NSUBT(10+4) s NSTCI(98) s NSTO2(93), NSTR3(99) e NITUEA(9Y)
DIMENSION NSTO5(99)s NSTCE(39)s NSTC7(99) s 5T21(99), 3STA2(SI)
DIMENSICN STR3(99)s STO4(9G)s STOS5(59)s STOH(SF), NSTOB(99)
COMMON QSET(5&00)
COMMAON /G117 AFAsMXCs IPRPToICRD s IM19IM23MAXGS yMNT2R ¢NC2R o NDQ ¢NSMK
i MRUNIMRINSSISEDs TNOWLATRIBIS )+ JITRIBTE ) '+ NAME (20 ) 4 JCELS(200432)

e

WA L atan e L KRS DU YPEITEIF OR35S SN RPEE TR i it e

V0N0000L"
91000002
IO00VN03!
900002308
00000005
00000006
00000007
00000008
00000009

00000010} °

00000011
00000012}
00000013}
0006014
00000015}
00000016

00000017

00000018
00000019
00000020
00000021
00000022
50000023
00000024
00000025
00000025,
00000027
00000023
00000029
00000030
00000021
00000032
00000233
00000034

0NN00N3s -
00000034

0N00Q0037
00000038
00000039
00000040
200000%1
00000047

-

NI0N0343

00900044
00000001,

00700003
oNNoRY03
0020LNNY
09000007

0000000?

92000907% .
0000000F |

5.

90000006,

20500017
0020091




1

1
4+ . .COMMON /G&/ XSTUS(100)sSUMCT»CSTUS(100), NCND» NCNL yNCMUT2+C2
1

1

1
2
3
4
5

1

1

1

ORIGINAL PAGE IS
OF POOR QUALITY

COMMON /G2/ MFE(300)sMLE(300)+NQ(300) PARM(100+4) +SUM1(300)

SUM2(300)+SUM3(300) +SUMA(300)»SUMG(300) yNT2C2HEPS

COMMON /G3/ KST1(100)4XLOW(200)sNRELY (300) NREL2(30D)sNREL(300).

MREL{300)+K5T4{1006) +KST3(100)+ NTYPE(300)»WIDTH(200) yNSTS,NCTS

ITFLGsICFLGsTYYYSsTCCCH» TIMTDHLCOSTD

COMMON /GS/ MSTN(2000+2) +MST(300) +KST2(300)+» IGRF s JGRAF ¢SCAL

COMMON /G7/ 105 IMN,TOMP4NDTUsNSKDINSTRINETRs TSTR, TETR» NSRCsNDRT»
NSORC(100)+NPO(100)sNABA(200)
EQUIVALENCE (JCELS(151),DUM(1)),
(NSTO2(1)DUM(100))s (NSTO3(1)0UM({159)),
(NSTOS(1):DUM(397))s (NSTO6(1),DUM(496))s (NSTD7(1)+DUMIS5SS) )
(NSTCB(1),0UM({1288))s (STOL(1)sDUM(698))s (STO2(1)4+DUM{733)),
(STO3(1),DUM(BI2))s (STOA(1)DUM(991))s (STOS(1),DUM(1090)),
(ST06(1),0UM(1189))

EQUIVALENCE (NSET(1),QSET(1))

DATA PP/ZLHP/+DD/1HD/ +UU/1HU/ s AA/1HA/ s HH/LHH/ 4+ BLK/1H /

DATA MDATA(1) sMDATA(2) s MDATA(3) s MDATA(4) s MDATA(S)sMDATA(BE)/1HF,
THAZ1HB+ 1HI s 1HDs 1HC/ 4

DATA KEYS(1)+KEYS(2) +KEYS(3)+KEYS(4) +KEYS(S) »KEYS(6)/4HNEW »
AHRUN »4HSTOP s8HHIST»4HSAVE +AHEDIT/ +KEYS(T7 ) /Z4HPUNCY/

DATA KTYP(1)sKTYP(2) «KTYP(3) 4+ KTYP(4) s KTYP(S5)/4HPARMy 4HARCS+4HNODE
4HCNOD» 4HONE 7/

DATA KNOJKYES/2HNO+3HYES/ »1BLK/1H /

DOUBLE PRECISIUON SUM1 ,SUUM2

(NSTOL{(1),DUM{1)),
(NSTOA(1),DUM(288))

g
- C
; IF (IDMP.GEe2) CALL ERRCR (~-1DMP)
5 NRUN=1
; KSSP=0
!2 ITED=0
5 1 CHNG=0
L; ITFLG=0
| 1 CFLG=0
B EPS$S=,00001
' ¢ EPMS IS THE THRESHOLD VALUE WITHIN WHICH 2 OR MORE EVENTS ARE
. C CONSIDERED TO BE TIEDs, OR TO HAVE OCCURED ™SIMULTANEQUSLY™,.
C THE PROGRAM CAN EASILY BE CHANGED SO THAT THIS VALUE CAN 8E
C SOESCIFIED ON INPUT. IT IS ASSUMED THAT EVENTS £1, E2s E3 SUCH '
C  THAT TIME(ER)=TIME((E])+EPS, TIME(E3)=TIME(E2)+EPS5, ARE ALSO
C CONSIDERED TD BE TIED ALTHOUGH TIME(E3)-TIME(E1) = 2%IPS.
C  3Y DIVIDING THF INPUT VALUE OF EPS 8Y N. THEN A5 MANY A3 N
. C EVENTS CAN BE CONSIDERED AS TIED IN THE SENS SPECIFIED DN INPUT,.

e

10
20

30

RS T c AR

DO 10 K=1,200

WIDTH(K)=0.
CONTINUE '
READ (ICRDs1410,END=1300,ERR=1300) KWORDNOD sKHILS
WRITE (IPRT+1400)
DO 4 K=1.7

IF (KWORD«EQKEYS(K)) GO TO &0
CONTINUE
WRITE (IPRT»1420) KWORD
CALL EXIT
IF (KeFQeBeDReKeEQe7) WRITE (IPRT$1430) HKWORDMNODWKHIS
IF (KeNEeDSsANDsKaNES7) WRITE (IPRT41430) KWRED
GO TD (13041290550+70s80990+80)s K

L&Mm‘_\“; s 5 s [ ey B N A e s ‘

pooo00012
00000013
00000014
00000015
00200016
00000017
00000018
00000019
00000020
00000021
00000022
00000023
00000024
00000025
00000026
Qoo0o00Q027
00000028
00000029
00000030
060000031
00000032
00000033
0000034
00000035
00000036
00000037
00000038
00000039
00000040
Q0000041
00000042
00000043
00000044
00000045
00000046
00000047
00000048
00000049
02000059
00000051
00000052
00000053
00000054
00000055
00000056
000000857
000000S8
00000059
00000060
03000061
00000062
00000063
00000064
00000065

00000066
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i

D

«”v.__._.r...._—.,

C

70

80

90

100

110

120

130

CALL GREAD
GO TO =29

ORIGINAL PAGE 13
OF POOR QUALITY

CALL GSAVE (NUDWKHISsKyKWARD)

GO TD 20
ICHNG=1
KSSP=0
KSuUBs=0

WRITE (IPRT+1440) NAME

READ (ICRD+14104END=1300,ERR=1300) KWDRD+NOD +KHIS

DO 110 K=1,5
IF (KTYP(K)+EQeKWORD) GO
CONTINUE
[CHNG=0
GO TO 30
WRITE (IPRT+1430) KWORD
GO TO (630,700,220.1180,140
ITED=0

Ch¥%x%XDATA CARD TYRE MEW-1

C

140 READ (ICRD«1450+END=13D0+ERR=1300) NAME,NPRT s NSNKsNSTS+MODILy IGRF »
1

150

1560

170

139

219

TO 120

Ja K

NCND s NCT34sNSBES+ IDMP» ISED JNRNSI NSTRINETP «TSTRITETR«SCAL

WRITE (IPRT.14607 NAME

IF (NRNS.LE«D) NRNS=1

IF (SCALEQ+04) SCAL=1.

IF (TSTR+GTe0esANDNSTRsGT
IF (TSTReLE«D s s ANDeNSTReLES
IF (TSTR.GT0Q) GO TO 150
TSTR=0e

TETR=99999999,

GO TO 180

NSTR=1

NETR=NRNS

IF (NPRTEGQe«De) GO TO 170

WRITE (IPRT,1470) NSNKyNSTS
WRITE (IPRT+1480) NRNS,NSTR
IF (NETR.GENSTR) GO TO 180
WRITE (IPRT:1490)

ITED=1

IF (TETRGZTS5TR) GO TO 190
WRITE (IPRT41499)

1TED=1

IF (N3BS.LELLN) GO TH 2900
WRITE (I12RT,1500)

ITED=1

IF (ICHNG.EQ.1) GO TO 100

DG 219D T=1,1MN
K5T2(1)=D
NTYRPZE(L)=0
COMNT INUF

NSKMD =0
NSKD=NSNK
NSTO=NSNK+NCND
NSTND=MSTS

NDRT=0

0) GO TO 1¢€0
0) GO TO 160

sMODT ¢ IGRF o NCNIyMCTS oy NSBS s IDMP L ISED
+NETReTSTRTETRWSCAL

00000067,
00000068;
00000069
00000070
00000071
00000072
00000073
00000074
00000075, ...
00000076
00000077
00000078
00000079
00000080
00000081
00000082
00000083
00000084
ooooooa%
00000086
00000087
00000088

0N00008Y
00000090
00000091
00000092
00000093
00000094
00000095,
00000096,
00000097
00000098
0000009¢
00000100
00000101
00000102
20000107,
00000104l
00000105
00000106
00000107, B
00000108 B
00000106 R
00000110 o
00000111 o
00000113 =,
00000113 ;
00000114 -

00000115 o
00J0011¢€ N
000DOLLT - "
0000011¢ . 4
00500118 o
0000012¢ ..
00000121

1
|
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3
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8
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b
i NSTC=NSNK+NCND foo00122
¢ 00900123
E CoaxxxkNSKND-=SINK NODE AND NOT A DELAY NODE 00000124
i‘c*#***usxn~—sxnx AND DELAY NODE 20000125
C#%kX(NSTD-~-STAT AND DELAY NODE ¢ 00000126
ChEx%®NSTNO-—STAT AND NOT EITHER A DELAY OR AN ACCUMULATOR NODE 00000127
CHex®«NSTC~~ACCUMULATOR NODE , 00000128 L
C 00000129 Voo
k MDT=0 00000130 ;
' NNCN=0 00000131 |
NSTST=0 00000132 ]
c 00000133 E
C CkekkRNDT--NUMBER OF DELAY TYPE NODES 00000134 A
T CkkRkANNCN~~NUMBER OF ACCUMULATOR TYPE NODES 00000135 ‘
, CHXKEANSTST~=NUMBER OF STAT,»SINKes AND ACCUMULATGR TYPE MNOCES 00000136
ic ‘ 00000137 !
g NOQ=0 00000138 ;
- NSRC=0 00000139 :
T KSUBS=0 00000140 |
2 IPASS=0 00000141
- NSSP=0 00000142
! KSSP=0 00000143 .
‘ JGRAF=0 05000iaa T
220 IF (NPRTeNE.O.) WRITE (IPRT,1510) 00000145 | -
} c 00000146 | ;
| CxexxXDATA CARD TYPE NEW-2 AND 2Ba p0000147
| c . 00000148 , i
. 230 READ (ICRD,+1520,END=1300,ERR=1300) NODE,INOUT  MREL1,MREL2,PTOPT, 00000149 {
= I PRMV,XLLWIDHsMSTNK XLC s WINC,NUNOD 00000150
- icC 00000151 4
| CE¥¥%NOTE~--THE LAST CARD OF THIS TYPE MUST HAVE 70' IN COLUMN 3 00000152 . Ag
i Ic INUOUT CODE 1=SOURCE, 2=SINK, 3=STAT,» 4=MARK, O=0THERW[SE 00000153 4
, o SINK KST2 DESCRIPTION 00000154 :
P C F 1 STAT NODE FOR 1ST STATISTICS 00000155 3
HE A 2 STAT NODE FOR ALL STATISTICS 00000156 2
e 8 3 STAT NODE FOR BETWEEM STATISTICS 00000187 ;
‘¢ I 4 STAT NODE FOR IMCREMENT STATISTICS 00000158 ]
c D 5 STAT NCDE FOR DELAY NODE STATISTICS 00000159 =
C c 6 STAT NODE FOR ACCUMULATION NODE STATISTICS 00000160

Lo s

Cx4%%*¥FOR ACTIVITIES COMING INTO A D-NODE, WE CANNOT HAVE COUMTER TYPSS 00000161
- CxxxxxTHE SAME APPLIES TO ACCUMULATOR TYPE NODES 00900162
c : 00000163

L

IF (ICHNG+EQel s ANDsNODE<EQeO) G TO 100 00000164 Y
, IF (PTOPT.E0.PP) GO TG 240 00100165 o
X IF (OPTOPT.EQ.BLK) 2TOPT=DD 00000165 Yy
2 IF (PTOPT.EQ.D0D) GO TO 240 00700167 .
S ITED=1 20000168 |’
. | 240 IF (NODE.EQD) GO TO 480 00000169
g NRR=0 00000170
;‘ IF {KSUBS.GT.0) GO TO 5S40 00000171 .
] 250 IF (NOQ.LT.NODE) NOQ=NODE 00000172 o
L IF (MREL1.EQ.0) MREL1=1 00000173 g
- IF (MREL2.EQs0} MREL2=1 00000174
| NREL1 (NCDE)=MREL1 0coo0017s |,
. NRELZ2(NODE)=MREL2 00000176 |5
S Y




260
27

280

290

300

R s A B o il oo e coM

310

320

3 230

340

350

360

370

390

400

| 419

1

IF (INOUT.EQ.0) GO TO 420
IF (ICHNG.LE.O) GO TO 260
KKK=K3T2(MNODE)
G0 TN 410
GO TO (310+270+270+300) INMOQUT
NSTST=NSTST+1
IF (MSINK«EQeIBLK) MSINK=MDATA(1)
DO 280 INPT=1,6

IF (MSINK«EQMDATA(INPT)) GO TO 290
CONTINUE
WRITE (IPRT,1530) NODE,MSINK

ITED=1

IF (INOUT.GT.2) GO TO 360
GO TO 320

KST2(NODE)=~-1

GO TO 420

NSRC=NSRC+1
NSORC{NSRC)=NODE

GO TO 420

IF (INPT.LE«4) GO TO 350
KKK=NSKD

NSKD=NSKD~1

NDT=NDT+1

KST3(KKK)I=INPT

GO TO 400

NSKMD=NSKND+1

KKK=NSKND

TIF (NSKMD«GTeNSNK) GO TO 360
GO TO 340

[F (INPT.LEs4)} GO TD 380

IF (INPT4GT.5) GO TU 370
NSTD=NSTD+1

KKKR=NSTD

GO0 TO 330

KKK=NSTC

NSTC=NSTC~1

NNCN=NMNCN+1

IF (NSTCWLT.NSNK) GO TO 3¢
GO TO 340

KKK=NSTND

NSTND=NSTNO-1

IF (NSTND~NSNK.GENCND) GO TO 340
WRITE (IPRT,1540) NODE
ITED=1 :
GO TO 420

KSTLU(KKK)=NODE
KST2(NODE ) =KKK
XLOW(KKK)=xXL1
NIDTH(KKK)I=WIDH
1SUB=KKX+NSTS

XL0W( TSUB)=XLC
WIDTH(ISUB)=WIDC

4290 1F (NPRTGT«0+) WRITE (IPKT,1550) NODESMNRELLIINODE) +NREL2Z(NGDE),

PHMV»PTORPT s MSINK
IF (ICHNG.EQel1) GG TO 230

00000177
00000178
00000179

00000180

00000181
0000018
0000018
00000184
0000018
0000018
00000187
0000018
0000018
0000019
00000191
00000192
00000193
00000194
00000192
000001 9€
00000197
0000019¢
00000194
0000020
00000201
0000020%
oooooaog
0000020
00000209
0000020
00000207
00000204

ad00020¢ |

0000021 ¢
00000217
00noo21
00000213
0000021
0060021
0000021
00000211,

00000214 .

00000214
0000022!
0000022
0000022;

00000227 -

0000022
0000022:

oonoozai . |

0000022]

0000022} .

0300022 -
0000023},
0290023
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' OF POOR, QUALJTY

IF (PRMVJEQ+HH) GO TO 440
IF (PRMVNE.AA) GO TO 430
NRR=2
G0 TD 4S50 S
430 IF (PRMV.NE.UU) 20 TO 4S50
NRR=3
GO TN 450
440 NRR=1
450 IF (PTOPT.EQ«PP) GO TO 460
NTOPT=1
GO TO 470
K60 NTOPT=2
470 NTYPE(NODE)=2#«NRR+NTOPT
IF (K5SP.GT»1) GO TO S70
GO TQ 230
A80 IF (IPASS) 490,490,550
c
CxxxkxTEST IF THERE ARE SUBSYSTEMS.
(o
490 TF (NSBS.EQ.2) GO TO 610
500 KS8SP=0
NNDS=0
(of
ChrxkxEDATA CARD TYPE MEY-2As
ChrkxkREAD IN SUBSYSTEM INFORMATION
CxxekkNNSUB=NUMBER OF NODES IN PARTICULAR SUBSYSTEM.
CAXERENSSP=NUMBER OF TIMES PARTICULAR SUBSYSTEM OCCURS.

< CHEFRRENACTS=NUMRBER OF ACTIVITIES IM PARTICULAR SUBSYSTEM.

C
READ (ICRD/y15604EMD=1300,ERR=1300) NNSUBNSEP+NACTS
C
CxxkkxTEST FOR SRROR CONDITIOMS.
o ‘

IF (NNSUB.LE.99) GO TO S1i0
WRITE (IPRT,1S70)
ITED=1

S10 IF (NSSP.LZ«20) GO TO 520
WRITE (IPRT«1580)
ITED=1

520 IF (NACTS.LE«D9) G0 TO 530
WRITE (IRPRT,1599)
1TED=1

B30 IPASS=]

: KSSPB=K535P+1
KSURS=KEUBS+1

C

P ChxkExSTARE SUBSYSTEM INFORMATION.

c
' MSUBTI (KSUBSy 1l )=KSURS
NSUBT (KBS y2 ) =N5SP
NSUBT(KSURAS,3)=NNSUB
NSUBI(KSUBS+4 ) =NACTS

.~

CHrkeaWRITE QUT SUBSYSTEM HEADING.

~

yd

257

00000232
00200233
£0000234
00000235
00000236
00000237
00000238
00000239
00000240
00000241
00000242
00000243
00000244
00000245
00000246
00000247
00000248
00000249
00000250
00000251
00000252
00000283
00000254
00000255
00000256
000007 ET
0000028

00000259
000002k}
00000262
00000263
00000264
00000265
00900266
00000267
00000268
00000269
0000027¢
00000271
20063272
00200273
00000274
0020027%
00000275
00000277
onNNOa7TH
0000279
0000D02AD
0000281
00000282
00N002853
00500284
00090288

0000028€
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IF (NPRTeGTeDe) WRITE (IPRT+1600) KSURS,KSSP
GO TO 230

ChkakeREAD IN SUBSYSTEM NODE DATA.
Cok¥k*kTHE LAST CARD 0F THIS TYPE MUST HAVE A& ZERC IN FIELD 1.
c
5S40 NNDS=NNDS#*1
c
CHkn*kSTORE SUBSYSTEM NDDE INFORMATION
CHakRRSTO=( ) AND NSTO-( ) ARE THE TEMPURARY ARRAYS WHERE THE NODE AND
Cex*d#ARC INFORMATION NEEDED FOR SUBSYSTEM GENERATIGN IS STORED.
c
NSTO1 (NNDS )=NODE
NSTO2(NNDS)=INCOUT
NSTO3(NNDS)=MREL1 .
NSTO4 (NNDS)=MREL2 v
STO1 (NNDS)=PTOPT
STO2(NNDS)=PRMV
STO3(NNDS ) =XLL
STOA(NNDS)=WIDH
MSTOS (NNDS)=MS 1 NK
STOS(NNDS)=XLC
STO6(NNDS)=WIDC
MSTO6 (NNDS ) =NUNOQD
C
CHR¥XRXPROCESS NODE INFORMATION.
c
GO T 250
550 IF (NNDS.EQ+NNSUB) GO TO S60
WRITE (IPRT,161Q)
ITED=1
C .
Cx%%xk*TEST IF ALL SUBSYSTEMS OF THIS TYPE ARE GENERATED.
c
S60 IF (KSSP.EQNSSP) GO TO 590
NNDS=0
KSSP=KSSP+1
c
CHxEpRGENERATE NEW SUBSYSTEM (NODE INFORMATION) o
o ,
IF (NPRT.GT+0e) WRITE (IPRT,1600) K5UAG,KS5P
570 IF (NNDS.ENLNNSUB) GO TO 560
NNDS=NNDS+1 :
NODE=NSTOL1 {NNDS ) +NNSUB
NSTO1 (MNDS)=NODE
INQUT=NSTE2(NNDS)
MREL1=NSTOR(NNDS)
MREL2=NSTL4 (NNDS)
PTOPT=STOL (NNDS)
PRMY=STO2 (NNNS)
XLL=STO3(NND5)
WIDH=STO4 (NNDS)
MSINK=NSTOS(NNDS)
XLC=STOS(NNDS)
WIDC=STO6 (NNDS)

SR

00000318 'f-ﬁ‘ﬂ
10000031 ¢
£

- 0000032

00000324

258 ®

R

00000287,
Dooo0o0288:"
00000289
00000290,
00000291 ’;
00000292 '
00000293 \
00000294
0000029Sl...
obooo29s6| -
00000297
00000298
00000299
00000300
00000301
00000302
00000303
oooooaoq
00000308
00000306
00000307
00000308
00000309
00000310
00000311 ;
0000031 R
0000031 S
0000031
0000031
0000031¢
00000317
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0000032
0000032

0000032:
00000324 .
pooood32g. 4

00000327,
0000032§"
0000032¢
0000033¢
000003431
0000033;
00000331 :
00000334 = .
00000335 :
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hd xaih P ‘f‘a‘% ip'u

NUNOD=NSTOS(NNDS)

el ,

VORRERREPROCESS NEW SUBSYSTEM NODE INFORMATION.

Cxk7k*F ITRST TEST TN SEE IF NODE INFORMATION IS TO B8E CHANGED.
Cx¥k%xXkPROCEED o IF S0y READ IN NEW DATA AND UPDATE VARIABLESS,
Ckkx%xXkPROCEED o

C

IF (NUNOD-KSSP) 250,580+250

e

MRt aadi i b ot At A

TR
TR

i

O

CCxxkkRDATA CARD TYPE NEW-2C.
. C

B~ EURACNERVT SR DS

IF NOT
THEM

580 READ (ICRDs1620+END=1300+sERR=1300) INOUTMREL 1 MRELZ+PTOPT»PRMV

1 XLLsWIDHsMSINK ¢ XLC+WIDCNUNGCD
NSTO6 (NNDS)=NUNQOD
G0 TO 250

)

{ C¥xxkkIF ALL SUBSYSTEMS OF A PARTICULAR TYPE ARE PROCESSED,
%C*****!F ALL DIFFERENT TYPES ARE PROCESSED.

%C**t#*PRDCEED, IF NOT CONTINUE.

!

(9]

590 IF (KSUBS.NENSBS) GU TO 500
IPASS=0
KsSuBs=0
KSSP=0
IF (NCND.LEWNNCN) GO TO 600
WRITE (IPRT,1630)
ITED=1 .

600 IF (NSTSeLE.NSTST) GO TO 610
WRITE {IPRT»1640)
ITED=1
610 IF (NPRT«GTe0s) WRITE (IPRT,1650) (NSORC(J) Jd=1,NSRC)
: IF (NPRToGTe0s) WRITE (IPRT,1660) (KSTL(K) K= 4NSNK)
E IF (NSNK.EQ.NSTS) GO TG 520
KPP=NSNK+1
IF (NPRTeGTe0e) WRITE (IPRT,1670) (KSTI{K)»K=KPP,NSTS)
620 IM=IM1-1 .
MXC=32
NPRMS=0

C
CH¥tX%DATA CARD TYPE NEW-3.

. C

630 IF (NPRT«GT0+) WRITE (IPRT,15680)
6540 READ (ICRD,16904,ENDY130045,ERR=1300) IPARS,,(PRAM(J)vJ=1y4)
IF (ICHNG.ENs1eANDIPARSEQsO) GO TO 102
IF (IPARS+E£Q.0) GO TD 680
DO 650 J=1i:4
DARM(IPARS »JI=PRAM(J)
CONTINUE
IF (NPPTeGTeDe) WRITE (IPRT,17T00) IPARS, (PRAM{J) sJ=1,4)
IF {(IPARSLENPRMS) GO TO &40
NPRMS=IPARS

650

GO TO 640
C
CHkxkk INITTALIZE NSET
c

TR T T A SR R S CR T e WU I TR SRR AR RPN JUCINS I ST s O

Lt ; -
TIPS

00000342
00000343
00000344
00000345
00000346
00000347
00000348
00000349
00000350
00000351
00000352
00000353
00000354
00000355
00000356
00000357

CHECK TU SEEQ000035&
IF ALL ARE PROCESSED,

00000359
00000360
00000361
00000362
00000383
00000364
00000365
0000036€
00000367
00000368
00000369
00000370
00000371
00000372
00000373
00000274
00000375
00000376
00000377
00000378
00000379
00000380
00000381
00000382
00000383
00000384
00000385
00000386
00000387
00000388
0000028%
00000390
00000391
00¢00392
00000393
100000394
00000395
00000396
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sisen

660

SSRIRE

T s e

670

680

s«

¥ CHxkkkWRITE MAIN HEADING AMD INITIALIZE STATISTICAL PRPOINTERS

! C

700

C

ORIGINAL PAGE IS
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KOL=77777
KQOF=83888
MXt=TMI+IM2+2
MX2=2% (MX1=1)+1
INDX=0
DO 670 J=141D
INDX=TINDX+MX1
NSET{INDX)Y=INDX+1
NSET(INDX=-1)=INDX=-MX2
CONTINUE
NSET( IM1+IM2+1)=0
NSET{ INDX)}=KOF
DO 680 I=1,1D
MSTN(I,1)=0
MSTN(I,2)¥=1+1
CONTINUE
MSTN{ ID y2)=KOF
DO 690 K=1,NQ
M3T(K)=0
NQ{K)=9
MFE(KR) 0
MLE(K)FO
COMT I NI
MFN=1
MEAN=1
NDTL=MSKD+1
NDTU=NSKD+NDT+NCTND
NCNL=NSTC+1
NCNU=NCNL+NCND~1

NCLT=NSTS*(NCTS+2)+2
NHIST=NSTS*2+2

IF (NPRT«3Te0e) WRITE
NUACT=0

{IPRT,1710)

Cxx®kADATA CARD TYRPE NEW=-4 AND 4A,

c

710 READ (ICRDWL1720,END=1300,ERR=1300) ATRIB( 1)+ JQs{JITRIB(JIK) s JK=1,

1

C

C
729

IM) sATRIB(3) yATRIB(4) s MUACT +JTRIB(B) 4 TRINK

IF (ICHNG.EQel«AND.JQ.EQ.0) GO TO 100
IF (JTPIB(3).EQa0) JTRIB(3)=10

IF (ATRIB(1)eLEs0s) ATRIB(1)=140

IF (ATRIS(3).GT+0e) JGRAF=1

IF (ATRIB{4).GT«0e) JGRAF=1
ATRIS(Z2)=0.

ATRIZ(S)=0,.

IF (JQeEQed) GO TO 910

JO=TABS{JQ)

IF (KSUSS.GT.0) GO TO 930

CH#xFKRPROCESS ARC INFORMATION,

JD=JTRIB(3)

,:w , %

)
i

000003975
00000398}
00000399
00000400
00000401}
00000402 j
00000403} \ |
00000404 g
4

0000040S]’
00000406
00000407 ]
000004068 '
00000409
00000410 ]
00000411 &
00000412 o
00000413 "
00000414
00000415
00000416
U0000417
00000418
00000416
00000420
00000421
00000422
00000423
00000424
000004285
00000426
00000427
00000428
00000426
000004830
00000431
00000435
000004323
09000434
00000435
00000434 ,
00000437, o
ponooa3s -
0009043¢
0000044
00000441 .
00900447 =
000004437
0030044
0000044F -
00000a4E
0000044t s
0000044¢ | '
00000444 =y
0000045( - %
00000451 -
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B B e L

730

740
750

780
{770

ﬂ 780
l i

4 790

800
810
[
:
{ 820
L

830
840

? 850

879

"IF (IRNKeFEQed)

Lli [ORIGINAL pagg
" o, O, POOR Q‘UAUT??

IF (JD.EQ.10) GO TO B840
1F (UDEQe13) GO TC 240
J=JTRIB(2)
[F (JeGTe0) GO T 730
JTRIB(2)=-JTRIB(2)
GO TO 840
IF (PARM(J94)eGE«00) GO TC 740
WRITE (IPRT»1730) J
GO TO 840
GO TO (840:+340+840484047509840:780e7909800484053810,820+840), JD
PARM(J+4)=ALOG((PARM(J»4) /PARM{J+1))%%2+1.0)
PARM(Js 1) =ALOG(PARM(Js1) )~ SkFPARM(JI,4)
PARML.J4)=SQRT(PARM{ J,4))
IF (PARM{J+2)«GT«0s) GO TO 760
PARM(J,2)=~1.0E20
GG TO 770
PARM{J,2)=ALOG(RPARM( J,2))
PARM{J+3)=ALOG(PARM(J,+3))
GO TO 830
CALL BETAXF
GO TO 830
TEMP=PARM{J+4) %%2
PARM(J+4)=PARN(Js 1) ¥ %2/ TEMP
PARM(Js1)=PARM(Js1)/TEMP
GO TO 830 .
CALL PERTXF :
GO TO 830
PARM(J+4)=PARM(J+3)=-PARM(J,+2)
PARM(Js1)=(PARM(Js 1) —PARM(JI»2))/PARM(J44)
GO TO 830
DARM(Js 1)=1/PARM(Js 1)
PARM(Js4)=1./PARM(J4)
PARM(Js4)=-PARM(J»4)
IF (ICHNG.LE.0) GO TO B70
IRNK=1
INDX=NFIND(JTRIB(1)sJQs1,y IRNK)
IF (INDXeEQe0) CALL ERROR (13)
DD 850 K=1,1IM1
NSET(INDX)=JTRIB(K)
INDX=INDX+1
CONTINUE
DO BE0 K=2s1IM2
NSET(INDX+1)=ATRIB(K)
INDX=INDX+1
COMTINUF
5C TO GO0
KCIOLN=MFA
CALL FILEM
JJ=JTRIB(1)
IF (NTYPE(JJ)«LE.4)
NDRT=1
MFANT=MSTN({(MFANs2)
1F (MST(JJ)eFQe0) GO TO 880
MSTM{MFAN,2)=MST(JJ)
G0 TO 890

(JyQ)

G0 TO 900

00000452
00N00453
00000454
00000455
00000456
00000457
00000458
00000459
00000460
00000461
00000462
00000463
n0000464
00000465
00000466
00000467
00000468
00000469
00000470
00000471
00000472
00000473
00000474
00000475
00000476
00000477
00000478
000090479
00000480
00000481
00000482
00000483
00000484
00000485
00000486
00000487
00000488
00000486
00000490
00000491
00000462
00000493
00000494
00900495
NO0D0AIE
00000497
00000498
000004533
00000500
00000501
00000502
00000503

00000504

000005095

00000506
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880 MSTN(MFAN,2)=KOL
890 MSTN({MFAN,1)=KCCLN
MST(JJ)=MFAN
MFAN=MFANT
<
ChxdkkWRITE INDIVIDUAL ARC.
C

G000 IF (NPRTeGT:0e) WRITE (IPRT41740) JQ+(JTRIBLIK) »JK=14IM)ATRIB(L ),

1 ATRIBU3)ATRIB(4)»JITRIB(6)
IF (KS5SP«GTe«1) GO TO 940

GO TO 710
C
Cxk¥+XTEST TO SEE IF THERE ARE SUBSYSTEMS.
o

910 IF (IPASS«GT«0) GO T0O 980
I¥ (NSBS+EQ«0) GO TO 1010
920 KS5P=0
KACTS=0
1PASS=1
KSSP=KSSP+1
KSUBS=KSUBS+1

C
Cx%xkXWRITE SUBSYSTEM HEADING.
o
IF (NPRT«GT«0s) WRITE (IPRT,»1600) KSUBSKS5SP
GO TO 710
C .
Cx*x%%kREAD ARC OF SUBSYSTEMs LAST CARD MUST HAVE A ZERO IN FIELD 1.
C
930 KACTS=KACTS+1
C
Ck¥x*%%STORE SUBSYSTEM ARC INFORMATION.
C
NSTOl (KACTS)=NUACT
STO1(KACTS)=ATRIB(1}
NSTN2(KACTS)=JQ
NSTO3(KACTS)=JTRIE(1)
NSTO4(KACTS)Y=JTRIB(2)
NSTOS5(KACTS)=JTRIB(3)
NSTO6 (KACTS)=JTRIB(4)
NSTOZ7(KACTS)I=JTRIB(S}
STR2(KACTS)=ATRIB(3)
STO3(KACTS)I=ATRIB(4)
NSTNI(KACTS)=JTRIB(E)
G0 TO 720
c

2x%%%TEST IF ALL OF PARTICULAR SUBSYSTEM'S ACTIVITIES APE N,
Cx%x %% THEN GENERATE NEXT ONE.
c
940 IF (KACTS.EQ4NSUBI(KSUBS.4)7 GG TO 990
950 KACTS=KACTS+1
JO=NSTO2(KACTS)I+NSUBI (KSUBS.3)
MSTO2({KACTS)=JaQ
ATRIA(1)=STO1 (KACTS)
JTRIB(1)I=NSTNI(KACTSI+HNSUBT(KSUBS ,3)

s, D T i e

e e, st Al ", Do 51 e

IF MOT.

‘00000519

262 .

000060507 *
00000508 ;
00000509
00000510 -
00000511
00000512
00000513
00000514 \
0000051S
00000516
00000517
00000518

00000520
00000521 ;
00000522 A
00000523 : §
00000524 o
00000525 o
00000526
00000527,
00000528
pogeo0s29!
00000530
00000531
00000532
00000533 5
00000534 C
00000535 B
00000536 :
00000537 N
00n00s53¢e N
00000539/ -}
00000540,
00000541{ . i
00000542 e
00000543 :

00000544
00000545
00000546
00000547
00000548} ,
200005498, =
00000550
CON00551
00000552 ,
00NDNESH. v Y
000008854 -, "
o0N00555
00000556 - :
00000887 . . 4
00000558 . T«
00000S85% . . .
0Cc00056G
00000561 - 5 ]
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NSTO3(KACTS)=JTRIB(1)
JTRIB(2)=NSTD4 (KACTS)
JTRIB(3)=NSTOS(KACTS)
JTRIR(4)=NSTO6(KACTS)
JTRIB(5)=NSTO7 (KACTS)
ATRIB(3)=5T02(KACTS)
& ATRIB(4)=STO3(KACTS)
NUACT=NSTO1 (KACTS)
JTRIB(6)=NSTOB(KACTS)
IF (JTRIB(6).LE.0) GO TG 960
JTRIB(6)=JTRIB(6)+NSUBI (KSUBS5,3)
960 NSTAS(KACTS)=JTRIB(6)
c
- CH*%4APROCESS NEW SUBSYSTEM ARC INFORMATION
Cx##%*FIRST TEST TO SEE IF ARC IS TO BE CHANGED. [F NOT PROCESD,
CHr#&xAIF SO READ IN NEW DATA AND UPDATE VARIABLES AMD THEN PROCEEC.
c

ST ST S
-

SRR TR e

I[F (NUACT-KSSP) 720,970,720

c
Cex®XDATA CARD TYPE NEW-4B.
< .
| 970 READ (ICRD+17S0+END=1300+ERR=1300) ATRIB(1), (JTRIB(JIK) ¢JK=2,1M),
I  ATRIB(3).:ATRTIB(4).NUACT.JTRIBL(SE)

NSTOL (KACTS) =NUACT

IF (JTRIB(3).EQe0) JTRIB(3)I=L0
o IF (ATRIB(1)eLE«O«) ATRIB(1)=1.0
- IF (ATRIB(3)eGTe0eeDReATRIB{4)eGT +0e) JGRAE=1

B I T

o GO TO 720

§ 980 IF (KACTS.EQ-NSUBI(KSUBS,4)) GO TO 999
C

E. ChkkkTF ALL SUBSYSTEM ACTIVITIES NOT READ IN CORRECTLY,

ﬁ CHx*%%PRINT ERRQOR MESSAGE.

|

i C
WRITE (IPRT.1760)
ITED=1

990 IF (KSSP+EQNSUBI(KSURBS,2)) GO TO 1000

KACTS=0

C

CrxxkkGENERATE NEW SUBSYSTEMe

. C

4 KSSP=KS5P+1
. c
| Cx%kxkK¥WRITE NEW SURSYSTEM HEADING AND THEN GEMEIRATE NEXT SUSSYSTEM.
c .

IF (NPRTeGTede) WRITE (IPRT»1600) KSUBS.K55P

bt St S T

GO TO 9350
r 1 C
fgc**t**ssz I[F ALL S3UBSYSTEMS GENERATED.
g{c
. 1000 TF (KSUBS.NEWJNSBS) 60 TO $20
e
b
}?C*****TEST PROBASILITIES AND PROCEED.
vl c ,
F K SUBS=0
{

{1010 DO 1090 Ja=2,N0Q

pro A o

. ~ il doas o, 4

263

00000562
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000005¢€4
00000568
00000566
00000567
00000568
00000569
00000570
00000571
00000572
00000573
00000574
00000575
00000576
00000577
00000578
00000579
00000589
00000581
00000582
00000583
00000584
000005885
000005856
00000587
00000588
00000589
00000590
00000591
00200592
00000593
00000594
20000595
00000566
00000597
000930598
00000589
000006070
00000601
00000602
00200603
00000504
000008605
00000606

00000507

00200603
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00000611
00000612
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00000814
00000615 .

00000616
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1030
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1080

1090

1100
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PROB=0.0
LINE=MFE(JQ)
IF (LINE.LE.0) GG TGO 1099
NT=NTYPE(JQ)
IE=L INE+IM
1Q=1IE+1
DPROB=QSET(1Q)
GO TO (1030,203041040,1030+108041030,1040,1030)s NT
QSET(IQ)=QSET(IQ)+PROB '
PROB=PROB+DPROB
INDX=L INE+IMI+TM2+1
LINE=NSET( INDX)
IF (LINE=77777) 1020+1060,1050
WRITE (IPRT«1770)
CALL EXIT
GO TO (1090,107051090410705,1090,107041090,1070)s NT
I (PRDB.LT««998) GO TG 1080
IF (PROBJ.LE«1,002) GO TO 1090
WRITE (IPRT,1780) Ja
ITED=1
CONTINUE
MMACT=100
DO 1100 J=1,MMACT
NPO(J)=0 -
CONT INUE
IF (MODILLE.O) GO TO 1170
IF (NPRT.GT.0e) WRITE (IPRT»1750) .
NPOS=0

1110 NPOS=NPUS+I

1129
1139

11490
1150

1180

Cxk*%4DATA CARD TYPE NEW-5.

READ (ICRD,1800,END=1300.ERR=1300) NACTMsNABYA
IF (MACTN) 1270,1160,1120
NPG(NACTM)=NPOS
DG L1840 I=1,24,2
IF (NAHBYA(I).LE.O0) GO TC 1150
NABA (NPOS)=NABYA( 1)
MASA(NPDSH+1 )=NABYA(TI+1)
KNT1=1+1
NPOS=NPNS+2
CONTINUE
NABA(NPOS)=0

IF (NPRT«GTe0«) WRITE (IPRT,1510) NACTN, (NABYA(J)+J=1+KNT1)

GO TD 1110
NABA(NPUOS)=0

Cx¥kx%DATA CARD TYPE NEW-Ge

1870 IF (NCND.LE.O) GO TO 1250

1180 READ (ICRDJ13R0OEND=130DERR=1300) T2,C2

1

ITFLG, ICFLG
NWNW=NHIST—-1
XLOW(INWYW)=XLTL

WIDTHI(NWWW)=WTT1

264

o XLTAeMTTE oXLCLIWTCL,

00000617 |
00000618 |
00000619
00000620

00000621
00000622
00000623
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00000636
00000637
00000638
00000639
00000640
00000641
00000642
00000643

00000644}

000006485
00000646
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1190

1200

12190
1220

1230
1240

1250
1260
1270
1280

c

- ORIGINAL PAGE i3
OF; POOR QUALITY

BACH
SRR ST & | 8
T L BAARN

XLOWINHIST)=XLC1
WIDTHINHIST)=WTCI

IF (ITFLGeNE.O) ITFLG=2

IF (ICFLG.NE.O) ICFLG=2 .

IF (WTC1.GT«0.) GO TO 1190 ,

IF (NPRAT«GT«0.) WRITE (IPRT,1830)
IF (WTT1«GTe0e) GO TO 1200

1F (NPRTeGTe0a) WRITE (IPRT,1840)
K=KNO

IF ‘ITFLG.NE.O) K=KYES

IF (NPRT«GTe0u) WRITE (IPRT,1850)
K=KNO

IF (ICFLGeNE«0) K=KYES

IF (NPRTWGTale) WRITE (IPRT,1860)

IF (T2.EQ.040) GO TO 1210

IF (T2.LT.0.0) T2=0.0

IF (NPRT«GTeO») WRITE (IPRT»1870)
GO TO 1220

T2=~-140

IF (C2.EQ«0e0) GO TO 1230

IF (C24LTe0e0) C2=0a0

IF (NPRT.GTe0s) WRITE (IPRT,»1880)
GO TG 124

C2=~1.0

T2

c2

IF ((T2¢GE»DeDeCReC2eGE20e0) e ANDeNCNDLEWNOQ) GO TO 1250

GO TO 1260

T2=-10

C2=-140

IF (ICHNG.EQsl) GO TO 100
GO TN 20

NPQOS=NPOS~1

GO TO 1130

CALL ERROR (95)

GO TO 20

| Cxsxxx INITIALIZE FOR THE NEXT RUN
L C

1290

rHa

1310

TNOW=0e0

IF (IDMP+EQel «ORe IDMPE£Qe3) CALL ERRCR (-1DMP)

IF (ITEDCEQeD) GG TC 1310

WRITE (IPRT+1390)

GO TQ 20

DC 1320 L=1,NST3
CSTUS(L)=0.0
XSTUS(L)=-1.,0

CONTINUE

RNUM=RANF (ISED)

DO 1330 T=L1,NCLT
SUMLI(1)=0.D0
SUM2(1)=0.90
SUM3(1)=0,
SUM4(1)=1.0=20
SUMS({I)=~1.0E20

CONTINUE

IF (NHIST) 1280+1360+1340
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' ORIGINAL PAGE 18

1340 DO 1350 K=1,NHIST 00000727,
PO 1350 L=1,4MXC 00300728; i
JCELS(K,L)=0 00000729 h

1350 CONTINUE 00000720 .

1360 IF (NPPMS.LE.O) GO TQ 1380 00000731; :
DO 1370 [=),NPRMS 00000732 :

PARM(I,4)=ABS(PARM(I,4)) 00000733 E

1370 CONTINUE 00000734{ %

1380 DC 1390 K=1,NSTS 00000735 :

KST4(K)=0 00000736}

1350 CONTINUE 00000737 ;
IF (NPRT«GT+0us) WRITE (IPRT+1400) 00000738 %
RETURN 00000739 3

c 00000740 -
c _ 00000741 ;

1400 FORMAT (1H1) . 00000742 p

1410 FORMAT (A4,214) 00000743 R

1420 FORMAT (///1X,24H UNRECOGNIZABLE KEYWORD=41XyA4) 00000744 B

1430 FORMAT (1XsAds1XsI5s3Xs2HAS,15) 000007485 ]

1440 FORMAT (/31Xs3(1H*), 'EDTIT GRASP SIMULATION PROJECT 2',1X»20A44+/) 00000746 |

1450 FORMAT (20A4,/+5135/4412043F1040) . 00000747 ;

1460 FORMAT (' GRASP SIMULATION PROJECT : ',20A4) 00000748 ‘

1470 FORMAT (/42X,23H**NETWORK DESCRIPTION®%/s/5s15Xs 0000074¢ o

1  YNUMBER OF SINK NODES: NSNK =¢,13/15X,'STA', 00000750 ;

2 'TISTICS COLLECTED ON: NSTS =*,I3,' NODES.'/15X, 0000075 :

3 'ARE THERE MODIF', *ICATIONS IN THE NETWURK?: MODI =*,I3/15X, 00000752 j

.4 'TYPE OF HISTOGRAMS *,'TD BE COLLECTED: IGRF =',[3/15X, P0000753 '
;S 'NUMBER OF ACCUM. NODE TYPES?!.?': NCND =',13/15X, ooooo7s% : ~j
5 'NUMBER OF COUNT TYPES: NCTS =1,13/15X, *NUMBER', 00000759

7t OF SUBSYSTEM TYPES: NSBS =',I3/15X,'DUMPING OF FILES OPTIUN: 10000075¢ j

BYL1DMP =1 ,13,/15X'SEED FOR INITIAL RANDOUM NUVBER! ISED =',110) 00000757
1480 FORMAT (15X 'NUMRER OF RUNS TO END THE STMULATIONT NRNS.=¢,110, 00000758 ‘

1 /15X, 'RUN NUMZER TO BEGIMN TRACING: NSTR =',I110/15X, 0000075¢ 1

2 'RUN NUMBER ','TO END TRACING: METR =',110.,/15X, 00000767 :

3 'TIME TN BEGIN TRACING: TSTR®,® =1:F10.0+/15X, 06000761

4 *TIME TO END TRACING: TETR =1,F10.0/15X,'SCALE", , 0000076:

5 ' FOR CONSTANT TIMES: SCAL =1,F10.0/) 00000763
1490 FORMAT (' INPUT ERROR: NETR < NSTR , DR TETR < TSTR!') ' 00000764 o
1500 FORMAT (/10X,1SHNSBS EXCEEDS LIMIT/) 00000765
1510 FORMAT (//,82X, '*¥NODE DESCRIPTIONKXY ,// 4 SH MNUDE.AX,BHNUMBER ,5Xs  0D00076¢| :

1 1BHNUMBER 0OF RELEASES»4X,SHASAND«11X%s86HIUTPUT »4X, 00000767 1

2 18HSTATISTICS TYPE /B8XBHRELEASES:8Xs4HFOR +6HRFPEAT »5X 00000768 s

3 17HH= HALT 4 U=A U Hs3X,4HTYPE/) ocooo7ed . k
1520 FORMAT (413,2A1,)2F642+A1+2F10e4,13) 0000077¢ . P
1530 FORMAT (* INPUT ERROR. NODE *,13s' HAS AN TLLEGAL STATe CODE: *, 0000077] v

1 AD) coooo077yd 3
1540 FORMAT (/5X.4HNCDE»[44+61H CAUSES NCe OF STAT / SINK NODES TO SXCEE00000777  , " j

1D THE MJe SPECIFIED.) 00000774 Vi
1550 FORMAT (1XsI4419sI18,13XeAls13XsA1414X%,434A8,16) | ' 00000778 ¢
1560 FORMAT (215) ' 0000077¢. .
1870 SORMAT (/13X+20HNNSUB LIMIT EXCEEDED/) ' 00000777 [ 4
1S80 FORMAT (/10X,19HNSSP LIMIT EXCEEDED/) ' 00000778 /- A
1590 FCRYMAT (/10X,20HNACTS LIMIT EXCEEDED/) 0000077/ " . .
1600 FORMAT (//15X,1S5HSUBSYSTEM TYPE +15+9X5HCUPY ,I5//) 00000787 ° %
1610 FORMAT (/10X+31HALL SUBSYSTEM NODES NOT RE&D IN/) 0000078%. i, .

4 3
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1620 FORMAT (3Xs3I3,2A142F542+A192F10.4,13) _ oo000782
1630 FORMAT (/SX¢36HALL ACCUMULATION NODES NOT PROCESSED/) - 00000783
1640 FORMAT (/SX+#2HALL SINK AND STATISTIC NODES NOT PROCESSED/) 00000784
1650 FORMAT (/15X 19HSOURCE NODE NUMRERS/(17X,101S)) 000007ES
16560 FORMAT (/15X 17HSINK NODE NUMBERS/(17X.1015)) 00000786
1670 FORMAT (/15X+34HSTATISTICS COLLECTEN ALSD ON NODES/{17X+20I5)) 00000787
1680 FORMAT (//39X.23H%% ARC PARAMETERS Xk/ /716Xy OHPARAMETER y32X s 00000789
1  10HPARAMETERS/17X36H SET +16Xs1H1 s 13Xe1H2213Xy IH3I 913X,y 1HE/) 00000789
1650 FORMAT (I3,4F10e4) 00000790
1700 FORMAT (1XsT12047Xs4F1444) 00000761
1710 FORMAT (//42Xs24H%*x ARC DESCRIPTIGN *%X//3XeSHSTART 92X s SHEND« 3K+ 00000792
1 9HPARAMETER»2Xs12HDISTRIBUTION»2X+SHCOUNT s2X+8H  ARC  ,2Xs 00000793
2 11HPROBABILITY«+4Xs SHSETUP+SX+8HVARTABLE ¢4 Xy 00000794
3 1SHASSOCIATED COST/4X»aHNDODE»Z2X »4HNODE 94X s6H SET s 7Xs4HTYPE+TX»00000795
4 4HTYPE+3Xs6HNUMBER » 18X94HCOST 98X s4HCOST 411X EHC-NDDE /) 00000796
1720 FORMAT (FRe3+613,2F9.2+213,28X412) 00000797
1730 FORMAT (/10X I13HPARAMETER SET,IS5,3X+22HWAS MODIFIED ONLY ONCE) 000007948
1740 FORMAT (1XsI155 17941104111 +2T104F13e442F1122511X,73) 00000799
1750 FORMAT (FBe316X141342F942,213) 00000800
1760 FORMAT (/10X,36HALL SUBSYSTEM ACTIVITIES NOT READ IN/) 00000801
1770 FORMAT (//7/36Xy26HERRCR EXITy TYPE 70 EPPOR.) 00000802
1780 FORMAT (/SXs4HNODE,I4,59H HAS OUTPUT BRANCHES WHOSE PROBABILITIES 00000803
iDG NOT SUM TO ONEW/) 00000804
1790 FORMAT (//39X s 2SH*¥NETWORK MODIFICATIONS*%//1Xs8H ARC 2»12(1Xs 00000805
1 9HNODE NODE)I/9X+12{1X.9HOUT IN )/7) 00000806
1800 FORMAT (2513) 00000807
1810 FORMAT (1X»21492X+12(15,15)) ) ‘ 00000808
1820 FORMAT (2F10e492F6e2+2F10+4+212) 00000809
1830 FORMAT (/5X+41HC-NODE TOTAL COST HISTOGRAM HAS NGO VALUES) 00000810
1840 FORMAT (/5X,41HC-NCDE TOTAL TIME HISTOGRAM HAS NO VALUES) 00000811
1850 FORMAT (/S5X.37HWILL T2 CRITERION END SIMULATIGN RUN-,A4) 00000812
1860 FORMAT (/5X,37HWILL C2 CRITERION END SIMULATIDON RUN-,A4) 00090813
1870 FORMAT (////15X»22HT2 VALUE FOR C~NODE I5+5X+F1044) 00000814
1880 FORVMAT (//15X,22HC2 VALUE FOR C-NODE 15+s5X:F1044) 00000815
1890 FORMAT (/,' DATA SET CANNOT BE PRCCESSED BECAUSE OF AN ERROR', 00000816
1 * IN THE DATA OR IN THE NETWORK MODEL?Y) 00000817
‘ END V0000318
c o 00000001
SUBRNUTINE GASP ' " 00000002
DIMENSION NSET{S600)s NEND(S50)» JJI(59)e NOR(300), NRP(300), 00000003
1 KODOUNT(250) 00000004
COMMON QSET(S5500) 00000005
COMMON /G1/ MFAMXCsIPRTeICRD s ITML s IM2 yMAXQAS ¢ NT2R s NC2R « NJQ 9 NSNK » 000000086
1 NRUNNRNSsISEDsTNGWsATRIB(S) +JTRIB(B) yNAME(20) ¢ JCELS(200+32) 00600007
COMMON /527 MFE(300) ¢MLE(300) +NO(300) »PARM{109+4)2SUMI(300) 00000008
1 SUM2(300)+SUM3(300),SUMA(300)SUMS(300) 4NT2C2,EPS 00000009

v irnia :

COMMDN /G3/ KST1(100)sXLOW(200)sNRELL{3D0)NREL2(300)»NREL(302), 00200010
1 MREL(300)+KSTA(100) eKSTI(100) +NTYPE(300) W IDTH(200) s NSTSINCTS 00900011

COMMON /G4/ XSTUS(100),SUMCT»CSTUS{T100) s NCND oNCNLsNCNUWTZ2+C2 cod00012
1 ITFLG ICFLG s TYYY s TCCCH» TIMTD L, CLSTD 00000013
COMMON /G557 MSTN(Z2000+2)+MST(300) vKST2(300)+ IGRF+JGRAF,S5CAL 00000014
COMMON /G6/ NCEL(10),sPROB(32+10)sVALI33+10)» ISEC(3+10) s"MAXINHIS, 20000015
1 KHIST +NPNCH 00000016
COMMON /G777 1D+ IMNIDMP s NDTUs NSKD sNSTRINETRs TSTReyTETR I NSRCHNDRT s 00000017
1 NSORC(100),MPC(100)MABA{200) 00000018
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EQUIVALENCE (NSET(1).QSET(1))
DOUBLE PRECISION SUML.5UM2

DO 10 MU=1,1%1 i
JTRTIB(MU)=0 ,
CONTINUE
DO 20 M=1,IM2 £
ATRIR(M)=0,.
CONT INUE
DO 30 I=L,IMN
NREL1(I)=0
NREL.2(!)=0 &
CONTINUE
DO 40 I=1,100
KST4(1)=0
KST3(1)=0
KST1(1)=0
DO 40 J=1,.4
PARM(I,J4)=0
CONT INUE

INITIALIZE ISIMX=MAXIMUM VALU: FOR 1ISIM=MAXIMUM NUMBER OF TIED

EVENT

MAXRP IS EQUAL TDO 3 *x THE MAXIMUM NUMBER OF NODOE REPLACEMENTS;

CIMENSION OF NEND=100C

THAT CAN BE HANDLE

ISIMX=50

MAXRP=300
CALl, DATIN
TIMTD=0.0
COSTD=0.0
TCCC=060
TYYY=De0
NT2R=0

_NC2R=0

NT2C2=0
KHIST=0
NCLT=NSTS*(NCTS+2) +2
MCLT=NCL.T-NST&-2

#%kXINITIALIZE FOR THIS RUN GF THE SIMULATION

50 DO 60 MU=1,1M1

JTRIB(MU)=0

£0 CONTINUE

N0 70 M=1,IM2
ATRIB(M)=D.

70 CONTINUE

CALL FILEM (1)

TMO®R=0.

DO 80 I=14+MAXRP+3
NFPRPIT)Y=D)
NRP(I+1)=I-3
NRP(I+2)=1+2

80 CONTINUE

NRPLAAXRP ) =]
NRP(Z)-MAXRP—Z
IP1=1

00000019,
00000020 |
00000021,
00000022
00000023
00000024
00000025 \
00000026
00000027}
00000028

00000029 [e92

00000030
00000031
00000032
00000033
00000034
00000035
0000003&
00000037

00000038"
00000039,
ooooooat

00000042,

00000043

00000044
00000045]
00000046!
00000047,
00000048
000000495
00000050
00000051
00000052
00000053
00000054
00000055
00000056
00000057
000000852
000000549,
00N 00060 -
00000061
00000065
00000063

00000064 * .

00000065
00020064
00000067
00000064
00000069
0000007¢ .
00000071
00000077
00000073

4
i
|




T S W

- ORIGINAL PAGE g
i . et i’hﬂ)fogi “PQOQ QUALlW

e ]

LIRS e

|
NSTSR=1 00000074 |
I IF (NCTS.LE.0} GO TGO 100 NO000075 |
b DD 90 J=1,4NCTS 00000076 |
! KOUNT(J1=0 00000077 |
! 90 CONTINUE 00000078 V
1 100 DO 10 1J=2,NOQ 00000079 |
s NDR{ 1J)=0 000000380 :
MREL(IJ)=NREL1(1J) 00000081 3
NREL L [J)=NRELLI(IJ) 00000082 3
110 CONTINUE 00000083 -
SUMCT=0,.0 00000084 .
} ARCST=0. 00000085 4
i TOLD=0. 000000856 ;
ITRACE=0 00000087 q
t 1 IF (NSTR,LEoNRUNsAND eNRUNCLESNETR) ITRACE=1 00000088 L
] ITRC=1 00000089 |
' g IF (TSTReGT«0e) GO TO 120 00000090 1
: IF (NSTReGT+0) ITRC=2 00000091 -
o GO TO 130 00000092 1
! 120 1TRC=3 00000093 ;
] IF (NSTReGT+0)} ITRC=4 00000094 ! |
7 130 IF (ITRACE.EQsl) WRITE (IPRT»1020) NRUN 00000095 HJ
¢ 00000096 | S
. CHRexkOBTAIN NEXT SEVENT WHICH IS FIRST ENTRY IN FILE 1. ATRIB(1) IS 00000097 | j
; CHeex¥EVENT TIME, JTRIB(1) IS THE END NODE oooooo09g ' B
1 ¢ 00000099 L
NDSP=0 . 00000100
; NEQT=0 00000101
1 180 ISIM=0 00000102 A
. 150 ISTM=ISIM+1 00000103
. KCOL=MFE(1) 00000104 ,
i ! ~ CALL RMOVE (KCOL,1) 00000105 A
i IF ((ATRIB(1)-TNOW)eLE+EPS) GO TO 160 00000106 C
i NDSP=JTRIB(1) 00000107 :
i NEQar=1 00000108
! GO TO 170 00000109
" 160 NEQT=NEQT+1 00900119
IF (NEQT.LT«100) GO TO 170 ’ 00200111 ,
WRITE (IPRT,1030) NDSP,NEQT.TNOW 00000112 :
CALL ERRGR (10) 00000113 o
170 TNOW=ATRIS(1) 00000114 o
GO TO (200,200+180+,190), ITRC 099001185 ;
- 180 ITRACE=0 00000118 j
S IF (TNOWGT.TETR) GO TOQ 200 00000117 ' - .
. IF (TNOWLT«TSTR) GO TO 200 00000118 1
- ITRACE=1 00NNO11Y oo
- GO. TN 200 0000120 | "og
g 190 ITRACE=0 00000121 S
L IF (NRUNSGT.NETR) GO TO 200 00060122
; IF (NRUN.LT.NSTR) GO TO 200 , oonoo123 |, -
3 IF (TNOW.GT<TETR) GO TO 200 e 00000124 8
; IF (TNOWeLT.TSTR) GO TC 200 E 0ND0012S .
o TTRACE=1 00000126 ;
' 200 NEND{ISIMI=JTRIS(1) 00000127 | %
| JIJUISIM)=UTRIB(S) 00000128 |\
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¢
CrxkxX[F EMD NODE IS ZERC START NETWORK BY SCHEDULING ACTIVITIES
CrxxxxFROM EACH SOURCE NODE
c
IF (NEND(ISIM)}) 2505210,230
210 DO 220 N=14NSRC
M=NSORC(N)
CALL SCHAT (M)
MREL (M) =NREL2(M)
NREL (M)=NREL2(M)
220 CONTINUE
GO TO 140
c
Cke¥x*%REDUCE RELEASE COUNT (MREL(NEND(ISIM))) 8Y 1
Ckkkkx®x ,GE. ZERO.
c

IF ARC NUMBER 18
IF NEGATIVE, INCREASE BY (=~JTRIB(S))

220 IF (JTRIB(5).GE.0) GO TO 240
MRELINEND(ISIM) I=MREL(MNEND(ISIM))I=JTRIDB(5)
GO TO 250

240 MREL(NEND(ISIM))=MREL(NEND(ISIM))~-1

250 LL=0
L=JTRIB(4)
IF (L.LE.0} GO TO 260
LL=KOUNT(L)+1
KOUNT (L) =LL

c

Cr*%#:CHECK FOR TRACE UN THIS RUN
C

-

260 COSAR=SUMCT~ARCST
DUR=TNOW=-TOLD

IF (ITRACE.EQes1) WRITE (IPRTs1040) TNDW;JTPIB(J)v(JTRIE(N)-N'[-A)oOOOOO!SQ

1 LL MREL(NEND(ISIM) ) COSAR.DUR

ARCST=SUMCT

TOLD=TMOW
c :
ChkiXx%ARC HAS HBFEN COMPLETED. IF A C-NODE I5 ASSOCIATED WITH THIS
CokukxARCy UPDATE THE C—-NOOE RUNNING CQST.

C
IF (JTRIB(H).LE.D) GO TQ 270
KQ=JTRIA(A)
KK=K3T2(KQ)
COST=ATRIAS(3)+ATRIB(4)*(TNOW~ATRIB(S))
LCLT=MCLT+KK
CALL COLCT (COST.LCLT)
LCLT=NSTS+KK
CALL HISTO (COSTHLCLT)
ATRIB(6)=0.0
IF (ITFLG«SAs2+CRICFLGER3) GO TO 860
279 IF (NMEND(ISIM).LE.0) GO TO 140
IF (MFE({1).EQe0) GU TO 280
INEXT=MFE(1)+56
TIMEL=QSET(INEXT)
IF (ISIMeGTISIMX) CALL ERROR (58)
IF ((TIMEL1~-TNOW)WZLE.EPS) G0 TO 1S5S0
c

00000146 j
|
i
)

270

00000129

00000130 °
00000131 °
00000132

00000132
00060134
00000135 | .
00000136
00000137
00000138
00000139
00000140
00000141 'J
00000142
00000143 |
00000144
00000145

o -
i

00000147 i
00000148 !
00000149 .
anoooLsn . - o
00000151
00000152 |
00000153 )
00000154 i
00000155 §
00000156 ol
00000157 4
00000158

00000160, -
00000161 j
00000162 C
00000163 :
0ND00164
00000155§ E
00000166 A
20000167 :
00000143 '3
00000169
00000170}
20000171 :
00000172 g i

3

¥

00000173
00000174
00000175
00000175
00000177 S
00000178, ¥
00000179 i
00000180"
00000181F -
00200182 :
ooooo183 .
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REINITIALIZE THE RELEASE COUNTERS FOR DVERFLIODED NODES gOe00134

oo000185

20 300 =1+I5IM onoooLBs

IF (NRELINEND(I)) +GEQ) G2 TO 290 00000187

IF (MRELINENDC(I)) oLT «NRELINEND(I))) MRELINEND(I))=NBELI(NEND(I))O0000188

GO TO 300 goov0189

IF (MREL(NEND(I)) «GT«NRELINENDL(I))) MREL{NEMD(I))=NRELLNEND(I))00000190

L 300 CONTINUE 00000191

ZC#****NETWORK MOOTIFICATION SECTION 00000192

FOR EACH NODE IN THE NETWORK GO THROUGH ALL THE ARLCS THAT 00000193

TERMINATE AT THE SAME TIME. FOR EACH ARCy IF ANYe THAT TRIGGERS 00000194

A REPLACEMENT DOF THIS NODE BY ANUTHER ONE, GO THROUGH THE LIST 00000195

OF TIED ARCS ONE MORE TIME. [F AN ARC THAT TRIGGERS THE OPPOSITE 00000196

REPLACEMENT CAN BE FOUNDs THEN THE REPRLACEWENT OF THE NODE IS 00000197

CANCELED . DTHERWISE THE REPLACEMENT HMOLDS. 00000198

00900199

DO 470 N=2,.NOQ 00000200

DO 460 I=J+1SIM 00000201

Ji=9J3(I) 00000202

IF (J14LELO) GO TO 460 000002032

NRLI=NPO(J1) 00000204

IF (NPle.LE20O) GO TO 460 Q0000205

NDOUT=NABA(NP1) 000002086

IF (NDOUTEQ.0) GO YO 460 00000207

IF (NNENDOUT) GO TO 450 00000208

NDINI=NABA(NPL+1) 00000209

DO 340 II=1,1SIM . 00000210

J2=JJJtI1) 00000211

IF (J2eL.E«D) GO TO 340 00000212

NRP2=NPOB(J2) 00000213

IF (NP2.LEs0) GO TO 340 00000214

MDIN2=NABA(NP2+1) 00000215

IF (NDINZ2.LE.0) GO TO 340 00000216

IF (NDINZ.NESNDOUT) GO YO 330 00000217

IF (NABA(MPZ)«EQ«NDINLI) GO TO 450 00000218

NP2=NP2+2 ' 00000219

GO TO 320 00000220

CONTINUE 00goo221

. 09000222

IF THE OUTPUT OF NODE N IS TUO BE REPLACED BY THE QUTPUT OF ONE 00000223

UR SEVESAL NODES UPON ITS RELEASE THEN NOR(N) PDINTS TO THE 00000224

LOCATION IN NRP(e) WHERE THE FIRST REQ{ACING NOCE IS LUCATED. 0000225

I8 OTHER WORDS N WILL BE REPLACED BY NODE NRP{MNDR(N))s IF THERE 000002246

IS MORE THAN ONE REPLACEMENT THEN NKP(NDR)+2 RPUINTS TO THE NEXT 00000227
REPLACING NODEs OTHERWISE IT IS ZERQOs ETCe IPt IS A POINTER 00000228

INDICATING THE LOCATION OF THE FIRST AVAILABLE GRCUP OF 3 CELLS 00000229

IN NRP(s)e IP1+1 POINTS TO THE PREVIOUS AVAILABLE CELL AND V0000230

19142 POINTS TD THE NEXT UMEe THE WORKING MECHANISM F NRDP(,) 00000231

IS THE SAME AS IN QSET/NSET. WHEN ENTRISES ARE INSERTED GR 00000232

DELETED FRUOM NRP(e) POINTERS ARE UPDATED ACCORDINGLY. Q0000233

. 03000234

IF (MDR(N)«GT«0) GO TO 420 0Q000235

NOR(N)=IP1 00000236

NRP(IPL)=NDINML 00000237

00000238
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NRP(NRP(IP1+1)+2)=NRP(IP1+2)
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460
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NRP(NRP({IP1+2) +1)=NRP(IP1+1)
NRP(IP1+1)=0
IP1=NRP(IPL14+2)
NRP{NDR(N)+2)=0

IF IT IS HAOT A REVERSE REPLACEMENT.
JP=NOR{NDINL)

IF (JP«EQe0) GO TO 450

IF (NRP{JP)«EQsN) GO TQ 370
JP=NRP{JP+2)

GO TO 360

NRP(JP) =0

IF (NRP{JP+2)eGT-0) GO TO 390
IF (NRE(JP+1).GT«0) GO TO 410
NDR(NDIM1)=0

NRP (JP+2)=1P1

NRP(JP+1)=NRP( IP1+1)
NRP(IP1+1)=JpP

IP1=Jp

GO TO 450

IF (NRP(JP+1)«GT«0) GO TO 400
NDR(NDIN1I)=NRP (JP+2)
NRP(NDR{NDIN1)+1)=0

GQ TO 380
NRPINRP(JP+ 1)1+ 2)=NRP (JP+2)
NRP(NRP(JP+2)4+1 )=NRP(JP+1)

G0 TO 380

NRP (NRP(JP+1)+2)=0

GO TO 380

IF (NRP(NDR(N))EQ.NDIN1) GO TO 4850
IP2=NDR(N)+2

IF (NRP(IP2).EQ.0) GG TO 440
IF (NRP{NRP(IP2)).EQsNDIN1) GO TO 450
IP2=NRP{ 1P2)+2

GO YO 430

NRP (IP2)=1P1

NRP(IP1)=NDINL
CNRS(NRP{IPL+1)+2)=NRP(IP1+2)
MRPINAP(IP142) +1)=NRP(IP1+1)
IPI=MRO(IPLF2)

Yo _ NRPANRP{IP2)+1)=1P2-2

NRP (NRO (IP2)+2)=0
GO TO 350

NPLI=NP1+2
GO TO 319
CONTINUE
CONT INUE

o0 840 [I=14051IM.:

CHxkx%DELAY AND ACCUMULATOR NQDE 3ECTION

K=KST2(NEMO(11)) . :
IF {KeLE«NSKDeGReK4GTNDTU) GO T 480
IF (XSTUS(K)GE.D) GG TO 480
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00000248 ¢
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00000258%

00000256
00000257
00000258

00000259
00000260 ;

00000261
00000262
00000263
00000264
00000265
00000266

00000267

00000268
00000269

20Q00270}

00000271
00000272
00000273

00000274]
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00000276
00000277

00000273

00000279
00000280
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0000283
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XSTUS{K)=TNOW

IF (KaGE«MCNL s AND e Ko LE SNCNU) GU To 450
CSTUS(K)I=CSTUR(DUM)

IF (NREL(NEND(II))eLTe0) GO TO 490

IF (MREL(NEND(II))«GT«0) GO TO 840

G0 TO 510

IF (MREL(NEND(II))) 840+510,510

ChxxkkxMARK NODE SECTION,

JC

500

510

c

ATRIB(2)=TNOW
ATRIB(S)=CSTUP(DUM)
MT=NTYPE(NEND(II))

GO TO S60

MREL (NEND(II))=NREL2 (NEND(II))
NREL (NEND(II))I=NREL2(NEND(II))

Cx%kx*xTEST TO SEE IF STATISTICS ARE TO BE COLLECTED OM THSE NODE.
CxxxxxNODE HAS BEEN RELEASEDe.

o

2

ul
o

530

540

550

560
570

520

C

CrkxkkREMOVAL OF EVENTS,

IF (KeEQe—~1) GO TO 500

IF (KeEQe0) GO TO 530

JSKA=1ABS(KST3(K))

IF (KST3(K)) 680,530,520

IF (KST3(K)eGTel) GO TO 650

G0 TO 670

NT=NTYPE(NEND(TII))

IF (NT.LE«.4) GO TO S60

KK=MST(NEND(II))

INDX=MSTN(KKs+1)

IF (NSET(INDX)eLT Q) NSET(INOX)==NSET( INDX)
KK=MSTN(KKs 2)

IF (KKLTe77777) GO TOD S40

K=MFE(1)

IF (KeENe0) GO TO 560

INDX=K

NTT=IA8S(NSET(INDX))

IF (NTTEQeNEND(I)) NSET(INDX)=NTT
NTT=INDX+IMI+IME+

K=NSET(NTT)

IF (KelLT«77777) GO TO 550

GO TO (510:610s570,570+610+610+5704570) 5 'NT
ATRBB=ATRIB{( 2} S
CTRBB=ATRIB{S)

KCOL=NFIND(NEND(II)3141,41)

IF (KCDOLWLE.O) GO TO 600

CALL RMOVE (KCGL,1)

ADD COSTS ACCRUED TO DATE FOR C=NODE

Cxekx*xMONITORED COST ACTIVITIES.
c .

IF (JTRIB(6).LE.O) GO TO 590
KQ=JTRIB(6)

KK=KS5T2(KQ)

casT= ATR13(3)+ATRIB(4)*(TNOW—ATRIB(&))
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590

600

610

620

630

640

650

660

C

Cx&xk*REDUCE SINK NODE COUNT 8Y ONE.

c
57D
630

690

£

C

.ORIGINAL PAGE I3
" OF POOR QUALITY

LCLT=MCLT+KK
CALL COLLT (COSTsLCLT)
LCLT=NSTS+KK
CALL HISTO (COST,LCLT)
ATRIB(6)=0.0

IF (ITFLGeEQe3«eOR+ICFLGsEGe3) GO TO 860

SUMCT=SUMCT~-(ATRIB(1)=TNOW)*ATRIB(4)
GO TO 530

ATRIB(2)=ATRBEA
ATRIB(S)=CTRA8

NODE=NEND{I1)

NNN=NDR {NODE)

IF (NNN.NEs0O) GO TO 630

IF {(NQ(NODE)) B5Q0s+840,620
CALL SCHAT (NODE)

GD TO 840

NODE=NRP{NNN)

IF (NDR(NODE)«EQ.0) GO TU 640
NNN=NDR(NODE)

GO TO 630

IF (NQ(MODE) «LE«0O) GO TO 650
CALL SCHAT (NODE)

NNN=NRP (NNN+2)

IF (NNN.EQ.O) GO TO 840

GO TOQ 630

KST3(K)=-KST3(K)
KST4(K)=KST4 (K} +1

GO TO 630

KST3(K)=0

IF (KaGT«NSNK) GO TO 690
NSTSR=NSTS5R~1

IF (JUSKAEQ0) GO TO 720

GO TO (7204720+730+7405700,700)y JSKA

CxkxxxDELAY AND ACCUMULATOR NODE STATISTICS

C
700

710
c 4
ChkkixF IR

C
720

YY=TNOW~XSTUS(K)
X53TUS(K)=~140

IF (KeLTeNCNL) GO TO 710
IF (KeGTNCNU) GO TG 710
COST=CSTUS(K)
C5TUS(K)=0.0

GO TO 750

CCC=CSTUL{(DUM)
COST=CCC-CSTUS(K)

50 TO 750
ST OR ALL STATISTICS

YY=TNOW
COST=C5TURP(DUM)
GO TO 750

- "'T'*":WWW A ey T e T RERE T T R Y TRy TR R e

COLLECT STATISTICS.
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SR SPRRPRIE s

. C

C
740

750

760

770
C

AL

Cx¥xx*BETWEEN STATISTICS

ORIGINAL PAGE jg
. OF POOR QuaLiy

A LGRS 0

YY=TNO¥W~-X5TUS(K)
CCC=CSTUP(DUM)
COST=CCC-CSTUS(K)
CSTUS{K)=CCC
XSTUS{K)I=TNOW

IF (YY=TNOW) 750+750.830

| Ckakkk INCREMENT STATISTICS

YY=TNOW-ATRIB(2) -
COST=CSTUP(DUM)-ATRIB{S)
CALL HISTO {YY.K)
NL=K+(K=1)*NCTS

CALL COLCT (YYsNL)

IF (K+LTeNCNL) GO TQ 760
IF (KsLE«NCNU) GO TO 770
LCLT=MCLT+K

CALL COLCT (COSTsLCLT)
LCLT=NSTS+K

CALL HISTO (COSTLCLLT)
IF (NCTS) 830,830,780

Chax¥xxCOUNTER STATISTICS

780

790

8090

810

h

LINE=MFE(1)
IF (LINE.LE.O) GO TO 810
INDX=UINE+IM1
IF (TNOWNESGQSET(INDX)) GQ TO 3810
INDX=LINE+3
IF (NSET(INDX)eLE.0) GO YO 800
L=NSET(INDX)
KOQUNT (L)=KOUNT (L) +1
NSET( TNDX)=0
JLINE=LINE+IMLI¢IM2+1
LINE=NSET(JLINE)
IF (LINEWWT77777) GO TO 790
DO B20 I=1,NCTS
NL=NL+1
XC=KOUNT(1)
CALL COLCT (XCsNL)
CONTINUE
IF (ITFLGeEQeJ«OR«ICFLGeEQL3) GO TN B&D

C
CCERERXTEST TO SEE IF SIMULATIOCN RUN IS COMPLETE.

IF (NSTSR) B850,8604+530

840 CONTINUE

GO TO 140

850 CALL ERROR (22)

Cc

CrkxkxNETWORK HAS BEEN SIMULATED ONE MCORE TiIME.

C

T Al et L B S e

Bk ks L TR e e e D e L e e R

00000404
00000405
00000406
00000407
00000408
00000409
00000410
00000411
00000412
00000413
00000414
00000415
00000416
00000417
00000418
00000419
000004290
00000421
00000422
00000423
00000424
00000425
00200426
00000427
00200428
00000429
00000430
00000431
00000432
00000433
00000434
00000435
00000436
00000437
00000438
00000439
00000440
00000441
00000442
00000443
00000444
00000445
00000446
00000447
00000443
£000044¢
Q00000450
00000451
00090452
00060453
00300454
00000455
00000455
00000457
00000458

IR S R

N L W DT UrOe

. B
NIRRT IR | %

3 P RN

P S Ly




|

CH#xex [F ANY

ORIGINAL PAGE S
OF POOR QUALITY

C-NODES,s COLLECT RUN STATS AND CONTINUE,

Cx¥x%%THIS SECTION,.

OTHERWISE SKIP

C
B50 IF (NCMND.LEL.O) GO TO G510
XTIME=0.,0
XCNST=0.0
00 870 KXK=NCNLNCNU
MXM=KAK+(KXK=1 )} ENCTS
LXL=MCLTH+KXK
XTIME=XTIME+SUML (MXM)
XCOST=XCOST+SUMI(LXL)
Cc
Cxx%x%XIF ANY C-NODE IS STILL ACTIVE, UPDATE STATS TO FIMAL VALUES.
C
IF (XSTUS(KXK)«LT.0.) GO TO 870
TYYY=TYYY+{ TNOW=-XSTUS{KXK))
870 CONTINUE
C
CxkkkkXTIME~~ACCUMULATED TIME 1IN C-NODES TO DATE.
SCakkAAXCOST--ACCUMULATED COST IN C—NODES TU DATE.

Cax¥kxkT IMRN~-TIME IN C-NODES FOR THIS RUN.
Cxxk%k¥COSRN--COST IN C-NODES FCOR THIS FUN.
Cx¥xA%XTIMTD-—0LD TIME-TO-DATE IN C-NODES.
C*Xx*¥*kCOSTDO~-~0LD COST-TO-DATE IN C-NODES.

ChakkkTYYY-—=ACCUMULATIVE TIMES CF STILL ACTIVE C-NCDES AT END OF
Cxxk¥*kTCCC——ACCUMULATIVE COSTS OF STILL ACTIVE C-NCDES AT END OF

Cxaxx:UPDATE COSTS FOR ANY COST ARC MONITORED

c

&80

890

900

c

CHxux¥RCALCULATE TIME AND COST CF C-NODES OF THIS RUN

BY A C-NODE.,

LINE=MFE(L)

IF (LINE.LE«.D) GO TO 900

INDOX=LINE+IM1

IF (QSET(INDQX+S)LE«Oes) GO TO £90
TCCC=TCCC+ASET(INDGX+2) +ASET(INDQAX+3)x (TMHOVW-QSET ( INDQX+5))
ISUB=LINE+IM1+IM2+1

LIME=NSET(ISUR)

I[F (LINEW.T.77777) GO TO 8820

XTIME=XTIME+TYYY

XCOST=XCOST+TCCC

AND. THEN

Cxx¥x%x%xUPDATE TIME AND COST TC OATE.

c

C

TIMRN=XTIME-TIMTD
COSRN=XCOST-COSTD
TIMTO=XTIME
cCUsSTO=XCOS5T

Co¥x¥XUPDATE C-NODE RUN TIME AND COST STAT VARIABLES.

c

KXKK=NCLT-1

CALL COLCT (TIMRNKXKK)
NHIST=NSTS*2+2
MXKK=NHIST-1

CALL HISTO (TIMRNsMXKK)

i indnt s

RUNS
RUNS

276

00000459 |
00006460
00000461,

000004&2
000004863
00000464
00000465
00000466
00000467

000004687

00000469
00000470
00000471
00000472
00000473

00000474
00000475,

00000476
00000477
00000478
00000479
00000480
000004891
00000482
00000483
00000484
00000485
00000486
00000487
00000488
00000485
00000490
00000491
00000492
000004G3
00700494
00000495
00000498

00000497,

Q0000462
0000043%
00000509
00000501
000005073

00000503

023000504
00000505

Qu000s50&

00000507
00000505
00000590

00000518
0000051Y

00000512

00000513 5

T S T

i 200 i 5 aa s Adn el




Cc
1 C
C

CALL COLCT (COSRNsNCLT)
CALL HISTO (COSRNsNHIST)
DO 940 K=1,NSTS
IF (KST3(K)) 920,530,940
RST3(K)I=~KST3(K)
GO TO 940
KST3(K)=1
CONTINUE
IF (NDRT.EQ.0) GO TQO 960
INDX=1
DO 950 K=1.10
NSETC(INDX)=TABS(NSET(INDX))
INOX=INDX+IM1+IM2+1+12

910

920

930
940

950 CONTINUE

$60 DD 970 M=1,NSTS
XSTUS{M)=-~1,

970 CONTINUE

**kkk INITIALIZE FOR ANOTHER RUN BY REMOVING ALL EVENTS FROM EVENT
*****FIL‘ AND RESETTING NETWORK VALUESe.

980 IF (NQ(1)) B850,1000,990
990 KCOL=MFEC(1)

CALL RMOVFE (KCDLs1)

GO TO 980

c

. C*¥¥xxTEST TO SEE IF ALL RUNS HAVE BEEN
c _

MADE.

1000 IF (NPNMS.LE.NRUN) GO TO 1010
NRUN=NS o+ ]
B0 TR S50

CALL SUMRY
RETURN

1010

Sk //7
12Xy 'DISTR !

1020 FORMAT (///740Xs'%% EVENT TRACE FOR RUNTT,IS."*
1 * END OF 11ARC* 58X s YARC ! 34X+ 'END? 43X, 'PARAMS !
2 CCOUNTY ¢ 8Xo "RELEASE's 38Xy "ARC'y 1
3 2X s 'NBDE* 43X+ "TYPE ' 44X ' TYPE®,3X$'TYPE = |
4 YCOST®y9X s "DURATIONY /)
1730 FORMAT (//,' NODE '4I13,' MAY BE TRAPPED IN AM INFINITE LOOP.*
1 ¢ THERE ARZT 9,I3,' SIMULTANEOUS ARC COMPLETIONS AT TIVE ¢,
2 F10.2)
FORMAT {(1XyEL2e641Xs 148,42
=ZND
SUBROUTINE FILEM (4Q)
DIMENSTUN NSET(5600)
COMMON QSET(5000)
COMMON /G1/ MFAZMXCy IPRT 2 ICRD»IMI s IM2yMAXQS s NT2R ¢+ MC2RsMNOQ sNSNK
i NRUNSNRNS, ISEDs TNOWSATRIB(6) 2+ JTRIB(S6) « NAME(20) s JCELS(290,32)
COMMON /7G2/ MFE(300)+MLE(300) sNQ(300) ,PARM(100,4),SUML(300)»
1 SUM2{(300) +SUMI(300) +SUME(300)sSUMS(3200) +NT2C2+EPS
COMMON /G3/ KST1(100) +XLOWY 200)'NREL1(300)'NPEL2(300)‘VQEL(’DJ)¢

+2X

) +2Xs *COUNT Y 4 OXy»

'/!

1040 I7+2I89179I8+2(4XsE1246))

il AR ad e i i et

ZXsYARC Yo/ 34X "TIME® s 6X5 INUMBER '
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el EELEL MR RO Corn g P

R &
1 MREL(300)+KSTAC100),KSTI(H400) s NTYPE(300)sWIDTH(200)+NSTSWNCTS

EQUIVALENCE (NSET(1),QSET(1))
DOUBLE PRECISION SUML.SUM2
Cc

C .
IF (MFALE«MAXQS) GO TN 10
WRITE (IPRT»170)

C
CALL ERROR (87)

C

Cx%x%x%xPUT ATTRIBUTE VALUES IN FILE -

C

10 INDX=MFA
DO 20 I=1,1IM1
NSET(INDX)=JTRIB( 1)
INDX=INDX+1
; 20 CONTINUE
{ DO 30 I=1,IM2
| QSET( INDX )=ATRIB( 1)
INDX=INDX+1
30 CONTINUE
= MFEXRSMFE(JQ)
KNT=2
: INDX=MFA+IMI+IM2+1
T ONXFA=NSET ( INDX)
IF L AEX) 40,50,90

40 CALL ERROR (88)

50 INDX=MFA+IMLI+IM2
NSET(INDX)=99999
MFE(JQ)=MFA

60 INDX=INDX+1
N3ETLINDX)=77777
MLE(JQ)=MFA

70 MFA=NXFA
[F (MFA.GE.88888) GC TO 80
INDX=MFA+IM1+IM2
NSET{ INDX)=999453

) 80 NG(JQ)=NQ{JQ)+1
! RETURN
90 INDX1=MFA+IML
INDX2=MUFX+IM1
IF (JQeGTW1) GG TO 100
IF (QSET(INDX1)=-QSET(INDX2))

T T T T TR, TR S T T e T S TR

vu.r‘_.w-.,..,,w—,(.“.‘vhw

1190 INODX=MLEX+IM1+IM2+1
MSU=NSET (INDX)
NSET(INDX)=MFA
INDX=MFA+IM1+IM2
NSET(INDX)=MLEX
IF (KNT.EQa2) GC TQ 80
INDX=MFA+IMI+IMZ2+1
NSET{INDX)=MSU
ITNDX=MSU+IML +IM2

TR T e e

ORIGINAL PAGE 1S
OF POOR QUALITY

1

Cxxx*x¥TEST TO SEE IF THERE IS AN AVAILABLE COLUMN FGR STORAGE

160, 4204110

100 IF (QSET(INDX1I)aGT.QSET(INDX2)) GI3 TO 160

ey
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i
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DA bt >
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oS

e

U

ey

s

BRI

c

120

130 [F (NREL({JTRIB(1))2GE«O«OR«(MREL(JTRIB(1))=JTRIB(S)) «GE«Q) GO TO

140

150 IF (NREL(NSET(INDX1-6)) «GEsQelRe{MIELINSET(INDX1=-6))~NSETLINDX1~
1

160

170

EAZae imds e

G sl B e R

NSET ( INDX)=MFA

GO TO 70

IF (JTRIB(S)LT«0) GO TO 130

IF (MREL(JTRIB{1l))eNE.1l) GO TO 140

ATRIS(L)=ATRIB(1)+EPS
QSET(INDXL)=ATRIB(1)

GO TO 110

140
ATRIB(1)=ATRIB(1)—-EPS

1

1

1

1

QSET(INDX1)=

G0 TO 160

IF (NSET(INDX1=2)eLT«0) GO TOQ
[F (MREL(NSET(INDX1-5)) «NEs1l)
QSET(INDX2)=

GO0 TO 160

ATRIB(1)

QSET(INDX2)+EPS

2))«GEsD) GO TO 160
QSET(INNX2)=QSET( INDX2)-EPS

GO TO 110
KNT=1

[NDX=MLEX+IML+ M2
MLEX=NSET(INDX)

IF (MLEXNE+99969) GO TO 906
INDX=MFA+IMI+IM2

NSET( INDX)=99999

MEE(JQ)=MFA

INDX=MFA+IMI+IM2+1
NSET(INDX)=MFEX
INDX=MFEX+IM1+IM2
NBET( INDX)=MFA

GO TO 70

FORMAT (//24+H DVERLAP SET GIVEN BELOW/)

END

SUBROUTINE SCHAT (NODE)
DIMENSIUON NSET(S5600)
COMMBN QSET(56090)
COMMON /Gl1/ MFASMXCy IPRT » ICRD» IM1 s IM2, MAXQS ¢ NT2R « NC2R o MG s2SNK»
NPUN+NRNS s ISEDs TNGWIATRIB(GE) +JTRIB(B) +MAME(20) v JCFL-S(2004+32)
COMMON /G2/ MFE(300) sMLE(300)sNQ(300)»PARMI102+4) +SUMI(200).,
SUM2(300) s SUMI(300)»SUMA(300) +SUMS(300) +NT2C2,EPS
COMMON /G3/ KSTI1(100)+XLOW(200)NPELL(3G0)+NREL2(300)NREL(300),
MREL (300) eKSTA4(100) +KSTI3 (100} NTYPE(I00 ) sWINTH(200) 2 NSTSHMNCTS
COMMON /G4/ XSTUS(I1C0N) » SUMCTSCSTUS(100) s NCND yNCNLINCNU¢T24+C2,

ITELG ICFLGsTYYYSsTCCCH»TIMTD.COSTD

EQUIVALENCE

(NSET(1),QSET(1))

DOUBLE PRECISION SUML SUM2Z2

OF POOR

30 TO 160

UALITY .

CHxxx%xNEXT IS LOCATIDN OF FIRST ENTRY IN FILE GF ACTIVITIES

Cxk¥%XNODE~ NODEes NT IS THE NODE TYPE,

C

IT1=0

WITH START
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100000071
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00000089
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00000086
00000087
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00000089
0000009¢C
00000091
00000092

00000093

00000094
00000095
00000055
00000097
000000938
00000059
00000001
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Q0000009
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00000015
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ORlGlNA\- PAGE 1S

i et b SR

NT=NTYPE(NODE)

NEXT=MFE(NODE)

IF (NEXT.LE«.D) GO TO 80

GO TO (20+10020+10+20510:+20+10), NT

c
Ckxx*k*GENERATE A RANDOM NUMBER RNUM.
C
10 RNUM=RANF (ISED)
C
CHxx*x%xTEST IF DETERMINISTIC OR PROBABILISTIC NODE.
C
20 GO TO (30+90+30+90+30+90+30+90) NT
30 DO 40 I=1,1IM1
INDX=NEXT+I-1
JTRIB(I)=NSET(INDX)
40 CONTINUE
Cc
Cxkx&*%xJBTAIMN SAMPLE FOR ARC.
c

CALL SAMPL (DEV)
ATRIB(1 )=TNOW+DEV
INDXQ=NEXT+IM1+2
ATRIB{3I=QSET{ INDXQ]
ATRIB(4)=QSET(INDXQ+1)
. SUMCT=SUMCT+ATRIB(3)+DEV*ATRIB(4)
' IF (JTRIB{(6)eGT«0) ATRIB(6)=TNOW
C
ChakxkaxFILE END OF ARC EVENT IN EVENT FILE.
c
CALL FILEM (1)
IF (JTRIB{1).LE.O0) GO TO SO
NSUB=JTRIB(1)
NTI=NTYPE (NSUB)
1IF (NTT.LEW4) GO TO 50
NSET(NEXT)=~-NSETINEXT)
50 IIl=1
. GO TO (60580+560+980+60480+60,890)y NT
C
Chkkx&DETERMINE IF QTHER ACTIVITIES ARE IN FILE.
C

T T T T

60 INDX=NEXT+IMI+IM2+1

, MEXT=NSET (INOX)

o IF (NEXT=77777) 20+80,70

= 70 CALL ERROP (23)

p 80 TIF (IIT.NE.0) GO TOQ 100

P WRITE (IPRTs110) TNOW.NODE
IF (NEXT.EQ.3) CALL EXIT
IF (NEXTeNE.O) GQ TO 30
CALL EXIT

90 INDX=NEXT+IMI

¥k ERTEST RNUM AGAINST PROBABILITY (CUM.) OF REALIZING THE ARC.

OO0

IF (QSET(INDX)«CTRNUM) GC TQ 30
GO TO 60
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m:mwmw - — b d =z el e S
' v 281 -
| , ORIGINAL PAGE I3
N . OF POOR QUALITY ,
I 100 conTINUE 00000075 }
ﬁ RETURN y 00000076 :
< . 000006077 ;|
c 00000078 | 3
ic 00000079 ‘ |
L | 110 FORMAT (/12X,20HSCHAT CALLED AT TIME,FB8.2,42H  ARC COULD NOT B00000080 B
] 1E SCHEDULED FROM NODE.I5/) 00000081 R
i END 00000082 Vo
1 SUBROUTINE RMOVE (KCOL,JQ) 00000001 j
DIMENSION NSET(S600) 00000002 |
COMMOMN QSET(5600) 00000003 ;
COMMON /GL1/ MFAsMXCy IPRT» ICRD» IM1s IM2,MAXQSsNT2RsNC2R,NOQINSNKs 00000004 j
F 1 NRUNJNRNS,ISED+ TNOWsATRIE(6) s JTRIB(E) sNAME(20) ¢ JCELS(200432) 00000005
: COMMON /G2/ MFE(300) +MLE(300),NQ(300) «PARM(10054) ySUML (300}, 00600006 !
f 1  SUM2(300),SUM3(300),SUMA(300),SUMS(300) «NT2C2,EPS 00000007 - f
. EQUIVALENCE (NSET(1)+QSET(1)) 00000008 1
- DOUBLE PRECISION SUM1,SUM2 00000009 ,
R IF (KCOL+GT«0) GO TO 10 00000010 :
o IF ((MAXQS~MFA).LT.MAXAS) CALL ERROR (11) 00000011 j
o CALL ERROR (97) 00000012 |
- 4C 00000013 :
| Chx&¥xPUT VALUES OF KCOL IN ATTRIB 00000014 g
- g 00000015 -
10 INDX=KCOL 00000016 |
, DO 20 Y=1,IMl1 00000017 -
s JTRIB(I)=NSET(INDX) 00000018 /
: INDX=INDX+1 ) 00000019 i
5 20 CONTINUE : 00000020 i
5 PO 30 I=1,1IM2 00000021 |
| ATRIB(I)=GSET(INDX) 00000022 :
o INDX=INDX+1 00000023 T
= 30 CONTINUE 00000024 j
N INDX=KCGL+IM1+IM2 00000028 :
ﬁ JL=NSET ( INDX+1) 00000026 i
JK=NSET ( INDX) 00000027 5
IF (JL.EQ.77777) GO TQ 70 00000028 ,
IF (JK+EC.99999) GO TO 60 00000025 1
INDX=JK+ITM1+TM2+1 00000030 ! 4
NSET/{ INDX)=JL 00000031 | 3
INDX=JL +IM1+1M2 00000032 ,
NSET(INDX)=JK 00000033
40 INDX=KCOL+IMI+IM2+1 00000034 |
} NSET( INDX)=MFA 00000035 i
: NMSET( INDX~1)=99999 00000036 _
: IF (MFA.GE.83888) GO TQ S0 00000037 4
- INDX=YFA+IM1+IM2 00000038 SR
: NSET ( INDX)=KCOL 00000039 o
| 50 MFA=KCOL 00000040 '
E NQ(JQ)=NQ{JQ) =1 00000041 3
= RETURN 00000042 ‘ 4
A 60 INDX=JL+TM1+TIM2 00000043 Sl
; NSET(INDX)=99999 p000004A | ¥
: MFE(JA)=JL . 00000045 |, . °
F GO T 40 00000046 L
X 70 IF (JK<EQs99999) GO TO 80 00000047 "
el
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CH&xxxTRANSLATE X1 BY SUBTRACTING A IF XeLE.A THEM ADD 1

c
10
20
30
40
C
10
20
C
C
30
49

" IF (NEXTKeLT«77777)

T g SR IR W

RIGINAL PAGE 18
OF POOR QUALITY
T

INDX=JK+IML+IM241
NSET( INDX)=77777
MLE(JQ)=JK

GO Tg 490
MFE(JQ)=0
MLE(JQ)=0

GO TO aQ

END

FUNCTION NFIND (NVAL +JQ+JATT s IRNK)

DIMENSION NSET(5600)

COMMON QSET(5600)

COMMON /G1/ MFAIMXCe IPRTICRD» IM1, IM2yMAXQSINT2R «NC2R s NDQ +NSNKy

1 NRUNJMRNS, ISED» TNOWATRIB(6) »JTRIB(6) JNAME(20) ¢ JCELS(R200,32)

COMMON /G2/ YAFE(300) +MLE(300)+NQ(300) sPARM(100,4) 4SUMI(300),
1 SUM2(309)+SUM3(300),SUMA(300)+SUMS(300)yNT2C2,4,EPS
EQUIVALENCE (NSET(1),QSET(1))
DOUBLE PRECISION SUMIL,SUM2
NEXTK=MFE(JQ) N
K=1

IF (MEXTK) 10420430

CALL ERROR (89)

MFIND=0

RETURN

INDX=NEXTK+JATT—-1

IF (NSET(INDX)«EQ.NVAL) GO TO 40
INDS=NEXTK+IMLI+IM2+1
NEXTR=NSET(IMDS)
GO TO 30

GO TO 20

NFIMO=NEXTK

IF (KeEGQeIRNK) RETURN

K=K+1

GO TO 30

END

SUBRQUT INE HISTC (X1,N)

COMMON /Gl/ MFAWMXCyIPRT»ICRDyIML,y IM2, MAXQSyNT2K ¢NCEZR ¢ NUQ 9 NSNK
1 NRUNINRNSH»ISEDyTNUOWSATRIB{B) +JTRIB(E) +MAME(20) 2 JCELS(200,32)
COMMON /G337 KS3T1(100)+XLCW(200) +MNRELL(I00)+NREL2(IND)«NREL(Z00),
1 MREL(302)+KST4(100)sKST2(100)+NTYPE(309) +WIDTH(200) s NSTSWNCTS
COMMON /G6/ NCEL(10) +PROB(32910)sVALIF3410)s ISEC(3+12) sMAXINHIS,
1 KHIST«NPMCH

NHIST=NSTS*2+2

IF (MeLEZ.NHIST) GC TO 20

WRITE (IPRT+90) N ' -

CALL EXIT

IF (N)Y 10,10+30

TO FIRST CELL

A=XLOW{(N)
W=WIDTAH(N)

IF (W) B0s70440
X=X1-A

RN T DN SO |
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kKR XDETERMINE CELL
*kkxATRUNCATION

. ORIGINAL PAGE (S
OF POOR QUALITY.

-

IF (XeGEsDe) GO TO 50
1C=1

GO0 TO 690

NUMBER [Ce

ADD 1 FOR LOWER LIMIT CELL AND 1 FOR

50 IC=X/W+2e++0001

IF (ICJsLE.MXC) GO TO 60
I1C=MXC

JCELS (NS ICI=JCELS(N, IC)+1
RETURN

WRITE (NHIS) X1sN
KHIST=RKHIST+1

RETURN

60
70
80

90 FORMAT (19H ERROR IM HISTGGRAM,I[4//)

END

SUBROUTINE COLCT (XsN)

= ”rs Pl g
COMMON ZGL/ MEAIMXCS IPRT s ICRD»IML1» IM2yMAXGS s NTZRWNC2R o NOG o NSHK .

1 NRUNMNRNS»ISEDsTNOVATRIB(6)+JTRIB(6)+NAME(Z20) ¢ JCELS(200,32)
COMMON /G2/ MFE(300) +MLE(300)sNQ(300)+PARM(10054)SUM1(300),
1 SUM2(300)+sSUM3(300)+SUMA(300),SUMS(300) yNT2C2,EPS

COMMON /G3/ KST1(100),XLCW(200),NREL1(300)+NREL2(300) +NREL(300)
1 MREL(300)sKSTA4(100)+KSTI(100)sNTYPE(300)+WINTH(200)sNSTSNCTS
COMMON /G4/ XSTUS(100)sSUMCT+CSTUS(100)sNCNDsNCNLsNCNUST24C2,
1 ITFLGeICFLGsyTYYYSTCCCeTIMTD,,COSTD

DOUBLE PRECISION SUM1,SUM2

NCLT=NSTSH(NCTS+2)+2

IF (N«GT.0) GO TO 20

CALL ERROR (90)

IF (N»GTeNCLT) GO TO 10

SUML(N)=SUML (N)Y+X

SUM2(N)=SUMZ{N) +X%X

SUM3(N)=SUM3(N)+1.0

IF (XeLTeSUM4(N)) SUM4E(IN)I=X

IF (XeGTaSUMS(N)) SUMS(N)=X

IF (T2.GE«De) GG TGO 30

IF (C24LT.0.) GO TOQ 40

CALL cCpLcCC

RETURN

END

10
20

30
40

SUBROUTINE COLCC
DIMENSION NSETI(£500)
COMMON QSET(5600)
. COMMON /GLi/ MFAMXCy IPRTsICROyIM1 3 IMZ2sMAXQSNT2RNC2RNJQsNSNK,
1  NRUNJNRNS ISEDy TNOWSATRIB(E)+JIJTRIB(E) yMAME(20) » JCELS(200,32)
COMMON /G2/ MFE(300)+MLE(300) +NQG(300) sPARM(100s4) ySUM1{300),
1 SUM2(200)+SUM3(300) SUMA(300)«SUMS(300) +NT2C2,EPS
; COMMON /G3/ KSTI1(100):XLOW{200)NREL1 (300)NREL2(300)NREL(300),
1 MREL(300):KSTE(100) KST3(100)+NTYPE(300) 4 WIDTH(200) s NSTSNCTS
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COMMGN /G4/ XSTUS(100) s SUMCTyCSTUS(100) s NCND oNCML ¢ NCNUT24+C2
1 ITFLGy ICFLGs TYYYsTCCC»TIMTDLCOSTD

EQUIVALENCE (NSET{(1)+Q5ET(1))

DCUBLE PRECISION SUMI1,5UM2

TESTT=0.0

TESTC=0.0

IF (T24LTs0.) GO TO 30

KFLAG=ITFLG+1

GO TO (10+430510530)s KFLAG

CxexxxCALCULATE ACCUMULATED TIMES.

10 DO 20 K=NCNLsNCNU

KK=K+(K~1)%NCT3
TESTT=TESTT+SUM1{ KK}
IF (XSTUS{K)e+LE«0.) GO TO 20
YYY=TNOW=-XSTUS(K) )
TESTT=TESTT+YYY

20 CONTINUE

TESTT=TESTT+TYYY-TIMTD

CrexxkxTEST ACCUMULATED TIME AGAINST THE T2 VALUE.

IF (TESTT.LT«T2) GO T4 20

ITFLG=ITFLG+!}

NT2R=NT2R+1

IF (ICFLGWEQeleCR«ICFLG4EQ23) NT2C2=NT2C2+1
30 IF (C24LTe0.) GO TGO 90

KFLAG=ICFLG*1

GO T (4D+90+40,90)s KFLAG

- CoakxxCALCULATE PRESENT COST IN C~NODES.

cC

40 DO S0 K=NCNL»NCNU
L=NCLT-NSTS—2+4K
TESTC=TESTC+SUMLI(L)

50 CONTINUE

I ¢

} Crkwk=CALCULATE AND ADD COSTS FROM STILL ACTIVE COST ACTIVITIES.
C
CH#x&##ATRIB (2 )=05ET( INDOX+2) SETUP COST OF ARC
CHx%x*ATRIB (4)=QSET( INDQX+3) VAPIABLE COST GF ARC
ChExX(ATRIS (6)=QSET ( INDAX+5) TIME ARC WAS STARTED
C

C

ot

LINE=MFE{1)

IF (LINE.LS.0) GO TO 80
S50 INDOX=LIME+IM1

IF (QSET(INDAX+S)aLE.Os) GO TO 70

TESTC=TESTC+OSET({ INDQX+2) +QSET(INBOX+3 )% ( TMOW-GSET(INDOX+S5))
70 ISUB=LINE+IMI+TIM2+1

LINE=NSET(ISURB)

IF {LINE=77777) 60+.80+80

C##***TEST ACCUMULATED COSTS AGAINST THE C2 VALUE.
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B0 TEEYC=TESTC-COSTD+TCCC

90

10

20

1

1

1

1

1

1

1

IF (TESTC.LT.C2) GO TO 90
[CFLG=ICFLGHL

NC2R=NC2R+1

IF {ITFLGeEGe1eORITFLGECS3)
CONTINUE

RETURN

NT2C2=NT2C2+])

END

FUNCTION CSTUP (DUM)
DIMENSION NSET(5600)
COMMON QSET(5600)

COMMON /G1/ MFAJMXCoIPRTsICRDyIML, IM2 9 MAXQSsNT2R+NC2R+NOQsNSNKs

MRUNSNRNSs ISEDs TNOWSATRIB(B) yJTRIB(S) o NAE(20) . JCELS(200+32)

COMMON /G2/ MFE(300) +MLE(300) yNQ{300)»PARMILICT4) »SUML(300),
SUMZ2(300)+SUMI(300)+SUMA{300)SUMB(300) +NT2C2,EPS

COMMON #G&/ XSTUS(100) sSUMCT+CSTUS(100) 4NCHND +NCNL o NCNUSTZ2,C2,
ITFLGy ICFLGsTYYY+TCCCHTIMTD.COSTO

EQUIVALENCE (NSET(1),0SET(1))

DOUBL.E PRECISION SUML,35UM2

LINE=MFE(1)

CSTUR=SUMCT

IF (LINELLELO) GO TO 20

INDX=L INE+ M1

CSTUPR=CSTUP+{ TNOW—-QSET( INDX) ) *QSET( INDX+3)

ISUB=LINE+IMI+IM2+1

LINE=NSET{ISUB)

IF (LINEW+LTe77777) GO TO 10

CONTINUE

RETURN

END
SUBROUTINE SUMRY

DIMENSION GRAF(S50), XLET(6)

COMMON /G1/ MFA MXCy IPRT ICRD ¢ IM1, IM24MAXQSsNT2R s NC2R 9y NOQ s NSNK»
MRUNINRNS s ISEDs TNOWIATRIBIG) s JTRIB(H) y NAME(20) s JCELS(2004+32)

COMMON /G2/ MFE(300) +MLE(300),NQ(300)+PARM(100,4)+SUML(32D),
SUM2(300) sSUM3(300) +SUMG(300)+SUMS({300) +NT2C2,EPS

COMMON /G3/ KST1{(100)+XLOW(200) 4NRELL (300)+NRELZ(ZF00)4NREL(300)
MREL(300) sKST4(100)+KSTI(100),NTYPE{300) +WIDTH(200) ¢ NSTS2NCTS

COMMON /G4/ X3TUS({100)+SUMCTsCSTUS(100) sNCNDsNCNLsMCNUT2,C2,
ITFLGY ICFLG s TYYYSZTCCC»TIMTDCOSTD

COMMON /G5/ MSTN{200042) «MST(300)+KST2(300) » IGRF 4 JGRAF»SCTAL |

DATA AABB,CC/LlH*s1H »1HC/ »

DATA XLET/1HF s 1HAs tHB o1 HT o LHD» LHC/ 3 T CT/4HTIMEAHCOST/

DOUBLE PRECISION SUMI1.5UMZ2

SFLAG=0.0

NHIST=NSTS%2+2

HFLAG=0+0

NCLT=NSTS®(NCTS+2)+2

MCLT=NCLT=~NSTS~2

cALL ADJST

WRITE (IPRT,340)

WRITE (IPRT.+350) NAMENRUN

K=1 ‘

ot e A S, LXK 4 e ME.iai .asl At L
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| 10 JJ=KST3(K) vk 00000024 :
| J=t ooo0o002s} |
L] IF (JJ+EQe0) GO TO 110 00000026 ]
e CODE=XLET(JJ) i 00000027 :
S 20 I=(K=1)%(NCTS+1)+J = 00000028
b NNENES! . 00000029
g IF (SUMZ(1)«GTa0e} GO TO 40 00000030
‘ IF (JJ=NE.O) GO TO 100 00000031
IF (I1.GT.MCLY) GO TO 100 00000032
WRITE (IPRT»360) KST1(K)sJJ 00000033
GO TO 100 00000034
XS=SUM1 (1) 00000035
XSS=SUM2( 1) 00000036
| XN=SUM3(1) ( 00000037
¥ AVG=XS/ XN 00000038
IF (XN*¥XSS.GT«XS*XS) GO TO 50 00000039
, STD=0.0 00000040
? GO TO 60 00000041
50 STD=SORT{( (XN¥XSS)—{(XS*kXS))/(XN*(XN~10))) 00000042
, c : ‘ 00000043 ]
| Cx**x%%TEST IF C-NODE RUN STATS ARE BEING PROCESSED. 00000044
SR R« 00000045 q
. 60 IF (S5FLAG.EQ.1+0) GD TO 280 ) oooooeaﬂ» .
Sl IF (HFLAG.EQe140) GO TO 290 00000047, ?
IF (JeGTel) GO TO 90 , 00000048 g
: IF (KST3(K)«.LEe«1) GO TO 70 0000004 =
- XN=KST4a(K) 00000050 :
; 70 PROB=XN/NRUN oooooos:’ :
| -~ IF (I«GTeMCLT) GO TO 80 00000053' E
1 WRITE (IPPT+370) KSTL1(K)sPROBsAVGHsSTDsSUMB(I),SUMA(T)SUMS(1)+CODEOOO000ST - |
- ) =MCLT+K 00000054 |
; Go TO 30 oooooos% | j
o 80 IF (JGPAF.EQ.0) GO TO 100 00000058 ]
. ‘ WRITE (IPRT+380) AVG+sSTDsSUM3(I)sSUM4(I),SUMS(T) 00000057 . -
- GO TO 100 00000058 '
G0 WRITE (IPRT»390) KST1(K)+sJJsAVGiSTOSUMI (1) SUM4(I),SUMS(T) 0000005
s 100 J=J+1 : 0000c06C) .
4 IF (J.LEJ(NCTS+1)) GO TO 20 , 00000061~ 4
: 110 K=K+1 00000062
IF (K+LE«NSTS) GO TO 10 ‘ 00000063 =
WRITE (IPRT.400) 000000643 =
IF (T2.GE.0e) WRITE (IPRT,410) NT2R 00000065 “
IF (C2.GE«D+0) WRITE (IPRT,420) NC2R 0000006¢ . .
IF (NT2C2.GT.0) WRITE (IPRT+430) NT2C2 ‘ . 00000067 . .
IF (1GRF.EQ.1} GO TO 150 ; ' i 0000006d
WRITE (IPRT.+440) 0000006¢ T
DO 130 I=1+NSTS 00000074 R
0y NCL=MXC nooooor%, i
<7 IF (WIDTH(1)«EGeDe) GO TO 120 0000007z
WID=ABS(WIDTH(1)) 00000073 =
WRITE (IPRT+450) KST1CI)+XLOW(I)sWIDs (JCELS(T+J)sJI=1,NCL) 00000074 ST
IF (JGRAF-E£G.0) GO TO 136G ‘ ' 00000075 .
JENSTS+I 00000074 - -
IF (WIDTH(J)«EQs04) GO TU 130 DOCO0O0F] 4.
WID=ABS(WIDTH(J)) 00000074 4
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Cxkx%£TEST IF C—NODE HISTGRAMS BEING PROCESSED AND IF DONE

o TP Rt

WRITE (IPRT+460) KSTl(I)pXLdW(Jio“ldc(JCELS(J;K?.K=1;NCL)
130 CONTINUE

IF
140 CON
RET

ORIGINAL PAGE IS
- OF POQR QUALITY

LY ok e
AN 0

{MCND«GT«0) GO TO 270
TINUE
URN

+ 150 NNN=0O
160 KKK=1

c

170 I=K
11=
IF

KK
T+NNN
(WIDTHCIT) «EQeOe3 GO TOQ 250 -

INDEX=II4+{II~-1)*NCTS

1F
IF
IF
wRI
GO
180 WRI
190 WRI
WRI

{NNNeGT«0) INDEX=MCLT+I
(SUM3(INDEX) +LE.O.) GO TO 250
(NNN«GT.0) GO TO 180

TE (IPRT+470) KSTI(I)

TO 190

TE (IPRT,480) KST1(I)

TE (IPRT»490)

TE (IPRT500)

CUML=0.

WID
D0

200

210
220

230

240 CON
KO3
WRI

1F
IF

250 KKK

IF
IF
1F

TABS(WIDTH(IYI))
240 J=14MXC
RELA=JCELS(ILs+J)
RELA=RELA/SUM3(INDEX)
CUML=CUML +RELA
MR=RELA%S50.+.000001
MC=CUML%50++000001
DO 200 N=1,50

GRAF(N)=BR .
CONT INUE s
GRAF(S0O)=XLET(4)
IF (MCeLE.Q) GO TO 220
GRAF{MC)=CC
IF (MR.LE.N) GO TO 220
DO 210 N=1,MR

GRAF(N)=AA
CONT INUE
IF ((J=1)sGT«0) GO TO 230
WRITE (IPRT»510) JCELS(TIsJ)sRELAYCUML sGRAF
BLOWSXLOW(IT)=-WID
GO TO 240
BLOW=BLOW+WID

WRITE (IRRT520) JCELS{IIJ)+RELAYZCUML yBLOWWWGRAF

TINUE
S=SUM3(INDEX)++00!
TE (IPRT.530) KORS

(HFLAG.EQ.1.0) GO TO 330
(SFLAG«EQel «0) GO TO 140
=KKK+1

(KKK eLESNSTS) GO TQ 170
(NNNeGTe0) GO TG 260

(JGRAF JLEO) GO TO 260
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ORIGINAL PAGE 13
‘ OF POOR QUALITY
NNN=NST3
GO TO 160

260 IF (NCND)
C

140,140,270

c
270 SFLAG=1.0
WRITE (IPRT+540) NRUN

C
C*%%%*PREPARE TO PROCESS C-NODE TIME DATA.
C
I=NCLT-1
CODE=T
GG TO 40
c
CxkXxXkPRINT OUT C—NODE RUN TIME STATS.
c
280 WRITE (IPRT+550)
WRITE (IPRT+560) CODEJAVG+STDySUM3(T) 4 SUMS(TI),SUMS(T)
C
Cxx2%x¥PREPARE TO PROCESS C~NODE COST DATA.
C
HFLAG=1:0
SFLAG=0.0
I=NCLT
copE=CT
GO TO 40

290 WRITE (IPRT.560) CODE+WAYGsSTDySUMI(I)sSUME(1),SUMS(T)
c

C*¥*x¥¥PREPARE TO GET HISTOGRAM OF C- NODE DATA.
c
IFf (IGRFeEQel) GO TO et
c ’
Chekx*k%xSTANDARD HISTOGRAMS FOLLOWs FIRST TIME DATA.
Cc
I=NHIST-1
NCL=MXC
IF (WNIDTH(I) eNEeQs«ORWIDTH(NHIST) oME«de) WRITE (IPRTy 440)
IF (WIDTH(I)eEQeOe) GO TO 300
WID=ABS(WIDTH(I))
WRITE (IPRT,570) XLOW(TI) sWIDe(JCELS(IsJ) s J=1NCL)
o
Cx***x4#C0OST HISTOGRAMS.
C

300 IF (WIDTH(NHIST).EReO0+) GO TO 140
WID=ABS(WIDTH(NHIST))

VWRITE (IPRT+580) XLOWINHIST) eWIDs (JCELSINHIST oK) s K1 sNCL)
WRITE (IPRT3490)
GO TO 140

c

Cx**¥*¥¥PLOTTED HISTOGRAMS.

c

310 II=NHIST-1
INDEX=NCLT-1
IF (WIDTH(II).EQe0¢) GO TO 330

SET FIRST FLAG AND PRINT OUT HEADINGS.

-

00000138
00000136
000001“7

950000138

00000139
00000140
00000141
00000142
00000143
00000144
00000145
000001456
00000147
000001438,

00000149
00000150
00000151
00000152
00000153
00000154
00000155
00000156
00000157
00000158
00000159
00000160
00000161
00000162
00000163
00000164
00000165
00000166

00n00167;

00000168
00000169

00000170%"

00000171

0000172

0000018

00000186

Y

A

0]

.C)
oaoooxaa} =
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00000187 %

00000188, -
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OF POOR QUALITY

WRITE (IPRT.«590) 0000018¢%
c 0000019¢C
CxxekxPREPARE TO PROCESS TIME 0OATA. 00000191
C 00000192
A20 I=11 00000193
GO TO 190 00000194
Cc 00000195
CHae$XPREPARE TO PROCESS COST DATA. 00000196
[of 00000197
330 IF (WIDTH(NHIST)«EQeQs) GO TO 140 00000198
WRITE (IPRT.&OO)} 00000199
SFLAG=1.0 » / 00000200
HFLAG=0.0 00000201
II=NHIST 00000202
INDEX=NCLT 00000203
G0 TO 320 00000204
c 00000205
Lo} 00000206
C 00000207
340 FORMAT (1H1) 00000208
350 FORMAT (1IX+26HGRASP SIMULATION PROJECT tv1Xe20A44////7 31X 00000209
t txkFINAL RESULTS FOR® 418, SIMULATION RUN(S)I*%?,//416Xs *NODEY 00000210
2 AXe'PROBe/* 98X *MEANY 39X *STAND« "o 7X s 'NO OF* 96X 9 *MIN®3 12X *MAX*,00000211
i 3 OXe'NODE'+/+248X s "COUNTY 423X+ 'DEV 4 19X+ 1 08BSe ' 933X 'TYPET?) 00000212
? 3560 FORMAT (/1XsI174+1713+46Xs18HNG VALUES RECORDED) 00000213
A70 FORMAT (/1XeT117+3XsF9e338X1E126623X0E1246:FB840+2(3XesE12.86)94X:A3) 00000214
3B0 FORMAT (17X+10HCOST 1 T7XIEL 283X+ E12e5iF8e042{3XeE1256)) 00000215
E 390 FORMAT (1X4117 411333 X9sEL124693XsE12469F8e0+2(3XeEL12458)) 00000216
3 400 FORMAT {1HO) 00000217
410 FORMAT (1HO»16Xs47THNUMBER OF TIMES SYSTEM EXCEEDED T2 CRITERION 1sS00000218
1,16) 00000219
420 FORMAT (1HO0s16X+47HNUMBER OF TIMES SYSTEM EXCEEDED €2 CRITERIUN 1800000220
1916) 00000221
430 FORMAT (lHC»16X:58HNUMBER OF TIMES SYSTEM EXCEEDED BOTH T2 AND €2 00000222
1CRITERIA [5,16) 00000223
i 440 FORMAT (/743X 14HXRHISTOGRAMSH*%//1TXySHLOWER s 7X+s8HCELL/8X +4HNDODE ., 00000224
% 1 TXsSHLIMITe7X »SHWIDTH 31 X 11HFRPEQUENCIES) 00000225
. 450 FORMAT (/Z1Xe1T42E1244+4X1116/(38Xe1116)) 00000226
460 FORMAT (/1XsaHCOST IS s2E12e894X9111I6/7(38BXs11186)) 00000227
470 FORMAT (1H1///720X+23HSTAT HISTAGRAM FNR NODELI5) 00000228
4890 FORMAT (LH1//7/720X%X+23HCOST HISTOGRAM FOR NODE,IS) 00000229
490 FORMAT (/7/720X+4HOBSV+5X+4HRELAWSX14HCUML 45X o1 1HLOWER $0UNDv6Xv oongo230
1 1THO 9 8Xe2H2008X92H4 08X 2HED 48X+ 2HB0+7X» 3H1G00) 00000231
500 FORMAT (20X s3(4HFREQ+5X) s2Xs 7HOF CELL 48X+ I1HI 410(5Heeael)) 00090232
510 FORMAT (/Z19X+1S92(aX sFS543)+SXedH=INFe9OXe1HIS50A1) 00000233
520 FORMAT (19XsI1532(8XsF543)3s4XsF124446Xs1HIL50AL) 00000234
530 FORMAT (21Xs3H=—= 340X +1HI4s10(5HeeasI)/18Xs16) 00000239
S40 FORMAT (1M1/Z//7248X+S51HERFINAL RESULTS FOP RUN DATA OF ACCUMULATOR NOOODO23s6
LODES*k¥%o///7 931Xy t4%F INAL RESULTS FOR', I8, ' SIMULATION RUNCS) %*%x%/) 00000237
S50 FORMAT (//17Xe4HTYPE ¢ 18Xs AHMEAN+SX+sBHSTD s DEV e+ S X+ S5HNMO DF 4y 2X5 00000238
1 AAMING 29X  4HMAX o /762X s GHORSA/Z/) 00000239
S60 FORMAT (17XsAQ 3 11X92E1244+3XsFT7e032E1364) 00000240
STO FORMAT (//12X+AHTIME y2E12484a4X111E/7(4aX011186)) 00000241
580 FORMAT'(/IIEX-4HCOST.281%&4'4X.1116/(Q#lel!ﬁ)) q0000242
SS90 FORMAT (1H1///720X+42HSTAT HISTOGRAM FOR ACCUMULATION NORE TIMES). OOOOOE@B
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OF POOR QUALITY L
600 FORMAT (1H1///20Xs42HSTAT HISTOGRAM FOR ACCUMULATION NODE COSTS) 00000244 1
END 00000245 5
SUBROUTINE SAMPL (DEV) 100000001 , -
COMMON /G1/ MFAMXCy IPRT ICRD IMl;IMZ.MAXQS.NTZR NC2R ¢ NOQ 9y NSNK, 00000002 ~
1 NRUNJNRNS» ISEDs TNOWSATRIB(6)+JTRIB(6) s MAME (20) ,JCELS(200,32) 00000003 ,
COMMON /G2/ MFE(300) +MLE(300),NQ{300) sPARM(100,4)»SUML(300), 00000004 L
; 1 SUM2(300),SUM3(300)+SUM4(300),SUMS(300) yNT2C2,EPS ' 00000005} \ j
‘ COMMON /G5/ MSTN(200062) +MST(300)+KST2(300)+ IGRF ¢ JGRAF » SCAL 00000006}
: DOUBLE PRECISION SUM1,SUM2 00000007} -
f JP=JTRI1B(2) 00000008 3
: JD=JTRIB(3) 00000009 :
i GO TO (10+s20+30+40+110+1209170+180+170+190+2105220+230), JD 00000010 2
N : 00000011 o
. C CONSTANT 00000012 \
S ~ 00000013 :
. 10 DEV=PARM(JP,1) 00000014] =
- RETURN v 00000015 1
SRR « 000000156 j
i o NORMAL 00000017}
% c 00000018/ :
20 DEV=RNORM(JP) 00000019 :
RETURN 00000020 A
E' C UNIFORM e ooooooza ;
: o : _ 00000023 i
B 30 A=PARM(JP,2) : 00000024 |
4 B=PARM(JP,3) 00000025 i
i;‘ DEV=A+(B~A)XRANF(ISED) 00000026
. RETURN 00000027 4
¢ 00000028
p; c ERLANG 00000029 o
- C 00000030]
40 K=PARM(JPy4)+.001 00000031
RNUM=RANFE (ISED) ‘ 000000322}
; K=K-1 00000033
: IF (KsLE«Q) GO TO 60 ' ) 00060034 S
DO S0 I=1,K ( 00800035 . ]
ENUM=RNUM*RANF ( ISED) 00000036} - -
50 CONTINUE ‘ : ‘ 00000037} ]
o 50 DUM=—CARM(JP»1)*ALCG (RNUM) 00000038} . .
5 C ~ ~ ' 00000039} . -
. 70 IF (DUM=PARM(JUP,2)) B8041C0,90 ’ 003000405 . -
f 80 DUM=PARM(JP,2) ‘ ' 00000041 R
o GO TO 100 4 ' 00600042
90 IF (DUMJLECPARMIJP,3)) GO TO 100 wele , 00000043 A
DUM=P ARM(JP s 3) : ' ‘ _ 00000044 . 7]
. 100 DEV=DUM : : 00000045 .
RETURN > : : ‘ © 0006000465 TP Y
c ‘ ' ' : - _ 00000047 - -
o ~ LOGNORMAL _ : 100000048,
c - : « . ‘ ; ' 00000049 " 2
110 DEV=EXP(RNORM(JP)) : , ' ‘ 00000050 "
: RETURN . ~ oooooost|
c L : _ : 00000032 4 .
c POISSON , : ‘ : - -~ poooonsz ot
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‘¢ : . _ 00000054 ~1

J 120 NPSSN=0 . 8?@”“ PAGE I3 00900055 =

k. P=PARM(JP, 1) POOR QuALITY 00000056 | = |

W IF (P.GTe9.) GO TO 140 00000057 “

Y=EXP(~P) 00000058 B

X=1, ’ 00000059 o

130 RNUM=RANF(ISED) 00000060 A

X=X®RNUM 00000061 j

IF {X.LT.Y) GO TO 150 00000062 N

NPSSN=NPSSN+1 00000063 ]

GO TO 130 00000064 BE

140 TEMP=PARM(JP,4) 00000065 3

PARM(JP$4)=SQRT(PARM(JP+1}) 00000066 -

PARM(JP, 1) =PARM(JIP 51 }+PARM(JP ,2) 00000067 ‘

DEV=AINT(RNORM(JP)+045) 00000058 4

PARM(JP +1)=PARM(JPs1 )~PARM(JIP,2) 00000069 4

PARM(JP+4)=TEMP 00000070 4 !

RETURN 00000071 '

150 KK=PARM(JP,2) 00000072 g

KKK=PARM(JP +3) 00000073 {

NPSSN=KK+NPSSN 00000074 E

IF (NPSSN.LE.KKK) GO TO 160 00000075 :

NPSSN=PARM(JP ,3) 00000076 ~j

160 DEV=NPSSN 00000077 e

RETURN 00000078 N

00000079 _i

BETA 00000080 ¥

00000081 (!
170 A=PARM(JP+1) 00000082

A=PARM (JP,4) 00600083 ¥

X=GAM (A, ISED) 00000084 H

DUM=X/{ X+GAM( B+ ISED)) 00000085 i

DEV=DUM*(PARM(JIP+3)=PARM(JP,2) ) +PARM(JP,2) 00000086 .

RETURN : 00000087 o

. 00000088 ‘o

- GAMMA 00000089 S

00000090 o

180 A=PARM(JP,4) 00000091 ,}i

DUM=GAM (A, ISED)/PARM(JP 1) 00000092 S

60 TO 70 00000093 L

Cc 000000924 i

o SCALE FACTOR 20000095 &

L C 00000096 o

o 190 DEV=0. 00000097 E
o IF (JP.EQ.0) GO TO 200 00000098
o DEV=FLOAT(JP) /SCAL 000000%¢
B 200 RETURN 00000100
E- 00000101
] TRIANGULAR 00009102
i | 00000103
P 210 .DEV=TRNGL (JP) 00000104
o RETURN 00000105
: : 00000106
k T WEIBULL - 00000107
} 00000108
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DUM=PARM(JP s 1) % ((~1+ *ALOG(RANF ( ISEDI }) #%PARM (JP,4) )
GO TO 70

DISCRETE

PDEV=DISCR{JP)
RETURN

END

FUNCTION RNORM (JD)

COMMON /G1/ MFASMXCs IPRT s ICRD¢IMLy IM2,MAXQASsNT2RsNC2R yNOQ s NSNK
1  NRUNSNRNS, ISED, TNOW.ATRIB(6)+sJTRIB(6) s NAME(20) 2 JCELS(200+32)
COMMOM /G2/ MFE(3007 +MLE(300)+sNG{300) ,PARM(100,4),5UM1(300),
1 SUM2(300),SUM3(300)sSUM&(300),SUMS(300)sNT2C2,EPS

DOUBLE PRECISION SUM1,SUM2

J=JoD

SUM=0.,

DO 10 I=1,12

SUM=SUM+RANF { ISED)

CONT INUE

V=SUM=6.

ANORM=V*PARM(J 44 ) +PARM{J s 1)

IF (RNOAM=PARM(J,2)) 20,30,40

RNORM=PARM( J+2)

RETURN

IF (RNORM.LE+PARM(Js3)) GO TO 30

RNORM=PARM (J+3)

RETURN

END

FUNCTION TRNGL (JD)

COMMON /G1/ MFAMXCy IPRT s ICRD+IM1 4 IM24MAXQSsNT2R4NC2R s NOQeNSNK s
1 NRUNSNRNS, ISEDsTNOW.ATRIB(6)sJTRIB{S) 4 NAME(20) s JCELS(200432)
COMMON /G2/ MFE(300) »MLE (300)sNQ(300),PARM(10044)+SUML(300),

1 SUM2(300)+SUM3(300),SUMA(300)+SUMS{300) +NT2C2,EPS

DOUBLE PRECISION SUM1,SUM2 -

JP=4p

R=RANF ( ISED)

IF (ReGT.PARM{JP 1))
R=SQRTIPARM(JP 4+ 1)%*R)
GO TO 29
R=1e=S0RT({1e=PARM(JP+1))*{1s-R))
TRNGL=R*PARM(JP +4)

RETURN

GO TO 10

END

FUNCTION GAM (ALPHA, ISED)

K=ALPHA

FK=K

BAM=0«

IF (KJLEWD) GO TO

PROD=1.0

DO 10 I=14K
PROD=PROD*RANF( ISED)

 CONTINUE

20

100000015
00000016
100000001
00000003

00000003

00000109
000001 10|
00000111/
00000112
00000113
00000114
00000115
00000116
00000117

00000001;

o

00000002
00000003
00000004
00000005
00000006
00000007
00000008
00000009
00000010
00000011
00000012
00000013
00000014
00000015
00000016
00000017
00000018
00000019
00000020
00000021
00000001
00000002
00000003
00000004
00000005
00000006
00000007
00000008
00000009
00000010
00200011
00000012
00000013

00000014}"
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1C#*#**THIS ROUTINE CONVERTS THE GIVEN BETA PARAMETERS)
" CxxkkATO (1) THE MEAN AND VARIANCE QF A BETA DISTRIBUTION OVER THE:
Crexxx INTERVAL (091)
Chkkk®AVARIATE FROM THE RATIO

Eal

RIS fd L
ol e 0SB

1o ORIGINAL PAGE IS
YTIAUY SE°POOR QUALITY
GAM==ALOG(PROD)

D=ALPHA~FK

IF (D+LE«s015) GO TO 60 ¢ i
IF (DeLTee985) GO TO 30

W=l

60 TO S50

A=1+/0

B=1e/(1e=D)

X=RANF { ISED )%%A

=RANF ( ISED)x%xB+X

IF (Y«GTsle) GO TO 40

W=X/Y - b
==ALOG{RANF(ISED))

GAM=GAM+WAY

RETUEN

END
SUSROUTINE BETAXF

MEAN + VARIANCE

{2) THE K1 + K2 VALUES NECODED 70O UBTAIN A BETA
OF TWO GAMMA VARIATES -

MEAN, AT CLOSE IT WILL CONTAIN Kl
LOWER LIMIT

UPPER LIMIT .

VARTANCE_ AT CLOSE IT WILL CONTAIN K2

PARAM(J,1)
PARAM(J,2)
PARAMI( J,3)
PARAM{J4)

CONTAINS THE
CONTAINS THE
CONTAINS THE
CONTAINS THE

COMMON /G1l/ MFAMXCyIPRTsICRD «IM15IM2 s MAXOS sNT2RsNC2RsNOQeNSNK
NRUN s NRNS s ISEDs TNOW.ATRIBIS) sJTRIB{6) s NAME(20) o+ JCELS(200.32)

COMMON /G2/ MFE(Z00)+MLE(300)sNQ(300),PARM{1004+4)9sSUMI(300)
SUM2(300) +SUM3(300),SUMA(300)+SUMS{300) 4NT2C2.EPS

DOUBLE PRECISION SUML,SUM2

J=JTRIB(2)

BMEAN=({ PARM(J» 1 )=PARM{1+2) I/ (PARM(J+s3)-PARM(JI+2})

BVAR= (PARM(J+ 4 )Y/ (PARM(J +3)=PARM(J92) ) ) %*2

C PARM( U+ 1)=BMEANK(BMEAN® (1« 0=BMEAN)/BVAR~140)

PARM( . ¢ 4)=PARM(J 1) % { (1 «0=-RAMEAN)/BMEAN)
RETURN

END

SUSRCUT INE PERTXF

COMMON  /G1/ MFAMXCs IPRTSICRD s IM1 5 IM2 s MAXGS s NT2R s NG2R»NOQ s NSNK»
NRUN o NRNS s ISEDs TNOW,ATRIB{S) +JTRIB(6) s NAME(20) o JCELS(209,.32)

COMMON /G2/ MFE(300) 4MLE(300) +NQ(300) +PARM(100,4),45SUM1(300),
SUM2 (300) ,SUM3 (300 ),5UMA(I00).SUMS(300) NTEC2,EPS

DOUBLE PRECISICN SUMI,SUM2

J=JTRIB(2)

PARM(J s 1)=(4+ xPARM(J 31 ) +PARM{J+2) +PARM(JI,3) 1 /5e D

PARMC J+A4)=(PARM(JI+3)-PARM(JI12)) /6.

CALL BETAXF . : : i ;

RETURN :

END

293

00000010
00000011
000000172
00900013
00000014
00000015
00000016

00000017

0000001418
00000019
00000020
00000021

00000022
00000023
00000024
00000025
00000026
00000001

00000002
00000003
00000004
0000000S
00000006
00000007
00000008
048000009
00000010
00000011

00000012
00000013
00000014
00000015
00000016
00000017
00000018
00000019
©0000020
00000021

00000022
00000023
00060024
00000025
00000001

00000002
00000003

00000004

00000008
00000006
000000907

Q0000008

00006005
00000010
00000011
Q0300012
00000012
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ORIGINAL PAGE I3
, ,f‘ DF POOR QUALITY ¥
SUBROUT INE GREAD 00000001 °
COMMON /G1/ MFAMXCy IPRTyICRD+IML, IM2,MAXQS,NTZRINCZRyNOQNSNK, , 00000002
1 NPUNJNRNS ISED, TNOWSATRIB(6) s JTRIB(E) s NAME(20) 9 JCELS(200432) 000000073
COMMON /G6/ NCEL(10) +PROB(32,10)sVAL(33,510)s ISEC(3,10)sMAXNHISs 00000004
I  KHIST,NPNCH 00000005
10 READ (ICRD,60) JQINCELS,WID 00000006
4 IF (NCELS+EQe0) RETURN . 00000007
! IF (JQ.GT«MAX) GO TO 40 00000008| 4
READ (ICRD+70) (PRCOB(Je+JQ)»J=1,NCELS) 00000005
READ (ICRDsB0) (VAL( JeJQ)sJ=214NCELS) 00000010}
= WRITE (IPRT+90) JQWNCELS,WID 90000011}
b WRITE (IPRT+100) (PRAOB(J,JQA)sJ=1,NCELS) 00000012}
f” WRITE (IPRTS110) (VAL(J+JQ)sJ=14NCELS) 00000013
X NCEL (JQ)=NCELS 0000001
. DO 20 J=2,NCELS 00000015
| PROB(J+JQ) =PROB(J»JQ) +PROB(J=1,4JQ) 000000186
. 20 CONTINUE 00000017
* IF (ABS(PROB(NCELSsJCG)~1+)eGTe4002) GO TO SO 0000001
; 30 CALL ASSGN (JQ) N000001
- VAL{33+40)=WID , 0000002
S G0 TO 10 00000025%
- 40 WRITE (IPRT,120) JQsMAX ' oooooozg
§ CALL EXIT - ooooooz
- 50 WRITE (IPRTW130) JC+PROBI(NCELS;JG) 00000024
PROB(NCELSsJQ)=1, 00000025
| GO TO 30 00000024
| c 00000027,
| c 0000002
. c 0000002
- 60 FORMAT (2[5,£10+4) ’ 0000003
o 70 FORMAT (16F5.4) , 00000031 ]
i 80 FORMAT (B8E10.4) 0000003
- ©0 FORMAT (///10H HISTOGRAMsISs5Xs15,6H CELLS¢5Xs11HCELL WIDTH= 0000003
- 1 El13e4) 0000003
; 100 FORMAT (/5X,13HPROBABILITIES/(5X+8F104)) N0000D3¢ )
‘ 110 FORMAT (/5X«11HCELL VALUES/({5Xs8E13¢4)) ' 0000003

120 FORMAT (/1XsB(1H%)5Xs SAHWARNING-ATTEMPTED TO READ DISCRETE DISTRIO000003
LBUTION NUMBEQ-!4/IaXv39HMAXIMUM ALLOWED BY PRESENT DIMENSION [Ss 0000003
2. I4) 0000003¢
130 FORMAT (/1Xo9(IH*)a47HWAPNINh—PRDBABIL[TIEa FOR DISCRETE DISTRIBUT000000449 g
LION+144,16H DO NOT SUM T4 1/711Xs4HSUM=sF10e5 s 23H SUM #WILL 88 38T 00000043 -

270 1) , 0000004z
END : 3 00000043 |
o SUSROUTINE GSAVE (NUDE+JQyKyKWIRD) ) 0000000 “1
. DIMENSION XCELS(32) 0008000 3
- COMMON /G1/ MFA.MXC-IPRTiICRD’IMIoIMZ,MAXQSvNT2R9NC2R¢NDQtNSNK,f“0000000
2 1 NRUNJNRNS, ISED, TNOW,ATRIB(6) +JTRIB(6) yNAME(20) s JCELS(200,32) 0000000
- COMMON /G2/ MFE(300) sMLE{300),NQ{309) +PARM(10D14)+3U41(300), 0000000%
o 1 SUM2(300)+SUM3(300)+SUML(300)+SUMS(300) «NT2C2,EPS 0000000

- COMMON /G3/ KST1(100) ¢XLOW(200)NRELL{300)yNREL2(300)+NREL(Z00) 0000000”‘
! MREL(EOO),KSTé(IOO)vKSTB(IOO)vNTYPE(BOO)QWIDIH(ZOQ)9NST39NCTS 0000000¢

ML AL A S

COMMON /567 NFFL(IO)oPROB(? clO)sVAL(33v D)o ISEC(3510) sMAXWNHISs 0000001¢ " ]
1 KHIST+NPNCH ; 0000001 ?

DOUBLE PRECISION SUM1,5UM2 00000013 3 -
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Ef (JGeGTMAX) GO TO 20

10
20
30
" 0
50
C
Cc

60 FORMAT (///71X»9(L1H*) 4 2SHWARNING-0ON KEYWORD CARD =+A%2[5+5H
IS« 1H=/10X467H EITHER NODE 1S NOT A STAT NODE.
9/10Xs51H CR CISCRETE DISTRIBUTION REQUESTED IS GR0O0000049

1

2M EQUALS ZERO

KK=KST2(MODE)

IF (KST1(KK)eNENODE) 6O TO 20
KO=KK+ (KK~1)%NCTS

SNUM=SUM3(KQ)

IF (SNUMJLEe«S5) CALL ERROR (14)
NCEL.(JQ)=32 ot
WID=ABS(WIDTH(KK)) S
IF (WID.EQe.0.) GO TO 20
START=XLOW(KK)~20%WID

IF (K«EQe7) GO TO 30
CUM=0«

D0 10 J=1,32

VAL{J+JQ)=START+WIDXFLOAT(J)
CUM=CUM+FLOAT(JCELS(KKsJ) ) /SNUM
PROB(JyJQI=CUM

CONTIMNUE

VAL(33+JQ)=WID

CALL ASSGN (JQ)

RETURN

WRITE (IPRT+60) KWORDNODE s JQsMAX

CALL EXIT

WRITE (NPNCH»70) JQsWID

DO 40 J=1,32
XCELS{JISFLOAT(JCELS (KKsJ) )/SNUM

CONTINUE

WRITE (NPNCH.80) XCELS

DO S0 J=1,32
XCELS(J)=STARTHWID*FLOAT(J)

CONT INUE

WRITE (NPNCH+90) XCELS

RETURN

3EATER THANLI5)

70
80
90

1

1

FORMAT (IS5+3Xs2H32+E1044)
FORMAT (16FS5.4)

FORMAT (8£10e4)

END

FUNCTION DISCR {JP)

COMMON /G1/ MFAsMXCo IPRT s ICRD + 1M1 ¢ IM2 4 MAXQS s NT2R ¢ NC2R's NOQ s NSHK
NRUN3sNRNS s ISED+ TNOWATRIB(6)4JTRIB(6E) «NAME(20) 4 JCELS(200,32)
COMMON /G6/ NCEL(10),PROB(32,10)sVAL(33410),ISEC(Z510) sMAXINHIS,

KHIST s NPNCH
Ja=JpP
IF (JQeGT.MAX) GO TO 40
K=ISEC(3,JQ)
RNUM=RANF ( TSED)
N=3 . *QNUM
IF {(NeLEJD) GO TC 10
K=ISECI(N,JQ)
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00000013
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N0000017
00000018
00000019
00000020
00000021
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00000023
00000024
00000025
00000026
00000027
00000028
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00000030
00000031
00000032
00000033
00000024
00000038
00000036
00000037
00000038
00000039
00000040
00000041
00000042
00000043
00000044
00000045
00000045
00000047

WIOTH 0OF HWISTOGRA00000048

00000059
00000051
00000052
00000053
00000054
00000001
00000002
00000003
00000004
00000005
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00000007
00000008
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D0000010
00000011
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00000073
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NCELS=NCEL(JG)—1
DO 20 J=K,NCELS

[F (RNUMWLLT.PROE(J,J4Q)) GO TR 20
CONTTNUE
J=NCEL(JQ)
DISCR=VAL{J+JQI+VAL{334JQ)*RANF{ISED)
GO TO 50
WRITE (IPRT+60) Ja
CALL ERROR (99)
RETURN

1v14)
END '
SUBROUTINE ASSGN (J4D)
COMMON /G6/ NCEL(10)sPROB(32,10)sVAL{33,10)4ISEC(3+10) +MAXINHIS
I KHISTsNPNCH
Ja=JdD ¢
NCELS=NCEL(JQ) ‘
DO 10 J=1.NCELS
IF (PROB(J»JGQ)eGTele) GG TO 20
CONTINUE
ISEC(3+4Q)=y
K=1
00 S0 J=1.NCELS
' N=3«*%PROG(J»JQ)
IF (N=-K) 50+30,490
ISEC(KsuQ)=J
K=K+
GO TO 50 R
ISECI(K»JQ)=J
ISEC(K+1.+.JQ)=J
RETURN
CONTINUE
RETURN

END

SUBROUTINE ADJST

COMMON /G1/ MFAWMXCs IPRTyICRD»IML» IM2,MAXOSsNT2R sMC2R » MO 4NSLIK
1 NRUNNRNS ISEDy TNOWSATRIB(6 )+ JTRIR(E) +NAME (204 JCELS(200,32)
COMMON /G2/ MFE(300) «MLE(300)sNQ(Z00) +PARMI100+4)+SYMLI{300),

I SUM2(300)»SUMI(300) +SUMA(300)SUMSI300) yNT2C2,8PS

COMMON /G637 KST1(100)+XLOW(200),NRELL1(300) NFEL2(300)NREL(300),
1L MREL(300)+XSTE(100) +KSTI(100)sNTYPE(Z00 ) WINTHI200) ¢NSTHNCTS
COMMON /G6/ NCEL{10) sPROE(32,10) s VALI33s 174 ISEC{3,10) MAXNHIS,
1 KHISTsNPRCH

DOUBLE PRECISION SUMI,SUM2

IF (KHIST.ZQ.9) GO TO 40
KCLCT=NSTS®NCTS
NHIST=N5TS*2+2
DO 20 KH=14NHIST
IF (WIDTH(KH) .GE«De) GO TO 20

g e T T e T el e i il i s Sinn

00000005

Q00000007
00000008

296

¥
00000014
00000015
00000014.
00000017
00000918
00000019
000000290
00000021
00000022
00000023
00000024
00000025
00000026

00000028;
00000029
00000001
00000002
00000003
40000900
00000005
00000006
00000008
00000009
0000001 0]
00000011
00000012
00000013
00000014
00000015
00000016
00000017
0000001

0000001¢G
0000002

0000002t
00000022
00000027
00000001
00D00002)
00000007}
00000004

0000000¢

00000004

009000014

00000011
oooooot%
00000013’
00000014
00900014
00000916

.

i

T O L PR

AL:.

T e ® i .

T L o v ST

i 7§ RSN



D il x Loniis Jane dathil R A

LA =S L EE e e = : SRS s : g

; . AL PAGE 1S
g‘:‘?&‘o QUALITY

Ka=KH$ (KH=1) *NCTS )
[F (KHeG} aNSTS) KG=KCLCT+KH |
[F (SUM3(KQ).LTs1%S) GO TO 20 .
XL=SUM4(KQ)
XH=SUMS (KO )

SRS

Chekkr SCALE THE HISTCGRAM
c
PT=(XH=-XL)/32.
IF (ABS(PT)LE«14E~10) GO TG 20
i IN=1
! IF (PTeGE«100e4) IN=-1
=—-1
10 I=1I+1
=L 0¥k (I%IN)
I=PkPT
IF‘ (Z.LT-IO..GR.Z.GE.IOO.)
K=10+%{Z—~AINT(2)})
PT=e5
IF ‘K.GT.s) PT=1.0
PT=AINT(Z)+PT
HTD=PTRLID kX (~I*IN)
WIDTH(KH)=—WID
K=IFIX(XL/WID)+1L
IE (XL oel.Te0n) K=K}
XLOW(KH)=WIDXFLOAT(K)
20 CONTINUE .

GO TO 10

., C
Caxxkkx PLOT HISTOGRAMS
.

REWIND NHIS
DO 30 I=1,KHIST
READ (NHIS) OBS.KH
WIDTH(KH)==WIDTH{ KH)
CALL HISTO (CBSsKH)
WIDTH(KH)==WIDTH(KH)
2D CONTINUE
REWIND NHIS
40 CONTINUE
RETURN

END

SUBROUTINSE ERROR (J)

DIMENSION NSET(5600)

CHOMMON QSET(5600)

COMMOM /G1/ MFASMAC,IPRTICRDsIML s IM2yMAXQS o NT2R yNC2RsNOQ sNSNK o
1. NRUNsMRNS,ISED.TNOW+ATRIB(6)+JTRIA(E),MAME(20) 3 JCELS(2004+32)
COMMON /G2/ MFE(300) ¢MLE(300),NQ(300)sPARM(100+4)4SUMLI{3002),

1 SUMZ2(300) sSUMI(300) +SUM4{300)SUMB{300)NT2C2,EPS

COMMON /G3/ KST1(100),XLOW(200),NREL1(300),NREL2(300)+NREL(300),
1 MREL(300)+KST4(100)KSTI{100)NTYPE(I3OD)WIDTH(20D)sNSTS,NCTS
COMMON /G4/ XSTUS(100) 4SUMCTsCSTUS(L100) MCND+NCNL ¢NCHNUT24C2

1 ITFLG,ICFLG,TYYYsTCCCH»TIMTD,COSTD

EQUIVALENCE (NSET(1)4QSET(1))

DUUBLE PRECISION SUM1,5UM2
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© OF POOR QUALITY
R
. DATA KT KC/4HTIME »4HCOST/ s KN/AHCNODY/ ooooooxai
1 WRITE (IPRT,130) 00000015’
| NCLT=NSTS* (NCTS+2)+2 ' 00000016&'
‘ IF (JsLTen) GO TO 10 . 00000017
= WRITE (IPRT»140) J ST 00000018
b | 10 YRETE (IPRT+150) TNOW oy 00000016
‘ DO 30 L=1,NOQ ’ 00000020
IF (NA(L).LE«0) GO TO 30 00000021}
WRITE (IPRT,160) L 00000022},
i INDX=MFE (L) 0000023}
. 20 NP=INDX+IM1+IM2 00000024
] NS=NP+1 00000025
. NF=INDX+IML—{ 00000026
! WRITE (IPRT,170) INDXsNSET(NP) yNSET(NS) s (NSET(K)sK=INDXNF) 00000027
NF=NF+1 00000028 |
NL=NF+IM2-1 00000029 2
WRITE (IPRT,180) (QSET(K)sK=NFsNL) 00000030 |
IMDX=NSET(NS) 00000031 |
IF (INDX+GE«77777) GO TO 30 00000032 -
GO TO 20 00000033
30 CONTINUE 00000034
. IF (JeEQo=1e0Re{SJeEQe~3eANDNRPUNEQel)) GO TO 120 00000038
1 _ WRITE (IPRT.130) 00000036 ,
; IF (NCLT.LE«O) GO TO 80 ' 00000037 =
k WRITE (IPRT,190) 00000038 |
} MCTS=NCTS+1 00000039 j
» DO 50 I=1,NSTS 00000040, N
G NC=0 00000041 ,
I DO 40 M=1,MCTS 00000042 1
| L=(1=1)%xMCTS+M 00000043 P
: WRITE (IPRT+200) KSTLC(I)sNCySUML(L) SUM2(L)»SUM3(L)4SUM4(L) 20000004
, 1 SUMS (L) 00000045
NC=NC+1 0000004¢ 3
40 CONT INUE 00000047 -4
50 CONTINUFE , 0050004
MCLT=NCLT~-NSTS-2 00000049 ‘
NC=MCLT+1 0000008, . ]
MCTS=MCLT+NSTS 000000S1f F
DO B0 I=NC+#CTS ‘ 0000005
L=1~-MCLT 0000005: 3
WRITE (IPRT210) KST1({L),SUMI(L),SUMR(L),3UMI(L),SUMS(L), 00000054}
1 SUMS (L) 00000055} §
50 CONTINUE 00000056 |
IF (NCND.EQ.D} GO TO 70 oonocos?
NC=NCLT-1 0G0V 005S *.,‘<
H WRITE (IPRT+220) (KNeSUML(T)sSUMZ(TI)4SUM3CI)+SUMGIT)»SUMS(I),,I=NC,0000005¢ -
’ 1 NCLT) 0000006 « ¢}
3 70 WRITE {IPRT,.130) i Q000VOBY" . <
1 BO NHIST=NSTS*2+2 00000065
1F (NHIST.LE.0) GO TG 110 T 00000067
i . WRITE (IPRT,230) 00000064 .9
7 ‘ NC=2%NSTS , 0000006¢ ¥
¢ DO 90 I=1,NC ' : 0000006 . ]
1 M=1 o 00000067
K=KT 00000068
&
\
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OF POOR QUALITY =T
IF (T.LEWNSTS) G2 TO 90 00000069.
M=T-=NSTS 00000070
K=KC 00000071
90 WRITE (IPRTs240) KSTI{M)sKe(JCELS(I4K) s4=1,MXC) 00000072
IF (NCNDJEQsO) GO TO 110 00000073
NCSNHIST~1 90000074
DO 100 I=NCyNHIST 00000075
" WRITE (IPRT+250) KNy (JCELS(I+K)sK=1,MXC) 00000075
100 CONTINUE 00000077
110 CALL EXIT 00000078
120 RETURN 00000079
003000080
, 00000081
00000082
130 FORMAT (1H1) 00000083
140 FORMAT (//36X+16HERROR EXITs TYPE.13,7H ERROR.) 00000084
150 FORMAT (//20H FILE STATUS AT TIME+E12.4/5X:42HP=PREDECESSOR PUINTE0000008S
IR  S=SUCCESSUR POINTER) 0000C086
160 FORMAT (//1X:SHFILE +14) 00000087
170 FORMAT (/1XsSHCELL=s I694X42HP=) 1693Xe2HS=2I6/1XsFHITRIBW8X, 0000004838
1 7I12/7(14X,7112)) 00000089
130 FORMAT (IXsSHATRIBYBX»7TEL2e4/(14Ks7EL1244)) 00000090
190 FORMAT (/4! SUMs SUM OF SQey NUMBs OF (0B8Ses MINes MAXo®y/) 00000091
200 FORMAT (1XsI8s1H(»T3+s1H) +5E1344) " 00900092
216G FORMAT (1X+18,5HCOST »,5E1344) 00000093
220 FORMAT (S5XsA5+5E13.8) 00000094
230 FORMAT (/12H ARRAY JCELS/) 00000095
240 FORMAT (/1Xs144+84,16Xs1116/(25Xe1116)) 00000096
250 FORMAT (/5XvA4416X+1116/7(25X91116)) 00000097
END 000000938
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