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We report measuremsnts of isotope abundance ratios for 5-60 MeV/nuc
nuclel tro;n a large solar flare that occurred on September 23, 1678. The meas-
uremsnts were made by the Heavy Isotope Spectromster Telssccpe (HIST) on
the ISEE-3 satellite orbiting the Sun near an Earth-Sun libration point approxi-
mately one million miles sunward of the Earth. We report finite values for the
isotops abundance ratios '°C/ 15C, 19N/ 4N, 180y 190, 52Ne/ ®ONe, $5Mg/ **Mg, and
28)1g/ *Mg, and upper limits for the isotope abundance ratios *He/ *He, *C/ 8C,
170/ 190, and *!Ne/ *°Ne.

We measured eslement abundances and spectra te compare the September
23, 1976 flare with other flares reported in the literature. The flare is 1 typical
large flare with "low” Fe/0 abundance (= 0.1).

For 18C/18C, 19N/ MN, 180,160, Mg/ %Mg, and **Mg/ Mg, our measured
isotope abundance ratios agree with the solar system abundance ratios of Cam-
eron (1081). For neon we measure ©Ne/%Ne = 0.109 + 0.026 - 0.019, a value
that is difforent with confildence 97.5% from the abundarce measured in the
solar wind by Geiss et al. (1872) of ®Ne/%°Ne = 0.073 + 0.001. Our measure-
ment for ®Ne/ %'Ne agrees with the isotopic composition of the meteoritic com-

ponent neon-A.

Separate arguments appear to rule out simple mass fractionation in the
solar wind and in our solar energetic particle msasurements as the cause of the
discrepancy in the comparison of the apparent compositions of these two

sources of solar material.
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Chapter 1 - Introduction

The isotops abundances of the light elements in the solar system contain
information that is useful to several flelds of science. Theories of
nucleosysthesis and solar syztem formation try to explain the observed isotope
abundances. Gsologists can use observed isotope abundance patterns as

tracers of various geophysical processes on the Earth, planets, and meteorites.

A important observation, that has emerged after years of study, is that the
pattern of isotope abundances is remarkable homogeneous. To a high degree of
accuracy the relative abundances of different isotopes, for a given element, are
the same in rocks analyzed from the moon, n.cteorites, or from Peoria, Illinoia.
A very good first approximation to the observrd isotope abundance patterns
states that the relative isotope abundances for a given element are indepen-
dent of the source of the sample coxutaining the element.

A more accurate model for observed solar system isotope abundance pat-
terns postulates that the solar system was formed out of an initially isotopically
homogeneous ball of gas or "soup”. Some smell present day isotope abundance
differences might be expected ip this model, as the result of physical and chem-
ical fractionation processes operating on the solar system's initial isotopically

homogeneous ancestral "soup”.

It is only recently, that convincing evidence has been uncovered about
inhomogeneity ir the initial isotope abundance patterns of the “soup” out of
which the solar system formed. In oxygen (Clayton, Grossmun, and Mayeda
1973), and in magnesium and heavier elements (Wasserburg, '’apanastassiou,

and Lee 1979), isotope abundance anomalies have been found that differ from



terrestrial abundances by up to 5-6%. This may be evidence for inhomogeneity
in the initial solar system isotope abundance pattern. In acon, Eberhardt et al.
(1979) have found much larger differences from the common msteoritic com-
ponents. A neon-E component was discovered which has over 5 times the
#Ne/ ®Ne abundance ratio measured in the "planetary”’ component of msteor-

ites.

In view of the importance of the isotope abundance patterns in the solar
system, il is interesting to study the isotopic composition of the Sun. The Sun is
the largest reservoir of solar system material, containing over 99% of the total
mass of the solar system. Yet, when most researchers quote "sola- system" iso-
tope abundances, they quote abundances obtained from laboratory analysis of
terrestrial. lunar, or meteoritic material. The Sun is a qualitatively different
type of solar system sbject than the objects (Earth, moon, and meteorites) from
which solar system isotopic abundance information is typically obtained. Infor-
mation about the isotopic composition of the Sun might be used to chock
theories about the isotopic fractionation of the solar system's ancestral 'soup”
or to check the hypothesis that the ancestral "soup” was initially isntopically
homogensous. However, observational constraints make isotope abundance
measurements of the Sun very difficult, and as a result, isotope abundances on

the Sun are not very well known.

The determination of solar isotope abundances with analysis of the spectra
of radiation smitted by the Sun is a difficult task. Electronic transitions in
different isotopes of the same element are so close in energy that weak isotope
lines may be unidentifiable due to cverlap from the wings of adjacent stronger
isotope lines. Rotational and vibrational transitions have been analyzed, but
require the existence of molecules, and thus a cooler environment than the

solar photosphere. The atmosphere abcge sunspots provides the necessary



cooler environmsnt, but there are still many systematic and observational
problems. In one analysis, the '*C/ '%C isotope abundance ratio was determined
to an accuracy of 15%, the '“0/ %0 abundance ratio was determined to an accu-
racy of 35%, and the 70/ %0 abundance ra‘io was only determined to within a
factor of two (Hall, Noyes. and Ayres 1872).

Isotope abundances have been msasured in the solar wind for noble gases
(Gelss 1973), but the measurement of other elements presents formidable
difficulties.

Solar energetic perticles (SEPs) are a sample of the solar system material
accelerated to high energies by the explosive energy release mechanisms that
operate in solar flares. The mesasurement of the isotopic composition of SEPs
might be vseful for the study of the isotopic composition of the Sun o~ to study
the flare environmsnt that produced the SEPs. The isotopic composition of the
SEPs might also provide useful information about nuclear resctions that occur
during solar flares.

Several tecbhnical innovations have recently been applied to a spacecraft
SEP detection system, constructed from a stack of silicon solid state particle
detectors. The innovations include priority systems to select particles with
charge Z = 3 for detailed anelysis, trajectory measuring devices to reduce the
mass measurement uncertainty for charged particles, stable electronics,
improved solid state detectors, and heavy ion calibrations. These developments
bave made it possible to measure the isotopic composition of SEPs. In particu-
lar, the instrument HIST, flown on the satellte ISEE-3 (Althouse et al. 1978),
can measure the isotopic composition of nuclei with charges 1< Z < 28 and

energies 5 MeV/ puz < £ < 200 MeV/ nuc.

We will report on the isotopic composition of SEPs, observed with HIST,

from a large solar flare that occurred on September 23, 1978. We measured
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isotope abundance ratios for '3C/'SC, 19N/ 4N, 100/ 100, BNg/ ®Ng, ®Mg/ M)y,
and "Mg/%Mg, and upper limits to the abundance ratios, *He/ “He, '*C/ '*C,
170/ '%0, and *'Ne/*"Ne. We obtain results that are consistent with solar system
abundances, except in the case of neon, where the solar ®Ne/®Ne¢ abundance
ratio is controversial. The SEP mseasurement of ™Ne/™Ne disagrees with the
measurement of ®Ne/®Ne in the solar wind of Geiss st al. (1972), but agrees
with the meteoritic component neon-A.

Separate arguments appear to rule out simple mass fractionation in the
solar winc and in our solar energetic particle measurements as the cause of the
discrepancy in ti# compariscn of the apparent coinpositions of these two

sources (solar wind and SEPs) of solar material.



Chapter 2 - The Experiment

21. HI*T Overvisw

The Heavy Isotope Spectrometer Telescops experiment, (HIST), was
designed to msasure the isotopic composition of nuclei with snergies in the
range from S to 260 MeV/nucleon and in the charge range with Z = 3 to 28. A
goneral overview of HIST is available in Althouse et al. (1978), and hers we will
concentrats only on the characteristics of HIST that are relevant to measure-
msnts made in a solar flare particle environmsnt.

HIST ts carried on the spacecratt ISEE-3 described by Ogilvie et al. (1977,
1978). ISEE orbits the Sun at approximately the location of a Sun-Earth libra-
tion point, about one million miles sunward of the Earth. This orbit is an ideal
obwervation point for solar particle measurements because it is distant enough
frem the Earth that the Earth's magnetosphere does not disturb the solar par-

ticle measurements.

The design of HIST can be understood and partitioned as two separate
tasks, single particle {dentification and the generation of rate and telemetry
information. We will first describe the physical structure of HIST which i
relevant to the single particle detection task and give a brief explanation of the
particle detection method. We will then discuss the generation of rete and
telemetry information. Finally, we will present a calculation of the instrument'’s

nominal mass resolution.

22. The HIST Particle De'ection Telescope

HIST includes a stack of eleven silicon solid-state particle detectors
arranged to form a particle ‘elescope, and the associated signal processing
electronics. Figure 2.2.1 is a schematic diagram of the telescope, and table
2.2.1 is a list of the detectors that comprise it. Detectors M1 through D3 are
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silicon surface-barrier solid-state dstectors. Detectors D4 througi. D9 are Li-
drifted detsctors with a central detection area and an annular gu-~4 ring
(shaded in figiure 2.2.1), which is used as an active anti-noincidence shivid. The
nominal detection areas f' r the detectors are 505 mm.? for M1 and M2, 600
mm.? for D2 and D3, and 020 mm.® for detectors N4 through D9.

Single particle identification in JIST is accomplished by a multiple parame-
ter analysis of the energy deposition history of an ion slowing down in the sili-
con particle detectors. As is well known (Bertolini and Coche 1868), for a wide
range of energies, the charge collected from a reverse-biased silicon diode is
proportional to the amount of energy lost by a fast jon passing through the
diode. In HIST the detactors M1 through D8 are connected to charge sensitive
preampe and amplifiers. The amplifiers’ outputs are digitized by a series of 4008
channel analog to digital converters, with one ADC for each detector. The
result iz a series of pulse heights that are a measure of the energy loss of the

ion in each dstector.

A particular innovation of this telescope is the use of two pocsition sensitive
silicon solid-state detectors (M1 and M2), as a hodoscope to measure the incom-
ing lon's trajectory. Detactors M1 and M2 are =pecial surface-barrier solid-
state detectors that heave had their metallic contacts deposited as 24 parallel
strips with a 1 mm. spacing, rather than as one large electrode. On each detec-
tor the metallic strips on one side are perpendicular t . the metallic strips on
the other side. Each strip has a separate preamplifier and discriminator Thus
when an ion passes through “matrix detectors” M1 or M2, the position where the
ion penetrated the det.ector is known. Figure 2.2.2 shows a picture of one such

detector.
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Table 22.1 - C
HIST Detectors

Nominal Detsctor Nominal Rominal
Detector  Thickness Type Gain Threshold AF
(s of ) (MaV/chan) (MeV) (om® atr)
M1 60 sb--Mdet® 0.121 0.30 -
M2 50 sb-Mdet 0.121 0.30 0.79
D1 80 sb® 0.227 0.64 0.73
D2 150 sb 0.2668 0.71 0.73
D3 6500 sb 0.817 1.48 0.72
D4 1700 u-p* 1.180 2.78 0.70
D6 3000 Li-D 1.601 3.84 0.68
D8 3000 1i-D 1.531 0.64 0.80
D7 6000 Li-D 2.272 5.41 0.53
D8 8000 Li-D 2.272 5.41 0.48
;) 0.18 0.40

3000 Li-D S

% surface-barrier detector - "matrix detector”
® surface-barrier detsctor

° Lithium drifted detector

¢ gstimated error: + 0.01

OlGHIRL FPAGE 1S
OF POOR QUALITY,
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figure 2.2.1 - A schematic diagram (to scale) of the H:ST particle detection
telescops. The shaded areas of detectors D4 to D8 are annular guard rings

used as an active anti-coincidence shield.
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figure 22.2 - A photograph of a matrix detector showing the 24 separate
charge collection electrodes. The slectrodes have a nominal spacing of
~ 1 mm The other side of the matrix detector also has 24 charge collec-
tior electrodes, which run in the orthogonal direction to the elect:odes

shown.
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23. Single Particle Identification

} tdecle identification in HIST is tased upon a two paramster analysis
mathod called dE/dX - E, that is valid for ions that stop (n the particle detector
stack Figure 2.3.1 shows an ion of charge Z, mass M, and caergy E, which
entersd the telescope stack at an angle ¥, and then stopped in the detector
stack The lon has passed through a detector of thickness T, depositing there
an energy AL, and stopped in a sscond detector, losing there an energy E. If
the range in silicon, of an ion of charge Z and mass M, is R(ZM.E), then the

equations

T .
cosd R(Z M.E) - R(ZM.E) |, (2.3.1)

and £E=F +AE , (2.3.2)
aexpress the relations between the variables.

Equations 2.3.1 and 2.3.2 are two equations for the three unknowns E, M,
and Z. For a given charge estimate z°, there is a soluticn M(s°) of 2.3.1, for
each AE and £'. Thus, it seems that we must estimate the charge indepen-
dently, if we are to measure the ion's mass M. Actually, there is a third implicit
equation that allows a solution for both Z and M. We can uss the fact that the
iacident nuclei are stable as a constraint on the number of isotopes that can
exist for a given chargse Z. For example, a !N jon is incident on the telescope,
and deposits 94.62 MeV in D2 and 41.22 MeV in D1. The solutions are then M =
20.844 amu for s* =6, M = 14.003 amu for £°* =7, and M = 9.921 amufors® = 8.
The 8°=8 and s° =8 solutions can be eliminated, because the solutions,
M(2°), are not near the masses of stable or long-lived radioactive isotopes.
Then the only solution for a stable isotope is M = 14.003 amu, and Z = 7.
Throughout the entire operating range of HIST, unique solutions for M and Z

are always possible.

Figure 2.3.2 is a plot of AE vs. E for lons that stop in D2, for all stable
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{sotopes with charges In the interval 2= Z < 14. Each labeled line, or track, is
the locus of all possible AX, £ pairs for a given ion that stops in D2. Here, it is
easy to see that there is no ambiguity in the solution for M and Z. The isotope

tracks shown are well separated.

Figure 2.3.9 is a plot of AE vs. £ for data spanning the tims interval from
1878: 28€ to 1878:272, for ions that stop in detector D2. The figure 2.3.3 data
set consists of "raw’ data. No consistency requirements have been placed on
the data to reduce the background apparent below the carbon track, for exam-
ple. For the following two reasons, only charge tracks are visible. First, ions
incident at different angles have differsnt track positions, and the figure 2.3.3
data set accepted all incident angles out to ™ 25°. Sacondly, each charge has
only one abundant isotope. We will later find, for example, that '°C has an
abundance only 1% as large as !3C, so that separate isotope tracks may be too

faint to be seen on this type of plot.
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figure 2.3.1 - A schematic diagram illustrating the basic components of the
4dE/dX - £ technique of particle detection.

AE —{_ \ 1
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figure 2.3.2 - Calculated tracks of AE vs. £ for all stable isotopes with
25 Z 514, that stop in detector D2. AF is the energy deposited in the 90u
thick detactor D1. £ is the energy deposited in the 150u thick detector
D2.
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figure 23.3 - A plot of AE vs. £ with experimental data for particles tha'
stop in detector D2. Each point corresponds to one event. The figure 2.3.3
data set consists of "raw” data. No consistency requirements have been
placed on the data. AE is the energy deponited in the 80u tick detector
D1. K is the energy deposited in the 150 thick detector D2.
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24. Event and Rate Records

An event refers to the simultaneous occurrence of a signal above the
detector thresholds in detectors M1 and M2. The telemetry record kept by HIST
of the set of pulse heights hodoscope discriminator triggers and and other
information, coincident with an event trigger, is called an event record. The
deepest detector in the stack triggered by the particle determines the RANGE.
An event is a RANGE 0 event if M2 und M1 are triggered. An event is a RANGE 3
event if D3 is the despest detector triggered. In an event record up to five
detector pulse heights are recorded. The pulse height for M1, PHAM]1, is always
recorded. The pulse height from the deepest triggered detector in the stack,
PHA1, is also always recorded. Up to three pulse heights from the next three
detectors above the deepest triggered detertor are recorded. The three pulse
heights are named PHA2, PHA3, and PHA4, with the conventior that PHA2 is the
pulse height of the next detector above the deepest triggered detector in the
stack. A particle that enters the stack and stops in D5, has PHAL (or the D6
pulse height, and PHAZ2 for the D4 pulse huight.

The pattern of triggered strips in the matrix detector is not stored directly
in the event record, but is processed to extract the significant information.
Any set of as many as four adjacent triggered strips is called a group. The
hodoscope electronics counts the number of strips in a group, and the number
of groups on each side (plane) of each matrix detector. If only one group of
strips is triggered in a matrix detector plane, the event record contains the
address of the highest numbered strip, and the number of strips in the grcup,
called the strip count. For two groups of strips, the event record contains the
addresses of highest numbered strip and the strip count for each group. With
two or more groups of strips in any matrix detector plane, we have a condition

known as the multiple hodo condition,or MH. The MH condition prevents us
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from assigning a unique one particle trajectory to the pattern ol triggered
strips in the hodoscope. For three or more groups of strips, the event record
contains only the strip address and strip count for the first group, as well as a
record that three or more groups have fired.

HIST aiso classifies an event as one of either PEN, IIZ or LOZ. The PEN
class contains all events that trigger detector DO, the last detector In the
detector stack. All "stopping eventa”, that is, events that trigger detactors M2
through D8 as the deepest detector, are either HIZ or LOZ. The HIZ condition is
a requirement that the charge of the particle be Z > 3, as determined by two
parameter pulse height analysis. The LOZ condition is a requirement that the
charge of the particle be Z 2. This is acrcplished with a “"box discriminator”.
The HIZ, LOZ, and PEN conditions can be written as a set of logical equations,

with
Z3 = ( PHA\ > H,) OR ( PHA2 > H,_,) OR (2.4.1)
k Pras > 1y) anp ( PHAZ > 1y,)]
HIZ = Z3°D0 M1 *M2 (2.4.2)
LOZ = Z3°D0 M1 °M2 (2.4.3)
PEN = D9 "1 M2 (2.4.4)

Here, ] specifies the detectcr, and H; and Ly are the commandable high and low
discriminator settings, listed in table 2.4.1.
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Table 2.4.1 -
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Boz Discriminator Levels
(channels) (channels)
H (Me¥) L Discriminator (MeV)
144 1282 120 10.14
13 1156 104 B8.08
128 1646 9 9.50
136 2348 98 1237
96 4133 56 1691
126 6294 104 56.93
128 107.96 96 62233
128 100.82 96 83.78
128 15687 98 90.46
126 160681 96 04.14



HIST has 169 rate registers, that are read out to ISEF.-3 every 64 seconds,
to make & rate record. The rate registers count the number of occurrences of
various coincidence requirementsa, and are listed in table 2.4.2. Rates 1-16
refer to “sectored” rates. ISEE-J is spinning about a fixed axis \n space, normal
to the ecliptic plane, and the sectors specify the 45° octant, relative to the Sun,
into which HIST points. Rates 1-8 accumulate only when HIST is not busy pro-
cessing triggers or generating event records, and thus measure the live time in
each sector. Rate registers 29 through 159 are only accumulated part time,
they are active from 1/3 to 1/24 of the time depending on the specific rate

register.
Table 242 -

Rate Register

1-8
916
17-26
28

14

28
20-124
126-1 .2
133-142
143-1486
147-149
150-166

HIST Rate Registers
Purpose

50 khz. sectored live time clock
sectored HIZ events

range distribution of HIZ events
LOZ events

PEN events

AC triggers

-atrix detector single strip triggers
1ange distribution of LOZ events
single detector triggers

matrix detector triggers by plane
single detector Lriggers

cuard ring triggers
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25. Telemetry and Event Sampling

A very important ckbaracteristic of the ISEE-3 spacecraft system is the
telemetry bandwidth allocated to HIST, 16 eight bit bytes per second, for com-
munications from the spacecraft to the ground. HIST has the capability to
count particles at rates of over 5 x 10* particles per second. HIST can also send
complete event records to the spacecraft at over 5 x 10® particle events per
second. At the ISEE-3 telemetry rate allocated to HIST, a maximum of only
~ 0.9 event record per second can be returned to Earth. Thus it was necessary
to design a data sampling system that made some rough cuts in the data, and
sent only significant samples back to the ground. We will describe a very simple
functional model for HIST, a. ° then show how it meets the special needs of

mesasurements in the solar flare environment.

The solar flare particle environment in which HIST must make measure-
ments is characterized by particle spectr. that decline rapidly with energy. If
F; is the flux per unit energy, for a given element averaged over a solar flare,
and F| is fit to the functional form F; = AE™7, then 7 is often found to be in the
range 3 to 5 The spectral shapes for different elements are often roughly simi-
lar and the relative abundances are not too different from solar system abun-
dance tables, such as Cameron's (1981), though systematic trends do appear in
the data (Cook 1981).

Suppose there is a solar flare with /; = A £735, and al! tLie elements have
the same spectral form. Suppose that the element abundance distribution is
the same as the Cameron (1981) abundance table. Then, if HIST observes 10*
carbon nuclei iz RANGE 0, there will be 2030 carbon nuclei in RANGE 1, 484 in
RANGE 2, 174 in RANGE 3 and 30 carbon nuclei in RANCE 4. If 10® protons are
observed in RANGEs 0 thrcugh 3, then there will be in RANGEs 0 through 3,
72 x 10° helium nuclei, 5800 carbon, 8060 oxygen, 618 neon, and 119 iron



nuclei. The solar flare particle environmect is weighted strongly towards the
low RANGEs and hydrogen and helium nuclei.

What we desire as experimenters, is an event sample with a more equal dis-
tribution of elements and RANGEs. The higher RANGEs have better mass resolu-
tion, and more pulse height measurements of each particle are available as
checks on measurement errors. When measuring spectra, for a given number of
events, the least uncertainty in the spectral shape occurs when there are
roughly equal numbers of event samples per RANGE. For the measurement of
the ratio of the abundances of two elements, the minimum uncertainty in the
abundance ratio is obtained when there are equal numbors of event samples

per element.

HIST has an event sampling system that partially meets some of the needs
expressed in the previous paragraph. HIST has eleven registers in which to
store event records while waiting for the ISEE-3 spacecraft to periodically
request data to send to Earth. Nine of the registers are reserved for HIZ event
records, with RANGEs 0 through 8. One register each is reserved {or LOZ and
PEN event records. HIZ events are given absolute priority. Each time the
spacecraft requests an event record, a HIZ event record is read out, if there are
any event records stored in the HIZ registers. If R is the RANGE of the last HIZ
event record read out then registers for RANGEs R-1, R-2, ... 0, B8, ... and R are
checked in turn. This feature makes the HIZ event sample have a more equal
RANGE distribution. Only if no HIZ event records are available, is either a LOZ

or a PEN event record read out to the spacecraft.

The measurement process is started when the signal in any one of the
detectors exceeds the threshold energy listed in table 2.2.1. In a relatively
quick period of time ( ™ 10 us ) HIST decides whether or not to generate an

event record. HIST first determines if 2aa event has occurred and whether the
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event meets the specified coincidence requirements. Then HIST checks to see If
there is an emply register in which to store the event record. In the same
period of time the appropriate rate registers are incremented. If there is an
empty event register of the proper type, HIST will complete the measure ment
task, generate an event record, and load it into an event register. This takes
about 1 ms. If there is no empty event regist:r of the proper type, HIST will
reset itself and wait for the next event trigger. Because HiST has only tc: pro-
vide event records to ISEE-3 at the mxunum rate of ™ 0.y per second it can
operate at triggering rates ™ 6 x 10° per second, rather than at maxmum
triggering rates of ™ 5 x 10® per second, that would be necessary if HIST bad to
read out every trigger as an event record.

26. Theoretical Mass Resolution in HIST

The solution of equation 2.3.1 for the mass estimator

M(s®) = M(s°.L.EAEK) (2.3.1)
depends on three experimentally determined quantities, £, AE and the path-

T
cosY

and physical fluctuations in L, £’ and AE affect the width of the distribution of

length L = in the AK detector. We will examine how cxperimental errors

the mass estimator. We will follow and expand upon the treatment of Stons and
Vogt (1972).

We will now examine the structure of equation 2.3.1 under the influer ce of
twe simplifying assumptions. The first assumption is that the incident particle
is going fast enough when it passes through the slab of thickness L that tl.e ion
is fully stripped of electrons. Then the range of an ion of mass M and cherge Z
is

R(ZME) = 25 i‘:‘ R,[z. My, K %—)] - HR(D (282)

wh.re K, is the range of a proton, M, is the proton's mass, and 4 = ‘—:'-. A
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further assumption is that

A
R=k [f] (2.6.3)
with k = 11.71 microns of silicon and A = 1.776. Within the energy interval

10 eV = £e 200 MeV equation 2.6.2 reproduces the tabulated proton range in

A
silicon given by Janni (1966) with a maximum error of less than 3X.

Equation 2.3.1 then becomes

A= ﬂ' g (2.6.4)
Fuf) - n,z{-)]
or
Y I
A " [5‘ _ (5 )‘]I (2.8.5)

The dertvatives that we need for our error analysis are given below,

T

o#), =~ dl|, - # (2] -
st -t (1 -
.- (2] #[- 2o - p) -

where R = R(ZME). The uncertainty in M from fluctuations in N independent

quantities, z;, each with uncertainty o, is

(on)* = ‘g [ow.n ]' (2.8.10)
where
ON.o = On f:;”‘— (2.8.11)

If we look at the structure of equations 2.6.6-9 Lhey can be written as
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an = (3 Rl (f. f-.a) (3.6.12)
where f¢ Is of order 1. Thus the relative precision that we will get in the mass
measurement is about the same as the relative precision to which L, &', and AE

are known as
on. [
_.:.“" - ;':. o e (2.6.13)

Thus a mass uncertainty of 0.20 amu at ®Ne, as will be demonstrated, means
that all quantitie « must be known to a precision of better than 1X.

24.1. Pathlength Variations
Equations 2.6.5 and 2.6.10 show that

%L. [iéT] !Z‘_- 1.29 "T‘ , (2.6.1.1)
One cause of the variation in the pathlength is variation in the thickness of the
AE detector from place to place on the detector. Since the position at which a
given incident particle hits a particular detector can be extrapolated with the
position fiformation obtained in the instrument hodoscope, the instrument
response can be corrected for thickness variations in the detectors by the use

of thick aess maps.

The thickness variations of the HIST detectors were measured using parti-
cle beams. A beam of constant energy was incident on a particle hodoscope
and then penetrated the detector to be mapped. The thickness of the detector
can then be calculated using the amount of energy deposited in the detector
and the value of dE/dX, the energy loss per unit distance, appropriate to the
particle. The particle hodoscope was an argon proportional counter. Three
different particle beams were used, protons from the Caltech Kellogg Labora-
tory van de Graaff accelerator at 8-12 MeV, argon ions at ® 800 MeV/nuc, and
iron ions at ™ 800 MeV/nuc from the Lawrence Berkeley Laboratory Bevalac.
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Most of the detectors had measurable thickness variations, with 6?1' of order

1X. The thickness maps were stored on 1 mm. grids, to a precision of ™ 0.2X.

A possible limitation of this mapping technique is its inability to discrim-
inate between variations in detector thickness and positional variations in the
charge collection efficiency of the detector. Another limitation of the particle
mapping technique is that the absolute thickness of the detector can only be
determined to the same accuracy to which the relationship between range and
energy is known.

The other source of pathlength variations arises from variations in the

incident particle’'s angle ¥, expressed in the equation L = c%" Suppose that
a particle intersects detector M1 at (z,, ¥,) and M2 at (z,, ¥3). as illustrated in
figure 2.6.1.1. For ease in calculation, let y, = y;. and assume that z; is known
without error. Then, Az € z; — z, £ Az + w, for w equal to the matrix detector

strip width, i' we assume that only one M1 matrix detector strip has fired.

oL [-0d

op = =y m Osg -8, (2.8.1.2)
to first order and
Ony-2, = A% ' (2.6.1.3)

If both =, and z;3 are confined to an interval of width w, on matrix detectors M1
and M2, then o; is V2 larger. Then we get a final result for the pathlength

uncertainty,
"T'- - _T_"n“’ cosd [“l] (2.6.1.4)

with | equal to the separation of detectors M1 and M2. This result also holds for
¥1 # ¥ys. At the maximum incident angle for HIST of & 25°, and with parameters

wSImmdl=50mm..cTL=0.m31. For ®Ne this translates to a maximum
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mass uncertainty oy = 0.081 amu. For a better estimate we can average in qua-

drature -/ over an isotropic distribution of incident particles so that

L
ot S (%r cowd dA d0)
[’H L w [ cosddAdn SRS
The case with the largest <zz—> would be range 0 particles. If we approximate

Ml and M2 as disks of radius 12 cm, and integrate numerically,

<!£—> = 0.00174, corresponding to og (®Ne) ~ 0.045 amu, and

on { %Fe) M 0.126 amu.
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figure 2.6.1.1 - A schematic diagram of a particle passing through the HIST
hodoscope.
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When an ion passes through the AX detector the amount of energy lost, AF,
fluctuates essentially because the number of electrons that the ion "hits” is a
statistical process. Rossi (1962) describes this energy loss fluctuation process
from a semi-classical viewpoint, for thin detectors. For thick detectors a
correction factor for the thin detector result, developed in Spalding (1£81), is
needed. The correction factor accounts for the fact that a particle's :nergy

changes significantly as it passes through a thick detector. The result is

olg=aln(p)L D* (2.6.2.1)
where
62 =2%(0.136 eV )* /(mm. of sikicon) (s.6.2.2)
and
rM=ra-£). (.8.2.3)

D® is the correction factor for the thin detector result and in our power law

range energy approximation,

P= [KA-?] -L‘!{(x = %)}" -(1- %) : (2.6.2.4)

For large % we have a thin detector pathlength and J® ~ 1. Table 2.6.2.1 shows

D as a function of % for A= 7/4 and demonstrates that the correc.ion is

important for %‘ 2.

Table 2621 -
Thick detector correction factor

R/L D R/L D
101 533 200 1.19
1.06 277 3.00 1.10
1.10 2.14 600 1.06
125 169 100 1.02
150 134 200 1.009
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To compute the mass sstimator uncertainty we need the derivative of M
with respect to AEK, equation 2.6.7, at fixed E. This is because the energy loss
fluctuations of AL and X' are correlated, with § (AX) = —§ (¥ ), as long as the
particle still stops within the &’ detector. Then

owar = ‘:T:T%[I&"]*" (rodo (2.6.2.6)

and
05,48 = ox4s(0) %[(%)"* oyt %)] . (2848)
Figure 2.6.4.11 shows oy oz as a function of % for a 3 mm. detector. As a func-
tion of &, 0y 4z has a finite intercept, oy 4s(0). at £ = 1, and then monotoni-

L L
cally increases. For the power law approxiiaation the intercept is given by

o, ax(0) = [—] [" ot h(f) "]* (26.26)

and in silicon for A = 7/ 4,

om.ax(0) = 1712 Z i [ ‘:?( l’f V] I (8 () l* (2.8.3.7)
where E(L) is the energy for the ion to go a distance L. For a 3 mm, detector
this works out to oy a(0) = 0.117 amu for **Fe, and oy, 4z(0) = 0.042 amu for
%Ne. These are fundamental limits for this thickness of detector.

28.3. Energy Measurement Errors

The effect of uncertainties in the measurement of AE or E' can be com-
puted using equations 2.6.8-9 and 2.6.10. In particular, note that at R/L = 1
errors in AE and E' are equally important since

oM A M
p 74 Wl vy 03] (2.6.3.1)

where E(L) is the energy for the ion to go a distance L.
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Digitization of the energy signal causes an uncertainty Vh-' where c is the

energy width of one pulse height channel. Except for very small signals such as
for proton and helium ions, this contribution to the mass uncertainty is negligi-
ble. For a ™Ne lon In range 2 with R/L = 1, oy (digifisation) = 0.016 amu.

An electronic calibration of HIST was performed, introducing a signal of
known charge at the pryamp inputs by allowing a test pulse of known height to
charge up a test capaci’or. The calibratica was done at several temperatures
over the full dynamic range of the ADC's. Thirty points per detector wure taken,
approximately logarithmically spaced in energy. The result is that the charge
to pulse height conversion is known to better than one half of a channel. Com-
parison with the digitization error shows that electronic calibration errors are
of the same order and thus negligible.

286.4. Deviation of the Range Energy Equation From the Power Law Form

A single power law representation of the range energy relationship with
A/ Z% scaling is only an approximation for the range of energies and ion species
measured by HIST. To calculate the mass uncertainty, two approximations were
made, that the proton range energy equation could be approximated by a power
law form and that ions were completely stripped of their atomic electrons while
slowing down. At the lowest energies in the HIST operating region both of these
factors become increasingly important. We have therefore carried out calcula-
tione to examine to what extent the mass resolution calculations depended on

the above two assumptions.
To evaluate
Oy ag =0, [h(ﬂ) 4% D :_A”E (2.6.4.1)
for arbitrary range energy relations, D and L) 8 must be computed numeri-

AAE
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cally. % was coraputed by finite differences and D was calculated using

numerical techniques from Spalding (1981).

To assess the effects of the power law approximation, the range energy
equation for protons was obtained by integrating (Marmier and Sheldon 196¢)

- [,:f X [m("';") +I0() -ln(1-#) - | . (26.42)
with | = 170 eV. In figure 2.6.4.1, we plotted ox oy vs. R/L for ®Fe ions, as & set
of sclid lines, assuming complete stripping of the ion. The dashed lines are the
single power law appror.mation of equation 2.6.2.6, and the linrs are iabeled by
the pathlength L. This power law approximation is a very guod approximation,
except for R/L & 4 for the 3000u detector. This corresponds to R ® 12 mm and
E = 200 MeV/ nuc, or RANGE 7 and 8 events, which are not important for solar
flare particles.

To describe the effects of incomplete stripping, ions were assumed to lose

energy at a rate

%;;. =(2°) %' (2.6.4.3)
where Z° is the effective charge, and the relation

z’]'_ 1 2
[—z—] = T where ¢g=13210 ;; (2.6.4.4)
(Barkas and Berger, 1964) wes used. The range of an ion was then obtained by
integrating (%)“. oy, az Was then calculated for ®*Fe ions, with pathlengths in

the AE detector of 50u, 90u, 1504, 500u, and 3000u, and plotted in figure
2.6.4.2. The 30004 power law results are plotted for comparison. With incom-
plete stripping, the ion does not slow down as fast as when stripped. Thus an

effective rangc energy power law exponent "A” = Eﬂ:—;,-”’- would be lower than

for a stripped ion. A 'ower “A" will raise oy oz, as it is proportional to }IT{
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Also, a slower ion will have a lower “A" then a faster ion. Thus, the thinner
detectors will have larger oy .5 at the same R/L, which the calculations illus-

trate.

In figure 2.6.4.3, oy oz vs. R/L is shown for a pathlength of 50u and lons
“He, '5C, ®Ng, ™3y, “Ca, and *Fe, along with power law results for comparison.
Here we can see that only for lons with charges Z = 14 will the power law
approximation to gg 45 be a serious underestimate for moderate R/ L 2. For
the thicker detectors the power law approximation will work better. For Z < 14,
and detectors with L = 90u, the power law approximation provides a result with
acceptable error. Since iron is the only elemmnt analyzed in this report with
Z = 14, figures 2.6.4.2-3 and the power law approximation span the necessary
range to calculate og .z for this work.



Srau!NAL PAGE 19
-34- OF POOR QUALITY
figure 28.4.1 - A caloulation of oy oy for *Pe lons, assuming complete
stripping. The solid lines use the range energy curve obtained by integrat-
Ing equation 2.6.4.2 and the cashed lines are the powet law approximation.
The lines are labeled by the value of the pathlength L.

o
\' T\ ™ry T ¥ v | (Te)
. \ .

"ll

L]




ORI 1ar i
- OF PCUR QunlLify
figure 2.6.4.2 - Calculation of oy ag for **Fe with the Barkas and Berger
(1964) effective charge. The lines ire labeled by the value of the path-

length L and the dashed line is the power law approximation.
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figure 2.6.4.3 - Calculation «! oy g for a 50u pathlength L and with Barkas
and Berger effective charge for various ions. The dashed lines are the

power law approximation.
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Just as a reduced "A\" tends to increase BAK ' a reduced "A\" will also

increase %% The correction for incomplete stripping at low energies affects

the derivative %% used to calculate the effect of pathlength variations on the

mass estimator. In the single power law approximation the value of this deriva-
tive given by equation 2.6.6 is a constant, as a function of R/L. The derivative
was calculated numerically using the Barkas and Berger (1964) effective
charge. The reduced derivative

oM :f{ )

A =W (2.8.4.5)
n—(pmr law approzimation)

was calculated for ®®Fe ions and pathlengths of 50u, 90u, 1504, and 500 of sili-

con, and is shown in figure 2.6 4.4. For the 50u detector, incomplete stripping

causes oy ; to be 2 50X larger than the value given by the single power law

approximation, for R/L < 2.30. For lower charges the effect is not so severe, for

%’fl > 1.50 only for R/L < 1.40, and for

neon %1—" > 1.50 for R/ L < 1.20.

silicon and a S0u pathlength,
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figure 2.6.4.4 - Calculations of the reduced dertvative % as defined in

equation 2.6.4.5, for *Fe and with the Barkas and Berger effective charge.
The lines are labeled by the value of the pathlength L.
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For Fe ions, the inclusion of information about the charge state of the ions,
represented by the Barkas and Berger correction, in the calculations for oy
and oy ,z. substantially epmn the results. For detectors thinner than 160u,
and for R/L =3, the mass resolution is substantially worse than would be
predicted if the lons were completely stripped of their atomic electrons. The
Barkas and Berger correction is only approximate and was derived from meas-
urements in emulsions, rather than in silicon. We can use the Barkas and
Berger correction as a guide to see where the incomplets stripping of atomic
electrons influences the mass resolution. An accurate evaluation of incomplete
stripping’'s effects on oy, and oy,g. May require more accurate knowledge of
the ion's charge state as a function of velocity, than is represented by the Bar-

kas and Berger correction.

26.5. Summary

For table 2.6.5.1 we have calculated the nominal mass resolution of HIST
for RANGE 1, 2, and 3 events in an idealized situation. The & detector used was
the deepest triggered detector in the stack and the AX detector used was the
second deepest triggered detector. We used the Barkas and Becger effective
charge to do the computations, which were carried out for R/L=2 We

assumed a flat detector and that !LL = 0.00174, as calculated in section 2.8.1.

We calculated the mass uncertainty due to digitization and ignored the mass
uncertainty due to uncertainties in the electronic calibration. The mass reso-
lution uncertainty due to energy loss fluctuations dominates the mass uncer-
tainty for \his choice of parameters. For the heavier ions, the second most
important contribution to the mass uncertainty is due to thickness variations.
For the lighter ions, the second most important coatribution to the mass

uncertainty is due to channel digitization.
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Table 266.1 -
RANGE 1 - Nominal Mass Resolution (R/L = 2)

()dhhngtl; (energy ln.) (channel (channel

4 om.L LAY LAY LY ;

2 0.010 0.080 0.062 0.025

[ 0.030 0.128 0.028 0.014

13 0.086 0.168 0.020 0.010

28 0.211 0.364 0.019 0.008

RANGE 2 - Nominal Mass Resolution (R/L = 2)
(pathlength  (cnergy loes (channel (channel

(totaD
on
0.009
0.133
0.198
0.439

variations) fluctuations) digitization) digitization) (total)

- on.L ON.ax Ou a8 Ou.»
2 0.010 0.073 0.067 0.023
8 0.029 0.117 0.038 0.013
12 0.060 0.166 0.026 0.009
28 0.167 0.290 0.020 0.007

RANGE 3 - Nominal Mass Resolution (R/L = 2)
(energy loss (channel (channel

Oy
0.102
0.126
0.178
0.336

(pathlength
varistions) fluctuations) digitization) digitization) (total)

Z om.L On.ax N ax Ou.r¢
2 0.009 0.068 0.064 0.036
8 0.028 0.110 0.034 0.020
12 0.057 0.155 0.024 0.013

28 0.150 0.252 0.n18 0.010

o |
0.101
0.120
0.167
0.204
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Chapter 3 - Data Analysis
3.1. Mass Measurement Overview

In the two parameter %-l’mlymtnhmqmotncuon 2.3, a single

mass estimator was generated. For the purpose of making accurate isotope
measurements, three and four parameter measurement techniques will be used.
With three and four measurements of a particle's energy deposition history in
the particle telescope, several mass estimators can be calculated and comr
pared. With this type of redundancy, we can detect and remove sources of
background events from the data set. Also, to reduce the mass measurement
uncertainty, the measurements from seve,al mass estimators can be used in a
weighted mean mass estimator.

Figure 3.1.1a is a sch matic diagram illustrating a three parameter RANGE
3 event. A particle has stopped in detector D3, depositing an energy £ and los-
ing energies AE, and AL, in the two previous detectors. In this configuration
there are actually three separate ways to form a two parameter mass estimator.
The "AE detector” can be taken to be D1, or D2. Also, D1 and D2 can be treated
together, as one detector. Only two of the mass estimators are independent;
therefore, once the total energy A = K + AE, + AK,, is computed, there are
only two parameters left in this system.
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figure 3.1.1a - A schematic diagram of a three parameter event. AF,, AE,,

and £ are the energies deposited by a perticle slowing down in the indi-
cated detectors.

figure 3.1.1b - A schematic diagramof a four parameter event.
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For this three parameter system, we will compute two mass estimators.
The first estimator, called Mgy, uses [2 as the "AE detector” and is found by
solving

L= R(Meg Z A8, +E) - R(Mgg 2.E) . (3.1.1)
The second, ¥, uses D1 as the "AE detector” and can be found by solving
L=R(Mg 2 ALy +AE, +E)-R(M3.Z 08, + E) . (3.1.2)
For the special case in which all of the mass uncertainty is caused by energy
loss fluctuations, and in which the fluctuation in AKg, 6(AEy), is small compared
to AEg, the mass estimators Mgy and M3 are statistically independent. For the
four parameter case illustrated in figure 3.1.1b we compule analogously M,
Mgg and Mgs. To avoid confusion, detectors M1 and M2 are labeled as A and B,
respectively. Thus the mass estimator that uses detoctor M1 as the AE detector
and M2 as the stopping detector is called Myp. For all RANGEs except RANGEs 0
and 1, three mass estimators are produced. For RANGE 1 we calculate the two
mass estimators My, and M,,. and for RANGE 0, we calculate Myp.

In the following sections, we will describe the calibration of the mass esti-
mators and then use mass vs. mass correlation plots to describe lata selection

and background reduction procedures.

32 MNass Estimator Calibration
In order to measure accurately a particle’s mass by the two parameter

-:—5 — K technique, the range energy relation used in equation 2.3.1

L=R(MZE)-R(MZK) (2.3.1)
must be known to sufficient accurucy. if §(AR) is the systematic error in

AR = R(E) - R(E), then the systematic error in the mass estimator is

SM _|_1 | (AR
w - ['ATf] al aD

Unfortunately, published tables of the range energy relations are insufficiently
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accurate for our purposes and have sytematic errors of the order of a few per
cent. We need to know the location of each isotope track to £ 0.2 amu If track
location errors are to make only a small contribution to the mass uncertainty.
For ®™Ne this means that the systematic error in AR must be less than 0.76X.

One approach used by Vidor (1976) and Took (1981) is to attempt to con-
struct a new corrected range energy relation
R(M.Z E) = R(M.Z.K) + Roon(M.2 E) (8.2.2)
where Rcge is a function of several unknown parameters { a; ] The values of
the a are fourd by minimizing the distance, in some sense, between the exper-
imental and theoretical isotope tracks.

The Rege method needs enough experimental pounts to locate accurately
the experimental isotope track in a sufficient number of energy bins in each
RANGE. If 20 particles are sufficient to locate the isotope track in each of 25
energy bins per RANGE, then one needs about 509 particles per RANGE to cali-
brate an element. Unfortunately, for the set of HIST flight data, the only ele-
ments with charge Z > 3, in RANGEs 0-4, for which there is sn an amount of data

approaching the above amounts, are carbon and oxygen.

A factor that limits the accuracy of the Rege function is the possibility of
small systematic errors in the energy calibration or in the thickness maps.
Since the energy ranges for all the possible mass estimators i, overlap,
attempting to fit one Rege relation to the data for several mass estimators may
not be completely successful.

Oxygen data from RANGEs O to 3 and mnass estimators Mgy, M., M My,
Mp,. Mpg. Mpy, M3, M,3 and Mgy were 1sed in an attempt to find one unique Rge
to represent the oxygen data. A 16 point Rege function and the thicknesses of
detectors M1, M2, D1, D2 and D3 were the parameters to be fit to the data. The

resulting Rege function was then used to recompute all the mass estimators.



- e E e . e e e e EE e . . .. e, . e . B e, ... -

——————— - = - - —

Deviations of up to 0.5 amu from the correct '*0 mass were found. For '*C there
was a similar result. Thus a correction scheme was developed to correct each
mass estimator, separately.

In each RANGE the preliminary mass estimator was plotted vs. El, the
energy in the stopping detcctor. Figure 3.2.1 shows an example of this type of
plot, for helium ir: RANGLZ 0. The approximate form of My vs. E1 for the princi-
pal isctope of an element was then fit by hand to the plot by a series of line seg-
ments. This approximate form of the preliminary mass estimator, g(E1), was
then used to correct the mass estimator of each particle with the equation

My (corvected) = My (preliminary) H%T : (3.2.9)
where Af, is the mass in amu of the principal isotope.

The advantage of this procedure was that it was quick and easy to imple-
ment on a small computer system. One disadvantage is that the procedure is
not functionally exact. If the range energy relation is a function of E/M, and
9/ M, varies slowly with E1, then M (corrected) is equal to M, plus terms of
order (g/ &,)*. Another "disadvantage” of the procedure might be the practice
of doing the fits to mass vs. E1 by hand. A difficulty is that you do not get any
information about the “goodness of fit” or errors in the fit parameters. In prac-
tice the hand process is quicker, much less confused by noise and background
and gives quite acceptable accuracy. The maximum error in this track location

procedure is about 0.2 amu.
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figure 3.8.1 - M vs. E1 for RANGE O helium data. The solid line is the hand

fit, g(E1), used to correct the preliminary mass estimator, using equation
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3.3. High Resohution Data Set Selection

To measure isotope abundances, a high resolution data set was prepared.
We will describe selection process or that high resolution data set. Restric-
tions on the hodoscope state, energy deposited in D1, radial position |n certain
detectors, and mauss estimator consistency, will be described.

83.1. Hodoscope Requirements

To compute a mass estimator, the pathlongth ot the particle in the AF
detector must be calculated The basic requirement is that the hodoscope
information specify a unique particle trajectory through the telescope. Thus,
we must have only one group of triggered strips per matrix detector plane, or
the MH condition must be falss. The MH events were rejected, as were event
records in which over two strips per group were triggered. The fraction of
event records with the MH condition was as large as 1/4 of the total number of
events, at times of high particle counting rates. Most of the MH events were
thought to be caused by accidental coincidences at times of high singles rates,
as detailed in Spalding (1983). Records with over two strips per group were an
insignificant part ( < 1X) of the data.

The remaining event records were divided into two groups, event records in
which only one matrix detector strip triggered per hodoscope plane, and event
records in which one or more planes had two adjacent triggered strips. If hodo-
scope information were all that was required from detectors M1 and M2, since
the particle had stopped deep in the detector stack, then both classes of events
were accepted. Because the particle had to penetrate the detector right
between the strips, we think that the double strip groups may have even located
the particle better in the hodoscope, thereby reducing the position uncer-
tainty, although this idea has not been put to a conclusive test.



The significance of the double strip condition lies in what it tells us about
the measurement of the energy deposited in a matrix detector. Suppose that a
particle has triggered two adjacent strips on one plane of a matrix detector.
Then there is a large prob'cbmty that a "signal defect” in that matrix cetector
has occurred. The energy measured by HIST in that matrix detector will be less
than the energy actually lost by the particle slowing down in that matrix detec-
tor. There is also a population of events that have energy measurements
cbaracteristic of the “signal defect” condition, and have only single strips trig-
gered.

The "signal defect” behavior can be illustrated with a mass vs. mass ccrre-
lation plot. Figure 3.3.1.1 shows Mp, plotted vs. M, for carbon with the single
strip hodoscope requirement. On this plot, if there was no signal defect
mechanism, about 99X of the data should be in a clump at the point (12,12) and
1% at the point (13,13). The clump at (12,12) has a horizontal streamer of par-
ticles with My, ™ 12 and A, with some arbitrary lower value. This is caused by
a signal defect in the matrix detector M1, used as AE detector for M,;, and not
considered for AMp,. The slanted streamer lalling from (12,12) is caused by a
signal defect in the matrix detector M2. M2 is used as the AE detsctor for Mp,,
and as part of the £ detector, together with detector D1, for M,,. The streamer
then slants because the M2 signal defects introduce correlated errors into Mp,
and M,,.

In figure 3.3.1.2 and 3.3.1.3, we plot carbon RANGE 1 events in which dou-
ble strip events are required in the "y plane” of detectors M1 and M2, respec-
tively. The double strip requirements have greatly increased the signal defect
probability. Figures 3.3.1.4a-b are histograms of M,, and Mp, with a single strip
hodoscope requirement. Figures 3.3.1.5a-b are histograms of M,, and M, with
a double strip requirement in the "y planes” of matrix detectors M1 and M2,
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respectively. The mass resolution for the double strip events is so bad that we
must discard them from the high resolution data set. Table 3.3.1.1 shows the
fraction of HIZ events in ihe time period 26610 to 272:00 in RANGEs 0 through 4
for each of four colncidence equations. M2d and M1d refer to the double strip
condition in detectors M2 and M! respectively. In parentheses is the ratio of
the number of carbon events for the coincidence equation to the number of
carbon events in that RANGE.

Table 3.3.1.1 -
Carbon Double Strip Events
RANGE (M2d)*(M1d) (M2d)*(M1d) (M2d)*(Mi1d) (M2d)*(Md1d)

1 130 865 355 1581
(.060) (.256) (.138) (.808)
2 42 262 184 1081
(.027) (.164) (.120) (.889)
3 21 179 148 868
(.017) (.147) (.120) (.715)
4 1 28 24 109
(.004) (.111) (.096) (.790)

In appendix A we find that the probability of a double strip event in a
matrix detector is a function of the energy deposited in that matrix detector.
For the lons analyzed in this repcrt, the probability of a double strip increases
with the amount of energy deposited in the matrix detector. This effect can be
observed in table 3.3.1.1. The carbon ions that stop in RANGE 1 are going slower
as they penetrate detectors M1 or M2 than carbon ions that stop in RANGES 2-4,
and thus deposit more energy in detectors M1 or M2. The RANGE 1 events then

have a higher fraction of double strip events than the RANGE 2-4 events.
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We can obtain some insight into the double strip events by considering
briefly charge collection in a "normal” (continuous electrode) solid state detec-
tor of the same nominal thickness and applied voltage as the matrix detector
M1. With an applied voltage of 26 volts, electrons would take about 1.3 nsec,
and holes about 2.5 nsec, to cross 50 u of silicon. The time constant of the
preamps is about 2 u sec, so that in a normal detector, all the charge would be
collected. In a matrix detector, the strong association of a large signal loss with
the two strip events suggests that something happens to the charge collection
procedure in the gap between the two strips. The electric fleld configuration in
the gaps might cause some fraction of the el2:tons and holes to be directed to
regions of low fleld strength. There the electrons and holes may either recom-
bine or travel to the strip electrodes so slowly that the signal is reduced,

because part of it is effectively flitered out by the preamp time constant.
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figure 33.1.2 - My, vs. My, for carbon data. The hodoscope triggers are
restricted to events with double strip triggers in the "y plane” of M1, and
single strip riggers in the remaining matrix detector planes.
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figure 3.3.13 - Mg, vs. M,, for carbon data. The hodoscope triggers are
restricted to events with double strip triggers in the "y plane” of M2, and
cingle strip triggers in the remaining ma' -ix detector planes. The streamer
of events around M,, ™ 18-21 and Mp, ™ B—20 is due to nitrogen events
which have had their mass estimators calculated with Z=86 instead of Z=7.
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figure 3.3.1.4a-b - Mass histograms of carbon RANGE 1 events with single
strip triggers. Figure 3.3.4a shows M,, and figure 3 3.4b shows Mp,.
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figure 3.3.1.5a-b - Mass histograms of carbon RANGE 1| events. Events in
figure 3.3.5a have double strip hodoscope triggers in detector Ml's "y
plane” and single strip triggers in the remaining detector planes. Events
in figure 3.3.5b have double strip hodoscope triggers in detector M2's "y

0

plane” and single strip triggers in the remaining detector planes.
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33.2 Radius Requirements

The particle trajectory in the hodoscope is extrapolated to all the detec-
tors that the particle hits. In two detectors, the radial distances from the
center of the detectors to the positions where the extrapolated trajectories
intersect the detectors, were computed. D1, the smallest detector exclusive of
the matrix detectors, a~.J the next detector deeper In the stack beyond the
stopping detector, D(R+1), were chosen. Particles that had an impact point
near the edge of a detector were more likely to show a signal defect than others
nearer the center of the detector. For the high resolution data set we set max-
imum radii in the two detectors based on the behavior of the mass estimator

near the detector edge.

Figure 3.3.2.1 shows the weighted mean of the RANGE 1 oxygen mass esti-
mators plotted vs. radius in D1. At the largest radii one can see a systematic
underestimate of the mass caused by the signal defect at the detector edge.
For D1, a maximum radius of 13.8 mm was set. The oxygen mass estimator
weighted sum was plotted vs. radius in D2 in figure 3.3.2.2. Again there is a sys-
tematic mass underestimate and a maximum radius of 15.0 mm was set here.
For RANGEs 2-4 no maximum radius was set in detector D(R+1). For the helium
data set more restrictive radius restrictions were needed, because the rare iso-
tope 3He lay below the more abundant isotope *He. Correlated mass errors pro-
duced by signal defects at the detector edge might then masquerade as 3He
events. Table 3.3.2.1 lists the radial restrictions for hclium and elements with

charge Z > 8 for the high resolution data set.
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Table 3321 -
Maximum Radii (mm)
Z20 Helium
RANGE Radius D1 Radius D(R+1) Radius D1 Radius D(R+1)
1 13.8 16.0 138 12.90
2 13.8 none 13.8 16.76
3 13.8 none 13.8 18.76
4 138 none 13.8 none
] 13.8 none 13.8 none
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figure 3.3.2.1 - The RANGE 1 oxygen weighted sum mass estimator is plotted
vs. the radius in detector D1. The maxioum D1 radius chosen for the high

resolution data set is shown as a dashed line.
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figure 3.3.2.2 - The RANGE 1 oxygen weighted sum mass estimator is plotted
vs. the radius in detector D2. The maximum D2 radius chosen for the high

resolution data set is shown as a dashed line.
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333 Energy limits

In four instances particles were required to pass a requirement on E1, the
energy deposited in the stopping detector. For RANGE 1 carbon evencs we felt
that the '®C track position for £1 < 7MsV was not known sufficiently well, so
RANGE 1 carbon events had to have £1 2 7MeV to be included in the high reso-
lution data set. Thus we eliminated about 12X of the RANGE 1 carbon data.

For RANCE 1 neon events, My, vs. M,, cross plots were prepared for five E1
energy intervals of width 28 MeV. In the lowest energy interval, the mass reso-
lution was much worse than in the other four energy intervals; so therefore
neon RANGE 1 events vwere required to have £1 2 28MeV. Thus we eliminated
about 23% of the RANGE 1 neon data. For nitrogen in RANGE 1, the mass resolu-
tion for £1 < 30MeV appeared worse than for £1 2 30MeV. Nitrogen events in
RANGE 1 were required to have £1 2 30MsV, thus eliminating about 40% of the
RANGE 1 data.

In RANGE 4, particles that have completely penetrated detector D4
encounter two “dead layers” which have a total thickness of approxirnately 100
microns of silicon, at the rear of D4 and at the front of D5. In these dead
layers, charge is not collected, thus causing a signal loss that systematically
lowers the mass estimators. A signal loss in the stopping detector would cause
a correlated mass underestimate in both M3, and Mg, that would interfere with
the SHe measurement. A particle of a given mass thal stops in the dead layer of
D4 has the same energy measurements in the E' and AE detectors, D3 and D4,
as a lighter particle that stops in D4, but in front of the dead layer. Thus, the
mass measurement is ambiguous near the "end of range” position in D4. Only
for helium is there a significant population of solar flare events in this RANGE 4
"end of range" position (¥ 50 out of 207 range 4 events). We therefore chose a

requirement £'1 < 50 MeV, for RANGE 4 helium events, which removes the region
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of dead layer mass ambiguity.

33.4. Mess Consistency Requirements

Because of the presence of occasional large errors in the mass estimators,
which would bias the weighted mass estimator, data included in the high resolu-
tion data set had to pass consistency requirements on the mass estimators. For
elements C, N, O, Ne, and Mg, we chose as a mass consistency estimator the ratio

of two mass estimators. For the three parameter systems the ratio chosen was

R = Yoy (3.3.4.1)

Myq.
where | is the detector number. For RANGE 2, R, = :—": For a four parameter

system, R, is the same as above and R; was defined as

Ry = %l'—‘-l- : (3.3.4.2)
J-8.4
For RANGE 3, Rg = :—:

The distribution of R, and Ry is approximately Geussian. For each RANGE
and element the entire HIST data set was used to form histograms for R, and
Rs. The histograms were then fit to determine the location and width of the
peaks in R, and Rz. Figure 3.3.4.1 shows a histogram of R, for RANGE 1 oxygen
events. For C, O, and Mg, mass consistency ratio requirements were set, which
wers symmetric about Ry = 1.0, and approximately included the central two
standard deviations, 2 Xq, of the ratio peak. For N, the ratio limits were set
exactly at the fit peak location, plus and minus two standard deviations of the
ratio peak. With Ne, the same procedure was followed but the requirements
were relaxed to plus and minus 2.5 X, because we wished to include as many
Ne as possible, in order to reduce statistical uncertainties in the ®Ne/?°Ne

abundance ratio.
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Tbs 7.NGE 3 neon consistency requirements were widened to accept all of
the RANGE 3 neon data except for very large mass disagreements. Figures
3.3.4.2a-b show RANGE 1 and RANGE 3 neon mass cross plots with the con-
sistency requirements drawn in. Other exceptions are the RANCE 1 C, N, and O
consistency requirements, which are about plus and minus 1.5 Xy. In RANGE 1
the background problems were more severe than in the other RANGEs and the
C, N, and O :neasurements were for isotopes at or less than the 1% level of the
more abundant isotopes. Thus we chose a more restrictive consistency require-
ment, selecting on the ratio histogram only the central Gaussian peak and
excluding most of the tails of the ratio distribution. Table 3.3.4.1 cuntains the

mass consistency requirements chosen for the elements C, N, O, Ne and Mg.
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figure 334.1 - A histogram of the mass consistency estimator,
R, = Mp,/ My,. lor RANGE 1 oxygen data.
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figure 3.3.4.2a - A plot of My, vs. M, for neon RANGE | events, in the time
period 78.266:10 to 78:272:00. The mass consistency requirements are

shown as dashed lines.
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figure 3.3.4.2b - A plot of Mgs vs. M3 for neon P*NGE 3 events, in the time
period 78:268 10 to 78:272.00. The mass consw ncy requirements are

shown as dashed lines.
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Tahle 3.3.4.1 -

carbon

nitrogen

oxygen

neon

magnesium

- 686 -
Mass Ratio Requirements
RANGE Ratio Limits
1 Mm/ My, 1.0 + 0.050
2 N/ Mg 1.0 £ 0.070
2 N/ My 1.0+ 0075
3 Ng/ My 1.0 £ 0.080
3 Mg/ Mpy 1.0 + 0.085
4 s/ My,  1.01+0.050
4 Mg/ M, 1040070
1 Mg/ My, 1000+ 0.052
2 Mg/ My 1000 +0.053
2 Mg/ M; 1008 + 0067
3 Mg/ M3 0998 £ 0044
3 Mg/ Mgy 0.994 + 0.055
4 Msy/ Mg, 10086 +0.047
1 Mp|/ My, 1.0 £+ 0.050
2 Mg/ Mg 1.0 £ 0.086
2 Mg/ My 1.0 £ 0.070
3 Mg/ M\ 1.0 £ 0.080
3 Mg/ Mpy 1.0 £ 0.085
4 Msy/ Mg, 1.0 £ 0.050
4 May/ M\, 1.0 £ 0.050
\ Mg/ M, 1000 +0.055
2 Mg/ Mgz 1.000 + 0.049
2 Mg/ Mps 1007 +0.084
3 Mg/ M . 1.000+0.051
4 Msy/ Mz, 1.000 £ 0.082
2 Mg/ Mgy 1.0 £+ 0.04
2 Mg/ My 1.0+ 0056
3 Mas/ M\ 1.0 £ 0.04
3 Mg/ Mps 1.0+ 006
4 Msy/ Mz, 1.0+ 004
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The choice of a mass consistency requirement based on mass ratios implies
that oy is proportional to M for different isotopes of the same charge. We would
expect such a result if most of the contribution to oy came from uncertainties
in the detector thickness, or in the isotope track location. On the other hand, if
most of the contribution to oy came from other sources, such as energy meas-
urement uncertainties, or energy loss fluctuations, then oy would be more
nearly constant. For C, N, O, Ne, and Mg, the variation in M is not sufficient to

test the behavior of oy.

For helium, there are sufficient events to check the scaling of oy experi-
mentally. The time intervals 296:09 to 207:09 and 307:00 to 308:00 contain two
%He rich flares. RANGEs 1 and 2 have enough events to measure oy for both 3He
and *He, separately (see figure 3.4.9). Table 3.3.4.C contains oy for that time
period as a function of RANGE and isotope. For helium, in this case, the data

are consistent with the hypothesis that oy is independent of M.

Table 33.4.2 -
Helium Mass Resolution
Mass og(®He) og(*He)

Mp, 0.118 £+ 0018 0.162 + 0.020
My, 0238 +0.037 0.228 +0.029
Mg 0.138 £+ 0.031 0.137 + 0.020
Mgz 0.170 + 0.040 0.182 + 0.028

We chose a consistency statistic for helium that was different than for ele-
ments with charges Z = 8. All of the helium measurements were made with the
three parameter analysis method. We therefore chose the difference of the two
mass estimators,

Myyy = My, 5 — My_g 45 . (3.3.4.3)
where j is the detector number, as a consistency estimator. For the entire HIST
helium data set, histograms of My,, were accumulated for each RANGE, and fit

to determine the My, , peak location and width. Helium events were accepted

—_
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into the high resolution data set if Mg, for each event wus less thai two stan-
dard deviations from the peak location. The limits adopted are listed in table

3.3.4.3.
Table 3.3.4.3 -

Helium My, Requirements
RANGE Lirnits(anm)

1 -0.0¢7 + 0.504
2 -0.006 + 0.448
3 0.023 + 0.440
4 -0.001 £ 0.454
6 -0.014 +0.364

3.3.5. Mass Resolution

Events that passed the selection criterion of section 3.3.1-4 were summed
into a histogram for each mass estimator. The histograms were fit usinj Gaus-
sian peak shapes, and the peak location and oy were determined for eac h mass
estimator. For each RANGE a weighted sum of the mass ei;timators was | ormed,
using for weights (oy)~®, as determined in the fits of the individual mass estima-
tors. Table 3.3.5.1 lists the mass resolution obtained by element and RANGE,

where W, is the weigk.ied sum for RANGE .

The mass resolution that we measured for the HIST flight ata is
significantly larger than the nominal resolution calculated in chapter :2, table
2.8.5.1. Let us compare the measurements cf oy for Mg,. M,3, and Mz to the
calculations of oy for R/ L = 2 and RANGEs 1-3 in table 2.8.5 1. The expe:rimen-
tal measurement of oy for helium is 35% to 50% larger, oy for carbon i3 about
85X larger, and oy for magnesium is 40% to 75% larger, than was calculated.
The reasons for this discrepancy are not known at present. However, the: preci-
sion of the main results of this work, involving the abur dances of isotof-es He,
13C, #®Ne, ¥Mg, and Mg, is mainly limited by the statistical fluctuation: in the
number of particles observed in the 78.268 solar flare.
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HIST Mass Resolution

Helium

0.152 + 0.003
0.160 + 0.002
0.127 + 0.002

0.136 + 0.003
0.170 + 0.003

0.122 ¢+ 0.002

0.139 + 0.003
0.173 £ 0.003

0.124 + 0.003

0.113 + 0.003
0.188 + 0.008

0.009 + 0.003

0.094 + 0.003
0.155 + 0.006
0.088 + 0.003

Oxygen

0.307 + 0.008
0.293 + 0.008
0.240 + 0.005

0.261 + 0.008
0.300 + 0.007
0.287 + 0.008
0.178 + 0.005

0.214 + 0.005
0.278 + 0.007
0.344 + 0.010
0.17€ + 0.005

€.152 + 0.012
0.285 + 0.024

0.360 + 040
0.137 + 0.012

Carbon

0.225 + 0.008
0.228 + 0.007
0.194 + 0.008

0.203 + 0.006
0.256 + 0.008
0.253 + 0.009
0.159 + 0.006

0.191 + 0.007
0.208 + 0.008
0.303 £ 0.011
0.159 + 0.006

0.148 + 0.010
0.227 + 0.018
0.322 + 0.024
0.128 + 0.009

OF POOR QuUAUITY

Nitrogen

0.216 + 0.017
0.277 + 0.025
0.151 + 0.017

0.208 + 0.018
0.211 £ 0.018
0.272 + 0.028
0.162 + 0.013

0.186 + 0.018
0.232 + 0.022
0.276 + 0.033
0.137 £ 0.013

0.138 + 0.008
0.273 + 0.012
0.373 £ 0.020
0.1456 + 0.008

Neon  Magnesium

0.377 + 0.031
0.302 + 0.024
0.2668 + 0.020

0.204 + 0.024
0.268 + 0.032
0.3568 + 0.048
0.170 + 0.019

0.213 + 0.020
0.280 + 0.027

0.203 + 0.020

0.224 + 0.041
0.399 + 0.089

0.232 + 0.048

0.310 + 0.032
0.401 + 0.062
0.481 + 0.131
0.232 + 0.024

0.238 + 0.029
0.282 + 0.042
0.285 + 0.057
0211 + 0.027

0.233 + 0.019
0.363 + 0.057

0.184 + 0018
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S.4. A Critical Evaluation of the High Resolution Data Set

The high resolution data set is to be used for the purposes of computing
the ratio of abundances of two isotopes of the same element. In all the cases to
be considered here, especially for the elements He, C, N, and O, one isotope is
very much less abundant than the other. Much of the difficulty in estimating
the isotope abundance ratios arises from the necessity of estimating the shapes

of the distribution functicns for the mass estimators, due to a single isotope.

Unfortunately, HIST was not exposed to pure beams of single isotopes for
calibration purposes, and the flight data must be used both to calibrate HIST
and to measure isotope abundances. We will make plausible inferences about
the shape of the various mass estimator distribution functions in order to

obtain {sotope abundance ratio meusurements.

Carbon

The measurement of the '3C/!*C abundance ratio is the most difficult
measurement attempted here. Figure 3.4.1 shows a plot of Mp, vs. M,, for
RANGE 1 carbon. There is a background source for events that have high values
of Mp,. which may interfere with the clump of events at (13,13) that are prob-
ably due to the isotope '5C. The events with high Mp, valucs are possibly caused
by M2 retriggering, a phenomenon that is discussed in Spalding (1983).
Retriggering is a type of error that can occur in the analog to digital conversion
process. If the output of an ADC is equal to gain *oltage + of fset, then
retriggering error gives a digital output equal to gain ®voltage + 2%/ fset,
where of fset is about ® 30 channels.

Figures 3.4 2a-e show the weighted sum mass histograms for carbon events
in the time interval 78:266:10 to 78:272:00 (the 78:268 flare), for each RANGE

and for the sum of all RANGEs. We will take a very simple approach to finding
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the 'C/ '%C abundance ratio. We will count the number of events in the inter-
vals 125< W, < 135 and 11.5< W, < 12,5 and assign them to "'C' and "'*<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>