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ABSTRACT

Site selection and system engineering studies of solar energy systems require high quality insolation data of several kinds, primarily direct normal and total horizontal data. The paucity of measured insolation data has been well documented. Insolation models have been used as substitutes for the absence of measured data, but a key problem has been the need for accurate and complete information regarding turbidity, precipitable water vapor, and cloud cover to input into the models. All but cloud cover display reasonably smooth temporal and spatial behavior, but cloud cover varies rapidly both in time and space, and therefore produces large fluctuations in insolation values.

It is the purpose of this study to verify the potential of using digital satellite data to establish a cloud cover data base for the United States, one that would provide detailed information on the temporal and spatial variability of cloud development. The study involves the use of four sequential days of GOES data (eighty acquisitions) over a predetermined test area, and converts those data into a computer archive of cloud cover, one that is accessible using predetermined grid cells of variable size. Key elements include: a) interfacing GOES data from the University of Wisconsin Meteorological Data Facility with the Jet Propulsion Laboratory's VICAR image processing system and IBIS geographic information system; b) creation of a registered multitemporal GOES data base; c) development of a simple normalization model to compensate for sun angle; d) creation of a variable size georeference model that provides detailed cloud information in selected areas and summarized information in other areas; and e) development of a cloud/shadow model which details the percentage of each grid cell that is cloud and shadow covered, and the percentage of cloud or shadow opacity. In addition, comparison of model calculations of insolation with measured values at selected test sites was accomplished, as well as development of preliminary requirements for a large-scale data base of cloud cover statistics.
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SECTION 1
INTRODUCTION

Several studies, (e.g., Reynolds, *et al.*, 1978; Gautier, 1980, 1982; Diak, *et al.*, 1982) have determined that the GOES satellite has the level of spatial and temporal resolution required to map cloud cover and thereby estimate insolation. The GOES satellite images every half hour with an approximate spatial resolution of 0.9 km x 0.9 km in a visible band (0.52 - 0.72 microns) and approximately 4 km x 8 km resolution in a thermal infrared band (10.5 - 12.5 microns). The visible band could be used to detect clouds during all but the winter season, when an algorithm which combines the thermal IR and visible bands to differentiate clouds and snow must be applied. Model calculations combined with actual cloud cover data for a specific site should permit the synthesis of insolation versus time curves almost as accurate as those obtained from calibrated and well-maintained instrumentation.

A fundamental issue in the assessment of the insolation resource for use in the design and evaluation of solar energy conversion systems has been the lack of a complete user requirements analysis for insolation data. Historical measurements of insolation were made to assist in agroclimatic studies, which did not require highly accurate data or frequent measurements. Monthly averages of total horizontal insolation were sufficient. Later, meteorology required data on total horizontal, direct and diffuse insolation, and the measurement frequency increased to hourly intervals. A large and diverse data bank of variable quality has resulted. These data have satisfactorily met the requirements of non-focusing or water heating solar thermal collectors, a technology that has seen renewed interest in the United States and elsewhere. Solar thermal collector technology does not require
highly sophisticated data to predict performance in a region, and the cost penalty associated with over-sizing is not prohibitive. Newer technical options that are designed to generate electricity require data of variable quality and quantity, and no single data base can suffice for an end-to-end systems analysis of those technologies. Presently, the consensus is that the most significant uncertainty is cloud cover. Existing and developing remote sensing techniques can play a major role in improving the insolation data base through assessing and mapping cloud cover, and providing those data for insolation models.
SECTION 2
BACKGROUND

Solar energy systems under design, development, and deployment at the Jet Propulsion Laboratory, California Institute of Technology, and elsewhere, require a suite of insolation data. A specific stage in the design of a system may require a level of accuracy of insolation data quite different from another stage in that same system design (Reid, et al., 1981). Once the system is deployed, data to evaluate the system performance must be taken concurrent with system operation. For example, certification of solar photovoltaic panel output performance requires very accurate measurements of insolation taken at one minute, or more frequent intervals at or near solar noon under clear skies and under specific assumptions about air mass and spectrum characteristics. In contrast to those detailed measurements, generic and initial system development activities can generally tolerate data considered to be within an accuracy level of plus or minus ten percent, at least when evaluated on an average annual basis.

Different stages of development for flat plate photovoltaics differ significantly from those of a point-focusing dish. The former uses direct and diffuse insolation and can operate at reduced efficiency even under overcast conditions, while the latter can only utilize the direct insolation and, as a function of specific system design, will not operate unless a certain minimum level of insolation is received. The higher the concentration ratio required of a system, the greater the level of measurement accuracy required to evaluate system performance. To date, SOLMET (historical measured data from 26 sites in the United States), ERSATZ (estimated data), or Typical Meteorological Year (TMY) data have been used in many programs sponsored by the U.S.
Department of Energy (DOE), although specific measurements programs at
different institutions also enter into system design. Regardless of the
quality of these data bases, they cannot satisfy all systems or user
requirements. To a large degree, because SOLMET and TMY data are readily
available, they represent the best data, and because of budgetary constraints,
expansion or upgrading of the national radiation monitoring network is an
uncertainty.

Evaluation of the market penetrability of a utility grid-connected
solar energy system in a region depends, in large part, on the value of the
electrical energy produced by that system. Although this cost is determined
by a variety of factors, a major one is the match between peak output of the
system and peak load demand of the utility. If the solar energy system has
maximum output during peak load times, then its value to the utility or the
consumer is also at a maximum. Regional variations in peak load demand, fuel
mixes, and weather and climate factors will determine the viability of a solar
energy option in a particular region. Several scenarios indicate that it is
preferable to orient grid-connected photovoltaic systems to the southwest
rather than to the south, and to locate peaking systems in areas that have a
minimum of late afternoon cloud development (seasonally or annually). Clear
skies in the afternoon, especially in the later hours, will allow the solar
energy technology to generate the highest value of electrical energy, even
though the system may not operate as efficiently as it would at solar noon.
Solar system energy output may be reduced in the afternoon, but often a much
better match between peak demand and system output exists at that time.
Ramifications of peak load matching bear directly upon policy decisions in
terms of future peaking plant construction and PURPA (Public Utility
Several system performance models have been developed at JPL to assess the performance and cost of energy output for photovoltaic and point-focusing solar thermal options. These models indicate that there is a one-to-one correspondence between insolation variation and life cycle cost of energy output. If the insolation resource is underestimated by ten percent at a site then the cost of the energy output will be on the order of ten percent more than predicted. In fact, for stand-alone systems, the cost of energy output will increase by more than ten percent. Whether or not the solar energy system has storage capability affects the significance of the uncertainty in the insolation resource. Storage can smooth transients (e.g., Randall, et al., 1980) in insolation reception, but initial experiments are not planned to have storage because it adversely affects total system cost.

Because the major attenuator of insolation is cloud cover, assessment of its temporal and spatial preferences hourly, diurnally, seasonally, and annually, will resolve many site- and region-specific issues. Satellite platforms are the only means by which the assessments may be performed satisfactorily and cost-effectively. As recently reported (Stigter, 1982), the inaccuracy in relating average point cloudiness data with solar energy flux density is well documented, and Stigter suggests a method by which this inaccuracy may be avoided.

Studies by numerous investigators have shown that satellite data (GOES, NOAA) can successfully predict insolation values or be used to map cloud cover on a mesoscale and microscale (e.g., Hiser and Senn, 1980; Vonder Harr and Ellis, 1978). These studies, and others, (e.g., Hiser, 1978), have examined the relationships between total horizontal radiation measured at a
point on the ground and clouds as detected by satellite platforms sensing in the visible and thermal infrared spectra. The temporal and spatial preferences of cloud cover can be mapped at a resolution (e.g., 1 km) not previously possible with ground-based data. For large regions, or for the nation as a whole, the amount of data to be analyzed and subsequently mapped is enormous, and data management becomes the major constraint.

To extrapolate the relationship between nodal ground-based measurements of insolation data and satellite data on cloud cover to large areas requires detailed data on such parameters as air quality (turbidity), relative humidity, pressure, and ambient temperature. Fortunately, many of these data are more readily available than are data on insolation components.

A number of ramifications of these and similar studies are directly applicable to the siting of solar energy conversion systems, large central facilities, or small dispersed systems. The most important of these is that under clear skies the amount of direct normal radiation received at the ground is nearly the same everywhere. The major differences between areas is the amount of time skies are clear, a geographic variable. Clearly, for solar thermal applications, if cloud transients or cloud cover can be mapped and statistical probabilities developed for sites or homogeneous regions to predict the development and persistence of cloud in an area, a major uncertainty in the viability of solar energy systems could be resolved. These analyses can affect such factors as facility sizing, orientation, and storage capacity.

Simple and sophisticated models have been developed to extrapolate insolation components (Randall and Whitson, 1977) or interpolate to areas, but these models have not been sufficiently tested with high quality data from
many locations. Uncertainties arise as to their adequacy to predict or assess insolation resources in areas selected for solar energy system deployment.

Those general remarks have been summarized by Hulstrom of the Solar Energy Research Institute. Hulstrom canvassed the solar energy community on user requirements for insolation data on a mesoscale (i.e., 100 km x 100 km), and determined that several options could be taken to meet stated requirements of the solar energy community (Hulstrom, 1981). These options include:

1. the establishment of a dense insolation measurement network over the United States;
2. derivation of suitable site-to-site interpolation techniques so that the existing SOLMET/ERSATZ data base could be used to develop an insolation data base;
3. utilization of satellite (GOES) platforms to map cloud cover/insolation variations, and,
4. combining all of the above to develop the most meaningful insolation data base.

Each option has certain advantages and disadvantages associated with it, but basically the establishment of a dense measurement network would require on the order of 1,000 stations, assuming a spacing of approximately 100 km. To establish these stations would require an investment of approximately five million dollars just for instrument and hardware acquisition. The associated maintenance, data collection and data archiving would cost approximately three million dollars per year. Both estimates are considered conservative, and the actual costs could be more than twice those estimates. The network would be established to provide hourly direct and global insolation values.

The second option, development of suitable interpolation routines, has too much uncertainty associated with it. If sufficient small-scale
insolation data were available to develop an adequate interpolation technique, the techniques would only be applicable at the data sites since interpolation assumes homogeneity between data points. Too little is understood about regional variations and interpolation to allow reliable regional extrapolations.

The third option, that of using satellite platforms, has already been demonstrated to have high spatial resolution a temporal resolution of one-half hour, and an accuracy within approximately 10 percent (of the accepted ground based measurements, which in turn has associated errors/uncertainties. As noted, previous studies have demonstrated the utility of using satellite data to map mesoscale insolation (e.g., Vonder Haar and Ellis, 1975, 1978; Reynolds, et al., 1978; Tarpley, 1979; Gautier, et al., 1980; Gautier, 1982), but the satellite option can quickly result in a massive data handling problem.

There are several options available to reduce the volume of data that must be handled: (1) mapping could be performed at a resolution of 50 km x 50 km or possibly larger; (2) insolation could be mapped for specific areas of particular interest to the solar energy community (e.g., urban areas, coastal locations where insolation variation is high), or 3) satellite data could be used to derive applicable interpolation procedures for the SOLMET/ERSATZ and new NOAA data collection network (although the future of this network is uncertain). The primary purpose of this study is to map cloud cover at a high resolution and define a data management strategy to handle the enormous amount of data.
Technologists concerned with the engineering of solar energy systems conclude that any resources assessment program for solar energy would require a highly sophisticated data base, with subsequent modeling of insolation behavior. Discrete temporal and spatial resolution is needed to answer basic questions relating to siting, design, sizing, and cost-effectiveness of solar energy systems. An upgraded data base should address the following questions:

1. What is the longest period of continuous cloud cover for a site during each month? These data would provide the basic information needed for system storage design.

2. How variable is hourly and daily insolation for different times of the day or year? This would provide engineers with data on a system's energy generation and performance potential.

3. How significantly is insolation affected by regular cloud buildup at certain hours of the day during different seasons? This result may, for example, permit optimization of solar panel positioning.

4. What is the actual insolation budget for an area over time? How does it differ from adjacent regions due to microclimatological affects? Such data would assist in the optimal positioning of large installations by utility companies.

Rarely can these questions be addressed by meteorological station data because of the dual requirement for several years of data collection and a spatially dense network of readings. As noted, previous studies have shown that it is possible to use GOES data to compute insolation. Furthermore, GOES can
provide the spatial and temporal resolution required to achieve an understanding of the occurrence of mesoscale variations in insolation (Hay, 1980). Furthermore, cloud and sky cover are usually visual measurements of a qualitative nature. Remote sensing of cloud cover could significantly improve the quantitative usefulness of these variables for models and other applications. This capability is achieved only with a tremendous burden in data volume* and the technical challenge to efficiently convert image rasters to tabular and graphical files. The general purpose IBIS geographic information system technology and associated VICAR image processing system developed at JPL's Image Processing Laboratory provides one form of technology capable of handling the large volumes of data involved.

Only the salient features of VICAR/IBIS are given here, but for the interested reader, Appendix I provides a comprehensive description. In essence, digital image processing utilizes the basic premise that geocoded data sets can be referenced to a raster scan, which is basically an ultrafine grid cell mesh data set. One advantage of this format is that geographical locations or points can be accessed rapidly by their positions in the image matrix. Many data types and data sources, when converted to the image format, provide a series of data planes that can be overlaid in any combination desired by the user and then analyzed. Output products can range from images and maps to tabular printouts as a function of user needs. Thus, large amounts of data can be analyzed and manipulated to user specifications, which is a primary requirement of this study.

* For a nominal three year cloud cover data base of the continental United States, with an average of 24 half hourly acquisitions, some one billion bits must be registered, interpreted, and converted to tabular files each day. This converts to approximately $1 \times 10^{12}$ bits for a 3 year period.
SECTION 4
STUDY AREA

A. INTRODUCTION

The large amount of data an operational system would require, and the capability to analyze and display that data would overwhelm many software-hardware configurations. For the current study, only four days of half-hourly GOES imagery were used, and for technical reasons, only the visible channel was used in the research. The specific test area was selected because it represented a wide variety of physiographic and climatic types. Perhaps even more importantly, a dense network of insolation measuring stations is located within the test area (WEST Associates), and therefore provided high quality ground truth with a high frequency of temporal and spatial resolution for this and subsequent analyses. The test site includes much of southern California, as well as small portions of western Arizona and southern Nevada. The entire test area covers approximately one-sixtieth of the continental United States.

The test site was regionalized into a number of generally homogeneous climatic and physiographic units. The primary purpose of the regionalization was to determine how significantly computational time could be reduced without loss of accuracy as compared to the cost of analyzing individual pixels—the concept of a variable grid size was used. Not only was computational time reduced, but also output information was reduced to a manageable level. Aggregated grid cell size ranged from 3.6 km x 3.6 km in the coastal and urban areas to 28.8 km x 28.8 km in western Mojave, an area characterized by nearly level terrain. The western Mojave is generally isolated from the influence of unstable maritime tropical (mT) air masses that advect either
from the Gulf of California (surface flow) or the Gulf of Mexico (anticyclonic circulation). During summer and fall seasons these air masses can produce significant cloud cover and precipitation over the Salton Trough and eastern Mojave, as well as places farther east. The regionalization process also allows for an evaluation of the efficiency of regional extrapolation of insolation for the test area from specific sites where insolation was measured.

B. REGION DESCRIPTIONS

The selected regional breakdown is given in Figure 4-1. Twenty specific regions were used in the analysis to generate cloud cover statistics on a variable size grid basis. Descriptions of the twenty subregions follow.

<table>
<thead>
<tr>
<th>REGION</th>
<th>SYMBOL</th>
<th>AREA (km²)</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>EMJ1</td>
<td>41,522</td>
<td>EMJ1 defines much of the eastern Mojave, i.e., the area west of Barstow. The area is characterized by considerable local relief.</td>
</tr>
<tr>
<td>2</td>
<td>MTN3</td>
<td>3,120</td>
<td>MTN3 is a highland area within the EMJ1 region; it was separated from EMJ1 because of its orographic effect on advecting air masses.</td>
</tr>
<tr>
<td>3</td>
<td>MTN1</td>
<td>962</td>
<td>MTN1 is in the extreme northwest corner of the study area; it includes the southeast portion of the Tehachapi Mountains. MTN1 receives more cloud cover and precipitation than does the western Mojave unit.</td>
</tr>
<tr>
<td>4</td>
<td>WMJ1</td>
<td>14,170</td>
<td>WMJ1 represents most of the western Mojave, and it contrasts with the eastern Mojave by its more level terrain. WMJ1 is also isolated from advecting mT air because of the Transverse Ranges.</td>
</tr>
<tr>
<td>REGION</td>
<td>SYMBOL</td>
<td>AREA (km²)</td>
<td>DESCRIPTION</td>
</tr>
<tr>
<td>--------</td>
<td>--------</td>
<td>------------</td>
<td>-------------</td>
</tr>
<tr>
<td>5</td>
<td>RIVY</td>
<td>10,582</td>
<td>RIVY comprises a large portion of the area of the Colorado River Valley. It regularly (but infrequently) has afternoon cloud cover and/or thunderstorm activity during late summer and early fall.</td>
</tr>
<tr>
<td>6</td>
<td>MTN4</td>
<td>2,288</td>
<td>MTN4 is a small area located within the Eastern Mojave. It was broken out because of the &quot;trigger&quot; effect it may have on advecting mT air masses.</td>
</tr>
<tr>
<td>7</td>
<td>MTN2</td>
<td>18,473</td>
<td>MTN2 represents a small area bordering the Salton Trough that impedes air flow from the south.</td>
</tr>
<tr>
<td>8</td>
<td>INLA</td>
<td>3,172</td>
<td>INLA consists of the area inland of the coast and borders the Transverse Ranges. It is characterized by urbanization.</td>
</tr>
<tr>
<td>9</td>
<td>CMT1</td>
<td>39</td>
<td>CMT1 is a very small area of hilly terrain on the western edge of the study area.</td>
</tr>
<tr>
<td>10</td>
<td>CMT2</td>
<td>2,535</td>
<td>CMT2 is similar to CMT1, and includes the coastal mountains of Orange County.</td>
</tr>
<tr>
<td>11</td>
<td>OCEN</td>
<td>10,075</td>
<td>OCEN is all the ocean area, excluding two islands.</td>
</tr>
<tr>
<td>12</td>
<td>SALT</td>
<td>9,100</td>
<td>SALT refers to the Salton Trough, primarily comprising the Imperial and Coachella Valleys.</td>
</tr>
<tr>
<td>REGION</td>
<td>SYMBOL</td>
<td>AREA (km²)</td>
<td>DESCRIPTION</td>
</tr>
<tr>
<td>--------</td>
<td>--------</td>
<td>------------</td>
<td>-------------</td>
</tr>
<tr>
<td>15</td>
<td>ESPL</td>
<td>3,146</td>
<td>ESPL defines the area between the Salton Trough and the Colorado River Valley.</td>
</tr>
<tr>
<td>16</td>
<td>TMT1</td>
<td>312</td>
<td>TMT1 is a small area within the ESPL. It was separated out because of likely orographic effects these mountains should have on mT air masses.</td>
</tr>
<tr>
<td>17</td>
<td>ISL1</td>
<td>754</td>
<td>ISL1 is Santa Catalina Island.</td>
</tr>
<tr>
<td>18</td>
<td>TMT2</td>
<td>858</td>
<td>TMT2 is similar to TMT1, and it separates SALT from ESPL.</td>
</tr>
<tr>
<td>19</td>
<td>COS2</td>
<td>2,223</td>
<td>COS2 is similar to COS1, but it is located south of the coastal mountains in Orange County. It includes the urbanized area in and near coastal San Diego.</td>
</tr>
<tr>
<td>20</td>
<td>ISL2</td>
<td>949</td>
<td>ISL2 is San Clemente Island.</td>
</tr>
</tbody>
</table>

Total Area = 128,700 km²
SECTION 5
INSOLATION DATA

For estimation of insolation data using existing models and cloud statistics generated from this study, and to assist in model evaluation, high quality ground-based measurements of insolation were required. One reason for selecting the southern California area was that many insolation measuring stations maintained by the WEST (Western Energy Supply and Transmission) Associates are located in it. WEST Associates is a consortium of utilities that operate in the Western United States (Yinger, 1982).

WEST Associates funds the Southern California Edison Company for project management of the insolation program, which includes instrument calibration, data translation and storage, data reduction, and generation of annual reports. Each cooperating utility provides the monitoring equipment, station set-up costs, maintenance, data tape changes, and an adequate site.

In 1981 a total of 51 stations comprised the network. Every station monitors and records total horizontal insolation and dry bulb temperature. Total insolation is measured by one of three pyranometers: Eppley Black and White; Eppley Precision Spectral, or the Spectrolab Spectrosun SR-75. In 1980, 26 stations also monitored direct normal insolation using an Eppley Normal Incidence Pyrheliometer (NIP).

To insure the highest degree of consistency and accuracy possible, the WEST network follows a rigorous maintenance and calibration program. Maintenance is performed weekly at all stations that record total insolation and dry bulb temperature, and three times per week at stations that also monitor direct normal insolation. The Southern California Edison Company calibrates all instruments on an annual basis. The Eppley NIPs are calibrated
with a Kendall Mark VI cavity radiometer. Pyranometers are calibrated with standard pyranometers, which in turn are calibrated by the sun and shade method with a standard pyrheliometer or cavity radiometer.

Data tapes from each station are changed once per month, and the tapes are read and translated at Southern California Edison's main facility in Alhambra, California. The final data base consists of insolation and temperature values averaged over 15 minutes for the entire year. Some data are lost during the year, but typically the majority of these losses occur at only a few stations; data losses are small for the majority of stations. Very few losses occurred from the 21 stations in the network maintained by Southern California Edison, which maintains nearly all of the monitoring stations within our specific test area. The primary reference station used in this study, Alhambra, California had no missing total horizontal data, while Barstow and Blythe lost one percent (none was lost during April). More direct normal insolation data were missing than total horizontal, but none for the four day period of our study.

Effective this year, 1982, the network ceased to exist as a unit. Each utility will be responsible for calibrating their own instruments, and each will be responsible for any data reduction or reporting of data.
ARCHIVED SATELLITE DATA

GOES data used in the test study were obtained from the Space Science and Engineering Center (SSEC) archive at the University of Wisconsin. Data were provided to JPL in a two-dimensional format with 8-bit pixels and a single tape header record. SSEC refers to this as "SAVE-TAPE" format. A VICAR program named "VGOES" was written to reformat the 24-bit word size of the SSEC data to IBM 32-bit word size and separate individual images. All eighty images of the study area are shown on Figure 6-1.

To optimally conduct the cloud cover modelling project, the raw GOES data needed to be arranged sequentially by time and date, as separate image files. Arranging the University of Wisconsin data to this specification proved difficult for the following reasons:

1. Fifteen images were arranged back-to-back with no file headers or end-of-file marks on each tape. To extract an image from a tape required processing all preceding images on that tape.

2. Single GOES visual images were stored on tape in left and right halves (each 2320 lines by 1008 samples), requiring the two files to be merged for study areas straddling the artificial division. The thermal infrared data (580 lines by 1008 samples) were not similarly divided.

The SSEC format also resulted in difficulties when a rare JPL tape drive malfunction resulted in the physical stretching of one of the GOES thermal infrared (TIR) tapes. Since the location of each image is only known relative to the beginning of each tape, the starting position of all images
Figure 6-1. Reduced images of all 80 acquisitions. For each day 20 images were required. Acquisitions for each day are presented in two columns. The first acquisition on 1 April 1980 (1415 GMT) is at the upper left, while the last acquisition on that day is the last image in column 2. Likewise, the 20 images analyzed for 2 April consist of images in columns 3 and 4.
past the stretch zone were changed and had to be individually located. Because of time constraints, this work could not be done, and TIR data were dropped from the analysis. The primary value of TIR data is to allow the differentiation of snow from cloud, although assessments of atmospheric moisture are also possible. As the test area possessed no significant amount of snow during the four day study period, non-use of the TIR data did not significantly impact the course of the research.

B. DATA QUALITY

A large proportion of dropped or missing data was detected in the SSEC GOES VS and TIR imagery. This manifested as all black, all white, or garbled lines, often occurring in large blocks (Figures 6-2 and 6-3). Where drops occurred, there was generally too much missing data to repair. Typically, the simplest procedure to repair data drops involves interpolating from the nearest good data. However, to follow this procedure given the large area of data drops, would have produced biased cloud cover inventory results.

Garbled data were similarly difficult to repair. The problem with garbled data is that its histogram often appears similar to a histogram of good data. Should a technique that removes potentially garbled data be used, unreliable analysis might result because the technique would likely miss bad data and repair good data. The general quality of the SSEC supplied data was good, although there appeared to be a sensor banding problem. Removal of the banding would not be difficult, although it would be time consuming.

Based on the completed pilot study, it is not recommended that the archived data available from the SSEC of the University of Wisconsin be used for developing a cloud cover data base for the United States. It is probable
Figure 6-2. For a number of images a significant amount of data are missing, such as the large data void in the central portion of this image (3 April 1980).
that too much time would be required to process the data into a usable format, with subsequent costs likely to become large.

C. IMAGE REGISTRATION

The supplied GOES data registration offsets proved insufficient for the accurate frame-to-frame registration necessary for this research. All offsets and registration were performed with 0.9 km x 0.9 km data. To determine initial offset estimates for the southern California study area, the following formulae were used:

VS OFFSET:

Lines: \((1870 - (\text{Origin Starting Line})) + 1100\)

Samples: \(9546 - (\text{Origin Starting Sample})\)

Once general registration offsets were calculated, a VICAR/IBIS procedure was developed to register each frame individually. The heart of the procedure is the PICMATCH program. PICMATCH uses Fast Fourier Transform (FFT) Phase to correlate selected Ground Control Points (GCPs). For this test study, a master frame was selected and all frames were registered to it. The master frame represents the best cloud-free image of the eighty frame sample. Twenty GCPs were selected from throughout the study area image for registration. Twenty GCPs are more than are necessary for a test area the size of southern California, but that number was used to determine the cost of registering a complete GOES frame. Approximately one minute of computer CPU time (IBM 370/158) per image was found to be sufficient for the task. GCP offsets were determined relative to the master frame and subjected to the following hierarchical editing scheme:
(1) All GCPs that had an FFT Phase correlation value below 130 (out of 950 maximum) were removed. Correlations below 130 were regularly found to be incorrect.

(2) All GCPs that had a DN value difference between the master and selected frame of more than 100 were removed. This removed all GCPs that were erroneously correlated on clouds or shadow.

(3) If six or more GCPs remained, a regression was performed on the GCP's line and sample coordinates (should fewer than six GCPs remain, steps 4 and 5 are followed). Any GCP that had a regression residual less than -3 or greater than +3 was removed. Should three or less GCPs remain after the regression, step 3 results are ignored, and steps 4 and 5 are performed. If more than 3 GCPs remain after regression, step 4 is skipped.

(4) Remove all GCPs with a correlation below 248. No correlations above 248 were found to be incorrect.

(5) For all GCPs remaining after completing the prior steps, offset values relative to the master frame were averaged to produce the final values.

No correlations could be obtained for those frames with significant cloud cover. For those frames, the calculated offsets of all eighty frames were placed in a table and missing offsets interpolated from them.

A plot of GCP registration residuals for a selected frame are shown in Figure 6-4 and demonstrate the stable interior geometry of the GOES VS imagery. To register all images against the master, therefore, only required simple offset adjustments in the horizontal and vertical directions. A 'rubber sheeting' procedure to register the imagery was not required.

However, a similar stable geometry for the TIR imagery has not been verified.
An indication of the degree to which line and sample offsets had to be corrected for the VS data is given by the maximum pixel shifts for the eighty frame sample. Line offsets ranged up to 36 pixels (35.1 km), and sample offsets up to 22 pixels (19.8 km). Errors of this magnitude are consistent with those reported by Sutherland et al. (1979). For five of the eighty images, offsets were entirely incorrect and resulted in the wrong areas accessed. Time constraints prevented any attempt to locate correct offsets for the five images. Clearly, the offsets provided with the archived data are insufficient for detailed analysis of the GOES imagery. The specific offsets used for the images are given in Table 6-1.

D. IMAGE NORMALIZATION

Because of earth rotation, solar reflectance and insolation values vary markedly from sunrise to sunset. Unless some technique is used to compensate for these changes, neither cloud signature nor shadow effects can be differentiated from changes in solar reflectance. The technique used in this test study is not intended to be adapted to an operational system, but it does provide a rational framework for additional evaluation and development.

A flat and clear area was chosen as the reference standard. The area covered a 3 pixel by 3 pixel site near Blythe, California (about 7.3 km²). The 3 x 3 pixel area was extracted from the imagery, density values averaged, and plotted for one daily cycle (Figure 6-5). The plot was smoothed slightly, and difference ("normalization") values were calculated by substituting each half-hour density value from the midday's highest value (2115 GMT). The appropriate half-hourly normalization value was then subtracted from the master frame in order to approximately match the density values of all eighty frames imaged at different times of the day. This technique works satisfac-
<table>
<thead>
<tr>
<th>Image</th>
<th>Date</th>
<th>GMT</th>
<th>Line Offset</th>
<th>Sample Offset</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1 April 80</td>
<td>1415</td>
<td>3</td>
<td>-12</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1445</td>
<td>11</td>
<td>-13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1515</td>
<td>10</td>
<td>-13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1545</td>
<td>10</td>
<td>-14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1615</td>
<td>9</td>
<td>-12</td>
<td></td>
<td>interpolated</td>
</tr>
<tr>
<td>6</td>
<td>1645</td>
<td>7</td>
<td>-9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1715</td>
<td>7</td>
<td>-8</td>
<td></td>
<td>interpolated</td>
</tr>
<tr>
<td>8</td>
<td>1745</td>
<td>8</td>
<td>-8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1815</td>
<td>7</td>
<td>-10</td>
<td></td>
<td>interpolated</td>
</tr>
<tr>
<td>10</td>
<td>1845</td>
<td>6</td>
<td>-12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>1915</td>
<td>4</td>
<td>-13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>1945</td>
<td>2</td>
<td>-15</td>
<td></td>
<td>interpolated</td>
</tr>
<tr>
<td>13</td>
<td>2015</td>
<td>0</td>
<td>-20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>2045</td>
<td>2</td>
<td>-7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>2115</td>
<td>2</td>
<td>-6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>2145</td>
<td>0</td>
<td>-6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>2215</td>
<td>8</td>
<td>-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>2245</td>
<td>0</td>
<td>-9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>2315</td>
<td>0</td>
<td>-8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>2345</td>
<td>-8</td>
<td>-6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>2 April 80</td>
<td>1415</td>
<td>16</td>
<td>-9</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>1445</td>
<td>16</td>
<td>-9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>1515</td>
<td>16</td>
<td>-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>1545</td>
<td>6</td>
<td>-11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>1615</td>
<td>6</td>
<td>-12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>1645</td>
<td>0</td>
<td>0</td>
<td></td>
<td>wrong area</td>
</tr>
<tr>
<td>27</td>
<td>1715</td>
<td>12</td>
<td>-7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>1745</td>
<td>18</td>
<td>-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>1815</td>
<td>0</td>
<td>0</td>
<td></td>
<td>wrong area</td>
</tr>
<tr>
<td>30</td>
<td>1845</td>
<td>0</td>
<td>0</td>
<td></td>
<td>wrong area</td>
</tr>
<tr>
<td>31</td>
<td>1915</td>
<td>-2</td>
<td>-2</td>
<td></td>
<td>wrong area</td>
</tr>
<tr>
<td>32</td>
<td>1945</td>
<td>-3</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>2015</td>
<td>12</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>2045</td>
<td>10</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>2115</td>
<td>9</td>
<td>-7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>2145</td>
<td>8</td>
<td>-7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>2215</td>
<td>-9</td>
<td>-5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>2245</td>
<td>-10</td>
<td>-5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>2315</td>
<td>0</td>
<td>0</td>
<td></td>
<td>wrong area</td>
</tr>
<tr>
<td>40</td>
<td>2345</td>
<td>0</td>
<td>0</td>
<td></td>
<td>wrong area</td>
</tr>
<tr>
<td>Image</td>
<td>Date</td>
<td>GMT</td>
<td>Line Offset</td>
<td>Sample Offset</td>
<td>Notes</td>
</tr>
<tr>
<td>-------</td>
<td>------------</td>
<td>------</td>
<td>-------------</td>
<td>---------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>41</td>
<td>3 April 80</td>
<td>1415</td>
<td>13</td>
<td>-12</td>
<td></td>
</tr>
<tr>
<td>42</td>
<td></td>
<td>1445</td>
<td>20</td>
<td>-13</td>
<td></td>
</tr>
<tr>
<td>43</td>
<td></td>
<td>1515</td>
<td>20</td>
<td>-12</td>
<td></td>
</tr>
<tr>
<td>44</td>
<td></td>
<td>1545</td>
<td>19</td>
<td>-15</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td></td>
<td>1615</td>
<td>26</td>
<td>-10</td>
<td></td>
</tr>
<tr>
<td>46</td>
<td></td>
<td>1645</td>
<td>9</td>
<td>-12</td>
<td></td>
</tr>
<tr>
<td>47</td>
<td></td>
<td>1715</td>
<td>7</td>
<td>-7</td>
<td></td>
</tr>
<tr>
<td>48</td>
<td></td>
<td>1745</td>
<td>6</td>
<td>-6</td>
<td></td>
</tr>
<tr>
<td>49</td>
<td></td>
<td>1815</td>
<td>12</td>
<td>-8</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td></td>
<td>1845</td>
<td>18</td>
<td>-10</td>
<td></td>
</tr>
<tr>
<td>51</td>
<td></td>
<td>1915</td>
<td>16</td>
<td>-10</td>
<td></td>
</tr>
<tr>
<td>52</td>
<td></td>
<td>1945</td>
<td>14</td>
<td>-10</td>
<td></td>
</tr>
<tr>
<td>53</td>
<td></td>
<td>2015</td>
<td>4</td>
<td>-8</td>
<td></td>
</tr>
<tr>
<td>54</td>
<td></td>
<td>2045</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>55</td>
<td></td>
<td>2115</td>
<td>0</td>
<td>0</td>
<td>master reference</td>
</tr>
<tr>
<td>56</td>
<td></td>
<td>2145</td>
<td>-2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>57</td>
<td></td>
<td>2215</td>
<td>-3</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>58</td>
<td></td>
<td>2245</td>
<td>-5</td>
<td>-6</td>
<td></td>
</tr>
<tr>
<td>59</td>
<td></td>
<td>2315</td>
<td>-6</td>
<td>-5</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td></td>
<td>2345</td>
<td>-7</td>
<td>-5</td>
<td></td>
</tr>
<tr>
<td>61</td>
<td>4 April 80</td>
<td>1415</td>
<td>24</td>
<td>-8</td>
<td></td>
</tr>
<tr>
<td>62</td>
<td></td>
<td>1445</td>
<td>24</td>
<td>-8</td>
<td></td>
</tr>
<tr>
<td>63</td>
<td></td>
<td>1515</td>
<td>24</td>
<td>-8</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td></td>
<td>1545</td>
<td>14</td>
<td>-11</td>
<td></td>
</tr>
<tr>
<td>65</td>
<td></td>
<td>1615</td>
<td>21</td>
<td>-11</td>
<td></td>
</tr>
<tr>
<td>66</td>
<td></td>
<td>1645</td>
<td>12</td>
<td>-11</td>
<td></td>
</tr>
<tr>
<td>67</td>
<td></td>
<td>1715</td>
<td>10</td>
<td>-7</td>
<td></td>
</tr>
<tr>
<td>68</td>
<td></td>
<td>1745</td>
<td>24</td>
<td>-6</td>
<td></td>
</tr>
<tr>
<td>69</td>
<td></td>
<td>1815</td>
<td>22</td>
<td>-9</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td></td>
<td>1845</td>
<td>19</td>
<td>-8</td>
<td></td>
</tr>
<tr>
<td>71</td>
<td></td>
<td>1915</td>
<td>1</td>
<td>-5</td>
<td></td>
</tr>
<tr>
<td>72</td>
<td></td>
<td>1945</td>
<td>-2</td>
<td>-5</td>
<td></td>
</tr>
<tr>
<td>73</td>
<td></td>
<td>2015</td>
<td>4</td>
<td>-2</td>
<td></td>
</tr>
<tr>
<td>74</td>
<td></td>
<td>2045</td>
<td>1</td>
<td>-2</td>
<td></td>
</tr>
<tr>
<td>75</td>
<td></td>
<td>2115</td>
<td>7</td>
<td>-6</td>
<td></td>
</tr>
<tr>
<td>76</td>
<td></td>
<td>2145</td>
<td>5</td>
<td>-5</td>
<td></td>
</tr>
<tr>
<td>77</td>
<td></td>
<td>2215</td>
<td>-6</td>
<td>-4</td>
<td></td>
</tr>
<tr>
<td>78</td>
<td></td>
<td>2245</td>
<td>-7</td>
<td>-2</td>
<td></td>
</tr>
<tr>
<td>79</td>
<td></td>
<td>2315</td>
<td>-7</td>
<td>0</td>
<td>interpolated</td>
</tr>
<tr>
<td>80</td>
<td></td>
<td>2345</td>
<td>-7</td>
<td>0</td>
<td>interpolated</td>
</tr>
</tbody>
</table>

Offset maximum: -10  
and minimum: -20

Range: 36  pixels
Density Values for Blythe, CA: April 3, 1980 (1415 - 2345 GMT)

Figure 6-5. The plot represents density values for the Blythe, CA (3 April 1980) image. Because this image was the clearest one in the 80 image acquisition, it was used to generate a master reference frame for the remaining images.
torily for small study areas, but would probably not be suitable for large images where solar reflectance varies considerably from one side of the image to the other.

E. GEOREFERENCE GRID

The original GOES VS data had a pixel resolution of 0.9 km x 0.9 km. Once the registration process was complete, the VS data were degraded to 3.6 km x 3.6 km (4 x 4 pixels) to reduce the size of the data set. As previously noted in Section 4, not all areas needed to be evaluated at the smallest resolution (3.6 km x 3.6 km) so the test area was partitioned into regions of geomorphic and climatic homogeneity. Because of this regionalization, a variable grid cell size was used, with the highest resolution (smallest grid cell size) in coastal environs, or in areas where a high degree of spatial variation in cloud cover was expected. For the analysis, grid cell areas ranged from approximately 13 km² to 830 km²:

1. 3.6 km x 3.6 km: Coastal Margin (COS1; COS2), Islands (ISL1; ISL2).
2. 7.2 km x 7.2 km: Inland (INLA), Interior Valley (INTV), Test Mountains (TMT1; TMT2).
3. 14.4 km x 14.4 km: Coastal Mountains (CMT1; CMT2), Mountains (MTN1; MTN2; MTN3; MTN4), East Mojave (EMJ1).
4. 28.8 km x 28.8 km: West Mojave (WMJ1), Salton Trough (SALT), Colorado River Valley (RIVY); East Salton Plain (ESPL).

The physiographic regions were coordinate digitized from a 1:500,000 U.S. Geological Survey map, and converted into image format with a unique number assigned to each region. Grid cells of the appropriate size were then assigned to cover each region (Figure 6-6) using a VICAR/IBIS procedure.
F. CLOUD/SHADOW ESTIMATION

The Image Based Information System (IBIS) was used as the primary vehicle to determine clouds, shadows and their relative opacity. The key differentiation between IBIS methodology and other technology is that all image data are converted into conceptually columnar format. Processing proceeds as row operations applied to column formatted data (Appendix 1).

The southern California study area comprised 9900 GOES VS pixels (each 3.6 km x 3.6 km) apportioned over 1247 variable sized georeference grid cells. As previously described, the square grid cells contained 1 (1 x 1 pixel), 4 (2 x 2 pixel), 16 (4 x 4 pixel), or 64 (8 x 8 pixel) VS pixels, depending on the physiographic region they represented. All processing was performed at the pixel level but aggregated and reported by georeference grid cell, except the one pixel grid cells, which could only be 100 percent cloud, 100 percent shadow, or 100 percent clear.

The basis of the cloud cover model involves differencing each of the eighty GOES frames from the cloud and haze free master frame, which is first normalized by the appropriate solar reflectance difference value. A series of IBIS functions were applied to calculate cloud, shadow, and the opacity of the cloud and shadow. All DN (density number or pixel grey tone value) differences greater than 6 were considered to represent the presence of clouds. DN differences less than -6 were considered to represent shadow. The difference threshold of '6' represents the 'noise' level that must be exceeded before a DN difference can be considered of sufficient significance to warrant classification as cloud or shadow. The value 6 was determined from the Blythe normalization test, where the maximum DN change between one-half hour daily periods was 6. The number of pixels in each georeference grid identified as cloud or shadow were then converted to a grid cell percentage and reported.
The next step was to identify all GOES pixels with DN values of less than 25. Examination of all eighty GOES VS frequency histograms revealed that no true data values occurred that were less than 25 DN. Therefore, any value below that number represented bad data. As mentioned in Section 5.2, bad data manifested as all black, all white, or garbled DN values. The 'bad' data flagged in the final summary tabulations only reliably identifies the 'all black' and some of the garbled bad data. The 'all white' bad data could not be separated from good data on the basis of the frequency histograms. Bad data pixels were converted to a percentage of their resident grid cell and reported.

Cloud and shadow opacity percentages were estimated based on the assumption that any DN difference greater than (or less than for shadow) four times the noise level represented 100 percent opacity. Thus, any DN difference of 24 (for clouds) or -24 (for shadow) was determined to represent a 100 percent opaque situation. Because the first six DN differences were considered to represent noise, no opacity percentages below 25 percent (except for 0%) are possible in the final reported tabulations. Any DN differences greater than 24 or less than -24 were saturated to 100% opacity.

The inverse of the IBIS processing format is produced by the MAPGEN program which converts column data back into image format. A number of MAPGEN images were produced to display the results of the cloud cover mapping tabulations. Figures 6-7, 6-8, 6-9 and 6-10 show cloud coverage, shadow coverage, and their relative opacity for April 2, 1980, 1515 GMT.

G. SYSTEM DISCUSSION

Comparison of the cloud cover model results with ground based insolation measurements suggest that the model and its assumptions are
Figure 6-7. The figure displays cloud coverage statistics for one GOES acquisition. A cell with 100% cloud cover is painted white.
Figure 6-10. The figure displays cloud shadow opacity statistics for one GOES acquisition. A cell with 100% shadow opacity is painted white.
reasonable and practical. A change in test site or expansion to a larger study area (i.e., entire United States) would certainly require adjustments in some of the numeric assumptions, but the basic model appears practical and expandable for a wide variety of uses.

With the present system configuration, expansion to a continental United States data base is limited by the number of rows in an IBIS column which is currently 10,000. Expanding the current 3.6 km cloud cover model to the continental United States would require approximately 600,000 rows. This can be reduced to 150,000 if a 7.2 km pixel resolution is adopted. It is likely that a 7.2 km basic resolution for cloud cover would prove to be quite acceptable for most insolation uses. Currently, IBIS is undergoing a software expansion, scheduled for completion in late 1983, which will be increasing its processing capacity to 100,000. This would require a 7.2 km continental US data base to be split into East and West components, which is consistent with the current GOES configuration of two satellites (East and West) viewing the United States.

The cloud cover model system has considerable potential for automation. The key obstruction to automation—frame-to-frame registration—is well handled by IBIS procedures. Considerable modelling has yet to be performed before the automation step should be attempted, but no apparent obstacles are foreseen.

The VICAR/IBIS system is designed to enable generation of a multitude of final products. In addition to the tabulation summaries (Appendix II), MAPGEN hardcopy prints, and satellite image prints, generated cloud data can be reported and displayed for specific times, or averaged over any desired period of time. The data can also be contoured and converted to vector (graphics) format if desired.
A. INTRODUCTION

An important application of cloud parameterization as described above is to estimate incoming solar radiation (insolation) at the surface. Successful modelling of insolation at high spatial and temporal resolution would be beneficial for solar energy and agricultural applications as well as providing information useful for climatological study and forecasting. Numerous works in the area of satellite insolation assessment have utilized the relationship between observed brightness/reflectance and upwelling radiation for modelling albedo and radiation at the ground (e.g., Fritz, et al., 1964; Hanson, et al., 1967; Vonder Haar, et al., 1975; Rockwood and Cox, 1978; Reynolds, et al., 1978; Tarpley, 1979; Raschke and Preuss, 1979; Gautier, et al., 1980; Hiser and Senn, 1980; Norton, et al., 1980; Preuss and Geleyn, 1980; Brakke and Kanemasu, 1981; Diak, et al., 1981; Gautier, 1982; Kowalik, et al., 1982). In addition, a great deal of atmospheric study has been conducted examining the inverse problem--given the satellite and surface measurements, to determine the characteristics and properties of the atmospheric column (for example, Fymat and Zuev, 1978).

In general, the models for incident radiation at the ground are based on either 1) physical consideration of the atmospheric column or 2) the strength of statistical relationships between radiation as a dependent variable and independent variables such as satellite observed brightness, solar zenith angle or other angular positions. This study examines a model from the first category--a physical model. This is not to imply that statistical models cannot contribute significantly to the estimation of solar radiation. However, such "curve-fitting" approaches must be calibrated with
historical ground based measurements. It is not clear from a large-scale
database perspective that such calibrations would be stable over time because
they depend, in part, on global weather trends, latitude variations, and
regular instrument maintenance and calibration. These subjects require
further examination. Calibration uncertainties combined with promising
results in the physical modelling area (Raschke and Preuss, 1979; Gautier,
et al., 1980) led to the selection of a physical model for demonstration
purposes.

The remainder of this Section involves the description of the model
outlined by Gautier, et al., 1980. The model assumes a plane parallel
atmosphere as shown in Figure 7-1. There are two submodels, one for a clear
atmosphere and one for a cloudy atmosphere (stratiform low and middle clouds).

B. THE CLEAR-AIR MODEL

The clear-air model is given by:

\[ SW = F_o(1 - \alpha)(1 - a(u_1))(1 + A \alpha_1) \]

where

- \( SW \) = clear atmosphere incident shortwave radiation (W/m²)
- \( F_o \) = instantaneous shortwave solar radiant flux at the top of the
  atmosphere (=\( I_o \cos \theta \) W/m²)
- \( \alpha \) = reflection coefficient for beam radiation (dimensionless)
- \( \alpha_1 \) = reflection coefficient for diffuse radiation (dimensionless)
- \( a(u_1) \) = absorption coefficient for slant water vapor path \( u_1 \) adjusted
  for sun angle
- \( A \) = surface albedo (dimensionless, ratio of outgoing to incident
  flux)
- \( \theta \) = zenith angle of the sun
Figure 7-1 Plane-parallel Atmosphere Model
The solar constant is taken here as 1377 W/m². The reflection coefficients $\alpha$ as a function of zenith angle and $\alpha_1$ were taken from Coulson (1959). The scattering from the ground is assumed to be isotropic. The water vapor path length is a parameterized function of latitude derived from Smith (1966). The absorption due to water vapor is taken from Paltridge (1976) which is originally from Lacis and Hansen (1974). The surface albedo for the clear-air case is obtained by translating the actual digital counts (brightness) into reflectance using a calibration equation developed by Norton, et al., (1980). Gautier, et al., (1980) imply that surface albedo is calculated from a function of upwelling radiation and atmospheric parameters, but actually the definitional structure of the model utilizes the planetary albedo measured by the satellite for the pixel(s) of interest (see Gautier, 1982, p. 52) which is then used to calculate surface albedo. The parameterizations used are listed below.

**Extraterrestrial radiation on a horizontal surface, $F_0$:** The expression for the $F_0$ is a fundamental calculation given by:

$$F_0 = 1377 \ r \ \cos(\text{zenith angle}) \ \text{W/m}^2$$

where

- $I_0 = \text{solar constant (1377 W/m}^2)$
- $\text{zenith angle} = \arccos[\cos(\text{latitude})\cos(\text{declination})\cos(\text{solar hour angle})$+
  $\sin(\text{latitude})\sin(\text{declination})]\)
- $r = \text{ratio accounting for variation in sun-earth distance}$
  $= 1.00011 + 0.034221\cos(t) + 0.00128\sin(t) + 0.000719\cos(2t)$
  $+ 0.000077\sin(2t)$ where $t = (\text{Julian day number})\times 2\pi/365$

**Reflection coefficient for direct radiation, $\alpha$:** Using the curve from Coulson (1959), an exponential least squares fit was derived.

$$\alpha = 0.0502 \ \exp[2.0570 (1 - \cos(\text{zenith angle}))]$$

(correlation coefficient $r^2 = 0.93 \ (r = 0.97)$)
The weakness of this parameterization is the assumption of a Rayleigh atmosphere, an assumption that is often incorrect.

Water vapor absorption, \( a(u_1) \): There are three steps to this calculation. First, the precipitable water vapor path length must be computed. There are a number of approaches that have been suggested (Reitan, 1963; Benwell, 1965; Bolsegna, 1965; Smith, 1966; Lowry and Glahn, 1969; Idso, 1970; Karalis, 1974). The one adopted by Gautier, et al., is the Smith (1966) parameterization. This model is a function of dew-point temperature, season, and latitude:

\[
\text{water vapor path length} = \exp[0.1133 - \ln(\lambda + 1) + 0.0393 T_d]
\]

where

- \( \lambda \) = mean moisture profile parameter (=3.11 here)
- \( T_d \) = mean dew-point temperature (=44.9 here)

Recent work by Viswanadham (1981) examined a number of such models (including Smith's) and concluded that "...estimates of precipitable water from mean monthly surface dew-point temperatures are not sufficiently reliable to justify making surface measurements to infer existing precipitable water. And, for those stations and conditions, where a significant correlation does not exist between surface dew-point and total precipitable water, the predicting equation has no value. (p. 8)" Until this conflict is resolved, it is unclear whether the use of such a parameterization is appropriate.

Given the precipitable water vapor, the second step is to adjust it for current sun angle position in order to account for the variation in path length during the day. This is done by dividing by the cosine of the zenith angle. Third, the actual water vapor absorption is calculated using Lacis and Hansen's (1974) result:

\[
a(u_1) = 2.9u_1/[1 + 141.5^{0.635} + 5.925u_1]
\]
The relationship given above approximates absorption at standard temperature and pressure (STP) to better than 1% accuracy over the range of water paths $10^{-2}$ to 10 cm. Paltridge (1973, 1976) has suggested a linear pressure correction and a square root temperature dependence for non-STP situations. However, the use of such corrections is believed to have minimal impact for most atmospheres (e.g., the temperature adjustment is not highly significant since the range of absolute temperature is not great within the atmosphere and the pressure corrections suggested have been limited to simple linear corrections). No corrections were applied to the water vapor absorption parameterization used here.

**Diffuse reflection coefficient, $\alpha_1$:** The value for this parameter was obtained from Paltridge (1976, p. 126):

$$\alpha_1 = 0.28/(1 + 6.43 \cos(\text{zenith angle}))$$

This formula is accurate to 1% assuming a Rayleigh standard atmosphere above a blackbody earth. The equivalent planetary albedo integrated over all sun angles for a clear atmosphere with standard ozone and for the complete solar spectrum is 6.22%. Coulson's 1959 value of 6.9% underestimated ozone absorption (Paltridge, 1976).

**Surface albedo, $A$:** The surface albedo is obtained from the satellite brightness measurements and calibrated to a reflectance scale using the following expression (Norton, et al., 1980):

$$\text{Reflectance} = (\text{Digital Counts}/63)^2$$

Visible data are stored on magnetic tape in the resolution specified by the operator at the time of recording as 6, 7, or 8-bit data dependent upon the resolution. Prior to transmission, all data are converted to 8-bit data to obtain maximum contrast. Thus 6-bit data are shifted by 2 bits to create 8-bit (0-255) data (Staton, 1982). For the present study, the 63 in the
denominator was replaced with 255 to calibrate the digital numbers. In order to obtain the directional reflectance the satellite observed reflectance was divided by the cosine of the angle between the sun and the satellite. Using spherical trigonometry, the cosine value is:

\[
\cos(a) = \cos(\theta)\cos(s) + \sin(\theta)\sin(s)\cos(\beta - \gamma)
\]

where

- \(\cos(a)\) = cosine of angle between sun and satellite
- \(\theta\) = solar zenith angle
- \(s\) = satellite zenith angle (90° - latitude)
- \(\beta\) = solar azimuth angle
- \(\gamma\) = satellite azimuth from north = satellite longitude - ground longitude + 180°

The digital counts were obtained for four cells within the test area and are labeled here in correspondence with the ground measurement stations: Alhambra, Barstow, Ridgecrest, and San Diego. A computer program was written to implement the above model, and using April 3, 1980 as an example of a clear atmosphere, the model was run for each site. Runs were made using the actual pixel in which the ground instrument was located and also the averaged digital counts for the overall cell if the grid size was larger than the minimum 4 x 4 km. The grid cells and the relative positions of the instruments are shown in Figure 7-2. Although San Diego was labeled on Figure 7-3 and data from it were to be used in the analysis, the presence of high altitude cirrus clouds confounded the model results. This will be discussed further in the Section on the cloudy atmosphere model which follows.

Results of these runs are illustrated in Figures 7-4 - 7-6. All times were registered on Greenwich Mean Time (GMT) and converted to solar time suitably adjusted for longitude and the equation of time. The time scales of
Figure 7-2a. Ridgecrest, CA; latitude = 35° 37'; Longitude = 117° 40'.

Figure 7-2b. Barstow, CA; Latitude = 34° 53'; Longitude = 117°.

Figure 7-2c. Alhambra, CA; Latitude = 34° 5'; Longitude = 118° 9'.

Figure 7-2. These figures indicate the pixels in which pyranometers are located at selected stations with respect to the georeference grid cell definitions.
Figure 7-3. The figure indicates station locations from which insolation data were used in the model evaluation. Although hard to discern, the GOES pixel in which the pyranometer is located has been enhanced (bright white).
Figure 7-4. Plot of satellite estimate and actual pyranometer readings on a clear day at Alhambra, CA. Grid cell resolution is 13 km$^2$.

Figure 7-5. Plot of satellite estimate and actual pyranometer readings on a clear day at Barstow, CA. Grid cell resolution is 13 km$^2$. 
Figure 7-6. Plot of satellite estimate and actual pyranometer readings on clear day at Ridgecrest, CA. Grid cell resolution is 13 km².

The figures are all in local (Pacific) standard time (GMT - 8). The pyranometer measurements represent averages over the previously recorded 15-minute interval (15, 30, and 45-minutes after the hour and on the hour). The satellite begins recording the image at 15 and 45-minutes past the hour taking 18 minutes for the full earth scan. For the purposes of this study it was assumed that the digital counts for the areas of interest were recorded, on average, at the midpoint for the 15-minute interval of transmission. The calculation of the exact time of recording is complicated by a 4.5° movement in sun angle during this period. The geometry involved in the satellite estimates were based on the midpoints of the 15-minute interval. Detailed calculations for actual recording times were not performed within the study although this could be done.
It should be noted that the GOES satellite images in the spectral range 0.52 to 0.72 μm while the pyranometer measurements are integrated over the entire spectrum. In a manner similar to Gautier, et al., 1980, the satellite data were spatially averaged over a 4 x 4 km pixel box (instead of 8 km x 8 km as in Gautier, et al., 1980) to partially account for time and angle discrepancies. Radiative transfer models could possibly be used to transform the spectral radiances to broad band solar fluxes (not attempted within this study).

The curves shown in Figures 7-4 - 7-6 illustrate total horizontal insolation for the ground based instrument and the satellite modelled value for Alhambra, Barstow, and Ridgecrest. The satellite values presented here have a resolution of 4 km x 4 km. The values between sunrise and 0630, and between 1600 and sunset are extrapolated. The results are in remarkable agreement with surface measurements.

However, closer inspection of the functional form of the clear-air model reveals that the primary determinant of the agreement is the cosine behavior of the \( F_0 \) term. That is, the combined effect of the direct reflection and water vapor absorption terms typically reduces extraterrestrial radiation on the order of 10-30% with the shape of the curve being driven by the cosine function. Even more interesting is the lack of sensitivity to the satellite measurement as evidenced in the clear-air model. Note that the direct component is multiplied by a \( (1 + A \alpha) \) term (direct + diffuse components). Even if both the diffuse reflection and surface albedo were 0.30, the maximum impact on the clear-air estimate would be only 9%. Since the typical value found by Coulson for the diffuse reflection was 6-7%, the impact of the satellite input on the clear-air model is minimal and large errors can be tolerated with little effect on curve-fitting to ground-truth data.
Claims of errors under 10% (Gautier, et al., 1980; Tarpley, 1979; Brakke and Kanemasu, 1981) must be considered in view of the fact that the clear-air model is relatively insensitive to variations in the satellite observed surface albedo and the fact that insolation is not normally distributed, thus confounding the use of standard deviations for error analysis (Hanson and Deluisi, 1981). The derivation of an appropriate measure for such comparisons is beyond the scope of this study so only the graphical results are presented here. In addition, the location of surface measurements and their representativeness of the grid cells was not addressed.

Note that the curves for Alhambra incur greater error during the mid-day period. We believe this is due to significant air pollution or marine air effects in the Los Angeles Basin which increase absorption and scattering (Gammon, et al., 1981). This reflects a weakness of the water vapor absorption parameterization taken from Paltridge (1976). In his 1973 paper, Paltridge obtained measurements under dense haze which are significantly different (see his Figure 4, p. 159) from clear-air conditions implying the water vapor absorption model needs modification to account for haze conditions. An alternative would be to signal, through the satellite measurements, when the clear-air model assumptions might be invalid due to haze. Again such activity is recognized but is beyond the scope of this study. The effects of smog and naturally occurring atmospheric haze also appear in the traces of actual measured data. The clearest atmosphere is above Ridgecrest, followed by Barstow and then Alhambra. At Barstow, pollutants and/or marine air advected into the high desert from the Los Angeles Basin result in approximately a 40 W/m² lower value at Barstow than at Ridgecrest, but Barstow still has a 35 W/m² higher value than Alhambra, located in the Los Angeles Basin.
The measured value at Ridgecrest is 95% of the estimated value, while it is only 88% for Alhambra. The latter station has a smaller percentage because of the effects of aerosols in the local atmosphere that were undetected, using our methodology, on the satellite image and therefore a clear day estimate was calculated.

Because of the insensitivity of the clear-air model to the digital counts, the results obtained using averaged digital counts for the entire grid cell are not included here (they were virtually identical within 10-20 W/m² in the worst case).

C. THE CLOUDY ATMOSPHERE MODEL

The cloudy atmosphere model is more complex because assumptions must be made regarding the percentages of water vapor above and below the clouds. The cloud model assumes an average of 30% of water vapor above cloud level and 70% below. These estimates are based on work by Paltridge (1973). The model, because of its Rayleigh atmosphere construction assumes homogeneity and spherical molecules within the atmospheric column. The complexity of this problem has been reviewed to some extent in Liou, 1976; Reynolds, et al., 1975, 1978; Twomey, 1970, 1976, 1978; Davies, 1978; and Stephens, et al., 1978. The incident short-wave radiation relationship for the cloudy-air model is given by:

\[ SWC = F_0 (1 - \alpha)(1 - a(u_1)_t)(1 - A_c)(1 - abs_c)(1 - a(u_1)_b) \]

where

- \( SWC \) = incident shortwave radiation (W/m²) at the surface under a cloudy atmosphere
a(u₁)ₜ = water vapor absorption of incident radiation above cloud
a(u₁)ₜ = water vapor absorption below cloud
abs = cloud absorption (dimensionless)
Λc = cloud albedo

All other variables are as defined in the clear-air model. Gautier, et al., 1980, use the brightness measurement together with the minimum surface albedo to determine the presence of clouds—that is, a cloud threshold. The minimum surface albedo is obtained by examining several clear day images and forming a composite day profile of minimum surface albedo images. The approach used in this study for determining the presence of clouds has been described. The differences between using the threshold approach and our approach are unclear due to insufficient details given in Gautier, et al., (1980, 1982) regarding the "confidence margin" utilized in establishing the threshold. The approach developed in this study was used to determine whether the atmosphere was clear or cloudy and the percent of coverage. The parameterizations used in the model are described below.

Water vapor absorption above the cloud top (t) and below the cloud (b); a(u₁)ₜ, a(u₁)ₜ: The only difference between these elements and the one in the clear-air model is that, on average, 30% of the water vapor is assumed to be above the cloud. Thus, we simply multiply the precipitable water vapor by 0.30 and then substitute this new value in the water vapor absorption function a(u₁) described for the clear-air case. In a similar fashion, the remaining 70% assumed to be below the cloud is applied to the precipitable water vapor and that value is substituted in the same water vapor absorption function. The procedure is repeated for the surface-to-satellite water vapor path.

Cloud absorption, abs: Cloud absorption was assumed to be a linear function of brightness ranging from zero for no cloud to a maximum of 0.2 for
thick clouds (Reynolds, et al., 1975; Stephens, et al., 1978; Gautier, et al., 1980). This simplified approach was chosen because of uncertainties in the mechanisms responsible for larger absorptions (type, size, and shape of particles; Liou, 1976; Twomey, 1970, 1976). The parameterization used was:

\[
\text{abs} = \begin{cases} 
0.0 & \text{if BR} < 0.5 \\
\text{BR} - 0.49 & \text{if } 0.49 \leq \text{BR} \leq 0.67 \\
0.2 & \text{if BR} > 0.67 
\end{cases}
\]

Cloud albedo, \(A_c\): The derivation of the cloud albedo is more complex. It can be shown that the upwelling radiation detected by the satellite over a cloudy atmosphere is a quadratic function of atmospheric parameters, surface albedo, and upwelling radiation at the satellite. The resulting quadratic may be solved for cloud albedo under certain conditions. However, during the present study, a number of situations occurred where the upwelling radiation was close in value to the component reflected by the atmosphere \(F_0 \alpha_1\). In those cases, the resulting solution consisted of two negative roots. This problem is believed to be caused by the lack of a uniform cloud layer as identified in the cloud statistics (percent cloud did not equal 100%). The model outlined by Gautier, et al., 1980, assume stratiform clouds and not finite clouds. Thus, it may be possible to extend this model with the use of cloud statistics to account for finite clouds.

Results of a series of runs made using the cloud model are illustrated by Figures 7-7 - 7-9 at a satellite resolution of 4 x 4 km². Note that these plots are extrapolated from sunrise to 0630 and from 1600 to sunset. As in the clear air case, the satellite estimates are assumed to represent the midpoint of the pyranometer time scale and are converted to local (Pacific) standard time. As displayed, the satellite estimates capture the general pattern of insolation. Again, it should be noted that the
Figure 7-7. Plot of satellite estimate and actual pyranometer readings on a partly cloudy day at Alhambra, CA. Grid cell resolution is 13km^2.

Figure 7-8. Plot of satellite estimate and actual pyranometer readings on a partly cloudy day at Barstow, CA. Grid cell resolution is 13km^2.
Figure 7-9. Plot of satellite estimate and actual pyranometer readings on a partly cloudy day at Ridgecrest, CA. Grid cell resolution is 13km$^2$.

Satellite values represent two instantaneous recordings per hour whereas the pyranometer values are integrated 15-minute averages. This is particularly evident for Barstow, Figure 7-8, where a large peak insolation value between 0800 and 0815 was "missed" by the satellite which began recording at 0815. The large drops after 1500 were also missed because the model did not generate a solution for the 1545 recording (38% cloud/67% cloud opaque) due to the presence of finite clouds within the grid cell detected by the cloud statistics. Thus the interpolated value drops linearly to sunset. This also occurred with the Ridgecrest data Figure 7-9 (19% cloud/61% cloud opaque). However, the pattern for the other peaks and dips are similar for both the pyranometer measurements and satellite model.
As an additional observation, a case was also run using a site in San Diego, California. Here the presence of high cirrus clouds (Figure 7-10) that are virtually invisible to the naked eye on the photographic image complicated the analysis. These clouds become more visible in the afternoon portion of the April 3 and 4, 1980 image and were detected during the entire day by the cloud statistics algorithm (100% cloud in all samples during that day). High levels of insolation measured at the ground indicate the cloud model needs modification to accurately assess these conditions.

In addition to the above results, a number of related studies were made examining the size of the pixel area and the effects of averaging values. Figures 7-11 through 7-13 illustrate the effect of averaging the digital counts over the original grid cell definitions for each case. These averaged digital counts were then input to the model. The effect of calculating averaged estimates for each pixel and then averaging was not examined in this study. Using parallel cloud statistics for each image sample, a weighted sum for the large-area grid cells was computed. The cloud model estimates for the large grid cells were calculated using:

\[
\text{SWC}_{gc} = (1 - \text{PCLDY}) \text{SW} + (\text{PCLDY}) \text{SWC}
\]

where

- \(\text{SWC}_{gc}\) = short-wave radiation as weighted sum of clear and cloudy estimates under partly cloudy atmosphere
- \text{PCLDY} = percent cloud from cloud statistics data \((1 - \text{PCLDY} = \text{percent clear by definition})\)
- \text{SW} = incident short-wave radiation under clear atmosphere
- \text{SWC} = incident short-wave radiation under cloudy atmosphere

As expected, the detail obtained at the averaged pixel resolution is not as good since in the Barstow and Ridgecrest cases the estimates represent
Figure 7-11. Plot of satellite estimate and actual pyranometer readings on a partly cloudy day at Alhambra, CA. Grid cell resolution is 52km².

Figure 7-12. Plot of satellite estimate and actual pyranometer readings on a partly cloudy day at Barstow, CA. Grid cell resolution is 208km².
Figure 7-13. Plot of satellite estimate and actual pyranometer readings on a partly cloudy day at Ridgecrest, CA. Grid cell resolution is 208 km$^2$.

a 208 km$^2$ area while the pyranometer measurements are point estimates. The Alhambra estimates are actually improved by enlarging the area to 52 km$^2$. It is not clear whether this improvement is due to cancellation of errors due to averaging or a more homogeneous representation of the atmosphere since the Alhambra area has less local relief than the larger cells. The differences in the clear-air case between the small and large grid cell areas were minimal. This may have been due to the homogeneity of the larger cells since they were selected to be climatologically similar regions.

Finally, two cases under cloudy conditions were prepared using hourly time intervals—one at 13 km$^2$ and one at 208 km$^2$ resolution. The four pyranometer estimates during each hour were averaged and the two satellite
estimates were averaged. Examining Figures 7-14 and 7-15, the profile at the finer resolution follows the surface measurements more closely than the averages for the larger grid cell. These results indicate that more accurate estimates may be obtained at the 4 x 4 km resolution rather than the 8 x 8 km resolution suggested by Gautier, et al., (1980). Using the variable grid cell area capability available with the VICAR/IBIS software, the flexibility exists to examine some areas at the 4 x 4 km resolution. It is postulated that the larger cell sizes used by Gautier may have been due to the higher latitude at which their cases were run (45° plus).
Figure 7-14. Plot of satellite estimate and actual pyranometer readings at Barstow, CA using hourly averages and a grid cell resolution of 208 km².

Figure 7-15. Plot of satellite estimate and actual pyranometer readings at Barstow, CA using hourly averages and a grid cell resolution of 13 km².
SECTION 8
DISCUSSION AND CONCLUSIONS

Results of the completed research suggest that development of an operational system to establish long-term cloud cover attribute statistics at a high spatial resolution and for large geographical areas is feasible with current technology. The system could provide detailed cloud cover attribute statistics to help refine insolation estimation models, and to increase our understanding of temporal and spatial variations of cloud cover. As often stated, with clear sky conditions, the amount of insolation available to solar systems varies little between sites. It is with different types of cloud cover that significant insolation variations occur.

Techniques used in this research to identify and map cloud attribute statistics are not considered optimal, and in any operational system they would require refinement and some additional development. The basic methodology, however, appears applicable.

The concept of climatic regionalization and the use of a variable grid cell size are two factors that can significantly reduce the cost of computer time required to generate cloud cover statistics for large areas and on a regular basis. System automation is also feasible and would further reduce operational costs.

With respect to insolation estimation procedures that have been used, there are a number of shortcomings that need to be addressed. First, the insensitivity of the clear-air model to the satellite input implies that the other coefficients in the clear-air model need to be precise because their effect is to shift the cosine curve up and down proportionately. Because one of the coefficients is derived from a Rayleigh atmosphere, a limitation of the
model is possible, especially in those areas where a non-Rayleigh atmosphere is typical. Much research has been conducted since the cited work of Coulson (1959) and include Paltridge, 1976, and Fymat and Zuev, 1978. Improvements to the model's sensitivity might be achieved by utilizing results of these studies. It has been argued that Rayleigh scattering is sufficient for an "average" atmosphere, but in those locations and situations where user requirements dictate hourly estimates for correlation with other types of ground-based measurements (such as utility load data), a mean value may not be acceptable. Thus far, the majority of satellite-insolation studies have been on a case-by-case basis. No long term data are available as to the reliability or accuracy of insolation estimates using this approach.

Second, no consensus exists on the water vapor path length calculation and its appropriateness (Viswanadham, 1981). It may be that the sensitivity of the short-wave radiation to it is low. Nevertheless, the parameterization used should be consistent with theory and current data.

Third, the capabilities of the model under polluted, hazy, or partly cloudy atmospheres need additional examination. Cloud statistics can be generated to aid in cloud definition and presence, as was demonstrated in this study. Other approaches to such statistics have also been demonstrated (McCleese, 1981; Logan, et al., 1982).

Fourth, additional research is recommended to understand the proper characterization of error between ground-truth data and satellite estimates. More exact time calculations could be made and at a finer pyranometer network resolution (e.g., a large number of insolation measuring stations are located in the Los Angeles Basin).

Fifth, differences in using larger pixel areas or hourly averages are trade-offs between user needs and time-scale requirements. If only total
daily estimates are required, the hourly images are still necessary in order to perform the summation to daily totals. If hourly discrimination is needed, the half-hourly values could be calculated and summed, or one sample per hour could be assumed to represent the entire hour. The risks of the latter approach are clearly demonstrated in Figures 7-8 versus 7-15 for Barstow, characteristically a clear site. This is a trade-off between user needs and system costs that needs to be addressed.

In conclusion, a number of points have been demonstrated in this study:

(1) A variable grid cell can be effectively used to reduce the amount of computer time required to read, analyze and display cloud cover attribute statistics.

(2) The methodology developed lends itself to automation which would further reduce system costs and efficiency.

(3) A physical modelling approach is a viable method for estimating incident short-wave radiation given that it is epistemologically consistent. The physical model used in this study provides reasonable estimates for a limited number of cases. However, there are some structural aspects of the model open to debate, such as the Rayleigh scattering model, the water vapor path length parameterization, the models performance in the presence of non-uniform, finite clouds, and the sensitivity (or insensitivity) to the satellite inputs in the clear-air case.

(4) The amount of additional detail that could be added to such a model is substantial using the VICAR/IBIS software. The implications on computation time for additional model capability were not addressed in detail. The point to be made is that the availability for model expansion exists with the current configuration.
(5) The use of cloud statistics has been shown to be a useful way of estimating the incident short-wave radiation for grid cells containing finite clouds (partially cloudy, non-uniform clouds) as a weighted average of clear-air and cloudy-air estimates.

(6) The model needs to account for certain non-Rayleigh atmospheres containing air pollutants. In the solar energy area, many applications and markets are within or near urban areas. These areas tend to possess levels of pollution which impact system designs in that the insolation resource is an elementary design element. Also of interest are situations where high cirrus clouds are present.

(7) Cloud statistics such as percent cloud and percent cloud opacity provide a more quantitative measure of cloud cover than subjective surface observations. The percent shadow could be used to more accurately calibrate the brightness of the image in the presence of clouds. These cloud statistics could also be used to characterize the presence of smog or high cirrus and possibly signal the use of a third submodel for such conditions.
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VICAR/IBIS
INFORMATION SYSTEM TECHNOLOGY

I.0 BACKGROUND

Computer image processing at Caltech's Jet Propulsion Laboratory began almost two decades ago with computer processing of imagery returned by Ranger and Surveyor spacecraft. The trend at the JPL Image Processing Laboratory has been toward increasingly complex processing of digital imagery, and more recently toward integration of remotely sensed imagery with non-imaging data bases. The early processing performed on planetary imaging generally involved processing of single images acquired in a single spectral band. The processing ranged from simple enhancement of an individual image to more complex processing including removal of camera system distortions and cartographic projection (e.g., Green, et al., 1975; Soha, et al., 1975; Gillespie and Soha, 1972). It was in this computer environment that the Image Based Information System (IBIS) was developed as a subset of the overall JPL Video Image Communication and Retrieval (VICAR) image processing system in 1976 (Bryant and Zobrist, 1976). The image raster approach used in the Image Based Information System (IBIS) became possible as the state-of-the-art in image file handling became efficient, and continuous surface geometric rectification software was developed.

The initial motivation for development of the Image Based Information System (IBIS) was to permit the processing of a Landsat thematic map showing land use or land cover in conjunction with a census tract polygon file to produce a tabulation of land use acreages per census tract. An analysis of the steps necessary to achieve this basic capability brought forth two facts. First, a large number of image processing and data manipulation capabilities
would be needed for even the simplest case. Second, with proper design, the minimal system can be extended into a general information system with novel features and capabilities. The term Image Based Information System was adopted because the image data type and image processing operations are crucial to many of the new capabilities.

Digital image processing techniques can be applied to interface existing geocoded data sets and information management systems with thematic maps and remotely sensed imagery. The basic premise is that geocoded data sets can be referenced to a raster scan that is equivalent to an ultrafine mesh grid cell data set, and that images taken of thematic maps or from remote sensing platforms can be converted to a raster scan. Until recently, the image format has been used primarily as a computer processable equivalent of a photograph, with the value stored in each cell of the image representing a shade of gray or a color. But if the image is of a geographical point it can be accessed immediately by position in the image matrix. From these initial assumptions, there has developed a variety of applications which range from simple tabulations to complex inventories, modelling, and the system's incorporation as the essential spatial data management system for achieving multiple-frame digital mosaics and Landsat image map projections (Zobrist, 1978).

2.0 DATA CAPTURE AND STORAGE

IBIS is a raster-based information system. Most data entered into IBIS will be in raster (image based) format. However, the system is configured in a manner that other data types such as graphical and tabular data may be used in analysis as well.
For each data type to be included, the primary consideration is data entry, for it is this process where the greatest costs and difficulties are usually incurred. Data input can be represented as a three-stage process:

**RAW DATA**

1. **DATA CAPTURE**
2. **EDITING**
3. **COMPUTER COMPATIBLE DATA**

**INITIAL DATA BASE**

1. Reformating

**WORKING DATA BASE**

The first stage, Data Capture, includes all operations up to the point where a data file is computer readable. Data capture costs are extremely high for many basic kinds of data.

GOES imagery is a particularly attractive data source because it is already computer compatible and gives up-to-date coverage of large areas at nominal cost. Editing costs vary widely depending upon the nature of the data source. Reformatting can also be a major operation where large data files are involved. An example occurs when data are gathered by various districtings (e.g., county, census tract) but must be reformed to a common districting so that analysis can be performed. The final stage of data input is to obtain a temporal baseline, which in the cloud cover mapping case can be an arbitrary selection based on available ground station data.

The image formatted Data Plane is the primary data type utilized in IBIS processing. IBIS data planes may be obtained directly in image form, as in GOES imagery, or they may be derived from data compiled by sources such as the U.S. Geological Survey, the U.S. Bureau of the Census, and the Defense
Mapping Agency. Regardless of data type and origin, all data planes are incorporated into a data set which is referred to as the IBIS Data Base. When investigating a specific problem, a data plane may be included in, excluded from, or modified before any IBIS processing step. New data planes may be constructed with the system and may be used in subsequent processing steps.

In order to maintain geometric consistency between all data planes included in the data base, an image plane exhibiting good radiometric or planimetric qualities is designated to be the Planimetric Base. All other data planes are geometrically corrected to allow registration to the planimetric base.

The user of IBIS can integrate various data types to form an IBIS data base. Since the primary data structure is a raster format, image data planes are directly entered into the system. Graphical forms of data, usually obtained in cartesian reference form, must be transformed into image space prior to inclusion as a data plane. Tabular data are not transformed into image space, but are linked to the image data base through a logical interface. Data processing requirements for each data type are unique and will be covered individually.

2.1 Image Data

Historically, most image data sets entered into the data base have usually been derived from LANDSAT imagery or other multispectral scanner sources such as GOES. Other data are digitally encoded or scanned from photographic products. Since image data planes are not always derived from the same source, there may be no common spatial alignment between them. Consequently, provisions have been made to register these data sets in order to obtain a unified spatial surface. The nonaligned data must undergo resampling and "rubber-sheeting" procedures. Geometric correction procedures and spatial
rectification routines for modifying image data are features of the VICAR image processing system. Although not specifically considered to be IBIS programs, these and other VICAR programs are necessary parts of the IBIS process. VICAR software is often used to obtain special information from image data sources. Multispectral classification of Landsat imagery is one example of a VICAR procedure which produces a data set used in IBIS procedures.

2.2 Vector

Vector data (also known as polygonal or graphics data) may also be entered into the IBIS data base. Vector data are either produced locally on a coordinate digitizer or are obtained from data tape. Regardless of data origin, vector data are transformed into image space prior to inclusion in the IBIS data base.

As with image data, vector data files must be in registry with the primary data base. Provisions have been made within IBIS to achieve the proper geometric corrections. (These corrections are made before the data are transformed into image space).

The registration technique utilized is a two-step process. Initially, a general surface fit is achieved through the use of a least squares affine transformation. Then, an exact geometric correspondence is obtained by implementing a "rubber-sheeting" procedure. The deformation of the original surface is controlled by the selection of tiepoints linking geographical features which are identifiable on both the vector data file and the primary data base.

Point and vector data are transformed into image space after geometric modifications are completed. Three dimensional or z-value data (x, y, z) are processed in a similar manner. The cartesian reference components of the data
(x, y) are transformed into image space coordinate values, while the z-value remains unchanged.

2.3 Tabular Data

Tabular data may be entered into IBIS via computer cards or digital tape. These data are stored in a tabular file that is linked to the data base through a logical interface. As a result of this link, such data files are termed interface files.

One of the more important graphical data files entered onto the IBIS data base is the Geo-reference Plane. The georeference plane is a polygon file which is used in data aggregation and map generation procedures. Once the geo-reference plane is transformed into image space, each polygon, or region, must be identified. The region identification process involves the assignment of a unique value (or gray tone) to each individual region. After region identification, the geo-reference plane may be used in several higher order IBIS procedures. For example, polygon overlay of the geo-reference plane with some other image data plane can be initiated. Or, the gray values of each polygon in the geo-reference base may be modified to produce a map depicting the results of a modelling application with data stored in an interface file. Several geo-reference planes may be included in an IBIS data base. The maximum number of regions that can be included in one geo-reference plane is virtually unlimited. Currently, up to 20,000 regions can be identified by gray value for an individual geo-reference plane.

All tabular files (interface files) are linked to at least one of the geo-reference planes included in the IBIS data base. The specific link is obtained by storing the numerical value (gray tone) representing each region of the geo-reference plane with tabular data describing attributes of that
### INTERFACE FILE

<table>
<thead>
<tr>
<th>DATA/DISTRICT NAME</th>
<th>No. OF IMAGE ELEMENTS</th>
<th>IMAGE GRAY VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.0</td>
<td>1121</td>
<td>13</td>
</tr>
<tr>
<td>10.1</td>
<td>3777</td>
<td>22</td>
</tr>
<tr>
<td>10.2</td>
<td>5988</td>
<td>23</td>
</tr>
<tr>
<td>11.0</td>
<td>776</td>
<td>47</td>
</tr>
<tr>
<td>12.0</td>
<td>4232</td>
<td>15</td>
</tr>
</tbody>
</table>

---

**Figure A-1. The Data Interface**

region (Figure A-1). Attribute data may be statistical in origin, an identification code, or may be the result of an image plane comparison routine such as polygon overlay or cross-tabulation.

3.0 QUERY AND RETRIEVAL

Once a working data base is established, provisions must be made for information retrieval, information analysis, and report generation. Operations here are usually of a much smaller scale than data capture in terms of time and cost, but there is a question of flexibility, ease of use, and system cost. All data analyses can be laid out as a sequence of primitive steps, thus, a functional requirement is that an adequate set of primitive operations.
Mathematical and statistical analyses of tabular files are well-understood, and packaged systems can easily be interfaced. The open question is whether geo-based file computational steps can be implemented. Some examples of these are: 1) Given a point and a district, does the point lie within the district; 2) Given a point and district file, which district contains the point; 3) Given a particular district in a particular file, what are its neighbors; 4) Given a district file and an area classification file, what are the acreages of each area classification in each district; 5) Given two district files, one major and one minor, what are the proportions of each minor district in each major district; 6) Given a district file and a line segment, what are the mileages of the line segment, what are the mileages of the line segment in each district; 7) Given a point p and a point file, what is the point in the point file nearest to p; 8) Given a point p and a point file, what is the distance from p to the nearest point in the point file; 9) Given a point and a line segment file, which line segment passes closest to the point; 10) Given a density map and a district file, what are the volumes in each district (spatial integral of density); 11) Given a district, what is the centermost point (an inside point which is farthest from the boundary).

The preceding list is just a sample of the spatial or geometric calculations which need to be performed by a comprehensive geo-base information system. More complex operations will usually be implemented as a sequence of these primitive operations, but because of the magnitude of the data files and because of iteration due to modelling, computation time can be a serious problem. A method which solves one of the primitive problems in 0.1 second may seem usable, but not if it has to be performed ten million times for a particular application.
It is worth noting here that many of these operations are difficult and time consuming if the working data base is in vector format (i.e., lines are specified by their end points and a district is given by a sequence of line segments). In particular, the operation called polygon overlay, which solves primitive problems four and five, is extremely difficult to perform on large files in vector format.

Logical and mathematical interfaces have been provided to link all data files in an IBIS data base superstructure (Figure A-2). By utilizing these interfaces, information may be derived from simple associations, or comparisons between two or more data files stored in an IBIS data base.

Procedures for data output and data manipulation have been derived as part of the Image Based Information System. Maps may be generated and tabular reports can be obtained.

Data stored in either the data base or an interface file can be modified or manipulated with IBIS software. New data planes and interface files are easily generated. Four basic data manipulation procedures are currently available:

3.1 Data Manipulation Between Image Planes

New image data planes are generated as a function of two or more image data planes. Chiefly, procedures implemented to derive such data planes are VICAR routines, although some IBIS routines are also used. Simple transformations such as image addition, subtraction, multiplication, and division are easily obtained. Complex functions are handled nearly as easily, and precise mathematical formulas may be specified. Image enhancement routines are available, as are several data classification and stratification routines.
3.2 Data Manipulation Within the Interface File

Most functions available in the image domain are also available for analysis of a tabular data. Resultant from such operations, new tabular data entries are generated. Complex mathematical functions may be used to derive higher order properties of data stored in an interface file.

3.3 Data Manipulation of Image Data Into Tabular Data

By implementing certain IBIS routines, data originally stored in image format may be summarized and copied into a tabular file. The majority
of these routines are aggregated functions, an example of which is histogram generation. IBIS procedures for polygon overlay and cross-tabulation are within this realm of data transfer programs.

3.4 Data Manipulation of Tabular Data Into Image Data

The representation of tabular data in image form is primarily used as an output aid. By the implementation of a map-generating routine, any geo-reference base can be modified as a function of an interface file. Modelling of data is performed similarly. Data planes produced in this manner can be entered into the IBIS data base for subsequent operations.
APPENDIX B

SAMPLE PRINT-OUTS: CLOUD STATISTICS
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