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I. INTRODUCTION ORIGINAL PAGE IS
OF POOR QUALITY

The Global Modeling and Simulaticn Branch (GMSB) of the Laboratory for
Atmospheric Sciences (GLAS) is engaged in general circulation modeling studies
related to global atmospheric and oceanographic research. The research activities
are organized into two disciplines: Global Weather/Observing Systems and Climate/
Ocean-Air Interactions.

The Global Weather activities are grouped in four areas: 1) Analysis and
Forecast Studies, 2) Satellite Temperature and Wind Retrievals, 3) Analysis and
Model Development, 4) Atmospheric Dynamics and Diagnostic Studies.

The GLAS Analysis/Forecast/Retrieval System was applied to the FGGE Special
Observing periods 1 and 2 (5 Jan - 5 March and 1 June - 31 July 1979) respectively.
The resulting analyses have already been used in a large number of theoretical
studies of atmospheric dynamics, forecast impact studies and development of new
or improved algorithms for the utilization of satellite data. The results
obtained with the GLAS temperature retrieval system are particularly noteworthy:
not only are the atmospheric temperature soundings quite accurate, but as a by-
product, remarkably accurate determinations of land and sea surface temperatures,
cloud cover, tieight and temperatures, and snow and ice extent have been obtained
from operational TIROS-N sounders.

The focus of the climate research is to understand the variability of the
climate on the monthly to seasonal time scale. In support of this goal, studies
are carried out in the three areas of: 1) Data Analysis, 2) Climate Modeling,
and 3) Sensitivity Experiments. The analysis of observational data to formulate
and validate hypotheses for short-term ¢limate change has been and continues to
be an integral part of the climate research effort. Extensive studies have
been completed which establish the physical basis for the prediction of monthly
and seasonal climate changes through the use of anomalies in sea surface
temperature and other space observed boundary conditions. In conjunction with
these studies, existing general circulation/climate models are being extended
and improved substantially. A 24-month simulation carried out in the presence
of a seasonal cycle indicates that the current model can simulate the winter to
summer climate change. Currently, the models are being extended to include
much ot the stratosphere.

Ocean/air interaction studies are concentrated on the development of models
for the prediction of upper ocean currents, temperatures, sea state, mixed-
layer depths, and upwelling zones,:and gn studies of the interaction of the
atmospheric and oceanit circulation systems on time scales of a month or more.

This research review contains a synopsis of extended abstracts in the
Global Weather/Observing System studies, and Climate/Ocean-Air Interaction
studies conducted at the Modeling and Simulation Branch for 1982-83 (Sections
2 and 3). Abstracts of the Summer Lecture Series, jointly sponsored by GMSB
and the University of Maryland, are present in Section IV. Section V 1ists the
recent publications by the GMSB and visiting scientists.
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A. ANALYSIS AND FORECAST STUDIES
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OF FOOR QUALFY
EMPIRICAL CORRECTION OF THE LARGE SCALE FORECAST BIAS OF A GLOBAL NWP MODEL
R. N. Hoffman and J. Firestone

The most satisfying solution to the problem of large scale forecast errors
would be to find and correct their root causes. The least satisfying solution
would be to remove the observed bias at each forecast time, as an a posteriori
statistical filter as suggested iy Leith (1974a). We would like to propose,
as an intermediate solution, tks empirical correction of the large scale fore-
cast bias within a NWP model.

The general topic of the empirical correction of NWP models has been
discussed extensively by Leith (1974b, 1978) and by Faller and his collabora-
tors (Faller and Lee, 1975; Faller and Schemm, 1977; Schemm and Faller, 1977;
Schemm et. al. 1981). Leith has theoretically solved the complete problem of
preserving the climate mean and single-time covariance by adding constant and
Tinear terms to the equations of motion. Leith's solution is not practical
because estimates of the climate statist%cs are based on relatively small samples,
and Leith's plan involves estimating O(N¢) parameters, where N is the number
of model variables. If we simplify Leith's scheme to only eliminate the model's
bias we need only estimate O(N) parameters. But even N is much greater than
our effective sample size.

Both Leith and Faller suggest making corrections locally in grid point
space because the corrections are presumably needed to account for subgrid
scale processes which have been parameterized and truncation errors which
primarily effect the small scales. Unfortunately, from the practical viewpoint
the small scales are not well observed and without a good estimate of the
error we cannot correct it. Therefore we plan to make corrections in the
normal mode representation of the model, correcting only the largest spatial
scales and longest time scales. There are several advantages to this approach:

(a) The number of parameters to be estimated is greatly reduced, avoiding
in part the sampling problem.

(b) By excluding from consideration those normal modes of essentially
computational or gravity wave nature we avoid estimating those parameters
which we are unable to observe.

(c) Restricting the corrections to Rossby mudes is also an advantage
when applying the corrections. If we correct the governing equations then we
avoid adding a forcing term to the gravity wave modes. If we correct the
model state at intervals the shocks to the system do not directly change the
fast modes, although they may excite gravity waves indirectly.

(d) A good deal of the bias appears to be large scale.

An interesting connection between empirical bias corrections and the
specification of topography is noted. Since topography appears in the hori-
zontal mumentum equation at all levels as a single constant the "barotropic"
component of the corrections to the horizontal momentum equations may be inter-
preted in terms of a topographic correction. Interestingly it turns out that
this "barotropic" component of the wind errors is insignificant compared to

| sy A
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the wind errors at any one sigma level.

We have been trying to identify and plan to remove the model bias by
examining the perceived forecast error observed during the assimilation cycle,
i.¢. the analysis minus the 6 hour first guess, of the GLAS Analysis/Forecast
system (Halem et al., 1982) for the FGGE SOP-~1, The particular analysis cycle
we are examining (2453) is a "full FGGE" experiment, i.e., all data sources are
included (Baker et al., 198la). This experiment makes use of the thoroughly
edited FGGE II-b data set (Baker et al., 198lb).

The results to date are intriguing; some error statistics are presented
in the figures. These results are for & January through 5 March. Many of the
small isolated features in these figures are probably due to station biases,
but quite a few are associated with geographic factors which plausibly could
cause some of the parameterizations used in the model to be in error. In
Fig. 1 we see that surface pressure is forecast high over Greenland, the
Rockies and east central Alaska. In the wind field at sigma level 8 a
distinctive southeastly flow is seen in the error field over the North
Atlantic (Fig. 2a), while at sigma level 3 a very well defined anticyclonic
flow is seen in the error field off the West Coast (Fig., 2b). In Fig. 3
we see that the model is too warm over Greenland and too cold around the
southern boundaries of Greenland. This feature is seen from sigma level 9
up to sigma level 5 with 1itle change in shape. Figure 4 shows the rms
temperature errors over all sigma levels and all times in the sample. The
feature centered over the Toothills of the Himalayas indicates the model is
regularly making poor 6 h vorecasts here. The greatest part of this feature
is due to errors in the Towest layers.

We are currently working on methods of filtering the observed bias;
we are hopeful that we can separate the model bias from the station biases.
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ANALYSIS - FIRST GUESS MEAN 60 DAYS  EVERY 6.0  MDURS

SURFACE PRESSURE (mb)

DATE 1/ 5/79- 02
COTEUA FAIY 4.0000  TH 2.0000  CONTRA INTEPVRL & 0000

Fig. 1. Average 6 h surface pressure forecast error (mb). Sixty day sample

every 6 h. (Note: error = analysis - forecast).
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Fig. 3. Average 6 h temperature forecast error at sigma level 7. (°C, contours
every 0.5°C).
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Fig. 4. Rms over all times and all sigma levels of 6 h temperature forecast

errors. (°C, contours every 0.5°C, first contour is 1.0°C).



CASE STUDIES OF COASTAL CYCLOGENESIS
F.. Atlas and R. Rosenbery

A series of forecast experiments was conducced to assess the accuracy of
the GLAS Model's prrndiction of two cases of coastal cyclogenesis and to determine
the importance of )arge-scale dynamical processes and diabatic heating to the
cyclone developmeiit. The model used in the assimilation and to zenerate the
forecasts is the fourth order global atmospheric model described by Kalnay-
Rivas et al. (1977), Kalnay-Rivas and Hoitsma (1979) and Halem et al, (1982),
with nine vertical layers, equally spaced in sigma, and a coarse horizontal
resolution of 4° latitude by 5° longitude, which is compensated by the use of
accurate horizontal differences.

The first case studied was the "President's Day Cyclone" which developed
along the east coast of the United States on February 18-19, 1979, and produced
very heavy snowfall from Virginia to southeast New York. This storm was
significant because of the sevarity of the weather it produced and the faijure
of the operational models in use at the National Meteorological Center (NMC) to
adequately predict the intensity of cyclogenesis. For example, the Limited-
Area Fine Mesh (LFM-II) model's 12, 24, 36 and 48 h forecasts which verified at
1200 GMT 19 February 1979 all displayed serious errors in the prediction of
this cyclone and associated heavy precipitation. The 12 h forecast predicted
the low to be too weak and south of its observed position; the 24 h forecast
predicted a much weaker Tow; and the 36 h forecast indicated only a trough with
no closed cyclone center.

The GLAS model 36 h forecast from the GLAS analysis at 0000 GMT 18 February
correctly predicted intense coastal cyclogenesis and heavy precipitation (Fig. la).
When this forecast was repeated without surface heat and moisture fluxes, only
an inverted trough developed along the east coast (Fig. 1b), while an experiment
without surface heat and moisture fluxes failed to predict any cyclonic develop-
ment (Fig. lc). An extended-range forecast from 0000 GMT 16 February as well
as a forecast from the NMC analysis as a forecast from the NMC analysis at 0000
GMT 18 February interpolated to the GLAS grid (not shown) predicted weak coastal
low development.

Detailed examination of these forecasts (Atlas anu Rosenberg, 1982) showed
that disbatic heating resulting from oceanic fluxes significantly contributed
to the generation of low level cyclonic vorticity and the intensification and
slow rate movement of an upper level ridge over the western Atlantic. As an
upper level short-wave trough approached this ridge, diabatic heating associated
with the release of latent heat intensified, and the gradient of vorticity,
vorticity advection, upper level divergence, and upward vertical motion (Fig. 2)
in advance of the trough were greatly increased, providing strong large-scale
forcing for the surface cyclogenesis.

The second case studied was the intense cyclone which developed along the
east coast oV the United States on 6-7 February 1978, This storm, which also
produced record-breaking snowfall accumulations, was accurately predicted by
NMC's operztional forecast models (Brown and Olson, 1978; Cressman, 1978),

13
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Fig. 3a shows the GLAS model 36 h forecast generated from the NMC analjsis
at 1200 GMT February 1978 while the corresponding forecasts with surface wn: 'sture
fluxes withheld and surface heat and moisture fluxes withheld are shown in
Figs. 3b and ¢, respectively. Comparison of these forecasts shows some weakening
of the predicted cyclone intensity resulting from the exclusion of surface
fluxes. HoweVer, the effect of these fluxes is significantly smaller than in
the President's Day cyclogenesis.
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(a), no surface moisture flux (b), and no surface heat or moisture fluxes
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THE EFFECT OF DATA AND DATA ANALYSIS TECHNIQUES ON NUMERICAL WEATHER FORECASTS
W. E. Baker, R. Atlas, M. Halem, and J. Susskind

In this study we examine the sensitivity of forecast skill to individual
components of the First GARP (Global Atmospheric Research Program) Global
Experiment database as well as to some modifications in the data analysis
techniques. Several short assimilation experiments (0000 GMT 18 January 1979
through 0000 GMT 21 January 1979) are performed in order to test the effects of
each database or analysis change. Forecasts are then generated from the initial
conditions provided by these experiments. The 0000 GMT 21 January 1979 case is
chosen for a detailed investigation because of the poor forecast skill obtained
earlier over North America for that particular case. Specifically, we conduct
experiments to test the sensitivity of forecast skill to:

1) the individual observing system components,

2) temperature data obtained with different satellite retrieval
methods, and

3) the method of vertical interpolation between the mandatory pressure
analysis levels and the model sigma levels.

For the one case examined, NESS (National Environmental Satellite Service)
TIROS-N infrared land retrievals are found to degrade the forecast, while
TIROS-N retrievals produced by GLAS with a physical inversion method, as part
of an analysis forecast cycle, result in an improved forecast. The use of
oceanic VTPR (Vertical Temperature Profile Radiometer) satellite retrievals
also results in an improved forecast over North America. The forecast is found
to be sensitive to the method of vertical interpolation between the mandatory
pressure analysis levels and the model sigma levels.

These results are illustrated for the S; score in Figs. 1 and 2 for
the sea level pressure and 500 mb height forecasts verified against the ECMWF
(European Centre for Medium Range Weather Forecasts) analysis over North America.
In the control assimilation (Experiment 3), (rawinsondes, pibals, aircraft,
surface and ship data are utilized). In Experiments 4 and 5 NESS TIROS-N
retrievals are added to the control globally and only over oceans, respectively.
VTPR data are similarly utilized in Experiment 7 over the oceans. GLAS retrievals
are added to the control in Experiments 9 and 10 in a non-interactive mode and
in an interactive mode, respectively. In the former, the satellite temperature
retrievals utilize a first guess which is independent of the analysis/forecast
cycle in which the retrievals are used. In the latter, satellite temperature
soundings are generated during the course of the analysis/forecast cycle. The
model 6 h forecast provides the first guess for the retrievals as in the non-
interactive cycle, but in the interactive cycle, the current model 6 h forecast
provides the first guess for the retrievals rather than the 6 h forecast from
the control experiment performed earlier.

In the experiments just described, differences between the model first
guess and the analyzed fields are interpolated from pressure to sigma rather
than the analyzed fields themselves in order to reduce interpolation errors
during the assimilation cycle. In order to test this change, the analyzed

18



wind and temperature fields are interpolated in Experiment 11. Otherwise,
Experiment 11 is identical to the control. As may be seen in Fig. 2, Experiment
11 {s poorer than Experiment 3.
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"\ MODEL SENSITIVITY TO LOW-LEVEL WIND SPECIFICATION

R. Atlas and A. Pursch

For Seasat-A scatterometer (SASS) data to have a significant impact on
numerical weather forecasting, substantial differences between the atmospheric
state analyses produced with and without SASS data must occur, and the
assimilation/forecast model used must be sensitive to the low lev>] wind
modifications. Assimilation of scatterometer data can work ‘in two ways to
modify the analysis. First, it can modify the wind fieid directly and the mass
field indirectly through geostrophic adjustments. Second, these differences
may be amplified at the next analysis time due to their effects on the first
guess fields used for that analysis. Thus, the differences in objective analyses
produced by the assimilation of scatterometer data can grow until a statistical
equilibrium value is reached. This depends on the model's climatolugy and on
the availability of conventional data.

Preliminary assimilation/forecast experiments with SASS data utilizing the
coarse 4° latitude » 5° longitude GLAS Fourth-Order Forecast Model (Xalnay-
Rivas et al., 1977 and Kalnay-Rivas and Hoitsma (1973) have shown a generally
small effect of the SASS data on both analyses and forecasts. This may be due
to the quality of the dealiased SASS winds, the assimilation methodology used
in the preliminary impact experiments, model ifisensitivity to the SASS winds
resulting from coarse resolution and the lack of a detailed planetary boundary
layer formulatien, or the SASS winds may be largely redundant to existing
conventional observations and satellite temperature soundings.

Experiments have been conducted to investigate the sensitivity of the GLAS
Fourth Order Forecast Model to low level wind specification. In the experiments,
mudel forecasts were generated from initial conditions in which the correct
1000 mb or 1000 and 850 mb wind fields were replaced by the corresponding fields
from 24 hours earlier. This has the effect of inserting large spatially coherent
errors into the initial iow level wind fields without disturbing the low level
mass field or the upper level mass and wind fields, and allows the model
sensitivity to these errors to be examined.

Fig. 1 shows the initial sea level pressure field for a forecast from 0000
GMT 9 September 1978, the 1000 mb wind field valid at this time, and the 1000
mb wind field valid at 0000 GMT 8 September. Fig. 2 shows the 36 hour forecasts
from 0000 GMT 9 September which utilized these 1000 mb wind fields as well as a
third forecast in which both the 1000 mb and 850 mb wind analyses from 0000 GMT
8 Septeriber were used. Comparison of these forecasts shows the forecasts to be
similar in most areas. However substantial differences in the intensity of
pressure systems (particularly in the North Atlantic) are evident and these
differences are enhanced wliere the initial wind errors extended to the 850 mb
level.

The results presented above are typical of other cases and indicate that

the forecast model can be sensitive to surface wind data and the effect of such
data would be enhanced if higher levels were also affected in the analysis.
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Fig. 1. a) Sea level pressure analysis for 0000 GMT 9 September 1978.

b) 1000 mb wind analysis for 0000 GMT 9 September 1978.
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SEASAT-A IMPACT EXPERIMENTS
R, Atlas, W. E. Baker, M. Halem and E.YKalnay

A study i$ being conducted to assess the impact of Seasat-A scatterometer
(SASS) wind data on GLAS model analyses and forecasts. The SASS wind data
fields, utilized in this study, were obtained from the Atmospheric Environment
Service (AES) of Canada, courtesy of Dr. S. Peteherych. The inferred SASS
winds contain a directional ambiguity with up to four possible directions
associated with each report. Consequently, this directional ambiguity or
"aliases” must be removed or accounted for when used in objective analysis.

The GLAS system employs a three-pass "iterative" procedure to objectively
dealias the SASS wind field. Subjective dealiasing and subjective enhancement
of objectively dealiased winds are also being performed in collaboration with
Mr. P. Woiceshyn (JPL), Dr. M. Wurtele (UCLAg and Dr. S. Peteherych (AES).

A preliminary series of assimilation/forecast experiments have been
performed with the GLAS analysis/forecast system (previously used for FGGE
experiments). Four assimilation experiments were conducted from 0000 GMT 7
September 1978 to 0000 GMT 15 September 1978 which differed only with respect
to the inclusion or exclusion of objectively dealiased SASS wind data or
satellite temperatures from the available Vertical Temperature Profile Radiometer
(VTPR) on board the NOAA-4 satellite. A total of sixteen forecasts (four from
each assimilation) were generated from initial conditions at 0000 GMT 9 September,
1200 GMT 10 September, 0000 GMT 12 September and 1200 GMT 13 September 1978,
respectively.

The SASS data impact is evaluated by means of pressure and wind field
comparisons, objective measures of forecast accuracy and subjective comparisons
of prognostic charts. Preliminary results indicate a negligible impact of the
SASS data in the Northern Hemisphere and a small positive impact in the Southern
Hemisphere. However, & larger impact is obtained in the Southern Hemisphere if
the VTPR data are excluded from the system indicating some redundancy between
the two systems.
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APPLICATIONS OF A GLOBAL SPECTRAL ANALYSIS METHOD
M. Halem and E. Kalnay

Current four dimensional analysis (e.g. Rutherford, 1972) combine model
forecasts with observations of mass and wind fields. In these schemes, the
mode! provides an estimate of the fields in regions with data gaps. However,
the dense coverage afforded by the satellite soundings allows useful estimates
of not only temperatures but of thermal winds [Petersen and Horn, 1977; Broderick,
1981]. Thus, the uniform coverage afforded by satellite sounders suggests that
for the first time it may be possible to produce daily global analyses of
heights and winds without the use of & model. Although such analyses may not
be optimal, their errors are uncorrelaied with model errors, which could prove
useful in validating results from four dimensional analysis schemes.

In this work we produce global spectral analyses of height and geostrophic
winds employing the regularization method of Tyknonov (1963, 1964), in a form
similar to that of Wahba and Wandelberger (1981). The method is well suited
for satellite data but can be used also with other types of data. An optimal
analysis based on cross-validation, using estimates of observational errors
is obtained. For simplicity, the method is applied first along latitude circles,
and then 2-dimensional analyses are obtained by expansion in spherical harmonics.

The glecbal analysis scheme is shown to be (i) numerically stable and
convergent in data sparse regions, i.e., it minimizes errors of interpolation,
(i1) easy to implement since it avoids the need for solving the partial
differential equations of mixed type that results in variational analysis
schemes [Sasaki, 1960].

Fig. la and 1b show the global height field ohtained from the NESS and
GLAS soundings and in Fig. lc we show the analysis produced from the gridded
level III-b GLAS analysis from 00Z Jan. 5, 1979, all subjected to the same
spherical harmonic truncation (T-15). In the southern hemisphere, the three
analyses are very similar with differences occuring mainly on the Antartic
continent edge. In the northern hemisphere, the largest differences appear in
the orientation of the trough over Hudson's Bay, where the GLAS data produced
a tilt to the NNE while in the NESS system there is a much stronger NE orienta-
t:on. Both systems over Europe are in very good agreement with the FGGE analy-
s SO

This method of analysis ought to be particularly applicable to the strato-
sphere where currently analyses are produced without the benefit of an accurate
first guess forecast field and where satellites are the major data source. It
is also a region that does not require high horizontal wave resolution, allowing
for better fidelity of the harmonic analysis. Figs 2 and 3 compare the 10 mb
height analysis from NESS soundings with the operational analyses of the United
Kingdom Meteorological Office (UKMO) and NOAA for two different wavenumber
regimes. Again, we find these analyses to be in good agreement except near the
pole. It should be noted that no NESS data were &vailable at 10 mb poleward of
75°N during the SOP-1.
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Among the potential applications of this analysis scheme, we mention:

1) It provides estimates of the state of the atmosphere without the use
of a numerical model, so that no spurious waves can be introduced by the model
during an analysis cycle. This is particularly importast in observational
studies of atmospheric wave propagation, where free waves excited in the model
mggsgontaminate the four-dimensional analysis resultc (Lindzen, Straus and Katz,
1 [ ]

2) It provides estimates of geostrophic winds without making use of the
statistical assumptions commonly introduced in optimal interpolation, which can
be grossly in error (Balgovind et al., 1983).

3) It can be used to obtain 3-dimensional satellite temperature retrievals.
Current satellite temperature retrievals are one-dimensional, with a column by
coumn approach. This does not take advantage of the strong redundance present
in current radiance observations which are made with a horizontal resclution
of the order of 10 km, much smaller than even subsynoptic atmospheric scales.
Clear column radiances should be functions of temperature and moisture, and
therefore have smooth spatial structure. The present analysis scheme can be
combined with temperature retrieval methods in the following way: Cloud fil-
tering schemes are applied on the radiances to produce a first estimate of
clear column radiances. The variational analysis is then applied horizontally
to the clear column radiances. This has two major effects: small scale noise
can be significantly reduced, and clear column radiances can be estimated even i
for those spots and channels where excessive cloudiness makes cloud filtering
impossible. The standard vertical column temperature retrievals are then
applied on the analysed clear column radiances at a regular or irregular grid.
The whole procedure can be performed iteratively. The net result of this
method should be to reduce both observational noise and data gaps.

4) The method can be applied to four-dimensional spectral analysis. Halem
and Kalnay (1983) indicate that "off-Tine™ global spectral analysis can be used
as observational input to four-dimensional spectral analysis. They showe that
under certain assumptions (i.e., that observational and forecast error statistics
are horizontally homogeneous, and that in the computation of the error covariances,
the wave-to-wave interactions can be neglected), four-dimensional Kalman filtering
can be drastically simplified. Their analysis shows that with these assumptions
the formulation of Kalman filtering by Ghil et al. (1982) reduces to a system
of scalar equations, one for each wavenumber.
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APPROXIMATE CALCULATIONS OF GREAT CIRCLE DISTANCES
R. Hoffman

For many objective analysis applications it is necessary to calculate the
distance between a great many pairs of points on the earth's surface. These
distances are great circle distances if the approximation that the earth as a
sphere is used. (Airlines often follow great circle routes because great
circles are the shortest path between two points on a sphere along its surface.)
It is the purpose of this note to describe some approximations for calculating
great circle distances when the two points are nearby. This is usually the
case in objective analysis. It is assumed that the coordinate system is latitude
and longitude. Because of the singularity at the poles in this coordinate
system there is not one single best solution to the problem.

A great circle of a sphere is the intersection of any plane which passes
through the center of the sphere with the surface of the sphere. This plane is
shown in Fig. 1; it includes the two points, P} and Pz, the great circle and
the center of the sphere, 0. If distances are measured in units of the radius,
R, of the sphere then the great circle distance g is also the angle Pj0P

measured in radians. Then by drawing the radius which bisects this angle and
considering the right triangle which results, we see that

(1) sin(g/2) = d/2

where d is the distance (in Cartesian space) between the two points. That is,
d2 = (x1 - x2)2 + (y1 - y2)2 + (21 - 22)?

where (xi, Yi» zj) are the Cartesian coordinates of the ith point. The
orientation and placement of this coordinate system is arbitrary. By trans-
forming latitude and longitude to any convenient Cartesian coordinate system
it is tedious but not too hard to show that

(2) (d/2)2 = sin2 - sin2x (sin2y - cos?yp)
where
¢ = (91 - ¢2)/2

A = (a1 - a2 + 2m)/2

b = (o1 +¢2)/2
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where (¢i, Aj) are the latitude and longitude of the ith point. n may be zero
or any integer here, but in what follows it sheuld be chosen so that || < =/2.
Solving (1) and (2) fer g is relatively expensive as there are five special
function calls (two sines, a cosine, a square root and an arcsine).

To get approximations for small g expressions are found for d of the form
(3) (4/2)2 = r2[1 + a + b + 0(s8)]

where a = 0(s2), h = 0O(s*), r = O(s) and s is a smal) parameter. Then by using
the asymptotic expansions for (1 + x)1/2 and sin=1(x) it is found that

(4) q=2r[1 + {(a + r?/3)/2} + {(b + a(r2 - a/2)/2 + 3r4/20)/2} + 0(s6)]

Note that the first term in { } is 0(s2) and the second is O(s%4). Three
cases are considered helow for approximations valid away from the pole, near
the pole and over the whole sphere. The first two cases require two special
function calls while the third case requires three special function calls;
this additional call is the cost of a uniformly valid approximation.

Case 1. Away from the pole both ¢ and A are always small if g is small
so everything but cos ¢ = a may he expanded. The result is

P2 = ¢2 + 62)2

s2 = ¢2 + A2

a=-(s2+ (2 - a2)r2p2/r2)/3

b= (2(s4 - A22) + (13 - 202)s2x242/r?)/45

For this case, the leading order behavior, i.e., neglecting terms of 0(s2) in
(4), is the approximation given by Schlatter (1975). In Eq. 4 the more terms
retained the more accurate the solution as s2 approaches zero but for finite s2
neglecting terms of 0(s*4) gave the best results in numerical tests.

Case 2. Near the pole A may be large even though the two points are
close together. ¢ is still small and |¢| must be close to /2. Let n =

n/2 - |§] so that cos § = sin n. Then everything may be expanded but sin A =

M and
r2

n2¢2 + (1 - u2)p2?

s2 = ¢2 + p2 ORIGINAL Frll na

OF POOR QUALITY
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b = 2(n%45 + (1 - u2)n®)y/45p2

Case 3, For a globhally valid approximation neither cos ¥ =0o0rsind =
U may be expanded, resulting in

r? = (1 - n2)92 4 a2y

52-02
a = -(1 - uy*/3r?
b = 2(1 - u2)¢8/45p2

In all cases great care must be taken in programming to obtain efficient
prog:rags; all unnecessary arithmetic and 1oq1c must be elTiminated. Note that
when r“ = 0 the two points are identical gnd = 0. When the approximations
for cases 1 and 3 neglecting terms of O(s Were tested against the exact
solution the relative errors were smaller than 1% for g as large as 1.

Finally, we note that for some applications it may be necessary to cal-
culate great circle distances between a central point and many other points.
In such a case one could also make use of the fact that ¢ = ¢ - ¢ is small
in calculating

a = cos?y + 2(cos ¥ sin 1) ¢ + (sin®y - cos¥y) ¢2

- 4/3 (cos $1 sin ¢1) 3 - 1/3 (sin%; - cosZp) ¢ + .....
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The great circle distance, g, is the length of arc P1P2, d is
the distance from Py to Pp and OPy = OPp = R is the radius of
the sphere.
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IMPROVEMENT OF MSU TEMPERATURE RETRIEVALS BY USE OF TROPOPAUSE HEIGHTS DERIVED
FROM TOMS OZONE MEASUREMENTS

M.-J. Munteanu, E. R. Westwater, and N. C. Grody

The purpose of the paper is to use the high correlation between TOMS total
ozone data and tropopause height to improve the MSU temperature retrievals.

The implementation of the tropopause height information is done in the
context of stratified regression.

As discussed by Munteanu (companion paper) tropopause pressure can be :
derived from TOMS measurements of the total amount of ozone. Measurements of i
tropopause height obtained by a completely different technique, namely a ground- f
based VHF radar, led to dramatic improvement of temperature retrievals obtained
from a ground-based microwave radiometer (Westwater et al., 1983). It would be
of large practical importance if similar improvement could be obtained in
satellite temperature retrievals from a satellite~based instrument which measures
tropopause height.

We present here two case studies in which temperature profiles are derived
from simulated MSU brightness temperatures, with and without the ozone-derived
tropopause heigh information. We show that the accuracy and resolution of the
derived profiles is considerably improved, especially in the region of the
tropopause.

Our results are based on high spatial correlation between total ozone
maxima and minima and the troughs and ridges in the tropopause field obtained by
M.-J. Munteanu in a previous paper.

The conclusions of the above mentioned paper are the following:

1. The sample correlation was found to be .94 and .96, and as a result of i
this high correlation the rms error in the prediction of the tropopause
height from total ozone was found to be 15 mb. In the prediction procedure
the regression has been used in a manner equivalent to cross-validation.

2, Correlation between tropopause height and total ozone is the highest among
all the other correlations with variables such as: brightness temperatures
from microwave channels, ratio and differences of these quantities, lati-
tude, mean layer temperatures, surface temperatures or surface pressure.

3. The high ozone values are associated with Tows in 500 mb and 300 mb analysis
and low ozone values with corresponding highs in the heights analysis.

4. In the MSU regression retrievals in the low tropopause cases there is a
Targe bias and a significant residual error. The tropopause jis mislocated by
100 - 200 mb.

5. The total rms error in the MSU regression retrievals is rather large in the
region of the tropopause in comparison with the rest of the retrieval.
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RETRIEVAL RESULTS

The results of our simulation study will be shown in three complementary
ways. The first is simply to show typical retrieval results for the three
coefficient sets (see Fig. 1, 2). All the sets of retrieval coofficients
used in this study are derived using linear regression.

The first set is derived from an ensemble of 400 mid-latitudinal profiles
with 0.5 K noise. We call the regression retrieval obtained global regression.
The second set was derived from a collection of about 2000 profiles for the
period February-March-April 1972-1977 for Denver, CO. The regression retrieval
obtained is called here local regression. The third and most relevant sets of
retrieval coefficients for this paper were calculated for ensembles containing
profiles stratified by tropopause pressure within 40 mb thick class intervals.
The datacgase for the tropopause stratification was all profiles 1972-1977,
Denver, CO.

CONCLUSIONS

As is seen from the Figs. (1, 2) a substantial improvement in accuracy occurs

around the tropopause region when stratified coefficients are used., In all of
our cases, no degradation of retrievals occured when tropopause stratified
coefficients were used, and in a substantial fraction cases, a dramatic improve-
ment in accuracy and resolution was apparent.

Sometimes even in the lTower tropopause region the accuracy of the retrieval
is improved.

The general improvement in accuracy obtained by using ozone data is quite
apparent in the statisical sense. In Table 1, we present at mandatory pressure
levels the rms errors of the three sets of retrievals for the April 15, 1979
and the April 25, 1979 cases. The performance of the two climatological
retrievals is bettered at almost all levels by the tropopause stratified
retrievals, with improvements ranging from 1 to 2 K rms.

As a final illustration of the retrieval improvement offered by the utili-
zation of ozone data, we present two-dimensional fields of tropopause height
as derived from (a) radiosondes (ground truth), (b) local climatological retrie-
vals, (c) global climatological retrievals, and (d) tropopause stratified
retrievals. It is apparent that both climatological retrievals result in
tropopause height fields that bear little resemblance to the actual ones.
However, the thermal fields derived from the combined MSU and ozone contain
several, but not all, of the features of the original field. These results
strongly suggest that tropopause height information is, at best, only weakly
contained in the MSU radiances.

As a general conclusion the results presented strongly suggest that a
substantial improvement in, at least, MSU thermal retrieval accuracy can be
obtained by utilizing TOMS measurements of total ozone content and its subse-
quent relationship to tropopause height. These results are totally consistent
with earlier efforts incorporating radar tropopause height measurements with
passive soundings (Westwater et al., 1983).
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RMS by Levels

APRIL 15 APRIL 25
Pressure | Local Strat Global Strat
in mb Clim Trop AMSU Clim Trop
S S N (SRPTRrS S
1000 - - 3.024 5.889 -
850 - - 4,174 2.276 -
700 4,321 | 4,311 | 3.044 2.721 | 3.324
500 4,035 | 2.514 | 3.364 3.278 | 1.885
400 2.900 | 2,797 | 2.297 3.809 | 2.060
300 4,543 | 1.828 | 4,079 2.096 | 1.880
250 3.475 | 2.213 | 5.242 2.418 | 1.823
200 3.539 | 2,453 | 5.727 4,064 | 1,979
150 2.361 | 2.570 | 3.627 2.687 | 2.112
100 1.687 | 1.760 | 1,516 2.753 | 1.840
70 2.118 | 2.09C - 1.061 | 1,742
50 1.867 | 1,844 - 5 2,086 | 2.014
[ SRR SR B R B
nr. of 38 38 38 42 4?2
profiles
Table 1
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STUDY OF TROPOPAUSE HEIGHT ESTIMATE FROM TOMS TOTAL OZONE DATA FROM
NIMBUS-7 AND FROM THE MICROWAVE REGRESSION TEMPERATURE RETRIEVAL OF SIMULATED
BRIGHTNESS TEMPERATURES
M-J. Munteanu

A well known characteristic of satellite soundings is the fact that they
exhibit very large errors in the region of the tropopause due to poor vertical
resolution (N. Phillips et al., 1981, Schlatter, 1973, NESS group, 1982, Susskind
et al., M. Halem et al., 1981), ;

This study pursues the idea of investigating the potential use of TOMS :
total ozone from NIMBUS-7 satellite in order to improve the satellite retrievals !
in the region of tropopause. :

We have concentrated our research in the following four areas: %
(i) Determination of the tropopause using TOMS data.
(i1) Impact of tropopause errors in microwave MSU retrievals.
(1i1) Impact of tropopause errors in the future AMSU retrievals.
{iv) Use of air-mass to stratify regression retrievals.

(i) Determination of the tropopause height using TOMS data.

The first step has been the investigation of whether an accurate estimation
of the tropopause height can be obtained using total ozone remotely sensed from
NIMBUS-7 satellite. For this purpose we have studied the correlation between
TOMS total ozone and tropopause height from radiosonde data over Europe for
two areas of interest.

I  Northern Europe: 10°E - 50°E and 50°N-65°N Date: April 15, 1979
I Western Europe: 10°W-20°E and 30°N-65°N Date: April 25, 1979

The data consisted of NIMBUS-7 TOMS total ozone data colocated in time and space
with radiosonde measurements of temperature and humidity and NMC geopotential
heights analysis. The conclusions from this study are:

1. The sample correlation between tropopause height and total ozone data were
found to be .94 and 0.96 which corresponds to an rms error of about 15 mb.
For comparison the prediction of the tropopause height from radar measure-
ments has an rms error of 30 mb. 1In the prediction procedure the regression !
has been used on the manner equivalent to cross-validation. §

2. Correlations between tropopause height and total ozone is the highest com-
pared with all other correlations with variables such as: brightness temp-
eratures from microwave channels, ratic of differences of these quantities,
latitude, mean layer temperatures, sui*face temperatures or surface pressure. |
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3. Experiments correlating tropopause data with mean layer derived directly
from radiosonde data showed that even predictions of tropopause height from
exact mean layer temperatures were inferior than those derived from total
ozone.

4, The folding of the tropopause should be taken into account because it is
associated with the highest gradient on the ozone field. We should give
different weights to the prediction in those regions where the folding of
the tropopause is 1ikely to occur.

5. The high ozone values are associated with lows in the 500 mb analysis and
the Tow ozone values with corresponding highs in the heights analysis (see

Fiq. [1]).

(i) Impact of tropopause errors in the MSU retrievals.

To study the impact of the lack of resolution at the tropopause levels we
have performed simulation of microwave radiation measured with three MSU chan-
nels existing on TIROS-N and then performed local regression retrievals with
Westwater's formulas for April 15, 1979 and globhal regression retrievals with
Grody's formulas for April 25, 1979,

The conclusions are:

1. In the low tropopause cases there is a large hias and large residual error
(Figure [2]).

2. The low tropopause cases produce very poor temperature retrievals. The over-
all rms is large in the region of the tropopause (Figure [2], Figure [6]).

3. The tropopause is mislocated by 100-200 mb in the regression microwave
retrievals in the extreme cases. In one example the tropopause is esti-
mated at 300 mb and it is actually observed at 490 mb. In another case
the tropopause is observed at 450 mb, 419 mb, 412 mb, 415 mb, and estimated
in all these cases at 300 mb (Fiqure [2]).

Two dimensional fields of: ozone, tropopause height, predicted tropopause
height from total ozone, tropopause height calculated from climatology regression
retrieval are presented in Figure [3] and Figure [4] for the 15th and 25th
respectively.

4, As it is observed the MSU regression temperature retrieval damps almost
entirely the trough in the two dimensional field of the tropopause height
for April 15 and in general does not contain all of the highs and lows for
April 25,

(i11) Impact of tropopause errors in the future AMSU retrievals

Experiments involving microwave simulation of radiosonde data with 5 of
the AMSU channels and a comparison with MSU simulation have been performed.
The conclusions are the following:

1. The location of the tropopause is not improved with respect to the MSU in
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the low tropopause cases (see Figure [2]).

2. The retrievals based on the 5 AMSU channels generally perform better in the
average tropopause height cases.

3. The general conclusion of these experiments could be described by saying

that the resolution in the region of the tropopause is not improved by the
additional AMSU channels, especially in the cases of low tropopause.

(iv) Use of air-mass to stratify regression temperature retrievals

The correlation between the tropopause height and the difference between
the brightness temperatures of the two MSU channels situated in the region of
the tropopause is greater than with any other combination of individual chan-
nels. This leads to the natural idea of using the difference between the two
MSU channels as a stratifier for regression temperature retrieval formulas.

The main conclusion is:

1. Experiments using stratified temperature retrieval formulas indicated that
they perform better in the region of the tropopause (see Fig. [5]).
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RNS by Levels OF POOR QUALITY
APRIL 15 APRIL 25
Pressure | Local Strat | Local Global
in mb Clim AMSU BT Clim Clim
1000 - 3.024 - - 5.889
850 - 4.174 | 3.224 - 2.276
700 4.321 | 3.044 | 6.625 | 5.847 2.721
500 4.035 | 3.364 | 4.753 | 6.347 3.278
400 2.900 | 2.297 | 2.788 | 3.485 3.809
300 4.543 | 4.079 | 4.709 | 7.640 2.096
250 3.475 | 5.242 | 3.302 | 4.954 2.418
200 3.539 | 5.727 | 3.469 | 5.110 4.064
150 2.361 | 3.627 | 3.055 | 3.885 2.687
100 1.687 | 1.516 | 1.785 | 2.515 2.753
70 2.118 - 1.957 | 2.569 1.461
50 1.807 - 2.871 | 2.640 2.086
nr. of 38 38 14 14 42

profiles

Fig. 6
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THREE DIMENSIONAL INVERSION OF SATELLITE OBSERVED BRIGHTNESS TEMPERATURES
R. N. Hoffman

We propose here to obtain fully three dimensional fields of temperature
from observed satellite brightness temperatures by using some of the variational
techniques championed by Wakba and collaborators (Wahba and Wendelberger, 1980;
and references therein). We recognize from the start that radiances or the
equivalent brightness teaperatures are not tropospheric temperatures but only
proxies for these temperatures and that our results will depend upon what a

riori information the inversion process utilizes. This being said it folTows
that the best combination of all a priori information should be used. The
variational procedure allows in a natural way a variety of different informa-
tion to contribute to the inversion process. In calculating three dimensional
retrievals we can fully use our a priori knowledge that horizontally the tem-
perature field is smooth to obtain maximum vertical resolution, filter cloud
effects, minimize the effects of instrument noise and obtain horizontally
coherent retrievals.

It has often been remarked that satellite observed radiances contain more
information about temperature gradients than information about temperature.
Because it acts as a spatial filter, there are several reasons to expect that
the variationzl analysis method (VAM) will result in better and morz useful re-
trievals. First, the retrieved temperature field will be horizontally coherent.
The effect of random instrument noise and small scale meteorological features
which are not really resolvable by the instrument will not be present in the
retrievals. Second, by combining information from many spots (that is obser-
vation points or satellite footprints) the maximum amount of information about
the vertical structure of the atmosphere may be extracted. This includes
cloud structure; the VAM has the potential to act as a very powerful cloud
filter retrieving cloud amounts, heights and other properties (such as emissi-
vity). Third, the VAM is very flexible in allowing additional sources of
information such as a 6 h forecast or the conventional radiosonde data to
influence the retrieved temperatures. In addition the VAM may be fully inte-
grated with a NWP model to provide what might be termed four dimensional retrie-
vals. Fourth, the above points also apply to retrieved surface quantities
such as temperature and emissivity.

Notwithstanding the above ctservations, every retrieval system attempted
to date has been essentially one dimensional. (By one dimensional we mean that
the clear column radiances for each spot are processed independently of each
other spot. Of course, for IR retrievals, neighboring spots are used to remove
cloud effects and thus reduce the 'raw' radiances to clear column radiances).
One might suppose that if the one dimensional problem is difficult the three
dimensional problem will be more difficult and should not be attempted until
the one dimensional problem is so0lved. It is certainly true that the three
dimensional problem is very complicated and difficult computationally. However
the three dimensional problem may be better posed in the sense of uniqueness
and stability.

The basic problem of three dimensional retrievals, common to many inverse

problems (geophysical, medical, etc.), is that there is a finite number of
observations of some parameters which depend on the continuous distribution of
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some properties of the system under observation. In the present case we observe
brightness temperatures

TB(\)"’ Rn) 1 =1!°"'I; n=1yoo.¢N

at a number of viewing geometries (Rp) in a set of channels (vij), and these
brightness temperatures depend on among other things, mixing ratios of the
absorbing gases and the temperature all along the path followed by the radia-
tion through the atmosphere. The result is that the problem of retrieving the
system properties from the observations is grossly underdetermined and to a
large extent the solution depends on what other jnformation is added by the
investigator (Backus and Gilbert, 1967). In many cases it is possible to
avoid this problem simply by Timiting the resolution of the solution, that is
to use a relatively coarse grid to represent the system. This presupposes
that the system properties vary smoothly. This assumption is in fact addi-
tional information. In the atmosphere temperature is very smooth, the mixing
ratio of water is smooth but less so and cloud amount is sometimes not smooth
at all on the length scale of the observing cell.

The difference between the length scales for temperature and cloud amount
is the crux of the three dimensional retrieval problem. In general we can
classify a system property as either ragged (res{,. smooth) if its length scale
is the order of or smaller than (resp. greater than) the observing cell size of
the instrument. For properties which are ragged, 1ike cloud amounts, we may be
able to infer some sort of average value over each particular observing cell
but it is impossible to retrieve point values. Smocoth properties on the other
hand should be retrievable at points either within or between the observing
cells. It is important to note that while cloud amounts are ragged, cloud
properties (such as emissivity) are smooth if we allow their definition where
there are no clouds (Fig. 1). This is the basis of the multiple fields of
view cloud filtering methods (C:ahine, 1977; and references therein). The
properties of the earth's surface are also in general ragged because the length
scale for soil types and land use is relatively small.

The intuiticn behind our strategy is therefore the following: We expect
to use one channel for each ragged property needed for the forward problem.
Then the remaining channels will be pooled geographically by the smoothness
constraints acting on the smooth parameters to yield optimal estimates. Of
course the better we know the smooth properties the better we can estimate the
ragged properties and vice versa. Within the variational formulation the
retrieval of all quantities occurs simultaneously and this beneficial interac-
tion between knowiedge of the various variables will occur naturally.

To generalize the variational problem of Wahba to take all relevant para-
meters into account let us symbolically write the solution to the forward
problem as

Tc(vis Rn) = fi (P1(Rp)s p2(Rp)ecepp(Rp)s 01(Rp)e.05(Rp))

whiere pj(Ry) represents the value(s) of the itn rough variable entering the
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forward problem evaluated for viewing geometry Rp; similariy oj(Rp) represents
the value(s) of the jth smooth variable entering the forward prob?em. Some of
these variables are 2-dimensional such as surface emissivity, while others are
3-dimensional like air temperature, In general some of the p{ will be cloud
amounts for each of several cloud types and some of the oj will be the corre-
sponding cloud top pressures, emissivites, etc. Now we wq$h to minimize

(1) s =iEn Win (Tg(vi, Rp) = Tc(vi, Rp))?

S
+ 1 A dn,(oj)
sby N Ingled
where
ml ame
In(6) = (aTaytagt ) [I] (Siarsyazgyas )2 dxdydp

u1+a2+a3=m

During the minimization m and X are held fixed. We must still specify f, the
solution of the forward problem, the spatial representation of 6 and the
remaining free parameters (m, X, wj,) to complete the problem. Note that

a different way of measuring the smoothness of each of o-variables is possible
and that there is no penalty if the p-variables are not smooth. Also there

is a X weight for each o-variable to balance the tradeoff between the various
constraints. One could, and probably will, append to the end of (1) a variety
of other constraints, such as climatological information, 'first-guess' infor-
mation, radiosonde data, etc. Although the mathematical machinery developed
by Wahba zpplies directly only to linear functionals, the general method has
already been applied to large nonlinear problems (Hoffman, 1982).
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Cloud parameter (p) versus position (r). Cloud
amount (n) is ragged and Boolean. Cloud emissi-
vity (e) is smooth within clouds and may be
defined smoothly between clouds.
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SIMULATION COMPARISON STUDY OF THE AMTS AND HIRS2 SOUNDERS
J. Susskind, D. Reuter and A, Dalcher

The Advanced Moisture and Temperature Sounders (AMTS) is a proposed high
spectral resolution passive infra-red sounder designed to produce higher vertical
resolution soundings of temperature and humidity than currently available
[Kaplan et al., 1977]. In addition, the channels are chosen so as to essentially
eliminate any dependence of the signals on extraneous variables, i.e., H20 and
03 distribution in the case of temperature sounding channels.

The simulation study is part of a joint study between NASA, NOAA, and the
University of Denver to assess the sounding capabilities of the AMTS as compared
to the HIRS2 instrument currently flying on the TIROS-NOAA series operational
satellites. Radiances for both instruments were simulated by the University of
Denver for a set of profiles containing information of the ground temperature,
atmospheric temperature-humidity-ozone profiles, reflected solar radiation off
the ground, and satellite zenith angle of observation. In one portion of the
test, radiances were simulated for a large sample of cloud free conditions. In
a second portion, more detailed simulations were made involving radiance fields
computed as a function of multi-layer cloud fields, thermal gradients, and the
scan pattern of the instrument. Only the clear test is considered in this
write-up. The cloudy portion is discussed in Dennis Reuter's section in this
report.

In the clear test, radiances were simulated by the University of Denver
for 1600 profiles, selected from 3 week periods in each the winter and summer.
The radiances for both instruments, together with colocated radiosonde informa-
tion, were sent to both NOAA and NASA. Each group analyzed data for each
instrument according to their preferred method of analysis, regression analysis
in the case of NOAA, and a physical inversion method by NASA. The test then
compared both methods and instruments. The colocated data was to be used for
any purpose i.e., generation of regression coefficients for NOAA and generation
of empirical tuning coefficients to minimize systematic differences between
radiances calculated by the University of Denver and by NASA for the same pro-
files. The actual test was based on radiances simulated from radiosonde data
in the subsequent 2 week period. These profiles were not made known to the
participants. Here, we briefly show the GLAS method of analysis and indicate
results based on the original sampie of 1600 cases, in which half the radio-
sonde information was withheld in the generation of coefficients and that
sample used as the test data set.

The method of analysis was very similar to that used by GLAS in analysis
of TIROS-N HIRS2/MSU data [Susskind et al., 1982]. The procedures used in the
test differ from those used in analysis of TIROS-N for two reasons:

1) A 6 hour forecast guess of temperature and humidity is available in analy-
sis of TIROS-N data but is not available in the test.

2) The noise levels in the test are realistic assessments of instrumental
noise but do not include the effects of scene noise.
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As a result of these differences, the first guess used in the analysis was
based on a regression relationship between observed brightness temperatures and
radiosonde temperature profiles. Also, the form of iterative relaxation equa-
tion was modified so as to decrease the smoothing applied to the solution and

a correction was applied to the climatological humidity as a first guess pro-
file.

In order to generate an initial guess temperatiure profile based on regres-
sion relationships between observed brightness temperatures and atmospheric
temperature profiles, it is desirable to remove to first order the angle depen-
dance of the satellite briahtness temperatures. To do this, observed satellite
brightness temperatures at angle 6, Tg(6), are corrected to Tg(0), their estimate
values if the observations were at nadir.

TABLE 1
CHANNELS USED IN DIFFERENT STEPS

HIRS AMTS
ANGLE CORRECTION 1-8, 13-16 3-10, 20-26
REGRESSION GUESS 1-8, 13-16 3-10, 20-26
TUNING 1-7, 13-16 1-10, 20-26
GROUND TEMPERATURE 18, 19 26-28
HUMIDITY CORRECTION 8 11
TEMPERATURE PROFILE 1-4, 13-15 4-10, 20-24
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ASSIGNED PRESSURES FOR

AMTS
CHANNEL Py
9 3
10 15

& (3, [, ~ [o <]
]

20 -
21 -
22 -
23 -
24 -

We use the equation

T3(0) = T3(8) + A

The superscript S means simulated data.

HIRS2 as shown in t

PL=-Pu

30-90

30-80

50-150
100-220
200-400
300-500
400-600
600-775
775-1000
925-1000

able 1.
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TABLE 2

CHANNEL Py

1
2
3
4
15
14
13

sec 8 -1

sec 50 -1

T3(0)

10

CHANNELS USED IN THE TEMPERATURE RELAXATION SCHEME

HIRS

PL-Py

30-90

90-200
200-380
380-625
625-875
875-1000

(1)

A is 15 x 15 Yor AMTS and 12 x 12 for
A separate A matrix was constructed for winter and

summer. The coefficients of A were determined from simulated radiances for the
800 profiles at a 50° zenith angle and at nadir.

Once the Goldman data were corrected to zero zenith angle by equation (1)

regression equations of the form

T(P) = T(P) + BLTE(0) - Ty(0)]
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were constructed fey each of eight zones, (land/water), (tropics/extratropics),
and (summer/winter). Tg(0) is the vector of brightness temperatures for the Np
channels used for regression constructed by angle correcting the data provided
by the University of Denver for the particular profile to 0° according to
equation (1). Tg(0) is the mean vector of all the resulting Tg(0) in the data
set. NR = 15 for AMTS and 12 for HIRS with the channels shown in table 1. All
humidity sounding channels and most window channels have been excluded from the
regression for both instruments so as not to use humidity as a predictor for
temperature.

Possible systematic computational differences are minimized by comparingsa
set of "observed" brightness temperatures Ty, with those simulated by GLAS, Tg,
and finding C and D which best fit the relation

TS =CTg+D (3)

where C is an N7 x Ny matrix for the Ny channels tuned and D is a Ny x 1 vector.
Once C and D are obtained from analysis cf a dependent set, the observed
brightness temperatures Tg in the independent set are modified according to

r~~

Tg=CTg+D (4)

so as to best match the brightness temperatures we would compute under the same
conditions.

Retrievals are performed using Tg as data rather than Tg. We now compare
the modified observed brightness temperatures for the temperature sounding

c“annels Tg,is With the computed brightness temperatures from the Nth guess,
Tg 4» and modify the guess to produce an N+1th iterative temperature profile.
Twéive temperature sounding channels are used for the AMTS and seven are used
for HIRS2 as shown in Table 1.

The relaxation equations used are almost identical to those described in
Susskind et al. [1982]. Temperatures at pressures between 30 and 1000 mb are
treated differently than temperatures at pressures lower than 30 mb. The basis
of the relaxation method lies in the approximation that small a constant shift
in the temperature profile will produce an almost identical change in the
brightness temperature computed for a sounding channel. Moreover, if the shift
is applied only in the region of the atmosphere where the radiance of the
channel is most sensitive to atmospheric temperature, a similar change in
computed brightness temperatures will occur.

For channels sensitive to temperatures at pressures greater to 30 mb, we
assign an atmospheric layer, PijL to Pjy, which is considered to be the Tayer in
which the radiances of the channel are most sensitive to atmospheric temperature
change. Pj;_ and P;y, representing the lower and upper pressure boundaries for
sounding channel i, are shown in Table 2 for the sounding channels of AMTS and
HIRS used in the analysis. Channels primarily sensitive to temperature changes
above 20 mb are treated as representative of temperature changes at a specific
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pressure, rather than in a layer. This pressure, Pjg is indicated in Table 2
for the appropriate channels.

For pressures greater than 30 mb, we write the relaxation equation

+1 N ~ N
T? = Ty + Tg,i - Tg,i (5)

=N
where Ty is the average temperature of the WNth iterative guess temperature
profile in the atmospheric layer corresponding to channel i

Piu Piu
T? = TN(P) danP  /&n — ()
PiL PiL

+
and T? ! is the new estimate of the layer mean temperature in the appropriate
atmospheric layer. In order to determine a N+1th jterative temperature profile
at pressure Py from estimates of layer mean temperatures, we constrain the
solution to be given by

™ () = T0(P) + 1 Ay Fy(Py) (7)

where TO(Pk) is the initial guess, F;(P,) are empirical orthogonal functions of
temperature, given by the eigenvectoﬂs, with largest eigenvalues, of the cova-
riance matrix of a set of global radiosonde profiles, sampled at the 52 pres-
sure levels between 1000 and 30 mb, which are a subset of the 64 pressure |
levels used in the calculation, and ANtl are the iterative coefficients

which, together with the initial guess, completely determine the solution.

The coefficients, ANt1l, are solved for according

AML = [FF + oH]-1 F[TN+L . 70] (8)
where F represents the matrix of layer averaged empirical orthogonal functions

all Pi
F,-J- = J FJ'(P) dinP  /&n

, (9)
PiL PiL

F° is the transpose of F, H is a diagonal matrix with Hjj being the inverse of
the fraction of the total variance arising from eigenvector j, and o is a
constant. The term oH is added to F°F n order to stabilize the solution, as
in Susskind et al. [1982].

T T3
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For AMTS, 10 mean layer temperatures, shown in Table 2, are gsed to estimate

coefficients of 9 empirical orthogonal function, witho =1 x 10~ For HIRS2,
6 mean layer temperatures are used to estimate coefficients of 5 empirical
orthogonal functions with ¢ = 5 x 10-4,

Figs. 1 and 2 show the RMS errors of the regression generated guess are
the retrieved temperature profiles obtained from both the AMTS and HIRS data
for the independent sample. Separate statistics are shown for the winter and
summer cases. Only levels which were interpolated from radiosonde reports are
included in the statistics. Under clear conditions, the RMS errors of the
physical retrievals for both AMTS and HIRS are .1° - ,2° better than their
regression guess beneath about 300 mb. Above 300 mb, the physical retrieval
is of comparable quality to the guess for the AMTS and somewhat worse for the
HIRS2. The AMTS results show significant improvement over the HIRS2 results,
relatively independent of the method used. Improvements are the order of .3°
below 300 mb and .7° above 300 mb. Improvements in the lowest atmospheric
level, from 880-1000 mb, are the order of .5°.

Figure 3 shows similar statistics for the single zone land-mid-latitude
winter, characterized by large inversions in the lower trcposphere. Under
these conditions, the physical retrieval method shows larger improvements over
regression in the lower troposphere and likewise, the improvements in the
retrieval actuary obtained from the higher vertical resolution of AMTS over
HIRS are more significant.

REFERENCES

Susskind, J., J. Rosenfield, D. Reuter, and M. T. Chahine, 1982: The GLAS
physica! inversion method for apalysis of HIRS2/MSU sounding data.
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Figure 1. Results of analysis by GLAS of 400 sets of ratiances from the clear

winter dependent set using information from the other 400 profiles.
The errors plotted are of the layer-mean temperatures with layers
shown in the figure. In each case, the error for the layer is
plotted at the lower boundary of the layer.
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SIMULATION STUDIES OF THE HIRS2/MSU AND AMTS/MSU SATELLITE SOUNDING UNITS:
CLOUDY CONDITIONS

D. Reuter, J. Susskind and A. Dalcher

Currently, 3 joint NOAA/NESS - NASA simulation study is under way to
compare the accuracies of atmospheric temperature profiles retrievals as pro-
duced from the currently operational HIRS/MSU sounding system and the proposed
AMTS/MSU sounding system. This study is proceeding in two phases. In the
first phase, which has already been completed, synthetic satellite radiances
are calculated from realistic atmospheric temperature, water vapor, and ozone
profiles, with the effects of surface temperatures, satellite viewing angle,

and reflected solar radiation also taken into account. These simulated radiances

are then used as input data for the statistically based temperature retrieval
algorithm at NOAA/NESS and for the physically based retrieval system at GLAS.
This first phase is described elsewhere in this report (see Susskind et al.)
and will not be discussed here.

In the second phase of the test, the simulated radiances are contaminated
by the effects of realistic cloud fields. In order to prepare for this phase
of the test and, at the same time, to develop and test various methods for use
with real data, we at GLAS have carried out simulation studies employing cloud
contaminated radiances generated here, It is the purpose of this note to
describe these studies.

For the purpose of these simulation studies, and in fact for the joint
test, the clear column radiances are calculated according to a truncated version
of the radiative transfer equation:

) P dti(P,8)
Ry = Bj[TsIris(Ps,0) + [ Bi[T(P)] ——— (1)
&nPs danP

where Rj is the frequency averaged radiance in sounding channel i, B;j[T] is the
Planck function evaluated at frequency v and temperature T, tj(P,8) is the
channel averaged transmittance from pressure P to the satellite pressure P at
angle 6, and the subscript S stands for surface. This form of the equation
neglects effects of reflected solar and downwelling thermal radiation but
preserves mosi of the dependence of the radiances on atmospheric and surface
properties and viewing angle.

In the presence of clouds, which are essentially opaque to infrared

radiation, the radiance observed by the satellite, ﬁ}, beccnes a function of
the ~loud top pressures Pj, and fractiona) amounts aj:

Ry = (1 - gaj) RELR + g aj RyfLD (2)

where R?LR is the radiance which would be observed in the absence of clouds
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and R.j CLD s the radiance which would be observed if the field of view of the
soundér were obscured by a cloud with a cloud top pressure of Pj. Equation 2

is valid for any value of the emissivity of the clouds, however for the purposes
of ti¥s test the emissivities were taken to be.l (i.e. the clouds are taken to
be perfect black body emitters), Note that the cloud fractions oj are

effective cloud fractions in the sense that if a high cloud obscures a Tower
cloud, then only that part of the lower cloud which is not obscured will
contribute to the radiance.

If the set of radiances Ry is used to determine the surface and atmospheric
properties the results will be grossly in error. Therefore sowe method must be
used to account fcr effects of ¢louds. At GLAS we use a method whereby the
radiance which would be observed in the absence of clouds is reconstructed from
observed radiances in several nearby fields of view.

An iterative estimate of the clear column radiance, RCLR(N), may be
obtained from two fields of view as:

CLR(N) . g, N N
RERIND = ry o+ n M) Ry ) - 8y ,2) (3)

where Ri j is the observed radiance for channel i in field of view j and n(N) is
a channei”independent cloud filtering parameter which is equal to a1/(a1 ~02)
where a; and ap are the effective cloud fractions in field of view 1 and 2
respectively.

CLR ﬁ? the GLAS p ¥s1ca1 inversion method we always have an estimate of
Ry ( from the N iterative atmospheric and surface properties. Therefore
on any iteration n( ) may be estimated as:

CALC(N) _ o
R: - R
O it o {4)

Ri,1 - Rj,2

Since it is not expected that, at the begInn1ng of the iterative temperature
retrieval procedure, the Nth solution profile is in fact the correct atmospheric
temperature profile, this method will tend to gl&ﬁ 8 ﬁ?neous results. To
remove, at least to first order, any biases in Ry LE( ; microwave channel 2,
which is not affected by E?ﬁ presence of clouds. is used to obtain a corrected
clear column radiance R; ¢ )

RGCIN) = B [TCALCIN) 4 (1, - T, SN))3 (5)

wgﬁre TCALC N) is the black body temperature for R?ALC(N) TMéN) is the
iteratlve brightness temperature of microwave channel 2 and Ty, is the
observed microwave channel 2 brightness temperature. Brightness gemperatures
are uES?N?ecause the radiances are Sxfeewely frequency dependent. ﬁ?is value
for Rj may be substituted for Ry in equation 4 to find n( which
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m tn?n be used in equation 3 to obtain the reconstructed clear column radiance
RYLR Since n is channel independent all infrared radiances may be
corrected by the same n.

This procedure is quite adequate for acccunting for one cloud Tevel and
therefore one degree of vertical inhomogeneity, however, in the simulation test
described above multiple cloud levels are to be used and therefore multiple
degress of inhomogeneity must be accounted for. We have therefore attempted to
use three fields of view to account for at Jleast degrees,of inhomegeneity.
To determine the two cloud filtering parameters n£ # and n channels
7 and 6, are used for the HIRS instrument while channeis 1 and 2 are used faor
the AMTS. The observations are sorted into warm, intermediate and cold fields
of view (F1, F2, F3) according to the brightness temperatures in the window
channels 8 for HIRS and 11 for AMTS. For three fields of view equation (3) may
be expanded to:

RELR(ND - Ri,1 + nf¥) (Ri,1 - Ry,3) + néN)(Ri,l - Ry, 2)- (6)

Note that n{N) is being used to describe most of the inhomegeniety since,
by the field of view sorting given above (Rj,1 - Rj,3) > (Rj,1 - Rj,2).
We will describe the determination of n{N) and néN) by referring

to the HIRS instrument. If only chanrel 7 were used to determine n) we would
use equation 4 to obtain:

oY - “fa )

A similar equation would be used to obtain ny if only channel 6 were used.

N N
We shall take n{N) to be a weighted average of n{’; and nf %

Ny ~ N o
afN) ,,1} (R7,1 - Ry 3)2 + nfé (R,2 - Rg,3)? "

o 5 N2 L o2
(R7,1 - R7.3)° + (Rg,2 - Rg 3)° + &

where § is a damping parameter on the order of the microwave noise which is
analogcus to the ridge param ﬁir in ridge regression. This equation is the
least squares solution for n? if equation 6 is used to obtain the best

(N)

(N)
estimate of ngN) based on channels 6 and 7. In other words n .7 and m
are weighted the amount of signal in channels 7 and 6 respeélively.
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To determine n2 a similar procedure is followed except that part of the
inhomogeniety described by nj is removed from the signal, for example:

(N)

~ N ~ ~
(RGN - Ry 1) =1 Ry, - Ry g)
ng:; - 9 7.1~ 1~ 7,1 ,,73__ o)
(R7’1 - R7,2)
oM L "2 Bre Ry, 202 14 (Rg,y - Re,2)? : (10)

(Ry,1 - "7,2)2 + (Rg,1 - R6,2)2 + 8

If the denominator of equation 10 is found to be on the order of the
expected combined infrared and microwave instrumental noise n2 is set to
zero. Similarly if the denomi ﬂyor of equation 8 is on the order ﬂf the expected
noise ny is set to zero. }f nz is found to be 1 ﬁ? then zero n is set
to zero, in which case néN is set to zero since n? should contain most

of the cloud information. If either [(T7 1 - T7.3) + (Tg,1 - T6,3)1/2 < 1° or

[(T7,1 - 77,2) + (Te,1 - T6,2)1/2 < 1° it is assumed that field of view 1 is
clear and therefore 11 and N2 are both set to zero. In this case a fugﬁher
check is made to determine if the scene is completely overcast. If (T3" -

T7,1) 2 5° the scene is asaumedztolygve complete cloud cover and no retrievals
are done. Finally, if [(n] +n%)]*/¢ > 4 the scene is assumed to be too
cloudy to perform a retrieval. ~

The simulation retrieval studies to be described below were carried out
using cloudy radiances simulated at GLAS. Retrievals were carried out using
radiances simulated from radiosonde atmospheric temperature profiles at various
satellite viewing angles. The surface temperature was taken to be randomly
distributed about th+ surface air temperature with a standard deviation of three
degrees. Equation Z was used to construct cloud radiances for two cloud layers
randomly distributed between 300 and 700 mb. For each radiosonde three fields
of view were simulated. The two cloud top heights were taken to be the same
for all three fields of view, however the cloud fractions for the two cloud
heights varied randomly for the three fields of view. The average total cloud
fraction for the three fields of view were a1 = 0.2, ap = 0.5, a3 = 0,75,

Thus the cloudy radiance simulations produced, on the average, very cloud
contaminated radiances. These simulated cloudy radiances were contaminated by
reasonable instrumental noise and then used as observations for the GLAS physical
retrieval scheme. The retrieval system then procedes by the steps:

1) Calculate clear column radiances based on a climatological first guess
2) Use equation 7, 8 and 10 to calculate nl(l) and nz(l)

3) Reconstruct clear column radiances using equation 6
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4) Obtain a ground temperature

5) Use the new ground temperture to recalulate the clear column radiances
and use steps 2 and 3 to reconstruct clear column radiances

6) Perform a regression to obtain an improved temperature profile
7) Recalculate the ground temperature
8) Reconstruct clear column radiances

9) Perform a physical retrieval step and check differences between calcu-
lated clear column brighness temperatures and reconstructed clear
column brightness temperatures for convergence

10) Obtain a new ground temperature

11) Iterate steps 8, 9, 10 until convergence is achieved (step 10 is only
done 3 times no matter how may iteration are done for steps 8 and 9)

12) Check rejection criteria and flag the retrieval if it should be rejected
(i.e., if the RMS difference between the computed and reconstructed
brightness temperatures is greater than 1° or if the calculated and
observed values of MW channel 2 differ by more then, 1°, or 1.5° if both
ny and ng = 0)

Figure 1 shows a comparison of the results of the retrieval for the HIRS2 and
AMTS sounders. Also shown in this figure are the results obtained from the
regression analysis performed in step 6. The regression matrices were obtained
from clear column brightness temperatures obtained from calculations using
radiosondes not used in this study and thus these profiles represent an
independent set of regression results. As may be seen from this figure the
AMTS improves the HIRS results throughout the atmosphere. Furthermore the
physical retrieval method shows much improvement over the regression results.
In this connection it should be noted that attempts to improve the regression
results by iterating the regression (i.e., by substituting step 6 for step 9)
gave rise to some improvement of the regression results, but they were still
inferior to the results from the physical retrieval.

Figure 2 compares the results obtained from these cloudy radiances with
results obtained when the same radiosondes were used to simulate radiances with
no clouds. As may be seen from this figure the degradation of the results in
the presence of heavy clouds is not very severe.

Finally, to indicate the relevance of these results to the joint NOAA/NESS-
NASA Simulation Test, Figure 3 compares the results of retrievals performed in
the clear column portion of this test using radiances generated at the University
of Denver and the results for the same profiles using clear column radiances
simulated by the model used in the GLAS simulations. As may be seen from this
figure the results obtained using radiances based on the GLAS simulation model
are quite similar to the results obtained from radiances based on the model to
be used in the actual test.

As a final note it might be asked what relation, if any, this simulation
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study bears to what might be expected from an cperational sounder sensing the
true atmosphere. Since the GLAS physical inversion method relies quite heavily
on the ability to calculate the radiances which would be observed at the satel-
lite given the true atmospheric and surface conditions, the errors in this
calculation will very probably be the limiting factoi in determining the appli-
cability of these results to real data sounding. However, it has been shown
(Susskind et al., 1982) that the model used in this study quite accurately
reproduces satellite observation when the relevant parameters are known.
Therefore, we feel that we may transfer results obtained from this work to the
problem of actual meteorological parameter sensing. In particular the current
analysis system used at GLAS for the HIRS2 sounder uses a two field of view
single cloud layer cloud filtering algorithm (i.e., equation 3, 4, and 5 in

the text). Based on this study we found that the multiple layer cloud fil-
tering algorithm showed significant improvement over the single cloud layer
system. Therefore we are currently in the process of modifying our operational
system to test whether this result holds true for real data analysis.
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WATER VAPOR PROFILE RETRIEVALS FROM THE HIRS/MSU SOUNDER: CLEAR AND CLOUDY
SIMULATION STUDIES

D. Reuter and J. Susskind

Currently, the GLAS physical retrieval scheme is capable of producing
accurate atmospheric and surface temperature retrievals and accurate measures
of cloud fields from radiances measured by the HIRS/MSU sounding unit (Susskind
et al., 1982). Since the presence of water vapor could contaminate these
radiances only those infrared and microwave channels which are quite insensitive
to the amount of water vapor are used to determine the temperature and cloud
fields in the analysis. However water vapor is, in itself, a variable of
meteorological interest and the HIRS instrument has a number of channels which
are quite sensitive to the presence of water vapor; specifically the surface
and lower tropospheric channels 8 and 10 and the mid and upper tropospheric
channels 11 and 12, In order to determine if these channels contain any useful
water vapor information we have carried out studies in which water vapor
retrievals were performed, based on simulated clear and cloudy radiances and
retrieved atmospheric and surface temperatures. The method used for simulating
the clear and clody radiances has been described previously in this report
(Reuter et al.) and thus no further detail will be given here.

The water vapor retrieval scheme is based on considerations similar to
those used in the retrieval of temperature information. Specifically, for two
atmospheric profiles which have the same temperature structure, but whose water
vapor contents are different by a small amount 8u(P) it may be shown that:

7
Tilu(P) + 6u(P)] - Tilu(P)] ={) Wi(P) &u (P) denp (1)
s
where T is the equivalent black body temperature for radiance Ry in channel i,

P is the satellite pressure, Pg is the surface pressure and Wi is a water
vapor sensitivity function for channel i given as

dr (P,
=
Wi (P) =

wP) / L ().

(2)

In equation 2 tj(P,8) is the frequency averaged transmittance in channel i
from pressure P to P at angle 6.

In this very preliminary work two somewhat drastic, but not unreasonable
assumptions were made to simplify the problem. The first assumption arises
because each channels is primarily sensitive to changes to water in specific
pressure intervals and thus what is determined in not 6u(P) but rather a mean

P
layer change §. The second assumption is that [ Wi(P) denp is essentially a
P

- S, .
constant W for each channel for the profiles studied. Under these assumptions
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T4Lu(P) + &u(P)] - TiLu(P)] = WS, (3)

This equation suggests that a regression treatment may be used to find W as a
function of § and brigtness temperature differences. The method of analysis
is, then, as follows:

1) Simulated radiances (TiOBS) are used as input to the GLAS temperature
scheme and retrieved temperature profiles are produced.

2) These retrieved Eiweerature profiles are used to simulate brightness
temperatures (T;
water vapor pro%i]es (uC

3) The data is divided into two sets, the first to generate the regression
relationship and the second set to use as verification. The regression

equation is then solved to find the regression matrix A.

(pTRUE - ucLIM) = A(T.'OBS - T1CALC)

where

A= (ATT AT + y)-1 ap ATT (5)

and AT = (TioBS - T1CALC), Ap = (uTRUE - wCLIMy and y is a ridge parameter.

4) This regression relation is used on the second set of data to generate
retrieval statistics.

Note that the retrieved temperatures are used in the calculation of TiCALC.
Equations (1) thru (3) are most nearly tru8 %f there AE no difference in

the temperature profiles giving rise to T, and T c However, in the
processing of real data, we would only have the retr1eved temperature profiles,
thus to attempt an accurate assessment of the ability of the HIRS instrument to
retrieve water vapor profiles, we have included this source of noise in the
simulation procedure.

The results of this study are given in figure 1 in terms of the percent
error of the retrieved water vapor column densities in the pressure regions
1000-700 mb, 700-500 mb and 500-300 mb. Also given in this figure are the
percent errors of the climatological guess. Results for two cases are shown:
case S3 is for a very moist summer ocean tropical zone, and case Wi is for
a dry winter land mid-latitude zone. For case Sy results are presented for
simulated clear and cloudy conditions. Note that the presence of clouds does
not degrade the results significantly. The lines are only used to connect the
points and do not indicate accuracies in the regions between points. Table 1
presents the absolute accuracies of the retrievals in terms of rms column
densities for the pressure levels specified above. From this table it may be
seen that even though the precent errors for Wi are much worse than those for
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S1, the absolute accuracies are somewhat better, ' ;

Based on the results of this study it appears that there is usable water
vapor information contained in the HIRS water vapor channels. We are presently
in the process of refining this technique in the hope that we may impliment
water vapor retrievals as part of the real data analysis scheme,

Table 1

RMS errors of retreived water vapor column densities (g/cm?) (independent set)

P(mb) Si(clear) S1(cloudy) Wi(clear)
300-500 0.029 0.028 0.012
500-700 0.14 0.16 0,063
700-1000 0.50 0.58 0.41
1-1000 0.51 0.65 0.43
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A LEVEL 2.4 SECOND-ORDER CLOSURE MODEL FOR THE PREDICTION OF TURBULENCE
H., M. Helfand and J. C. Labraga

Mellor and Yamada (1974) and Yamada (1977) have developed a hierarchy of
second-order closure models for the prediction of atmospheric turbulence.
These models range from the simple level 2 model, which consists of a system of
purely algebraic equations, to the more complicated, expensive and accurate
level 4 model, which consists of ten prognostic equations for the second order
turbulent moments.

Yamada (1977) has proposed a level 2.5 model as a good compromise between
the simplicity of the level 2 model and the accuracy of the level 4 model.
This model has only one prognostic equation, that for the turbulent kinetic
energy,

1/2 q2 = 1/2 (u2 + v2 + wl). (1)

We have analyzed the model, however, and we have found that it is ill-defined
and sinqular when it predicts a value of 1/2 q2 significantly -maller than that
predicted by the level 2 model. Accordingly, we have created a new second-
order closure model which combines the best features of the level 2 model and
the level 2.5 model. We have labeled this the level 2.4 model.

Both the level 2 and the level 2.5 models define turbulent transport coef-
ficients for momentum and heat according to

Km = q&Sp (2)
and

n

9 Sh, (3)
where q is the turbulent velocity scale defined in (1), £ is a turbulent length

Kn

scale, and Em and Eh represent the dimensionless parts of the coefficients.

Em and gh are functions of the dimensionless shear,

S = 2/q le|: (4)

and of the dimensionless Brunt-Vaisalla frequency,

M o= 2/q (g0,/0,)1/2 . (5)
One can also express the anisotropy,
Cy= Wo/(1/3 ¢) , (6)

as a function of S and M. C, is the ratio of the actual turbulent kinetic energy
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in the vertical mode to that energy which would be in the vertical mode if the
flow were isotropic. Physical reality demands that Cy, should be well within
the limits,

0<Cy <3, (7)
Isotropy occurs when Cy = 1.

The level 2 model determines q as a function of the mean state of the atme~
sphere according to

q2 = By 52 IUZI2 (S = Ri Sp) (8)
where Ri is the gradient Richardson number,
Ri = 0,/0,|U, |2, (9)

and where By is a constant. Eq. (8) tells us that S and M are functions of Ri
in the Tevel 2 model. Em, gh and Cy therefore are also functions of Ri, and,
as one can see in Fig. 1, they are well behaved. C,, for instance, is well
within the bounds of (7) and it decreases slowly with increasing atmospheric
stability.

The level 2.5 model has an extra degree of freedom in comparison to the
level 2 model. In the level 2.5 model, q is a prognostic variable and S and M

m. st now be expressed as functions of Ri and q. Thus Sy, Sp and Cy, which
depend on S and M exactly as they do in the level 2 model, are also functions
of both Ri and q.

While Eq. (8) does not necessarily hold for the level 2.5 model, it does
hold whenever q reaches its equilibrium value of qg(Ri). Thus, the level 2 model
is a special case of the leve! 2.5 model, and Fig. 1 represents the Ri dependence

of Em, §h and C, for the level 2.5 model for the special case q = go (Ri).

Fig. 2 represents the behavior of these functions for the case q = 1.4 qg (Ri)
or the case where the turbulent kinetic energy is double its equilibrium value.

Here Sp, Sp and Cy behave quite smoothly, and, in fact, are less sensitive to
Ri than they were in the level 2 model.

When g = .7 ge (Ri) or the turbulent kinetic energy is half of its equilibrium
value, on the other hand, the behavior of Sp, Sp and Cy is singular. Fig. 3
demonstrates that these functions approach plus infinity as the Richardson number
decreases to ~.68 and then they increase from minus infinity to negative finite
values. This behavior is nonphysical, and the condition (7) is clearly violated
for Ri < -.55. The level 2.5 model is basically an equilibrium model for turbulence
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but when 1/2 q2 is significantly smaller than its equilibrium value one cannot
assume that the other turbulent quantities are in an equilibrium state.

To remedy the problem with the level 2.5 model for q < qa, We have proposed

the following model which we term the level 2.4 model. Define Ky and Ky
according to (2) and (3) but take

Sm = Sm (Ri )

~ ~ (10)
Sh = Sh (Ri)
from the level 2 model for q < ge (Ri), and take
Sn = Sm (Ri, q)
oo ' (11)
Sh = Sph (Ri, q) ,

from the level 2.5 model for q > qe (Ri). The value of q in (4) and (5) is the
prognostic one in either case. This model has the advantage of allowing Ky and
Kp to be proportional to a prognostically determined turbuient velocity scale
yet it assures one that the Richardson number dependence of these coefficients
will be reasonable. It also allows turbulence to exist when Ri exceeds its
critical value, as does the level 2.5 model, for in that case, qe (Ri) = 0 .and
q > 0 implies that the model is identical to the level 2.5 model.

REFERENCES

Mellor, G, L., and T. Yamada, 1974: A hierarchy of turbulence closure models
for planetary boundary layers. J. Atmos. Sci., 31, 1791-1806.

Yamada, T., 1977: A numerical simulation of pollutant dispersion in a horizon-
tally homogeneous atmospheric boundary layei. Atmos. Environ., 11, 1015-
1024,
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SELECTION OF A BEST CANDIDATE HIGHER-ORDER CLOSURE SCHEME
FOR TURBULENCE IN THE GLAS FOURTH ORDER GCM

J. C. Labraga and H. M. Helfand

Mellor and Yamada (1974) have presented a hierarchy of second-order closure
models for turbulence ranging from the complete level 4 model, with ten prognostic
equations, to the simple level 2 model, which is a fully algebraic system of
equations. On the basis of a set of Wangara simulations, they concluded that
an intermediate member of the hierarchy, the level 3 model with two prognostic
equations and eight diagnostic equations, was the optimum compromise between
expense and accuracy for geophysical applications.

Later, Yamada (1977) introduced a yet simpler compromise between the level
3 and the level 2 models. His Tevel 2.5 model carried turbulent kinetic energy
as its only prognostic variable with the remaining seven variables determined
prognostically. Miyakoda and Sirutis (1977) have selected this level 2.5 model
to represent the vertical turbulent fluxes of heat, momentum and moisture in
the planetary boundary layer (PBL) and in the free atmosphere in the GFDL
General Circulation Model (GCM).

Elsewhere in this volume, Helfand and Labraga have demonstrated that the
level 2.5 model is i11-defined and singular. In its stead, they have developed
a level 2.4 model which incorporates the hest features cf the level 2.5 and
level 2 models and yet is not singular.

We have tested the level 2.4 model by repeating a 48 hour simulation of
the Wangara experiment carried out by Yamada and Mellor (1975) with the level 3
model. Our model had 31 layers progressively concentrated near the ground so
as to have vertical resolution similar to that used by Yamada and Mellor. We
also repeated our simulation with a simpler level 2 model so as to see where
the evel 2.4 simulation fell between those by its simpler and more <omplicated
cousins.

We discovered that the level 2.4 model gave results remarkably similar to
those of the level 3 model (see, for example, Fig. 1). We also saw, to our
surprise, that the simulation by the level 2 model was virtually identical to
that by the level 2.4 model.

To examine the feasibility of using the level 2.4 scheme in the GLAS Fourth
Order GCM (Kalnay-Rivas et al., 1977), we repeated the Wangara simulation at a
drastically reduced vertical resolution. In this experiment, the PBL was
resolved by only four grid points, only three of which were located within 2 km
of the ground. The layers were chosen as those of the PBL-simulating version
of the GLAS Fourth Order Model. The surface flux parameterization was also
taken from that model. This parameterization uses an extended Monin-Obukhov
similarity scheme to predict surface fluxes on the basis of the temperature and
wind gradients over the Towest 150 m of the atmosphere.

Fig. 2 shows that even at this drastically reduced vertical resolution,
the level 2.4 model gives a good qualitative simulation of the diurnal cycle.
Fig. 3 shows that the level 2.4 model, together with the surface flux parameteri-
zation does an excellent job at predicting suyrface fluxes at the coarse resolution.
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The results of the experiment demonstrate the suitability of the level
2.4 model together with the surface flux scheme for use in the GLAS model.

The experiment was repeated with the level 2 model, and the results were
aqain indistinquishable from those of the level 2.4 model. The level 2 model is
cheaper to run than the Tevel 2.4 model because it requires fewer computations,
it is less subject to numerical instability, and it does not require storage of
a turbulent kinetic enerqy field for prognostic purposes. Its accuracy is
apparently identical to that of the level 2.4 model, and therefore, on the
basis of the present study, the level 2 model is the best candidate for use in
the GLAS Fourth Order GCM.

REFERENCES

Kalnay-Rivas, E., A. Bayliss and J. Storch, 1977: The 4th order GISS model of
the global atmosphere. Contrib. Atmos. Phys., 50, 306-311.

Mellor, 6. L., and T. Yamada, 1974: A hierarchy of turbulence closure models
for planetary boundary layers. J. Atmos. Sci., 31, 1791-1806.

Yamada, T., 1977: A numerical simulation of poliutant dispersion in a horizon-
tally homogeneous atmospheric boundary layer. Atmos. Environ., 11, 1015-
1024.

Yamada, T., and G. L. Mellor, 1975: A simulation of the Wangara atmospheric
boundary layer data. J. Atmos. Sci., 32, 2309-2329.

FIGURE CAPTIONS

Figq. 1. Time and space variation of the virtual potential temperature ©, in
units of degrees { for the observaticns (a) and for the simulation
by the level 3 model (b) and in units of degrees K for the simulation
by the Tevel 2.4 model (c) and by the level 2 model (d).

Fig. 2. Virtual potential temperature ©, profiles at 1200, day 33 to 0900,
day 34 from the observations (ax, from the simulation by the 31-layer
model (b) and from the simulation by the 4-layer model (c).

Fig. 3. Hourly variation of the surface heat flux from observations (triangles),

from the simulation by the 31-layer model (solid 1ine) and from the
simulation by the 4-layer model (dashed 1ine). The units are m s-1 K,
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A STATISTICAL DYNAMICAL STUDY OF LARGE-SCALE FLOW ANOMALIES
S. D. Schubert

1. INTROPUCTION

In this study the large-scale intraseasonal variability of the winter time
extratropical atmosphere is examined within the framework of a hemispheric
equivalent harotropic model expanded in horizontal empirical orthogonal functions
(EOFs) in the wave domain. This approach allows for a detailed observational
and statistical analysis of the anomaly fields and in addition provides insights
into the dynamical processes governing their behavior.

2. OBSERVATIONS

The anomaly fields are computed as deviations from a mean seasonal cycle
based on a ten-year data set of the 500 mb streamfunction. A statistical test
developed by Preisendorfer et al. (1981) shows that the first 12 time dependent
principal components (PCs) associated with the EOF anomalies have a variability
which is significantly different from that of PCs computed from spatially and
temporally uncorrelated noise. The spatial patterns of the statistically signi-
ficant modes of variability are examined in the context of the time mean kinetic
enerqy spectrum and are interpreted by superimposing them on the winter mean
flow.

The first EOF is dominated by zonal wave numbers 0 and 2 and has a spatial
pattern resembling the Pacific/North American pattern reviewed recently by
Wallace and Gutzier, 1981, When superimposed on the mean flow with large positive
an!! neqative PCs (2.5 standard deviations) this mode exhibits a behavior
resemhling an index cycle in the western hemisphere.

The second EOF has & large anomaly center over the North Atlantic and is
dominated by zonal wave numbers 1 and 2. This mode is associated with fluctua-
tions in the North American east coast jet and seems to be related to the North
At1antic Oscillation also reviewed recently by Wallace and Gutzler, 1981.

AT F b e
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The third EOF pattern is primarily composed of zonal wave numbers 1 and 3.
This mode has anomaly centers closely coupled to the positions of the east
coast jets and when superimpased on the mean flow shows, for the positive case,
a very zonal flow over the U.S. and for the negative case a high amplitude wave
pattern with a strong North American east coast jet and extensive Pacific
trough. This EOF also bears some resemblance to the Pacific/North American
pattern.

e

A comparison with the occurrences of blocking in the Pacific and Atlantic
as determined by Hartmann and Ghan, 1980 suggests that the fourth and ninth
EOFs are related to Pacific and Atlantic ilocking, respectively. The fourth
EOF is primarily associated with zonal wave numbers 1 and 3 and has a large
anomaly in the polar regions extending southward over the west coast of North
America, Greenland and Asia. The spectral decomposition and spatial pattern
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for EOF nine is shown in Figs. 1z and 1b, respectively. This mode has a large
anomaly in the eastern North Atlantic with an anomaly os opposite sign to the
south. It is dominated by zonal wave numbers 2 and 3 and a meridional scale
corresponding to approximately 1,5 wavelengths between the equator and North
Pgle. Here n-m is is the number of zeros the spherical harmonic ‘has between
the poles.

3. MODELING

The equivalent barotropic model is formulated as a prognostic equation for
the anomaly streamfunction PCs at the 500 mb level. The unknown constants
involved in the boundary layer parameterizations are determined by regression
methods. The seasonal cycle enters into the anomaly equations via the advec~
tive terms and a san additional source term due to the fact that the mean terms
do not hy themselves satisfy the vorticity equation.

The harotropic stability of the zonally varying winter mean flow may be
tested with respect to perturbations composed of the EOF patterns. For this
analysis, one PC is allowed into the model at a time to determine whether such
a perturbation will grow or decay by gaining or losing energy from the mean
state.

Fig. 2 shows the growth rates for the first 25 PCs without a dissipative
term in the model. These results suggest that, except for the 8th PC, all the
statistically significant modes have the potential to grow via kinetic energy
transfers from the mean flow. The second and third PCs are the most unstable
having e-folding times of a little more than two weeks. An analysis of the 500 mb
winter mean flow shows that the zonally averaged state is barotropically stable.
Thus the zonally asymmetric components of the mean state which account for less
than 16% of the mean flow kinetic energy and are composed primarily of zonal
wa:e numbers 1, 2 and 3 are key factors influencing the stability of the EOF
patterns.

A more complete normal mode analysis shows that with 40 PCs the fastest
growing mode is also fixed in space and is composed primarily of EOFs 2, 4 and 12.
However, it should be noted that there is in general a strong sensitivity of
the growth rates and period of the normal modes to the level of EOF truncation.
These results are qualitatively very similar to the results obtained for the
climatological mean January 300 mb flow by Simmons et al., 1982, in their study
of barotropic wave propagation and instability. They found the fastest growing
mode to have a period of about 50 days and an e-folding time of about one week.

By varying the base state they also obtained some modes with infinite period.

The nonlinear model is analyzed in the context of steady state solutions
employing a high degree of EOF truncation. The EOF interaction coefficients
are linear combinations of the usual spectral interaction coefficients. An
examination of these coefficients shows that by far, the strongest interactions
involve the 9th EOF,

Multiple equilibria are found for severe truncations (less than eight modes)

without including orography in the model. In this case, the advection of the
winter mean flow vorticity by the anomalies plays the role of an orographic type
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term. This term was found to dominate the topographic effects at the 500 mb
level.

4. CONCLUSIONS

A statistical and observational analysis of the EOFs computed from a ten-
year winter data set has shown that as many as the first 12 patterns may be .
associated with physically significant modes of variability. The first three
EOFs show some relationships to index cycles and/or some of the teleconnection
patterns discussed recently by Wallace and Gutzler, 1981, The fourth EOF 1is
related to North Pacific blocking and the ninth bears a striking resemblance to
the classical North Atlantic block. DNetails of the EOF patterns must, hewever,
he viewed with some caution since the limited extent of the data set allows
only a marginal resolution of the "true" climatological variances and covariances.

The linear normal mode analysis of the EOF model shows that all of the
statistically significant EOFs except for the 8th have the potential to grow at
the expense of the mean flow. This supports the recent work by Simmons et al.,
1982, which also suggested that a major source of the observed variability of
the larqe scale extratropical winter time ciiculation is derived through baro-
tropic instability of the zonally varying mean flow.

Multiple equilibria have beeri nbtained for highly truncated versions of
the EOF model in which orographic &i'fects are neglected. In these cases, the
advection of mean flow vorticity plays the role of an orographic type term. An
examination of the EOF interactions shows that the dominant interactions involve
the North Atlantic blocking mode (EOF 9).
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NORMAL MODES OF THE GLAS 4th ORDER MODEL

S. Bloom

ORIGINAL PAGE IS’
1. INTRODUCTION OF POOR QUALITY

A recurring problem in numerical weather prediction is the initialization
of primitive equation models, Recen! advances in this area have involved the
development of nonlinear normal mode {nitialization techniques (Machenauer,
1977; Temperton and Williamson, 1981; Williamson and Temperton, 1981). The
computation of the normal modes of the (linearized) GLAS 4th order model is the
first step in an investigation of the impact of these initialization techniques
upon the full GLAS model. This note discusses some of the features of the GLAS
mode!'s normal modes.

2. GLAS MODEL MODES

a) Vertical Structure

The GLAS_4th order model equations are linearized about a basic state
at rest (U = v = 0) and with an assumed average vertical temperature profile,
T(o), taken from the ICAO standard atmosphere. Using methods very similar
to those described by Temperton and Williamson (1981), the vertical structure
of the model modes is separated out. This procedure involves combining the
linearized thermodynamic and hydrostatic equations in their finite differenced
form. Because the vertical and horizontal structure is assumed to be uncoupled,
a vertical structure problem is obtained. The solution to this vertical struc-
ture equation is an eigenvalue problem. Since the version of the model used
here has nine o levels, there are nine eigenvalues/eigenvectors, each corre-
sponding to a particular vertical mode. When the linearized GLAS model equa-
tions are projected onto these vertical modes, they are transformed into the
Tinear shallow water equations in spherical coordinates:

3u. . fy .9 % =0 (1a)
3t L a cos ¢ On
v + fu + ah& = 0 (lb)
t L "%‘ L)
= N
ah D du 3 ) | -
chng + YR oug + V. cos 0
5t acos¢ O 55—'( 2 ] (1c)

Here Dg is the &th eigenvalue and (ug, vg, he) are the variables
associated with the £th vertical mode. Note, Ug is often referred to as an
"equivalent depth".
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b) Horizontal Structuré’

Following Temperton (1977) and Dickinson and Williamson (1972), the fields
are expanded in zonal Fourier harmonics, and scaled:

A
’uz % u*
vl I = jy* eiSk
hy / %:. 1/2 p*

so that eq. (1) can be written for each latitude ¢;:

-i1) cos ¢5 3u* - f. * S'Co by = 2a
(-1) ¢J; 2, fj cos g v} + 3Ly 3 0 (2a)
(-1) cos ¢j-_av* - f. cos g% - Coocosg,./ 3N =0 -

J'~._at P IR 4’3(% /3 (2b)
(-1) cos 5 ah*\ 4 S'Co yx +C B (vkcos 4), = O (2c)
\3t /i a J a 3 J

- (en Y1/2 VoL . o - , -
with C, = {(¢D and S' = sin(Sax . Note, S' is the
g = (6Dg) __gix__l A - cos(SAA)l

result of 4th order differencing in A. If the modes have a harmonic time depen-

dance (i.e., e™"), then for a sufficiently small at: (-i)_( ). =. ( ),
ot J Je

With the use of 4th order differencing in ¢, eq. (2) can be expressed as a matrix
eigenvalue problem:

Lu-vu = 0 (3)

~N o~ ~

where

uj = vg * (cos ¢j)1/2

and the matrix of coefficients L is real and symmetric. Thus for a given zonal

wavenumber s, the eignevectors of L give the latitudinal structure of the hori-

zontal modes (which have eigenfrequencies v).
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c) Degrees of Freedom - Influence of Poles OF POOR QUALITY

The number N of eigenvectors and eigenvalues in eq. (3) reflects the number
of degrees of freedom in the GLAS model for a given zonal wavenumber. Since
the horizontal modes can be divided into two classes (symmetric or antisymmetric
across the equator), they need to be computed only in one hemisphere, 23 latitude
points in a model with a meridional spacing of 4°., Eq. (2) suggests that N =
69, but consistency requirements at the pole reduce N:

€ =0 : u* = yk = 0 and h* #0 (N = 67)
pole pole pole
S=1; h* = 0 and u* = 4+ y¥ 0 N = 68
pole an upo]e - vpole 7 (N = 68)
(+ North, - South)
S>2; u* = y¥ = h* =0 (N = 66)
- pole pole pole

A problem arises with the S = 1 modes, due to the use of centered differencing
on a nonstaggered grid in the GLAS model. This can be seen by comparing the
roles of h* and v* in eq. (2); where eq. (2b) relates v*p le to hgﬁo and g;o, but
0

v¥ does not influence h* _or h* in eq, (2c). Thus the matrix L is not
pole 86° 82° .
symmetric for S = 1. The degrees of freedgym at the pole are represented by
inertial oscillations (one physical, one computational) which are completely
decoupled from the remaining modes.

3. COMPARISON OF GLAS MODES WITH HOUGH MODES

Longuet-Higgins (1968) and Kashara (1976) discuss alternative ways to
extract the horizontal structure from eq. {1) through the use of spherical
harmonic expansions. The resulting horizontal modes are calied Hough modes, and
they represent an analytic solution to eq. (1) to which we can compare the GLAS
mode( modes (and eigenfrequencies). Using an algorithm similar to the one used
by Kasahara (1976), Hough modes with the same Dg's as the GLAS modes were
computed. Both the GLAS and the Hough modes can be labeled by the number
of their latitudinal nodes; i.e. a "low" mode has little structure, while a
"high" mode has many oscillations. What follows are some preliminary results
of the comparisons between GLAS and Hough modes.

(i) The GLAS modes consist of two types: physical and computational. The
computational modes are an artifact of the finite differencing approximations
and they do not represent true solutions to eq. (1). There should be roughly
the same number of computational and physical modes, although identifying the

higher physical GLAS modes becomes increasingly more difficult as their struc-
ture increases.
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(i) For low wavenumbers and the lowes% modes, there is eifcellent agree-
ment between the eigenfrequencies of the Hough and GLAS modes. The agreement
deteriorates as one compares the eigenfrequencies of progressively higher modes.

(i11) An examination of the polar and near-polar structure of the lowest
modes for S = 0, 1 and 2 shows the nature of the GLAS model's (linear) treat-
ment of the pole. The best correspondance between Hough modes and GLAS modes
near the pole occurs for S = 2, because no polar approximation is required for
the computation of the GLAS modes for zonal wavenumbers greater than one.

The greatest discrepancies near the pole occur for S = 1; this is consistent
with the model's difficulty in handling the polar wind. There is much better
agreement between GLAS and Hough modes near the equator for S = 1. Finally
for S = 0, the agreement near the pole lies in between those for S = 2 and
S =1, This occurs because an approximate equation for h;ole is obtained by

performing polar-cap averages of eq. (2c); this approximation somewhat degrades
the GLAS modes near the pole for S = 0.

4, SUMMARY

A set of normal modes for the 4th order GLAS model has been computed and
compared with a corresponding set of Hough modes. The agreement between the
Tower GLAS (physical) and Hough modes is a useful check on the accuracy of the
GLAS mode computation. Future work with the GLAS modes will irvolve: the
diagnosis of data, linear initialization experiments, and the development of a

nonlinear normal mode initialization process for the full GLAS 4th order model.
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LAGGED AVERAGE FORECASTING, AN ALTERNATIVE TO MONTE CARLO FORECASTING
R. N. Hoffman and E. kalnay

In order tc use the information present in past observations and simul-
taneously to take advantage of the benefits of stochastic dynamic prediction
we formulate the lagged average forecast (LAF) method. In a LAF, just as in a
Monte Carlo forecast (MCF), sample statistics are calculated from an ensemble
of forecasts. Each LAF ensemble member is an ordinary dynamical forecast (ODF)
started from the initial conditions observed at a time lagging the start of
the forecast period by a different amount. These forecasts are averaged at
their proper verification times to obtain a LAF. The LAF method is opera-
tionally feasible since the LAF ensemble members are produced during the normal
operational cycle.

To test the LAF method, we use a two layer, f-plane, highly truncated
spectral model, forced by asymmetric Newtonian heating of the lower layer. In
the experiments a long run is generated by the primitive equation version of
the model which is taken to represent nature, while forecasts are made by the
quasigeostrophic version of the model. On the basis of forecast skill the LAF
and MCF are superior to the ODF; this occurs principally because ensemble
averaging hedges the LAF and MCF toward the climate mean. The LAF, MCF and ODF
are all improved when tempered by a simple regression filter; this procedure
yields different weights for the different members of the LAF ensemble. The
tempered LAF is the most skillful of the forecast methods tested. The LAF and
MCF can provide a priori estimates of forecast skill because there is a strong
correlation between the dispersion of the ensemble and the loss of predictabi-
lity. In this way the time at which individual feracasts Tose their skill
can be predicted (Fig. 1,. This is not easy since =i+ skill of individual fore-
casts, as measured by D, ~n RMS measure of foruszst vkill, breaks down suddenly
anywhere from four to twenty days into the forecast (Fig. 2).

These results and the application of the LAF method to more realistic
models and to monthly or seasonally averaged forecasts are discussed elsewhere
in more detail (Hoffman and Kalnay, 1983).
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A STOCHASTIC-DYNAMIC MODEL FOR THE SPATIAL STRUCTURE OF FORECAST ERROR STATISTICS
R. Balgovind, A. Dalcher, M. Ghil and E. Kalnay

A simple model that yields the spatial correlaiion structure of global
atmospheric mass-field forecast errors is derived. The model states that the
relative potential vorticity of the forecast error is forced by spatially
multi-dimensional white noise. The forecast error equation contains a non-
dimensional parameter cy which depends on the Rossby radius of deformation.
From this stochastic-dynamic equatior, a deterministic equation for the spatia’
covariance function of the 500 mb geupotential error field is obtained.

Three methods of solution are examined: 1) an analytic method based on
spherical harmonics, 2) a numerical method based on stratified sampling of
Monte-Carlo realizations of the stochastic-dynamic equation, and 3) a combined
analy%ic-numerical method based on two successive applications of a fast Possion
solver to the deterministic covariance equation. The three methods are compared
for accuracy and efficiency, and the third, the combined method is found to be
clearly superior.

The medel's covariance function is compared with global correlation data
¥iarch 1976. The data are based on the GLAS forecast-assimilation system in use
at that time (Ghil et al., 1979).

The model correlations agree well with the Tatitude dependence of the data
correlations. The fit between model and data confirms that the forecast error
between 24h and 36h is largely random, rather than systematic; the value of the
parameter co which gives the best fit suggests that much of this error can be
attributed to baroclinic, rather than barotropic effects. Deterministic influ-
ences not included in the model appear at 12h and 48h. They suggest possibili-
ties of improving the forecast system by a better objective analysis and
initialization procedure, and a better treatment of planetary-wave propagation,
respectively. ,

fin analytic formula is obtained which approximates well locally the model's
global correlations. This formula is convenient to use in the calculation of
weighting coefficients for analysis and assimilation schemes. It shows that
Gaussian functions are a poor approximation for the forecast error correlations
of the mass field. The first and second derivatives of the Gaussian functions,
commonly used to model geostrophic wind error correlations, are shown to be
even less accurate.
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HIGH LATITUDE FILTERING IN GLOBAL GRID POINT MODELS
L. L. Takacs and R. C. Balgovind

1. INTRODUGTION

The process of filkering in qlobal grid point models is fairly common in
meteoroloqical studies. High latitude filtering as described in Gakss et al.
(1971) 1s done in order to avoid the use of prohibitively short time steps
required due to fast moving inertia-gravity waves near the poles. By applying
filtering to certain quantities in the gqoverning equations, the use of larger
tima-steps to run the model may be obtained. The specific filtering response
needer to ensure stability is definad by the space and time difference schemes
used, and hy the type of gqrid structure in the mode! (Arakawa and Lamb, 1977),

We have found that when certain techniques are used in the application of
the high-latitude filter, serious distortions of the solution occur at all
latitudes, associated with spurious enaergy and momentum transfers. These
errors ara a result of the inability of the specific filtering technique used
to matntain in finite-difference form the irrotationality of the gradients of
the streamfunction and velocity potential.

In this paper we re-examine the effects of the distortions caused by
filtering, and study its relationahip to various filtering techniques. In
Section 2, a description of the model used for this study is presented, while
Section 3 comparas model results. Conclusions are presented in Section 4,

2. MODEL DESCRIPTION

The model used to examine the effects of filtering is based on the shallow
water equations on a sphere. All variables are defined on a non-staggered ‘A
arid (Arakawa, 1972) having a resolution of 10 degrees in longitude and 8.18
deqrees in latitude. Spatial derivatives are approximated by energetically-
conservative fourth-order differences (Kalnay-Rivas et al., 1977), while the
time derivatives are approximated by the leapfrot schem.

As the initial condition for these experiments, we followed Phillips
(1959) by taking an initially non-divergent velocity field together with a
height field that satisfied the balance equation, (see Fig. 1). This initial
condition produces a super-rotation of the atmosphere in addition to a Rossby-
Haurwitz wave which moves westward relative to the fluid. For a non-divergent
barotropic atmosphere, the total solution will move from west to east without
change of shape. Since we are using a free upper surface, however, some
changes in the solution can bhe expected due to the divergent nature of our

model .

ror our experiments, we compare the effects of four filtering techniques.
The first technique, as employed by Kalnay-Rivas et al. (1977), uses Fourier
filtering of the prognostic variables u, v and h at every time-step. This
technique does not conserve total energy nor does it preserve the irrotational
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properties of the system. Since this fiiter is applied to the prognostic fields
themselves, the effects of the filter are cumulative in time. This technique
will be referred to as technique (b) in future reference.

The second technique used for filtering is similar to the first except
that the time-changes of the prognostic flux and mass fields rather than the
fields themselves are filtered, i.e., hu, hv, and h, where (') refers to the
time-change of the quantity. Smoothing of the time derivatives to prevent
linear computaional instability has been employed by Vanderman (1972) and
Temperton (1977). This technique also suffers from non-conservation of the
energetics and irrotationality of the system, although the effects of the
filter are non-cumulative since only time-changes are smoothed. This technique
will be referred to as technique (c) in future reference.

The third technique follows that of Arakawa and Lamb (1977). In this
technique, the zonal pressure gradient and zonal mass flux terms are filtered
in such a way that the globally integrated total energy of the system is con-
served. Although this technique was originally designed for an energy and
enstrophy conserving scheme on a 'C' grid, our interest here is to study its
performance in relation to our fourth-order energy conserving scheme on the 'A'
grid. This technique will be referred to as technique (d) in future reference.

The last technique, which will be denoted as the P.G. (for pressure gra-
dient) filter, is one in which the vorticity of the system is conserved in
finite difference form. In a personal communication, Dr. Akio Arakawa pointed
out that filtering the prognostic variables, their tendencies or the zonal
pressure gradient and mass flux terms may not preserve the irrotationality of
the pressure gradient in finite difference form due to the latitudinal depen-
dence of the filter response. Because of this, o computational source of vor-
ticity is generated near the poles which ultimately affects the solution at
all latitudes. By a priori filtering of the heights used in the pressure
gradient terms in the momentum equations, the irrotational properties of the
system are preserved and no spurious energy or momentum transfers results.
This technique will be referred to as technique (e) in future raference.

3. RESULTS

Figs. 2, 3 and 4 show the time evolution of the height Tield at days 4, 8
and 12. In each figure, five piots are shown corresponding to the four tech-
niques discussed in Section 2 in addition to a non-filtered control run. The
non-filtered control run is taken to be truth in these experiments, and will
be referred to as technique (a) in future reference.

We can see from these figures that all techniques perform reasonable well
through the first four days of integration. By day 8, however, techniques (b)
and (d) show major dissimilarities compared to techniques (a), (c) and (e). It
should be noted that thke control run has me ~d approximately 90 degrees eastward
as expected, with very little change in shape. In techniques (b) and (d), the

amplitude of the Rossby-Haurwitz wave has decreased considerably. Also, technique

(c) shows tilting east of the trough which is Rot apparent in the control run nor
in technique (e). Finally, by day 12, only technique (e), which conserves vor-
ticity in finite difference form, shows success in'simulating the control run.
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Fig. 5 shows the time evolution of the globally integrated kinetic energy
due to the eddy flow. We see from the control run that the eddy kinetic energy
decreases slightly from its initial valuve during the 12-day run. There is also
a corresponding increase in the kinetic energy due to the zonal flow (not shown)
which maintains total energy conservation. Techniques (b), (c) and (d) show
significant deviations from the control run which are a result of the non-con-
servation of vorticity inherent in those techniques. Physically, the change
in vorticity near the poles generates tilting of the trough-ridge lines which
result in stronq equatorward transports of u-momentum at mid-latitudes, This
equatorward transport triggers the barotropic instability mechanism which pro-
duces a transfer of eddy kinetic energy to zonal kinetic energy. However, it
can be seen that the P.G. filter, technique (e), produces almost identical
results compared with the non-filtered control run.

4. CONCLUDING REMARKS

We have seen that certain high-latitude filtering techniques create
spurious enerqy and momentum transfers, affecting the solution at all latitudes.
These spurious transfers are due to a non-conservation of vorticity under the
pressure gradient force, as well as to a non-vanishing curl in finite-difference
form of the qradients of the streamfunction and velocity potential. By a priori
filtering of the heights used in the pressure gradient terms in the momentum
equations, the irrotational properties of the system are preserved and no
spurious energy or momentum transfers result. This technique has shown superiar
results compared with filtering prognostic field variables, their tendencies or
filtering with energy-conservative techniques.
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LARGE AMPLITUDE STATIONARY ROSSBY WAVES IN THE SOUTHERN HEMISPHERE:
OBSERVATIONS AND THEORY

E. Kalnay and J. Paegle

Studies by Van Loon and Jenne (1972), Van Loon et 21. (1973), Trenberth
(1979) and others indicate that stationary waves in the southern hemisphere are
of planetary scale, and much weaker than those in the northern hemisphere.
Kalnay and Halem (1981) reported the presence of large amplitude, short ctationary
waves during the month of January 1979 in the lee of South America and their
disappearance in February 1979. In this paper we present further observational
evidence of the January waves and discuss their possible origin. The principal
results are:

a) Large amplitude stationary Rossby waves with zonal wavenumber ~ 7 were
present between 20°S and 40°S both in the South Pacific and east of South
America during January 1979. They appear in satellite observations as enhanced
bands of high clouds associated with the South Pacific convergence zone and the
Amazon. Examination of satellite observations during 1974-1979 indicates some
correlation between the intensity of stationary cloud bands in the two regions.

b) The stationary waves in the lee of South America are not of orographic
origin since they are associated with a ridge rather than an trough east of the
Andes.

c) The waves could not be produced by the CISK mechanism suggested by Kalnay
and Halem (1981), because of their essentially barotropic vertical structure.
SST anomalies in the South Atlantic are of the same short scale as the waves
during this period. H<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>